EONIKO METTOBIO IIOATTEXNEIO

Y XOAH HAEKTPOAOTON MHXANIKON KAI MHXANIKON YIIOAOTIZTON
TOMEAY MHXANOAOTIKON KATAYKETON & ATTOMATOY EAETXOY

XEeLPLoOUOC AVTIXELUEVOU
ATO pouToTIXOLG PBpayloveg
UETAUPELOUEVNS BACTS UE
ATTOXEVTOWUEVO EAEY YO EUUECNS
ETLXOLVWVLIOC

AITAQMATIKH EPTAYIA

TOU

Towun E. Avaoctdoiou

ETC!@)\E':TC(OV : Kwvotavtivog 1. Kugtaxdrouvhog
Konyntic E.M.IL

EPTAYTHPIO ATTOMATOY EAETXOTY
Adfva, XentéuPperoc 2014






Edvixé Metoofo Tloluteyveio

Yoty Hiextpohdywyv Mnyavixddv xow Mryoavixwy Troloylotwmy
Topéac Mnyavohoyixwv Kataoxeudv & Autopdtou Eréyyou
Epyaotipio Autoudtou Eiéyyou

XEeLPLoUOC AVTIXELUEVOU
ATO poumoTiXoLg PBeayloveg
UETAUPERCOUEVTG BAong UE
ATTOXEVTOWUEVO EAEY YO EUUECNS
ETULXOLVWVLIOC

AIITAQMATIKH EPTAYIA

TO0U

Towun E. Avaoctdoiou

ETCLB)\E':TCQ)V : Kovotavtivog 1. Kugtaxdmouviog
Konynthc E.M.IL

Eyxpllnxe and tnv tpwuels| e€etootiny emtponn Ty 1n Xenteyeiou 2014.

Kwv/voc Kuptaxénouvhoc Nixdhaog Mapdtog Kwv/voc TCagpéorag
Kadnynthc E.M.IL Kodnyntic E.M.IL En. Kodnyntic E.M.IL

Adfva, ToGhiog 2014






TIXIAMHY ANAXTAXIOXE

Awmhopatodyoc Hiextpoldyoc Mnyavixoc xar Mnyavixdc Troloyiotedv
E.M.II.

Copyright © Towdune Avaotdotlog, 2014.
Me empiialn movtog dixonwuatog. All rights reserved.

Arnoyopeletar 1 avtiypogr, amolfxeuor xar dtavour, Tng mogoloog gpyactag, €€
OAOXApOU 1) TPAUATOC aUTAG, Yl Eunopxd oxomd.  Emrtpeéreton 1 avatinwon,
amo¥xEucT) ot DlovouY| Y GXOTO WY XEEOOCKOTUXG, EXTUOEUTIXNC 1) EPEUVNTIXAC
puoMg, LTO TNV TEOUTOVEST) VoL avapEgeTal 1) TNy TEOEAEUGTC XaL Vo dotrpeitar To
Topoy uhvuua.  Bpwthuata mou agopolv T Yeron g cpyaoiag Yia XEQDOOXOTIXO
o%0T6 TEETEL VoL ameLVOVOVTAL TEOS TOV GUYYQOPE.

Ov andeic xou To GUUTEPACUAUTO TOU TEPIEYOVTOL OE AUTO TO €YYPUPO EXPEALOUV TOV
CLYYEAUPEN XL OEV TRETEL VL EQUNVELVEL HTL avTimpocwTelouy Ti¢ eniornuec VEoES Tou
Edvixol Metodflou Iloiuteyvelou.






Euyaplotieg

Evyaptote Vepud tov xadnynt K. Kuglaxonouvdo yio tnv avddeon autrc tng Ot
TAWPATIXAS EQYAOIOC oL Yo TNV EUXALElA TOU UOU EBWOE VAL CUUMETEY W OTNY EPELVAL
Tou gpyaoTrpiou Autoudtou Eiéyyou. [daitepa euyapioT® TOY EMOTNUOVIXG GUVER-
yatn 0p. Mrdunn MreyhoUin yia tny mohlTun BoRdeia mou you mapetye xat yio Tov
EUTAOUTIOUO TWYV YVOOEMY POV GTNY TEQLOY T TWV WU -YROUUUXOY UG TNUATOV. Axoun,
Uéhe vo euyaploTiow Yepud Toug Yovelc You Yo Ty oThpln Tou Yoy Tupelyay xotd
T OLIPXEL TV OTOUDWY UOU XAl TNV OBERPT| HOU, YLl TIC TOMITWES GUUBOUAES TrG.
Téhog, mold Vepud euyapiot® otny Karlony xoa 6houg toug @ihoug uov, mou pou
otddnxay To TEAEUTAlR YPOVLOL






ITepiAndn

Me v adZnon tou aptipod 1wV POUTOTIXWY TEUXTOPWY TOU ATAUTOVVIAL YL TNV
ATOXEVTPWPEVT) ONOXAHiPWOT] oG Epyactog, aAAd xot AOYw Tou amaTnTxo) TERLBA-
hovtog extéleorg, yivoviar tpoondieieg va TepLoplG TEL 1) TOGHTNTA TNG UECTS TANEO-
poplog Tou aviahhdoetar uetall Toug. Mia mdoavy| Abon eivor 1) aromoinom g éuuesTc
TANEOQOplag, TOU TPOXUTTEL and TNV AAANAETDEAGT, TOU POUTOT UE TO TEQBAANOY %ot
hopfdveton amd Ti¢ PETEToEK TwY atoUNTAewY. Autdg 0 TedTOC EMoWmViNG OVOUdle-
Ton EUUEST) ETIXOVWVIdL

To avrtixeluevo authc g Bimhwpatixrs, efval 1 EVOOUITWOT AUTOU TOU CYAUATOG
EMXOWVWVIAG OTO YEIPIOUO AVTIXEWEVOU amd 00 pounoTixols mpdxtopes. H oidtaln
ebvor TOTOU APy NY0U-ax0A00Y0U XAl ATOXEVTIPWUEVY. 0 aPYNYOS TpocTadel va vAoToL-
fioet emuunTy| TeoYLd, EV® 0 axdhoudog yenowonolel uovo uEtenon duvaung, véong
xon oy OTnTag, Yoo va Bordroel Ty extéheor) tng epyaotuc. Eletdlovton dUo oevdpla
UE DLUPOPETIXEC UAOTIOLOELS.

270 TPWTO, TO AVTIXELUEVO elvar OYAUATOG PABOOY ot UETAPERETOL UTO EVTIROY AL U1
OMNOVOUIXE POUTOT, UE EAACTIXY-GUUHOPPOVUEVT) ETURT| TOU aX0AOUTOU UE TO avTixelle-
vo. O axdroudog yenotuonotel u€tpnomn dOVaUNG-poTHAG Yiot Vo eutuypouuio el Ue To
avTixelpevo xar vo dtotnerioet Ty endgr. To cuvolxd GUCTNUA CUUTEQUPECETAL GAY
€Vl DLTAUPAYHEVO LOVTEAD QUTOXWVATO, OTOTE O dpY YOS BactlOUEVOS GE Ulal avaAUoT)
eUpWOTIaG, YENOotUoTOIEl EAEYXTH TOU EQUPUOlETAL GTO OVOUACTIXO LOVTERO.

210 0eUTEPO, TO avTixeluevo yetagépetar amd Evipoyoug Bouyloveg xal or emagég
elvor otepeéc. Kou tar 800 popmdt emBAAAOUY O auTO Lol OYECT, EAEYYOU EUTEDNOTG.
O axohoviog, péoo and TNV xivnon Tou aVTIXEWEVOL, EXTIUA To TEOGIA TeoYIdE Tov
apy Yol UE ebpwoTto TEoTo. Tehixd, 10 GQINUI TROYIAS TOU AVTIXEWEVOU GUYXALVEL
o€ pio TOAD pxeY| TepLoy i YOpw and To unodev.

AéCeic KAelold

Arnoxevtpwuévoc Eheyyoc, Euueon Enxovwvia, Metagopd Avtixewévou,
Mérpnon Abvaung, Apynyoéc- Axdhoudog, Mrn Okovouxd Yootrua






Abstract

Facing the increasing number of robotic agents required in distributed coordi-
nated tasks and due to challenging environment of execution, attempts are made to
decrease the amount of explicit information exchanged between them. A possible
solution to this problem, is utilizing implicit information which occurs as a side-
effect of robots’ interactions with the environment and can be acquired via sensor
measurements. This type of communication is called implicit communication.

The goal of this thesis is to completely replace explicit communication with
implicit, in the object handling task, where two robots are involved. We use a
decentralized leader-follower architecture. The leader’s objective is to implement
a desired trajectory profile, while the follower tries to keep up using only force,
position and velocity measurements. Two scenarios are explored.

In the first, the cooperating agents are nonholonomic mobile robots, the object
is bar and the follower-object contact is compliant. The follower uses force-torque
measurements to align itself with the object and keep the contact stable. The overall
system is modelled as a perturbed car-like system. Therefore, the leader, based on
a robustness analysis, imposes a control scheme for the nominal car-like system.

In the second, the object is carried by mobile manipulators and all contacts are
rigid. Both robots establish an impedance relation on it. The follower robustly
estimates leader’s desired trajectory through the motion of the object. Eventually,
the position error converges to an arbitrarily small residual set containing the origin.

Keywords

Decentralized Control, Implicit Communication, Object Manipulation, Force Sens-
ing, Leader-Follower, Nonholonomic System
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Chapter 1

Introduction

Figure 1.1: Tight cooperation of robots

The study of multirobot systems in object carrying tasks, has received increasing
attention over the last decades. Using a group of robots instead of a single one, can
have several advantages, such as increase in weight lifting capabilities, increase of
redundancy and versatility and fault tolerance. Thus, many tasks that are impos-
sible to execute by a single robot become feasible. Such tasks include, for instance,
carrying heavy or large payloads, the assembly of multiple parts without using spe-
cial fixtures, and handling of objects that are flexible or possess extra degrees of
freedom.

However, new challenges arise. For example, when the number of robots becomes
large, traditional approaches that rely on centralized control rapidly reach their
limits and are prone to individual faults. Therefore, decentralization is necessary.
Unfortunately, though, most decentralized schemes depend highly on inter-robot
explicit communication (i.e. exchange of control messages or local sensory data),
resulting in crowded bandwidth and requiring careful planning of communication
protocols [SBOQ].

This thesis explores the possibility of replacing explicit communication with im-
plicit. Explicit communication is defined as a specific act designed solely to convey

16



1.1. RELATED WORK 17

information to other robots on the team. On the other hand, implicit communi-
cation occurs as a side-effect of robots’ interactions and the way they change the
environment (i.e. coupling forces between the object and the robots). Implicit
communication offers several immediate advantages over the explicit form. Among
them are simplicity, robustness to faulty communication environments, low power
consumption and stealthiness.

Explicit communication Implicit communication

Figure 1.2: Types of communication

Of course, the explicit form makes teams more effective. Still, there are tasks, for
which is not essential when the implicit form is available. More complex communi-
cation strategies may offer little or no benefit over low-level communication[BA94],
[Dond).

We consider two types of robotic teams, the first one consisting of mobile robots
and the second of mobile manipulators. The scheme is decentralized, each robot
has its own controller. The architecture is of leader-follower type. Only the leader
knows the desired trajectory of the object, while the follower tries to keep up using
exclusively sensor information (force, position, velocity). We emphasize that the
desired trajectory can neither be transmitted off-line. The only information to be
exchanged, are few off-line parameters (geometric, inertial). Further information is
provided in the beginning of each chapter.

1.1 Related Work

Research on cooperative manipulation began in the early 1970s. During late
1980s s strong theoretical background for the control of multi-arm robots was formed,
providing the basis for research on more advanced topics from the 1990s to today
(refer to [SKOS]).

Some works belong in the class of centralized control. A central system obtains
global information on an environment including all the robots and determines ac-
tions for all of them. In [Kha8§], the overall closed-chain system is treated as an
augmented object, by expressing its inertial properties via a single inertia matrix.
Tanner et. al. [TLKO03] proposed a centralized motion planning methodology for
nonholonomic mobile manipulators, handling a deformable object, based on dipolar
inverse Lyapunov functions, with guaranteed collision avoidance and convergence
properties.
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Another example of centralized control is the Object Impedance Control [SCJ92).
An impedance law specifies the relationship between the object’s accelerations, ex-
ternal forces, and kinematic state. In Multiple Impedance Control [MPIQ] this
relation is also imposed on the manipulators. Impedance control can also be based
on Internal Force [BHIG]. The above impedance schemes even in their decentralized
versions [DCJRIT] need explicit communication or off-line knowledge of the desired
trajectory.

In decentralized systems, the cooperating robots do not depend on a central unit
to compute their desired actions. Still, many works use explicit communication or
off-line knowledge of the desired trajectory. Khatib et. al. in [KYCT96] extended the
augmented object notion to mobile manipulators and presented a decentralized con-
trol scheme. In [LAO96], [TBKO04] knowledge of the desired trajectory is required.
Other decentralized schemes adopt the leader-follower architecture [LZ87],[SK9g].
Since the leader has the responsibility of motion, these formations are not sym-
metric and thus prone to leader faults. However, to completely replace explicit
communication, some agents have to be completely ignorant of the task. Therefore,
this objective is only achievable with such formations.

Kosuge et. al. [KQ96], [KOCI7], [KOSI7] designed a decentralized leader-
follower scheme, in which only implicit communication is used. Only the leader
knows the desired trajectory, with followers trying to estimate it through the mo-
tion of the object. The estimation scheme though, is not robust and converges only
when the desired acceleration is zero. Also, object’s dynamics are not explicitly
dealt with.

Stilwell and Bay [SB93] studied the case of multiple nonholonomic mobile robots.
The object-robot contact was modelled as a spring and damper. Again this scheme
is decentralized, of leader-follower type and uses only implicit communication. The
goal of the follower, is to behave as a caster (keep distance from object constant,
align itself to force direction). The follower’s caster behaviour is also explored in
[KOST9g]. In the above works, it is not stated how the overall system can be
stabilized.

Some decentralized schemes, which employ only implicit communication, do not
include the system models and are based on decision rules over a finite set of possible
actions [AHYT99|, [YS0I]. In [GMD06],[NGBFQ9] the followers take the interaction
forces as input in a neural network, which produces the desired orientation and
velocity as output. In [BJ95] a pushing scenario is considered, where the leader
is responsible for the steering angle, while the follower only pushes. A leadership
exchange scenario is explored in [PPCC02]. However, the aforementioned decision
rules are mainly heuristic and there is no guarantee that the object behaves as
desired.

Finally, in contrast to leader-follower architecture, in completely distributed sys-
tems all robots are equal and the task does not depend on a leader. In the pushing
scenario of [RDJ93] and [DJRIT] the object’s motion is controlled by a quasi-static
protocol. In [ANOT] the task of transferring the object is divided in two tasks: con-
straining and moving the load. The execution of the task does not need explicit
communication. However, the robots must have some knowledge about the task
off-line.



Chapter 2

Cooperation of mobile robots

In this chapter the first cooperative scenario is presented. The team consists
of two nonholonomic mobile robots, in a leader-follower formation and the object
carried is a simple bar (fig. [2.1). Motion takes place at the horizontal plane. The
nonholonomic nature of the agents increases the difficulty of the object transporta-
tion task and restricts the mobility of the overall formation. To tackle this problem
we mount the object on revolute joints placed on the platforms, to allow relative
angular displacements between it and the agents. The leader’s joint is free, while the
follower’s is compliant. Moreover, the contact between the object and the follower’s
revolute joint is also chosen to be compliant.

As a result, the mobility is increased and force-torque exerted by the follower
now depends on its relative position to the object. This enables us to introduce
force-torque in the kinematic model of our system, thus removing the uncertainty in
the case of purely rigid contact, where forces can only be considered at the dynamic
model.

Figure 2.1: Cooperation of mobile robots

The main goal of the leader is to stabilize the position and angle of the object,
while the follower is trying to keep up using only force sensing, by keeping torque

19
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almost zero, and force almost constant, close a desired value. Follower’s objectives
are satisfied by employing a prescribed performance controller. As a side effect it
aligns itself with the object and keeps constant inter-robot distance. With follower’s
goal satisfied, the overall system can be modelled as a perturbed car-like model,
with the leader acting like the steering wheels. We discern two cases:

e Leader does not measure its free joint angle. We call this case open loop,
since the leader has no knowledge of the overall system’s state, and is rendered
unable to compute steering angle. Of course, the best achievable performance
is limited to leader’s stabilization, with the object’s angle being uncontrollable,
especially in backward motion.

e Leader measures its free joint angle. We call this case closed loop, since the
object’s state is known to leader. The steering angle can now be computed.
Therefore, the leader can now implement a discontinuous feedback law, which
stabilizes the nominal car-like system. This law, as the robustness analysis
proves, renders the system locally ultimately bounded, with region of attrac-
tion and bounds depending on follower’s performance.

We emphasize, that no explicit communication is used in the above cases.
This chapter has the following structure:

e System model derivation.
e Follower’s goal, control and simulation.
e Leader’s control, simulation results and comparison.

— Open loop scheme.

— Closed loop scheme.

2.1 System Model

Both agents are differential wheeled robots. The differential wheeled robot model
is equivalent to the model of the unicycle.

2.1.1 Unicycle Model

A unicycle, is a vehicle with a single orientable wheel. Its configuration is com-
pletely described by ¢ = [ x y 0 ]T, where (z,y) are the Cartesian coordinates
of the contact point of the wheel with the ground, and 6 is the orientation of the
wheel with respect to the x axis. For the differential wheeled robot we can assume
the same model, with the corresponding point being the middle of the wheels’ axis
(fig. 2.2).
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//‘\ 5]

Figure 2.2: Differential wheeled robot as a unicycle

The pure rolling constraint for the wheels is expressed in the Pfaffian form as:
isinf —gcos = [ sinf —cosf 0]Gg=0 (2.1)

and entails that, in the absence of slipping, the velocity of the aforementioned point
has zero component in the direction orthogonal to the vehicle’s heading. Consider

now the matrix
cosf 0

G(q)=[ g1(a) g2(q) | = | sinf 0 |,
0 1

whose columns ¢;(q) and go(q) are, for each g, a basis of the null space of the matrix
associated with the Pfaffian constraint. All the admissible generalized velocities at
q are therefore obtained as a linear combination of ¢;(¢) and ¢2(¢q). The kinematic
model of each agent can now described:

T cosf; | 0
yl = sin 9; u; + 0 T (22)
0, 0 1
for the leader and _
Ty cos 0y 0
yf = sin Qf Uf + 0 i (23)
0; 0 | 1

for the follower. Coordinates x;, y;, 6;,7 € {l, f} are considered with respect to an
inertial global frame.

2.1.2 Overall System

The overall formation is shown in fig. 2.3l By L we define the distance between
the two robots. This distance is, indeed, not constant since it depends on the
displacement of the compliant contact. We also define by 6 the orientation angle of
the object and by ¢; the angle displacement between it and the robots:

o =0,—0
¢ =0—0;¢
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Figure 2.3: Overall formation with defined angles and distance

Contact model

The model of the contact is depicted in fig. [2.4. The forces F,T exerted on the
follower are shown along with the corresponding translational dz and angular ¢
deformations. The translational compliance can be achieved with either a spring
or a soft robot tip (see [BDRI(]), with high stiffness constant. Respectively, an-
gular compliance is implemented via a torsion spring. However, rotational stiffness
constant is allowed to be more low. We stress that forces depend only on position
variables, assuming that damping components are negligible.

F(Lo-L)

Figure 2.4: Compliant contact and forces exerted on the follower

Due to the contact’s structure, the elastic force always lies on the object’s di-
rection. We assume that only compression is allowed, no stretching takes place
and force magnitude is a positive strictly increasing and continuously differen-
tiable nonlinear function of the deformation dx. Now we define the deformation
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ox = L,— L, for L, > L > L, where L, is the natural inter-robot distance when de-
formation and consequently force are zero. L is inter-robot distance corresponding
to the highest compression possible. To summarize the above we write:

cos 6
F = F(a,ar, 0) = F(L, — L) [ 050 } (2.6)
0< F(Ly—L) < F = F(L, — L) (2.7)
or oFr or
F(0) =0 (2.9)

Other than the previous properties, no exact knowledge about the force model is
available.

Torque, indeed, is orthogonal to the horizontal plane and its magnitude is also a
positive strictly increasing and continuously differentiable nonlinear function of the
angle ¢y. We also write:

T =T(¢) (2.10)
oT
— >0 2.11
0oy &)
T0)=0 (2.12)
¢ is not restricted naturally. However, as described below, follower constraints it
inside the interval (—%,7), in order to avoid singular configurations. Therefore,

whereas the exact torque function is unknown we need to estimate values T' (i%)

Model derivation

We use unicycle equations (2.22.3) along with the following:

L=/(xi— 2, + (- yy)’ (2.13)
N U cos (2.14)
Yy Ui sin 6 ’
Differentiating the above and after some manipulations we arrive at:

y ulsinqﬁl ufsinqbf

0 2.15
=" : (215)
L = —uycos ¢y + u;cos ¢y (2.16)

by = —rp + 2 San o 81Ln¢f (2.17)

Follower’s control scheme is based on force-torque sensing and control. Hence, it

is reasonable to express the state equations with respect to the compliant contact’s

forces. Differentiating force and torque magnitude: F = g—lzL and T = g@TTfQBf we
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can finally complete state equations. The overall system model is described below:

L [ u; cos 0, T
L w; sin 0
b T
9 . .
91 _ Uy smgzﬁl n uf Szngzﬁf (2.18)
)a —F uf CoS ¢y + u; cos ¢y)
T o7 ul smqbl UypSin @
L L Kz + 7 |

We could replace 6; with ¢; in some cases, for example in the closed loop scheme.

2.2 Follower’s problem statement and control

2.2.1 Problem statement
Force

Follower’s goal is to keep force almost constant close to a desired value. Satis-
faction of this goal establishes enough force for the stability of the contact. It also
guarantees safety by limiting too high forces. We could describe the goal:

O<F—Fd<pf<t)<F—Fd

where F} is the desired force. Function py(t) is called a performance function (for
more information refer to Appendix A or [BRIO]). It acts as an upper bound for
the force error F'— Fy. We can achieve desired transient and steady-state properties
of the error, by choosing an appropriate performance function. A common choice is
an exponentially decaying function p(t) = (p, — pso)e ¥ + poo. Note that this upper
bound must be less than the maximum force error. Moreover, to ensure contact is
not lost, this error is only allowed to be positive. If we define ey = ' — F; — & the
goal can also be written in the form:

Pr
2

Remark 2.1. Satisfaction of force goal has the side-effect of keeping steady-state
distance between leader and follower, almost constant. Thus, follower manages to
keep up with the leader and maintains contact.

les| < (2.19)

Since function F' (L, — L) is continuous, strictly increasing w.r.t. L, — L, and
F(0)=0:
Lo—Ly<L,—L<F ' (F;+py)

Thus if ps is sufficiently small, using Taylor expansion:

-1

oF
0<L_L<L_Ld_a_L pf+0(pf)
-1 (2.20)

Pfoo =+ O(pfoo)

) oF
O<t1i>I£IO(Ld—L) < ‘a—L
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Considering {g—lg‘ # 0 steady-state error can be made arbitrarily small by choosing
steady-state performance value po.

Remark 2.2. If stiffness constant ‘ | 1s very high, not only steady-state, but also
transient-state distance is almost constant

Using Taylor expansion:

OF
F(Ly— L)~ —5z (Lo~ 1)

Hence, replacing the above into (2.19) we obtain:

0< Ly— (2.21)

Torque

Regarding torque, follower has the goal to keep it close to zero. Additionally
torque is not allowed to reach value T’ (i%) , in order to avoid singular configurations.
Again, a performance function is used, with the following properties:

7| = |es| < po(t) < T < ‘T (ig)) (2.22)

where, T is the maximum allowed torque and can be chosen to be any value within

the interval (|T (¢f |T |), assuming that initial configuration is not sin-
s

gular: [¢f(0)] < 3 Thls is the reason, knowledge of T (£%) is required.

Remark 2.3. The side-effect of torque goal satisfaction is the alignment of the
follower to the object, with arbitrarily small steady-state error.

Indeed, since function 7" is continuous, strictly increasing, and 7°(0) = 0:

s ()| < T~ (p-(t)) and as a result
Jim |6, (8)] < T (proc) (2.23)

which again can be made arbitrarily small. The above can be illustrated in the
following figures:
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(b) Close to steady-
state

Figure 2.5: All possible configurations have lower torque than the performance
function: |T;| < p.. As a side effect, angle is also bounded inside a continuously
shrinking sector. Implicitly, follower aligns itself to the object.

Remark 2.4. Another side-effect of follower’s actions is that the system model
approzimates that of a car-like robot with front wheel actuation.

At steady state L is almost constant and ¢y is very small, so object’s angular
equation (2.15) can be approximated by:

. sin ¢y
0~
L

(2.24)

2.2.2 Control

Before we proceed with the controller presentation, some assumptions must be
made:

Assumption 2.1. The initial force and torque error satisfy |es(0)] < 21O ond

2
|e-(0)] < p-(0).
This can easily be achieved by choosing values py,, pro-

Assumption 2.2. The initial configuration is in the region |¢;(0)] < 5, hence
torque error satisfies |T (¢7(0)) | < |T (£Z)].
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This enables us to choose maximum allowed torque 7 in (2.22) when we define
performance bounds. If this assumption is violated it is trivial for the follower to
reconfigure its position, before the overall system begins execution of its task.

Assumption 2.3. Initial force is higher that the desired force: F(L(0)) > Fy.

Again, it is trivial for the follower to reconfigure its position before execution, if
initial force is lower.

Control Scheme

After choosing suitable performance functions we can finally design the desired
velocities:

9
14+ =Y

t
up = —kyIn Lgéf) (2.25)
1—

py (t)

€r

1+
ry =k In ) (2.26)

T

Remark 2.5. In contrast to most decentralized schemes, the proposed is independent
of leader’s velocity inputs u;, r;. Therefore, no explicit communication is takes place.
The sacrifice for this lack of knowledge is that ultimate boundedness of force-torque
errors is achieved instead of asymptotic stability. However, error can converge to
an arbitrarily small residual set, through choice of piso

Stability Analysis

Theorem 2.1. Consider the force-torque equations of the follower (2.18) with ini-
tial values satisfying Assumptions |2.142.5. Provided leader’s input velocity w; is
smooth, bounded, with bounded derivatives, control scheme (2.25), (2.26) maintains
satisfaction of constraints (2.19), (2.22).

Proof: First, let us define the normalized errors:

2€f

§r = o7 (1) (2.27)
= pr (1) (228)

In this respect, desired velocities (2.25)-(2.26) may be written as functions of the
normalized errors &;, i € {f, 7} as follows:

up = —k;In G J_r Z) (2.29)

re =k, In (1 i_ ?) (2.30)
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Next, we define the overall £ vector:

e=[¢ &1 (2.31)

Differentiating the normalized errors with respect to time and substituting (2.18)),
we obtain in a compact form, the dynamical system of the overall state vector:

§=h(t¢) (2.32)

where the function h (¢, &) includes all terms found at the right hand side after the
differentiation of &. Let us also define the open set:

Qe =(—1,1) x (-1,1)

The proof proceeds in two phases. First, the existence of a maximal solution & ()
of (2.32)) over the set ¢ for a time interval [0, Tyax) (i.€., £ (1) € Q¢, VE € [0, Trnax))
is ensured. Then, we prove that the proposed control scheme guarantees, for all
t € [0, Tmax): a) the boundedness of all closed loop signals of (2.32)) as well as that
b) £(t) € Q; with Q'5 denoting a compact subset of (¢, which subsequently leads
by contradiction with Proposition B.1] (Appendix B|) to 7. = oo. Hence, from
(2.27)-(2.28), we conclude that:

—Pr (t) <eér (t) < pr (t>

for all £ > 0 and consequently that satisfaction of force-torque constraints with
prescribed performance is achieved.
Phase A: Set Q¢ is nonempty and open. Moreover, owing to the selection of the
performance functions p; (), as well as to assumptions we conclude that £ (0) € €.
Additionally, due to the smoothness of a) the system nonlinearities, b) leader’s
velocity and c¢) the proposed control scheme, over €, it can be easily verified that
h(t,€) is continuous on ¢ and continuous for all £ € €. Therefore, the hypotheses
of Theorem B.1 stated in Appendix B|hold and the existence of a maximal solution
€(t) of (2.32)) on a time interval [0, Tmax) such that £ (t) € Q¢, Vi € [0, Timax) 1S
ensured.

Phase B: We have proven in Phase A that £ (t) € Q¢, Vt € [0, Timax) or equivalently
that:

G)ye(=1,1),ie{f 1} (2.33)
for all t € [0, Tyax). Therefore, the signals:
g; (t) =In (11——?8) cied{f, T} (2.34)

are well defined for all ¢ € [0, Tyax)-
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Consider now the positive definite and radially unbounded function V; = %5?
Differentiating with respect to time, we obtain:

_ a_F 4€f o
Vi = 9L —(1 — 5?) or () (—uycos ¢y + uy cos ¢y
OF\ ™ pr (1)
_ (8_L) 1+en2. (2.35)
Substituting u; from (2.25) then:
. 6F 4€f
Vi = a—LW (krefcos gy + uycos ¢y
oF\ ™! pr(t)
- (8_L) A+&) =5 (2.36)

Since 1, py are bounded by construction, £ € €2, and stiffness constant g_fz <c<0

1S nonzero we arrive at:

OF\ ! e (t _
Uy COS ¢y — (0_L> (1+¢&) pr() < Uy (2.37)
where 1
0y = fual + 21| (2.38)
Moreover, cos (¢f) > cos (q_b) >0, pf >0 and & < 1, where ¢ = T‘l(T_) < 3 is
the maximum allowed value for ¢;. Therefore V; < 0 when |ef (t)| > kUﬁ and
fCOS
subsequently:
Uy
e ()] < 2 = max{ |z (0) |, — L\ (2.39)
/ / / k¢ cos (qb)
for all ¢ € [0, Tymax). Taking the inverse of (2.34):
—1<§$§=§§§M0§§:;ﬁ}<1 (2.40)

for all ¢ € [0, Tmax). As a result, velocity uy remains bounded (i.e., |us (t)] < kféy)
for all ¢ € [0, Tyax). Following similar analysis, using V; = 22 we obtain:

"k, cos (@)

for t € [0, tmae) and an unknown positive constant U,. As before, taking the inverse
logarithmic function:

kAmga:mw{mmﬂ—J£—} (2.41)

—l< A =6 <&M <G =55 <1 (2.42)

and velocity 7y remains bounded (i.e., |rs (t)| < k.&;) for all t € [0, Tiax)-
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Up to this point, what remains to be shown is that 7,.x = 0. Notice that (2.40)
and (2.42)) imply that £ (¢) € Q/g, Vt € [0, Tmax), Where:

r_ e fi—1 efi—1
9% =[] [e*§i+1’eéi+1]

ie{f,m}

is a nonempty and compact set. Moreover, it can be easily verified that:

Hence, assuming 7,.c < oo and since ng C ¢, Proposition B.1| in Appendix B
dictates the existence of a time instant ¢ € [0, Tax) such that & (¢') ¢ Ql@ which
is a clear contradiction. Therefore, T,.x = 00. As a result, all closed loop signals
remain bounded and moreover & (t) € Q/g C Q¢, Vt > 0. Finally, from (2.27), (2.28),
(2.40) and (2.42), we conclude that:

(RJ§+D&§2§F@%JQ§@?+Uﬁ§2<w@)

—pr (1) < &pr (1) < er (1) < &pr (1) < pr (1)

for all ¢ > 0 and consequently follower’s goal is achieved, as presented in subsection
2.2.1, which completes the proof.

Remark 2.6. From the aforementioned proof, it is worth noticing that the pro-
posed control scheme achieves its goals without residing to the need of rendering
g, 1 € {f, 7} arbitrarily small, through extreme values of the control gains k;. In
this spirit, large leader velocity affects only the size of &;, butl leaves unaltered the
achieved stability properties as shown in the above equations. Moreover, the selection
of the control gains k; is significantly simplified to adopting those values that lead to
reasonable control effort.

2.2.3 Simulation

This simulation is carried out to illustrate only follower’s behaviour. Overall
system behaviour does not concern us in this section. We only intend to demonstrate
how performance bounds are met.

A simple scenario is considered (fig. 2.8), in which leader makes two steering
manoeuvres of 90°. We design the follower’s controller according to (2.25)-(2.26]).
The systems starts from the initial configuration: z; (0) = 2, , (0) = 0, ¢, (0) = 0,
0(0) = 5, F(0) =40, T(0) = 8. To model the force and torque we used models:
F = 500(L — Ly), T = 40sin ¢y. The desired force is F; = 10. With maximum
allowed force F© = 50, maximum allowed torque T = 30, steady state errors 0.1
and minimum convergence rate e, we choose the performance functions: p; =
(50 — 0.1) e %5 + 0.1, p, = (30 —0.1) e %% + 0.1. Finally, we choose k; = 0.1,
k. =0.1.

As depicted in figures 2.6 2.7, satisfaction of force and torque constraints is
achieved. Also convergence rate of force/torque errors to their steady state residual
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sets is high enough. Disturbances caused by the unpredictable leader’s movement
are rejected effectively. Implicitly follower succeeds in keeping up with the leader
(figi2.8)). Additionally, control effort is satisfactorily smooth and comparable to
leader’s effort (fig. 2.9).

50

—F-F,

45 —p
40

20 30 40 50 60
t(sec)

Figure 2.6: Force error convergence
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——p
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T (Nm)
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Figure 2.7: Torque error convergence
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leader
follower

—3
’ —2.5
”Q/G B
—15
4«
_/!ii’ —0.5
¢ b
—-0.5
8;@5! | | | | | ol
1 2 3 4 5 6 7
X

Figure 2.8: Demonstration of follower’s behaviour. Coloured contours are the robots’
trajectories. Satisfaction of force-torque goals results in contact maintenance and
follower’s alignment to the object.
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Figure 2.9: Input velocities. Follower does not overreact to leader’s movement.
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2.3 Leader’s behaviour

In the previous section, we examined the overall system from the perspective of
the follower. Now it follows naturally to highlight leader’s possible actions. In the
beginning of this chapter, it was stated that we discern two cases, depending on
availability of ¢; sensing. The first case, in which this signal cannot be measured, is
called open loop. Leader has information about its own position variables z;, y;, 6;.
On the other hand, in the second-closed loop case, leader has also knowledge of ¢;.
We intend to show that the latter scheme outperforms the former one.

In both cases, we consider the position stabilization problem. We desire to drive
the system from an initial to a goal configuration (i.e. the origin). For the open
loop scheme, only the unicycle model of the leader is considered, whereas for the
closed loop a perturbed car-like model of the overall system is derived. Such non-
holonomic systems, can only be stabilized via either time-varying or discontinuous
state feedback control. In this work we follow the second approach. The synthesis
of a simple discontinuous law is derived, when the system is in the so-called chained
form (see [Ast95]). Before we proceed, we present some preliminaries about chained
form systems.

2.3.1 Chained form systems

This class of nonholonomic systems is described by equations of the form:

21 =0
2:’2 = V2
23 = 2901
(2.43)
Z4 = 23V1

Zp = Zn—101

Such systems are maximally nonholonomic, i. e. are completely controllable, thus it
is possible to find a pair of control signal v; and v, steering the state of the system
(2.43)) to any configuration. However, for general nonlinear systems controllability
does not imply smooth stabilizability [Bro83] and in fact this system cannot be
stabilized through continuously differentiable, state feedback control. It is possible,
though, to stabilize system (2.43)) via a discontinuous state feedback control law.

This law is derived from the following lemma [Ast95].

Lemma 2.1. The system of ordinary differential equations:

21 = —k21

. z3 Zn—1 Zn

Zog =pezetp3— + -+ P13 TP

Z3 = —kz12 (2.44)
Zno1 = —kz12p—2

—kz12n—1

N
S
I
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with initial condition:
2(0)=1[ 21 (0) 2(0) 2z(0) ... 2,(0)]

such that:
21 (0) #0 (2.45)

has a unique and well defined solution for all t > 0.
Moreover, let

b2 ps DPs - Pn—1 Pn
-k Kk 0 -- 0 0
0 -k 2k --- 0 0
A= . L . . (2.46)
0 0 0 -+ (n=3k 0
0 0 0 -~ —k (n-2k

and

O (t) = exp (At)

Then the unique solution of the system satisfying the initial condition constraint
(2.45) is:
21 (t) = 2 (0)e™™

Z9 (t)
2 (1) (2.47)
| =rmemeo
Zn—1 (t)
[ ()]
where .
§0)=[20) 25 - 2= 205 ] (2.48)
and

[ (t) =diag (1,21 (t),..., 217 (t), 2772 (¢))

Proof. For the component z; the proof is trivial. Regarding the remaining com-
ponents of the state vector, note that if z; # 0 it is possible to apply the state
transformation:

£ = : = ‘ (2.49)

yielding .
§=A¢ (2.50)
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System (2.50), with the initial conditions (2.48)), admits the closed integral
§(t) =2 (t)¢£(0).
Hence, the claim directly follows, applying the inverse transformation. ]
The result of this lemma allows us to prove the following.

Proposition 2.1. Consider the system (2.45) and assume that its initial state z
satisfies condition (2.45). Then the discontinuous control law equation:

ha 2.51
US| penpeB e p B 4 paiy (251)

exponentially drives the state to the origin of the coordinates system if
k>0 o(AN)cCC™ (2.52)

where A is defined in (2.46), o (A) denotes the spectrum of the matriz A and C~
denotes the open left-half complex plane.

Proof. Tt follows directly from lemma [2.1. In fact if & > 0 the state z; converges
exponentially to zero and as a consequence the matrix I'(¢) is well defined and
bounded for all ¢ > 0. Moreover, the vector ¢ (0) is bounded and if A is a Hurwitz
matrix, states zo through z4, tend to zero with an exponential decay rate. O

Remark 2.7. The assumption z;(0) # 0 can be done without lack of generality,
as it 1s always possible to apply preventively an open loop control input, driving the
system arbitrarily away from the plane z; = 0.

Remark 2.8. Simple algebra shows that, if k # 0, it is always possible to fix the
coefficients p; such that the matriz A is Hurwitz.

Remark 2.9. It must be noticed that the discontinuous control law (2.51) does not
provide an exponential stabilizer in the usual sense. As a matter of fact, it guarantees
only exponential convergence of the state to the origin. Such a convergence takes
place only for initial conditions in an open and dense set, namely in all R™ without
the plane z; = 0. For this reason we can refer to the control law (2.51) as a global
almost exponential stabilizer.

Remark 2.10. Note that, under the hypotheses of Proposition 2.1 and if z; (0) # 0,
the control signal (2.51)) is bounded, along the trajectories of the closed loop system,
for allt > 0 and decays exponentially to zero.

2.3.2 Open loop scheme

As stated before, the desired task is point stabilization of the leader’s state.
Without loss of generality, this point is the origin of the coordinate system. To
achieve this goal we consider the chained form model of the unicycle, and use the
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aforementioned discontinuous control law (2.51). A way (not unique) to transform
the unicycle model to chained form is presented below.

21 =T
29 = tan ), (2.53)
23 = U
with inputs:
U costy (2.54)

r, = vy cos? b,
Applying Proposition 2.1, we obtain

x

u; = —k
cos 6,

” (2.55)
r, = cos® 6, (pz tan 0; + pgx—l>
l

Stability of object’s angle

Remark 2.11. During forward motion, angle ¢; is bounded for turning radius and
forward velocity large enough: w, > cL|r)| + €, where ¢, € are positive constants with
c > 1 and € large enough. During backward motion, though, this degree of free-
dom s unstable in the absence of feedback and renders the system prone to singular
configurations.

Indeed, from equations ({2.2)),(2.15)) we obtain:

U sin (bl Uy sin ¢f
L L

Gy =1 — (2.56)

Recall that since follower satisfies force-torque constraints the last term at steady

state %wf‘ < 0, where ¢ is an arbitrarily small constant (eq. 2.39, 2.38, 2.23)).

Suppose now, that the aforementioned condition holds with € > 0L. Next, take
Lyapunov function V' = %qbf Differentiating it we arrive at:

V< (rl +0— <c|7‘l| + %) sinqbl)

As a result: ' o
V < 0, for|¢l\ > ¢l
- Pa— rl + (5 (257)
¢; = maxsin —
c ‘?”l| + 7

This property is due to the open loop architecture and is independent of the control
scheme. One possible way to achieve the remark’s condition with this specific control
law (2.55)) is to choose proper gains k, p;, such that states z,, z3 converge to zero
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faster than state z;. Furthermore,(2.55) must be slightly modified, to prevent w,
from reaching e:

[ control law (2.55) if |kx;| > €
wor | =
P [0 0" if [k < e

On the contrary, during backward motion u; < 0 and thus, product (—u;¢; sin ¢;)
is positive, rendering stabilization of angle ¢ very difficult without feedback. For
example if 1, =0, V > 0 for ¢; > €, where € is a very small constant.

From the above, it is clear that angle ¢; not only is not stabilizable, but can be
unbounded as well. These problems are illustrated in the following simulations.

Simulation

We simulate the performance of the overall system, while the leader executes its
stabilization control law. We test both movement directions (forward, backward).
For the follower we use the same parameters as in subsection [2.2.3| except for gains,
which are chosen kf = k; = 1. Leader’s goal configuration is the origin, with zero
heading angle.

In figure 2.10| it is shown how leader’s state variables exponentially converge to
zero with this control law. Forward motion behaviour is depicted in figures [2.11}
2.12. Notice that angle ¢; remains bounded since no sharp turn take place. Finally,
in figures 2.13, [2.14] backward motion behaviour is shown. Angle ¢; is unbounded

and escapes region (—g, g)

l*

0.5F

_15 -

-2.51

t(sec)

Figure 2.10: Typical convergence of leader’s state.



38 CHAPTER 2. COOPERATION OF MOBILE ROBOTS

leader
follower

Figure 2.11: Open loop forward motion. Leader converges to the origin with zero
heading.

0.3

5 10 15
t(sec)

-0.4 L I
0

Figure 2.12: Angle ¢; may not converge to zero, but at least remains bounded due
to large turning radius of the leader.
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leader
follower

—-05

Figure 2.13: Open loop backward motion. Although leader converges to the origin,
object heading is reversed.

3.5

t(sec)

Figure 2.14: Angle ¢, is unbounded, it escapes region (—%, %)
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2.3.3 Closed loop scheme

In the previous subsection, it was not possible to stabilize the object’s angle with-
out feedback, with backward movement even rendering it unbounded. An approach
to overcome backward movement’s unboundedness without feedback is a leadership
exchange scheme [PPCC02]. However, the only way to effectively overcome the
above problems is introducing a feedback law, which uses ¢;. In this work we deal
with the latter. From now one we consider ¢;, and as a result #, known.

As stated in remark 2.4 and described below, the overall system approximates the
nominal model of a car-like robot. In this sense, we can choose a control scheme from
the literature and test robustness thereafter. For the point stabilization problem,
the aforementioned Astolfi’s control law, is adequate. We even prove it renders
the system ultimately bounded, with bounds that depend on design and follower’s
performance. Though, we emphasize that any available control scheme could have
been tested instead. Before we deal with this argument formally, we review the
nominal car-like model and its conversion to chained form.

Car model
We consider a 4-DOF car-like (fig. [2.15) robot with front-wheel actuation:

T = ucos ¢cosf

U = ucos ¢sin 6

sin ¢ (2.58)
l

0 =u
b=r
where z, y, 6 are the vehicle’s coordinates considered on the center of the rear wheels’

axis, ¢ is the steering angle, u is the input velocity, r is the steering velocity input
and [ the distance between front and rear wheels.

Figure 2.15: Car’s model

The above system can be transformed to chained form following local state trans-

formation:
21 =

1
29 = 756039 tan ¢

(2.59)

z3 = tanf

24 =Y
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and input change:

U1 = wcos ¢ cos 6 (2.60)

3 1
vy = (1_2 sec? @ sin 0 sin” ¢ sec gb) u+ (7 sec? f sec? gb) r (2.61)

the state equations can now be expressed in four dimensional chained form:

21 =1
Zo =0
2o (2.62)
z3 = 2201
24 = Z3U1
To recover the original input signals we use:
U1
- - 2.63
“ cos ¢ cos 6 ( )
3
r= (—7 sin? ¢ tan 6 sec 0) v1 + (I cos® ¢ cos® ) vy (2.64)

Perturbed car model

Now we present more rigorously, how our system can be expressed as a perturbed
car-like system. In the preceding car equations, coordinates z,y are considered on
the rear wheels. In our system, if the follower satisfies the force-torque goals, then,
as a side effect, acts like the rear wheels of a car. However, the leader has no
access to xf, ys to use them in the feedback scheme. To overcome this fact, we
resort to estimation of follower’s position, considering the point (z,y) = (x;,y;) —
L (cosf,sin®), if measurement of Ly is available. If not we can use L,, provided
the stiffness of the force model is high.

We now express the system’s equations with respect to z, y, ¢, 0:

& = uy (cos ¢ cos 6 + esin ¢; sin @) + w sin 6

y = uy (cos ¢y sinf — esin ¢ cos ) — w cos

. sin ¢y w
j— g (2.65)
U I, (1+¢€) + i
b sing; w
! I T
where in ¢
sin
r=rl—uy I : (2.66)
is the perturbed system’s steering velocity and
Lq
=— -1 2.67
== (267)

L
w :uffd sin ¢ (2.68)
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are the disturbances, caused by the estimation error and follower’s misalignment
respectively.
Respectively, we can transform (2.65) into a perturbed chained form. Applying

transformation (2.59) and assuming 6, ¢, € (—%, %) we acquire:

. 14 el 2223 4 Z3
Z1 = eLy—— | 1 + W—/—————
(1+ 22)2 VIt 22

2
. (%1 9 22723 2\ % 3 Z2
Zy =vy+€e— | 3L — Lgzo (1 +23%)2 — Lj——————
LCZZ ( d1+232 ( ) d(1+232)g

1 3 2
+ ’LUﬁ <3Ld2223 — (1 -+ 2’32) 2 — LZ#) (269)
d 2

14 232
Lq

Z3=(1+¢€) 20 +w

. LdZQ 1
T B e [  E——
(14 22)? V14 232

Observe that the above system is a perturbed version of (2.62).

Control

Putting control inputs (2.51)), and using transformation [2.49| we obtain:

Z = —kz + kegii(21,€) + wagi2(21, )
€2 = pola + p3ls + pay + kegoi(z1,€) + wgaa(z1,§)
€ = —h& + k& + kegsi (21, €) + wgsa(21,€)

54 = —]{?53 + 2]€§4 + ]{76941(21, 5) —+ wg42(21, 5)

(2.70)

where functions g;; are the nonlinear perturbation’s terms:

2
z
11 = _Ld%
(1 + 21253 )2
- 2183
12 — = ——
V1 22857
7216°6 1 2, 2\ % &?
go1 = 21 —3ﬁ + —52 (1 + z1 53 ) + Ld—§
1+ z1 §3 Ld (1 4 212532) 2

1 2
92 = 73 3Laz1&aés — (14 21°65°) 2 — LiL

d (1 + 212532)

3
2

Nl
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2
z
g31 = =&+ Ld&zg
(1 + 21283 )2
g 1 + 21253 -32)
32 = —
Lozt /14 2% (2.71)
z
g = 2L, 15253542 4L S —
(1+ %1%8°%)° 21 (14 2128°)°

Gip = —2 €384 _ 1
\ 1 + 212§32 Z%\/ 1 + 212532

Notice that perturbation is nonvanishing. Whereas, asymptotic stability cannot
be achieved, accomplishing ultimate boundedness is possible, provided we prevent
z; from becoming too small. Functions g;; are bounded if (z,&) lie within a set
Dt = (z,m)x{&: || <r}or D™ = (—ry,—2z)x{{ : [£| < r}, where z is the smallest
allowed value of |z;|. The lower bound imposed on |z], is due to some of the g;;
functions having a z; term in the denominator, thus being unbounded in a set
containing the origin.

With proper gains and sufficiently small |w|, |¢| steady-state errors system (2.70))
can reach an desired ultimate bound. However, when z; reaches its lower bound the
system must stop (zero inputs), since perturbation becomes unbounded.

We summarize the above in the control law:

control law (2.51)) if |z;| > b; > z
_ (2.72)

[0 0] if |z < by

where b; is the desired bound on z;. In the following subsection we prove that the
above control law renders the system (2.65)) locally ultimately bounded with desired
bounds, provided errors |¢|, |w| are small enough and gains k, p; are chosen properly.

2.3.4 Closed loop scheme robustness analysis

System (2.70) can be also written in the following way:

Z = _kzl + 0 (tv Zlvf) (273)
£ = AL+ g(t, 21,€) (2.74)

Functions g;;, g; are bounded and smooth if (21, §) lie within a set DT = (z,r) X
B, or D™ = (—ry,—z) X B,, where B, = {¢{ : || < r} Furthermore:

b2 P3 D4
A=| -k k 0
0 -k 2k

with p; we place eigenvalues at desired positions. We can write:

A=UANU! (2.75)
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with
-1 O 0
A=] 0 =X 0 (2.76)
0 0 —X3
U= [ Uy U2 U3 } (277)

the matrix containing the normalized eigenvectors of A.

The following lemma proves that if the initial values lie within a region of attrac-
tion, then state begins to exponentially decrease, until some bounds are reached or
system escapes DT (or D7) due to |z;| becoming smaller that z. If we also manage
to tune convergence rates (Corollary 2.1) we can ensure that bounds are reached
before the solution escapes DT (or D7).

Lemma 2.2. Consider system (2.73)-(2.74). Suppose the perturbation terms satisfy:
g1 (¢, 21, )] < 61 < kpara (2.78)

)\min
U g (t, 21, )] <6 < Amim 4 (2.79)

)\maxlul_w
for allt >0, all (z21,€) € DY, D™, and some positive constants iy < 1, up < 1. Also

suppose z < k%. Then for all |z (0)] < 7y, |21 (0)| > ,f—ﬁl, 1£(0)| < \U_1*1| /’\\::az‘%,

the solutions of the perturbed systems satisfy:

|21 ()] < exp[—mt] |z (0)], Vt < Ty (2.80)
|Zl (t)| < bl, Vi > Tl; t < timaz (281)
1€ (O] < U] kgexp [=yt] [UT|[€ (0)], V¢ < min{T, tas } (2.82)
E@)] <|U|b,Vt >T, t <tmaz if T < tinas (2.83)
for finite Ty, T, where:
19
N =Fk(1—m), b1—EM—11

A')"nafl' 1 )\mawé

tmaz 1S Such that a mazimal solution (z (t),&(t)) on the interval [0, tma.) exists. If
21 (0) > 0 then (21 (t),£(t)) € DY, Vt € [0, tmaz)- If 21 (0) < 0 we replace DT with
D~.

Proof. Without loss of generality we suppose z; (0) > 0 (the steps are the same in
the negative case).

Phase A: Existence of mazimal solution. Set DT is nonempty and open. More-
over, owing to assumptions (z; (0),£(0)) € D*. Additionally, due to the smooth-
ness of the disturbances and the proposed control scheme, over DT, it can be easily
verified that right side of system (2.70) is continuous on ¢ and continuous for all
(z1(t),&(t)) € Dt. Therefore, the hypotheses of Theorem B.1|stated in Appendix
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Bl hold and the existence of a maximal solution & (t) of (2.32) on a time interval
[0, tmax) such that (z1 (t),& (t)) € DT, Vt € [0, tmax) is ensured.

Phase B: Region of attraction and bounds of £&. Consider similarity transforma-
tion € = U~'€. Then system (2.74) becomes:

E=AN+UG <t, 2, é) (2.84)

where § <t, zl,é> =g <t, 21, Ué)
Now we define Br = {f

<1 } If ¢ € B, then since |¢| < |U||€], also € € B,
and as a result max g (t 21,§> | < ma |g (t,21,€)|. If inequality (2.79) is satisfied

éeB, £eB
then also:
A r
U ‘ (t ‘ <8< Ay | 2 2.85
| | g 215 5) < Nnaa |U| ( )
Moreover Lyapunov function:
1~ ~
V= —§§TA—1§ (2.86)
satisfies:
1 2 V< é 2
2/\max € B o min
ov . A2
A=
€ (2.87)
'm{ < 1
85 )\mzn
Differentiating V' we obtain:
o 2 5 -
< —
2 2 R
—(1—u>(f ¢ q
<—(1—np)l 3
<-a-wlf vl = i
< 2 (L= )V, V[€] = 5
mzn,u

Any Lyapunov surface 2, = {é Vv (é) < c} that contains ball B\Ulé//\mmu and is

a subset of B, is positive invariant for state £ on the interval [0,%¢,,4,). Such a
surface exists if B, D . 2D Bjyjs/x for some ¢. The first set relation holds if ¢

min b

satisfies c < ¢ =minV = 2/\; <|U|> The second holds for ¢ > ¢ = max =
B e Biu1s /A pinn

2
2)\1. <)\ g u) . From condition (2.85) ¢ > ¢ and as a result, such surfaces (). exist

Ve € [¢,¢). The smallest invariant set from the above analysis is §2.. The ultimate
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bound is the smallest ball that includes €., which is ‘f ’ < b. With similar analysis

we deduce that the initial state must lie inside the largest ball included in 2z, namely

- Amin T
’5‘ < \/ )\mazm.

Now if we apply the comparison lemma B.1| to the above inequality we acquire:
V < exp[=291] V (0), t € [0, tmas)
or

{V <exp[-2yt]V (0),t € [0,T) itT <t

V <cte [Tu tmax)

Using [¢] < (U] €], |¢] < [U-11¢] and 5
(2.83)).

Phase C: Region of attraction and bounds of z1. If the solution escapes DT then
it escapes from surface |z1| = z

Consider now Lyapunov function V; =

2 2
f‘ <V < 2)\1. f’ we prove (2.82)-

1

527, Differentiating we obtain:

Vi < —k|a|* + 61 |z

<—(A-m)kl|al, Y|al > —
1

A
!
[\
=
!
=
=
~
<
B
Vv

Again, applying the comparison lemma B.1| we obtain:
Vi <exp|—2mt]V1(0), t €0, tmaz)

or

[ Spoisy < an e

We will prove that the first case never occurs. If initial conditions are satisfied V, V;
are decreasing and z; (t) < 21 (0) < r1, [&] < [Ulke [UTH[E(0)] < 7, VE € [0, tmaz)-
Suppose z; never reaches by before t,,,,. Then also z; > b; > z. As a result, state
never escapes the compact subset [by, 21 (0)] x {£:[¢] < |U|ke U [£(0)|} € D*.
Following the same steps as in the proof of theorem 2.1 we must replace t,,,, with
oo (contradiction with Proposition B.1)). However, since we assumed 17 > t,,,, and
T7 is finite this leads to contradiction. Thus, only the second case occurs.

Finally, using z; = v/2V; we prove (2.80)-(2.81]). O

Remark 2.12. We can always achieve by > z since disturbances |e|,|w| can be
made arbitrarily small and compensate an increase in |g|.

Remark 2.13. Bounds by,b can be adjusted, provided |e|,|w| are chosen small
enough.

Remark 2.14. Boundaries r,r1 and, as a result, the initial regions, can be adjusted,
provided |€| , |w| are chosen small enough.
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Remark 2.15. The above specifications for €, w can be achieved at steady state.
Using a small time constant in the prescribed functions, convergence is made fast
enough, that conditions of the above lemma are not violated.

Corollary 2.1. If conditions of previous lemma are met and:

€O U ke > ETOIETAY
ln(—b ) <ln<—b1+(51 )

then T' < T} < tyee and & reaches its bound before z.

1
—1
Proof. From (2.82) putting |£| = |U|b, we obtain T' < In w . Suppose

again without loss of generality that z; (0) > 0. From (2.73)) the fastest possible
decreasing solution is:

Z1fast (t) -

01 21 (0) + 6y
e (T

) exp [—kt], Vt € [0, taz) (2.88)

|21 (0)[+01

1
by to1 > " and the proof is completed.

O

If we put b; to the above equation 77 > In (

Remark 2.16. The most influencing factor to satisfy the above inequality is choice
of eigenvalues \; and gain k. We must choose \; > k.

Corollary 2.2. If conditions of lemma and previous corollary are met then under
control law (2.72) with switching taking place at Ty, system (2.65)) is ultimately
bounded.

When control [ u Ty }T = [ 00 ]T is applied it is easy to show from eq. (2.306)
that w — 0. As a result, disturbance w in eq. (2.65) is not high enough to drive
system away from the ultimate bounds.

Remark 2.17. The bounds on the original chained form coordinates z3, z4 have mul-
tiplicative effect since |z3| = |€s| |z < |U|bby, |za| = |&5]|21|* < |U|bb2. Therefore
even if corollary 2.1 does not hold z3 4 are sufficiently bounded. It is not important
to achieve a low bound for zy. This state variable can be stabilized even after the
task is completed with u; = 0.

Remark 2.18. If |z (0)| < bl then we can either readjust bound by properly or just
open loop control the system away from the origin.

2.3.5 Closed loop scheme simulation

We demonstrate the overall system’s performance under the closed loop law.
We test both movement directions with various initial postures. Goal configura-
tion of the perturbed car-like system is the origin, with zero heading and steering
angle. We choose bounds b; = 0.01, b = 0.1 (although the theoretical analysis
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could more conservative these bounds work in practice), gain k = 0.2 and all eigen-
values \; = 0.5. Follower’s performance functions are py = (50 — 0.1) e~ + 0.1,
pr = (30 — 0.1) 72 4 0.1. The rest of follower’s specifications are the same as with
the open loop scheme. Figure 2.16 shows the trajectory of the system, in forward
motion with negative initial angle 6. Figure [2.17| displays the respective evolution
of the state variables. We notice that states y, 8, ¢; converge faster than z since the
eigenvalues \; are chosen larger than k. Of course, unlike the open loop scheme 6
converges to a small neighbourhood of 0.

leader
follower

)
0 5 10 15 20 25 30
t(sec)

Figure 2.17: Evolution of state
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For completeness we also include the following figures 2.18-2.19, which display
the evolution of state in chained form and in form [2.49.

1

0.5 i

-4 I I I I I
0 5 10 15 20 25 30

t(sec)

Figure 2.18: Evolution of state in chained form

-4 I I I I I
0 5 10 15 20 25 30

t(sec)

Figure 2.19: Evolution of state in form [2.49
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Now we present results for backward motion. Figure 2.20| depicts system’s tra-
jectory for positive initial 6 angle. Figure 2.21) demonstrates closed loop scheme’s
importance. We compare ¢;’s behaviour for both schemes. Notice that the un-
boundedness problem is completely solved.

leader
follower

—15

—05 =

—-05

Figure 2.20: Backward motion for positive initial 6

0.5

15l \ closed loop | |
open loop

_2.5 [ -

5 10 15 20 25 30
t(sec)

Figure 2.21: Behaviour of angle ¢; in the closed and open loop case, during backward
motion. Of course, the former scheme manages to overcome the unboundedness
problems caused by the latter.
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Finally, in figures 2.22-2.23 we present trajectories for negative initial § angles.

leader
follower
—3
—25
—2
e
N —1 g
S —0.5
¢ 9 .
—-0.5
84—
8 | \ I I \ \ 1
4 3 2 -1 0 1 2
X
Figure 2.22: Forward motion for negative initial
leader
follower

Figure 2.23: Backward motion for negative initial 6



Chapter 3

Cooperation of mobile
manipulators

This chapter examines the second cooperative scenario. Instead of nonholonomic
mobile robots, the team now consists of two holonomic mobile manipulators (fig.
3.1). Again, the formation is of leader-follower type. There is generally no restric-
tion on the shape of the object and its motion can have all six degrees of freedom.
It is assumed that the robots have at least 6-DOF's (Degrees Of Freedom), although
redundancy is preferred. Since, this formation has enough mobility, compliant con-
tacts and free revolute joints are no longer needed. Contact between the robot and
the object is considered rigid, thus force and torque are introduced exclusively in
the dynamic model. Certainly, this architecture is more symmetric than the one
presented in the previous chapter.

Figure 3.1: Cooperation of mobile manipulators

52
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The main goal of the leader is to achieve a desired trajectory profile for the object,
via imposing an impedance law control. This profile does not need to be known
before task execution and can even be generated on-line (i.e. using a potential field).
The follower tries to estimate leader’s desired motion and imposes an impedance
law using the estimated signals instead of the desired. Both impedance laws are
imposed after feedback linearization. Due to the rigid link that is formed via the
object between the two end-effectors, and the fact that the same impedance time
constants are used, we can design an estimation law, which drives the estimation
error to an arbitrarily small residual set. Furthermore, load sharing is achieved ,
by choosing proper impedance parameters, and excessive forces are avoided. Notice
that not only the architecture, but also the objectives are more symmetric.

We point out that no explicit communication is used. Both agents use only their
own force, position and velocity measurements. The only information needed, is few
parameters, which can be transmitted off-line from the leader to the follower.

Moreover, the geometric and inertial parameters of each robot is considered
known to itself, while object’s parameters are known to all. Finally, both robots
have a common coordinate system.

This chapter mainly follows the analysis of a series of papers published by Ko-
suge et. al. [KO9¢], [KOCYI7], [KOS97]. We extend their work, by modifying the
estimation law, to make it more robust, by including the object’s mass in the system
model and finally by introducing load sharing coefficients.

To conclude this introduction we present the chapter’s structure:

e System model derivation. The model of each separate agent is presented,
followed by object’s model.

Control law.

Follower’s estimation law.

Simulation.

3.1 System Model

The derivation of the system’s kinematics is based on the Denavit—-Hartenberg
convention. Respectively, we use the Euler-Lagrange formulation for the dynamic
model. For a good introduction on both topics, refer to [SSVOQ9).

Since the mobile base is holonomic, its degrees of freedom are treated like two
prismatic and a revolute joint. The manipulator consists of revolute joints, with the
overall robot having six or more DOF’s in total. Naturally, if the mobile manipulator
has redundant DOF’s, they can be utilized for accomplishing secondary objectives,
such as obstacle avoidance or maximization of manipulability.

As shown in figure 3.2 the multi-effector/object system is a closed kinematic
chain, consisting of the follower, the leader and the object. Since the contacts are
rigid, constraint ||p, — p;|| = ||li|| = const, i € {f,1} is in effect, where p; are the
task space variables and p, the object’s variables with respect to an inertial frame
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{I}. Thus, the DOFs of the overall system are less than the addition of the separate
DOFs of each system ( [KhaS8]).

follower leader

Figure 3.2: Multi-effector/object system

3.1.1 Kinematics

Let g;, i € {f,1} be the joint space variables. If we express each robot’s equations
in task space we obtain:
pi = J(¢) ¢
The location of a rigid body p; = [riT, (bﬂT contains vectors 7;, ¢;, which define its
position and orientation respectively. Since geometric parameters [; are considered
known to each robot i, the object’s position can be computed from the following
equation:
Po = Di — lz (32)

Differentiating the above we obtain:

f’i:f’o—l-ﬂgino

(bi = ¢o
or in matrix form:
p:J»p:{[“?’ _Li]p (3.3)
! oo 03><3 IS><3 ¢ '
where J,; is the Jacobian from the end-effector to the object’s center of mass and
0 —lip ly
—liy  lin 0

the cross-product matrix. Notice that since the end-effector an the object are rigidly
connected, this Jacobian has always full rank and inverse J;'. Finally, differentiating
again we gain an acceleration relation:

pz = joipo + ']oip.o (34)
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3.1.2 Dynamics

The dynamic model in terms of task space variables, for a single robot, is de-
scribed by:

M; () pi + Ci (Giy i) pi + Gi () = U + Fiy i € {f, 1} (3.5)

where M; is the positive definite inertial matrix, C; is a matrix representing Coriolis
and centrifugal forces and G; represents gravitational forces. Fj is the force exerted
on the robot by the object and U, are the task space forces. The relation between
input torques 7; and the task space forces is:

7= JU; + (1 _JT I-T) Tin (3.6)

where J; is the generalized inverse that is consistent with the equations of motion
of the manipulator and its end-effector [Kha88]. The vector 7;, does not contribute
to the end-effector’s forces since it is projected in the null space of .J;. This relation
provides a decomposition of joint forces into two dynamically decoupled control
vectors: joint forces corresponding to forces acting at the end effector (JI'U;) and

joint forces that only affect internal motions ([I - Jr IT] Tin). These internal
forces can be regulated independently to achieve secondary goals, while the end-
effector is controlled by the desired task space forces.

Using the kinematic relations (3.2)-(3.4), we can express the above dynamic
model, with respect to object’s variables:

Mo (63) Po + Coi (dis 6i) Po + Goi (¢:) = LU + JLF; (3.7)
where M,; (¢:) = JEM; (i) Joi, Coi (diy @i) = JE(Ci (i, @i) Ji + M; (¢;) Ji) and Go; (¢:)
= Jz‘TGz‘ (@)

The dynamics equation of the object is given by

M, (po) Bo + Co (Poy Do) Bo + Go (Do) = —J4F — JLFy (3.8)

where, we assume that no external forces are exerted on the object.

Finally, the grasp model is presented. Total force exerted on the object is equal
to F, = —Jg;Fl — J(Z}Ff = —GF, where

G=1[J} Jo ] (3.9)

F
Fy
on the null space of G do not contribute to the object force. Therefore, we can use
component F},; = (I — G#G) ﬁ’mt to regulate the steady-state internal forces, where

is the grasp matrix of the overall configuration and F = . Forces projected

G7 is the right pseudoinverse of G. If the initial /; are known to all agents and Fi
is constant and defined off-line, no communication is needed during task execution
in order to compute G, G*.
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3.2 Control

3.2.1 Feedback Linearization and Impedance Relation

We consider the inertial and geometric parameters known, so that each robot
can implement a feedback linearization scheme. Setting control inputs:

U = —Fi + J;," (MoiVi + Coipo + Gos) (3.10)
the nonlinearities are cancelled. Auxiliary input V; is chosen:
Vi = Pemai + M, 'L (F; — Fy) (3.11)
and hence imposes the desired impedance behaviour
Po = Pemai + M, " J o (Fy — Fy)
Fy; are the desired robot/object interaction forces:
Fui = Fyri — 1,0 ¢i (Copo + Go + MyPoma.i) (3.12)

We choose Fj; such that they cancel object’s nonlinearities, they ensure adequate
internal forces and achieve motion control. Coefficients ¢; are the load distribution
coefficients. They are subject to constraints:

Cl+Cf21

3.13
c >0 ( )

If the manipulators are heterogenous, we should assign bigger coefficient to the more
capable of lifting weight. Finally, the commanded acceleration signal is responsible
for the tracking objective:

Pemdi = Pai — Di (Do — Pai) — K (Po — Dai) (3.14)

Desired signal pg is the original desired trajectory profile to be implemented by the
leader, while follower’s desired signal pgs is only the estimation of the leader’s. If
we replace equations (3.10))-(3.11),(3.14)) into the dynamic model (3.7) we obtain for
both robots:

Ap; + DiAp; + KiAp; = ML (B — F) (3.15)
where Ap; = p, — par and Apy = p, — pgr are leader’s and follower’s tracking errors
respectively. By choosing D; = D, K; = K and adding equations (3.15) for i = [, f
and (3.8)) it follows that:

Ap+ DA+ KAp =0 (3.16)

(Cl+1)sz+(Cf+1)pdf

where Ap = p— . Matrices D, K are selected diagonal with positive
diagonal elements such that the above system is made asymptotically stable. With
this selection Ap — 0 exponentially and we write:

(et +1) par + (cg + 1)

Po = - PG Ap(AD(0),A5(0),¢) (3.17)

Therefore, error glo — Dar

exponentially converges to — Dyr-
a0+ 1 p y g Pdi — Pdf
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3.2.2 Estimation law

The estimation law is based on the last result of the previous subsection. Fol-
lower’s goal is to estimate leader’s desired trajectory profile. Though explicit com-

munication is not possible, the follower robot approximates py — pgr, by measuring
3]%_—_‘_]91#. Respectively, we approximate velocity error. However, since acceleration
C

p measurement is not available, error py — pgr cannot be approximated in the above
way. Consequently, we must design an estimator that does not use derivatives of
the error and is robust to disturbances caused by acceleration. For this purpose,
we sacrifice asymptotic stability and use a prescribed performance estimator, which
guarantees ultimate boundedness of the position’s estimation error and as a result
ultimate boundedness of the overall tracking error.

For every coordinate j € {1,2,...,6} of the position vector the expression of
prescribed performance is given, Vt > 0, by the following inequalities:

TP <€ <Py

where e; = 3% and p; is the performance function with desired transient and

steady-state properties (for more information refer to Appendix [A| or [BRIQ]). An
estimation law that achieves this performance is:

1+
P

Integration of (3.18)) yields the follower’s estimate pgr;. Differentiating (3.18) we

acquire the desired acceleration signal:

. 2k; e;
Parg = —— 3 2(#) (3.19)
_ (& J
- (2)

which is bounded provided performance bounds are met. As stated in subsection
2.2.1, a good choice for function p; is

pi(t) = (Pjo = Pioc)e™ ™ + pjoo
Constant s controls the convergence rate, and p; o the ultimate bound. pj, is chosen
to satisfy p;, > e; (0).

Stability Analysis

We prove that prescribed performance is achieved, and therefore, the estimation
error is ultimately bounded. Since the analysis is the same regardless the position
variable, from here on, we drop subscript j.

Assumption 3.1. The initial error e (0) = 3% satisfies e (0) < |p (0)]

Theorem 3.1. Provided the initial configuration satisfies Assum. |3.1 and leader’s
desired trajectory is smooth, bounded with bounded derivatives, the estimation law
(3.18)) guarantees error e satisfies performance bounds: |e (t)] < p(t), Yt > 0.
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Proof. The analysis is similar to theorem’s 2.1/ proof. We define the normalized error

== (3.20)

The estimation law (3.18) may be rewritten as function of the normalized error &:

Differentiating & with respect to time, we obtain the dynamical system:

E=h(t¢) (3.21)

We also define set {2¢ = (—1, 1), which is open and nonempty. Owing to Assumption
3.1/ we conclude that £ (0) € €. Additionally, due to smoothness of a) the system’s
nonlinearities, b) leader’s desired trajectory, c¢) the exponential decrease of Ap and
d) the proposed estimation scheme, over €, h(t,&) is continuous on t and for all
¢ € Q¢. Therefore, the hypotheses of Theorem B.1| stated in Appendix B hold and
the existence of a maximal solution & (¢) of (3.21)) on a time interval [0, 7,4,) Such
that £ (t) € Q¢, Vt € [0, Tinar) is ensured.
Therefore, transformed error signal

e(t)=1In (1 i_ 2 Eg) (3.22)

is well defined for all t € [0, Taz)-
Consider now the positive definite and radially unbounded function V = %eQ.
Differentiating with respect to time and substituting (3.18), we obtain:

V= 2 < k (Do — pdf) + 5/9)

(1-&)p\a+1
2 S 3 . '
~ G _22) P <pdl — Pa + mAp (Ap(0),Ap(0),t) + f,o) (3.23)
2 3 .
= ﬁ <pdl — ke + o 1Aﬁ(AT9(0) ,Ap(0),1) +§p>

Since Ap converges to 0, £ € €¢ and pg, p are bounded by construction we arrive
at:

Par + AP+ Ep| < U (3.24)
for an unknown constant U. Moreover p > 0 Consequently, V' < 0 when | ()| > %
and subsequently: -

U
le ()] < ézmax{s(()),?}, (3.25)
for all t € [0, Tyax). Taking the inverse of (3.22)):
e f—1 - -1
—-1<— ={<E() <E=— <1 3.26
i =EsE <=5 (3.26)
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Therefore, & € Qé = K,a , Vt € [0, tmaz), which is a nonempty and compact
subset of €¢. Hence, assuming Tyax < 0o and since ng C ¢, Proposition B.1

in Appendix B| dictates the existence of a time instant t e [0, Tmax) such that
19 (t/) ¢ Q/&, which is a clear contradiction. Therefore, 7., = oc.

As a result, all closed loop signals remain bounded and moreover £ (t) € Qé C e,
Vt > 0. Finally, from (3.20)) and (3.26)), we conclude that:

—p(t) <&p(t) <e(t) <Ep(t) < p(t)
for all t > 0 and consequently follower’s estimation goal is achieved. O

Corollary 3.1. The follower’s estimation error is ultimately bounded.

Proof. From Theorem 3.1

el = |pa — par + AP (AB(0),Ap(0),t)| < p

a+1
, which leads us to:
3 Ao -
\par — par| < p+ mﬁp (AP (0),Ap(0),1) (3.27)
Since p — ps and Ap — 0 the ultimate bound is roughly pn.. O

Corollary 3.2. Object’s trajectory tracking error is ultimately bounded.

Proof.

| 1 3
Cf;r + Ap <Cf; p+

¢+ 1
The ultimate bound is roughly £ ;r ! Poo- O

Ap

Do — Patl = |(Par — Par)

Remark 3.1. The above bounds depend directly on ps, which can be chosen arbi-

trarily small. Convergence rate depends on both parameter s of p and the choice of
matrices D, K in eq.(3.16).

Remark 3.2. If we are interested in velocity tracking, we can omit position terms in
the commanded acceleration (3.14) and use velocity error instead of position error in
(3.18). Then instead of producing a velocity reference py we produce an acceleration
reference pqs.

Remark 3.3. This method does use any explicit on-line communication. The only
information needed on-line is sensor measurements (force, position, velocity). Some
parameters, though, must explicitly be transmitted off-line, namely matrices D, K,
coefficients ¢; and initial positions l; (0) relative to the object. Still, this amount of
information is not considerable

Remark 3.4. Some drawbacks of this method are the need for a common coordinate
system (knowledge of inertial frame 1), exact knowledge of the geometrical (lengths
of links and relative positions) and inertial (M,C,G matrices) properties.

Remark 3.5. This method expands Kosuge’s previous method, by making estimation
more robust to nonzero acceleration. Furthermore, we include the object’s mass in
our model, which was neglected before. Finally, load distribution is implemented.
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3.2.3 Secondary Objectives

Recall from section 3.1 the decomposition of joint torque inputs:
T 77
7= JTU+ (1= JTT) 7

We can use 7, to achieve secondary objectives. For example, we define cost V' (q) =
Vobst + Vimanip that we want to maximize. Maximization of the cost means, the
redundant DOF’s are used for better obstacle avoidance and manipulability. It is
reasonable to put 7;, = —kVV

3.3 Simulation

We consider a simple 1D scenario, where the leader’s desired trajectory is a
sinusoid and the load is equally shared. A comparison between the previous and our
new method is made. We put D = 1, K = 10 and equal coefficients ¢y = ¢; = 0.5.
We also suppose that the initial estimation x4 (0) equals to = (0), which is known to
the follower. As depicted in figures|3.3- 3.5, the new method is more robust. Even if
the error does not exactly converge to zero, it can be kept arbitrarily small. Kosuge’s
original method cannot converge without an acceleration estimation, which is not
possible.

Variation x, xd

15

xd

position (m)

-1.5 1 1 1 1
0 5 10 15 20 25 30 35 40

t(sec)

Figure 3.3: Variation
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Figure 3.4: Original
Error x—xd
0.2r
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0.151
0.1r
0.05-
E
o or
0
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-0.05
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-0.15F
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Figure 3.5: Superimposed errors



Chapter 4

Conclusion and future directions

This thesis presented two possible scenarios of cooperative manipulation under
implicit communication, with their respective control schemes. We managed to
completely avoid explicit on-line communication, with the only off-line information
exchanged being a few parameters. We used position, velocity and force sensing,
both formations were decentralized and of leader-follower architecture.

In the nonholonomic mobile robot case, we used additional revolute joints and a
compliant follower-object contact to increase the mobility of the overall formation.
The follower’s goal to keep force constant and torque zero, resulted in keeping the
contact stable and the misalignment error close to zero, as a side effect. The con-
troller used, was based in prescribed performance methodology. With the follower’s
goals satisfied, the overall system was modelled as a perturbed car-like system. De-
pending on the availability of leader’s misalignment angle sensing, we discerned two
cases, the open and closed loop cases. Based on chained form representation we
applied the Astolfi’s control law for both cases. The robustness analysis followed by
the simulations showed the superiority of the closed loop scheme.

In the holonomic mobile manipulator case, we kept the contacts rigid. The leader
imposed a desired trajectory profile via an impedance relation, while the follower
imposed its estimate via an impedance relation with the same constants. Due to the
contacts being rigid and the impedance constants being the same, it was possible
to design an estimator. We extended previous work by introducing the object’s
mass, implementing load sharing and making the estimation process more robust to
non-zero desired acceleration.

4.1 Future directions

e Extend the point stabilization approach in subsection 2.3.3 to the trajectory
tracking problem.

e Explore the possibility of employing more than one followers in the second
scenario. The concept of the virtual leader presented in [KO96] could be used.
However, the proof of estimator’s convergence could be challenging.

e Make the scheme in chapter 3| adaptive, in order to compensate for unknown
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inertial or geometric parameters.

Effectively, use explicit communication alongside implicit to exploit the advan-
tages of both types of communication. One possible way is to switch among
different protocols depending on the situation, i.e. switch to implicit when
stealth is required, switch to explicit when a collision is imminent etc. Of
course, switching needs a higher level of control, which makes decisions based
on some specifications. Another way is to build a set of possible movements,
the execution of which needs only implicit communication. The explicit com-
munication will be limited to a symbolic level, i.e. type of movement trans-
mitted from the leader to the follower.
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Appendix A

Prescribed Performance

The prescribed performance notion was originally employed to design neuro-
adaptive controllers, for various classes of nonlinear systems, namely feedback lin-
carizable [BROS], strict feedback [BR09] and general MIMO affine in the control
[BRIQ], capable of guaranteeing output tracking with prescribed performance. In
this work, by prescribed performance, it is meant that the output tracking error
converges to a predefined arbitrarily small residual set with convergence rate no less
than a certain predefined value. This appendix summarizes preliminary knowledge
on prescribed performance.

In that respect, consider a generic scalar tracking error e (t). Prescribed perfor-
mance is achieved if e (t) evolves strictly within a predefined region that is bounded
by certain functions of time. The mathematical expression of prescribed perfor-
mance is given, V¢ > 0, by the following inequalities:

pr(t) <e(t) < pu(t) (A1)

where pr (t) are smooth and bounded functions of time satisfying lim; - py (%)
> limy,00 pr (1), called performance functions. The aforementioned statements
are clearly illustrated in Fig. |A.1| for exponential performance functions p; (t) =
(pio — Piso) €1 + pise With pig, pise, li, i € {L, U} appropriately chosen constants.

puot

¢(0)

Pl

PLoo

pLof

t(sec)

Figure A.1: Graphical illustration of the prescribed performance definition.
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The constants pro = pr. (0), pvo = pu (0) are selected such that pyg > e (0) > pro.
The constants pro = limy oo pr (t), pPrco = limy_o0 pr (t) represent the maximum
allowable size of the tracking error e (t) at the steady state, which may even be
set arbitrarily small to a value reflecting the resolution of the measurement device,
thus achieving practical convergence of e (t) to zero. Moreover, the decreasing rate
of pr (t), py (t) which is affected by the constants Iy, [y in this case, introduces
a lower bound on the required speed of convergence of e (t). Therefore, the ap-
propriate selection of the performance functions py, (¢), py (t) imposes performance
characteristics on the tracking error e (t).



Appendix B

Dynamical Systems

Consider the initial value problem:

E=h(t€),£(0)=¢" € (B.1)
with h: By x Qe — R where Q0 C 1" is a non-empty open set.

Definition B.1. [Sond8] A solution & (t) of the initial value problem (B.1)) is max-
imal if it has no proper right extension that is also a solution of (B.1)).

As an example, consider the initial value problem ¢ = £2, ¢ (0) = 1, whose
solution is & (t) = &, V¢ € [0,1). The solution is maximal since it cannot be
defined for ¢t > 1. Stated otherwise, there is no proper extension of £ () to the right

of t =1 that is also a solution of the original initial value problem.

Theorem B.1. [Son98] Consider the initial value problem (B.1). Assume that
h(t, &) is: a) locally Lipschitz on & for almost all t € Ry, b) piecewise continuous
on t for each fized & € Q¢ and c) locally integrable on t for each fized & € Q¢. Then,
there exists a mazimal solution & (t) of (B.1) on the time interval [0, Tmax) with
Tmax > 0 such that £ (t) € Q¢, Vt € [0, Tiax)-

Proposition B.1. [Son98]/ Assume that the hypotheses of Theorem B.1| hold. For

a mazimal solution & (t) on the time interval [0, Tyax) With Tmax < 00 and for any
compact set Q4 C Q¢ there exists a time instant t' € [0, Tmax) such that & (t') ¢ Q.

Lemma B.1. (Comparison Lemma) [Kha02] Consider the scalar differential equa-
tion
u:f(t,u), u(to) = Uo
where f (t,u) is continuous in t and locally Lipschitz in w, for all t > 0 and all
ue J CR. Letlt,T) (T could be infinity) be the maximal interval of existence
of the solution wu (t), and suppose u(t) € J for allt € [t,,T). Let v(t) be a con-
tinuous function, whose upper right-hand derivative DVv (t) satisfies the differential
inequality
DY (t) < f(t,v(t), ulty) < ue

), u(t
with u (t) € J for allt € [t,,T). Then, v (t) < u(t) for allt € [t,,T).
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