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Abstract
Optical free-space communications have several distinct advantages over conventional RF and microwave systems. The principal advantage is the potential increase in information that can be transmitted by virtue of the high carrier frequency. Moreover we can mention the low power consumption, the enhanced security, the insensitivity to interference and the reduced size and weight of terminals.

Unfortunately, using optical carrier frequencies for free-space optical communications through the atmosphere suffer from optical distortion due to atmospheric turbulence.

Adaptive optics is the technology for correcting random optical wavefront distortions in real time. The goal of this thesis is the investigation of a wavefront sensorless adaptive optics system which, in contrast with conventional AO systems, would offer reduced complexity, size and cost and would facilitate widespread application.
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1 General Introduction 

1.1 Introduction to optical communications

Every communication system has as a goal to transfer information from the sender to one or more receivers. The information is first superimposed onto an electromagnetic wave (carrier) and then the modulated carrier is transmitted to the destination. The objective of the receiver is to demodulate the received wave and recover the correct information. In optical communication systems the carrier is selected from the optical region, in contrast to radio(RF) and microwave systems[GAG76]. 

Optical free-space communications have several distinct advantages over conventional RF and microwave systems. The principal advantage is the potential increase in information that can be transmitted by virtue of the high carrier frequency. The amount of the transmitted information is directly related to the bandwidth of the modulated carrier. Thus, the increase of the carrier frequency results in a large available transmission bandwidth and optical frequencies have a usable bandwidth about 105 times that of a carrier in the RF range. This available improvement is extremely inviting to a communication engineer vitally concerned with transmitting large amounts of information. Some other advantages of the optical communication systems are [BEL07]:
· low power consumption

· enhanced security

· insensitivity to interference

· reduced size and weight of terminals 

Unfortunately, using optical carrier frequencies for free-space optical communications through the atmosphere suffer from several major difficulties. The propagation path has a significant effect on the optical carrier wave due to interaction with the atmosphere which causes various optical phenomena. This effect is stochastic and time varying and so it is difficult to be overcome. 
1.2 Purpose of the Thesis

Adaptive optics is the technology for correcting random optical wavefront distortions in real time. Typically, an adaptive optics system measures the distortion with a wavefront sensor and adapts a wavefront corrector to reduce the phase distortion and retrieve the original signal. However, these systems are too large and expensive. The next generation of adaptive optics systems should be substantially smaller and less expensive in order to facilitate widespread application. 

The goal of this thesis is the investigation of a wavefront sensorless adaptive optics system which, in contrast with conventional AO systems, would offer reduced complexity, size and cost. In such a system an algorithm provides the control for the deformable mirror by maximizing a performance metric inversely related to the wave-front error.
1.3 Structure of the Thesis

Chapter
1: In chapter one, we have an introduction in the thesis. We give some general information about optical communications and adaptive optics systems and explain the motivation of the thesis.
Chapter
2: In the second chapter we present some theoretical work about the optical turbulent channel. In order to design an AO system, it is essential to appreciate the characteristics of the distortions of the propagating wave and of their effect on the received information.
Chapter 3: In the third chapter we give a description of the adaptive optics systems. We refer to the modal and zonal approach of analyzing an AO system and we describe the different parts of a conventional AO system.
Chapter
4: In chapter four, we describe the scenario of our simulation. We describe the wavefront sensorless system that we investigate, we give some information about the specific environment in which it is expected to operate and we define the simulation parameters.
Chapter
5: In chapter five, we present the results of our simulations and we analyze and compare them.
Chapter
6: The last chapter is the conclusion of the thesis. We summarize the general results of our simulations, and we refer to possible future research on this topic.

2 Optical Turbulence
In Free-Space optical communications through the atmosphere the optical wave is distorted due to optical turbulence. The optical turbulence is caused by the randomly changing refractive index along the propagation path. Pockets of air with constant index of refraction form turbulence cells called eddies which range in scale size from the inner scale of turbulence l0 to the large scale of turbulence L0 [STR07]. The primary effect of turbulence is to induce phase shifts in the propagating wave that correspond to distortions in the phase-front (aberrations). These random variations of the phase of the beam result also in intensity distortions (scintillation). The entrance aperture of the ground receiver witnesses both phase distortion (much of it from lower altitude turbulence) and intensity distortion (from the phase disturbance located far from the aperture) and thereby the receiver detects a corrupted signal information. 
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Minimization of the phase distortions and subsequently the intensity variation requires a system that can avoid the distortions (reduce bandwidth, for example) or can compensate for the distortions (adaptive optics) .The mostly used AO systems are phase-only. That means that they cannot reverse the scintillation effects, but they can conjugate the phase from the aperture to the detector to remove some of or all the phase variation that would have lengthened individual pulses or information carriers in the modulated beam[TYS96].

2.1 Aberrations
A wave which propagates through an optical system can be described as
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where (x,y) is the plane normal to the direction of propagation




t is time
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The surface over which 
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 takes the same value is called the wave-front of the beam. 

Before entering the atmosphere light from far away sources forms plane waves, i.e. the  wave-front of the beam is flat. Though, inside the atmosphere the speed of light varies as the inverse of the refractive index. As the air refractive index is not homogeneous, light propagating through regions of high index will be delayed compared to light propagating through other regions. Consequently, when the optical beam reaches the ground receiver the wave-front is no longer flat. The unwanted deviations in the wave-front of the beam are called aberrations. 

So, aberrations are closely related to the fluctuations of the air refractive index. These inhomogeneities in the index of refraction are mainly caused by fluctuations in the air temperature when different air layers are mixed by the wind. The variations in temperature also drive changes in the wind velocity, creating eddies that randomly change the aberrations on the propagating light. Proportionally to the statistics of temperature inhomogeneities, the statistics of refractive index fluctuations follow the Kolmogorov- Bukov law of turbulence. The Kolmogorov’s results provide us with characteristics of the refractive index fluctuations and the behavior of the index structure function 
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(2.2)
where the brackets represent an ensemble average. The index structure function depends only upon the separation 
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 but not the position, that is the random process is considered as homogeneous(at least locally). In addition it depends only on the modulus of the vector independently of its direction, that is the process is isotropic. 
The
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 is called the index structure coefficient. We can see from equation that the physical dimension of 
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 is [m-2/3]. It is the structure constant of the index of refraction of the atmosphere and is often used as a measure of the strength of atmospheric turbulence. It varies over distances much larger than the scale of inhomogeneities. Its integral along the light propagation path gives a measure of the total amount of wave-front degradation [ROD99].
The refractive index spectrum related to the Kolmogorov structure function is called the Kolmogorov spectrum and is given in [PER06]
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The atmosphere is generally considered to be stratified in plane parallel layers, which means that 
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 depends only on the height h above the ground [ROD99]. In this case the structure function of the phase is
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where 
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 is the atmospheric coherence length or Fried parameter and for a plane wave it is given by 
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(2.5)
The Fried parameter is a measure of the phase distortion size and thus it is an important parameter for the description of AO systems 
2.1.1   Calculating the phase distortion
In order to estimate the resulted distortion of the detected phase in the receiver we use the following metrics:

2.1.1.1 Mean square phase error

It quantifies the amount by which the detected phase differs from an undistorted (plane) phase. Assuming that a plane phase would be 0, we calculate the mean square phase error by the mean(phase2)
2.1.1.2 Strehl ratio

Strehl ratio is the ratio of the actual maximum intensity of the zero order diffraction spot and its theoretical upper limit for an undistorted wave(Airy disk). It has a maximum value of 1, for an ideal undistorted wave.

The Strehl ratio is connected to a good approximation with the mean square phase error with the formula [ROD99]
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2.1.1.3 Fiber coupling efficiency

We usually need to couple the optical beam in a fiber mode. Fiber coupling efficiency quantifies the power of the beam that is actually coupled in the fiber and is expressed by the overlap integral of the optical field 
[image: image26.wmf]()

Ar

 and the mode profile 
[image: image27.wmf]0

()

Mr

 in the focal plane


[image: image28.wmf]2

*2

0

*2*2

00

()()

()()()()

ArMrdr

J

ArArdrMrMrdr

=

´

òò

òòòò





(2.7)
The mode profile is approximated by a Gaussian distribution, while the optical field for an ideal plane wave is an Airy pattern, as it is limited by diffraction in the circular aperture. The two patterns can be seen in Figure 2.2. In the case of a plane wave (fully coherent wave) we obtain the maximum coupling efficiency which is found to be about 0.81 [DIK05].
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Figure 2.1: Mismatch of fiber mode profile and Airy pattern
2.1.1.4 Heterodyne efficiency

In a coherent (heterodyne) communication systems a local optical field which is generated by a receiver source is electromagnetically mixed with the received field and the combined wave is detected in the photodetector. When the oscillator is Gaussian we have a mismatch of the received field (Airy pattern) and the local generated field. The maximum heterodyne efficiency that can be obtained in this case for a plane wave is about 0.82 [COH75] . When the detected wave front is distorted the mismatch grows much larger and we have a loss in the received power. In general, the loss of power in the coherent receiver is calculated by the heterodyne efficiency. Heterodyne efficiency is defined as the average coherent power normalized to the average local oscillator and received powers [BEL07] and is given by the formula:
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(2.8)
We can see that coherent (heterodyne) communication systems suffer more from atmospheric turbulence. In this case an undistorted phase is essential in order to achieve an efficient detection and a distorted wave front results in a major loss of the signal level. On the other hand, an incoherent receiver is insensitive to the phase distortions and the quality of the detected signal depends only on the fluctuations of the intensity [PER07].
2.2 Scintillation

Scintillation is referred to the normalized irradiance fluctuations at the receiving aperture. As the wave propagates, the phase distortions created due to the randomly changing refractive index along the propagation path, create constructive and destructive interferences making the intensity also fluctuate randomly. Large-scale sizes, larger than the Fresnel zone 
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, whichever is largest, have a refractive (focusing) effect on an optical wave. Small-scale sizes, smaller than the Fresnel zone
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(whichever is smallest), cause the wave to diffract. The refractive and diffractive scattering processes result in fluctuations of the intensity (scintillation). [STR07]
As a result of these interferences, the beam intensity in the receiver plane is redistributed and the obtained intensity pattern is said to contain "speckles". The size of these speckles is characterized by the intensity correlation length ρc .It can be interpreted as a mean speckle radius and under weak fluctuation conditions it is on the order of the first Fresnel zone 
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For the wave intensity we consider a mean normalized variable
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The normalized variance (I2 of the intensity is an important indication of the scintillation level and for this reason is called the scintillation index. Scintillation index is given by the formula
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(2.10)
 Depending on the level of wavefront deformation and on the subsequent propagation distance, the intensity fluctuations present different behaviors. Scintillation levels are usually classified into two regimes: a regime of weak-fluctuations and a strong-fluctuation regime (or saturation regime). 
The integrated amount of turbulence along the link path is a measure of the scintillation level and is called the Rytov index (R2 (or Rytov variance). Rytov index is the defined by
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where k is the wave number, L is the link distance and 
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 If we assume a constant Cn2(z) = Cn2 (homogeneous turbulence) we get
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The Rytov variance (R2 can be seen as a measure of the amount of turbulence along the path. It corresponds to the normalized variance of the intensity for a plane wave under weak fluctuations and given that the turbulence spectrum is the Kolmogorov spectrum. The fluctuation regimes can be now approximately classified according to the table 

	Weak-fluctuation regime
	Strong-fluctuation regime
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The intensity I, the amplitude A and the log-amplitude (  of the optical wave are related as follows
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For small perturbations both the amplitude and the intensity follow a lognormal distribution [PER06]. 

2.2.1 Aperture Averaging

Scintillation effects can be reduced by using a larger receiver aperture. This effect is known as aperture averaging.

If a receiving aperture is larger than a spatial scale size that produces the irradiance fluctuations, the receiver will average the fluctuations over the aperture and the scintillation will be less compared to scintillation measured with a point receiver. The aperture averaging is an important property of the receiver since it can easily reduce the scintillation in any fluctuation regime.

It has been shown that aperture averaging causes a shift of the relative spatial frequency content of the irradiance spectrum toward lower frequencies, since the fastest fluctuations caused by small-scale sizes average out. Hence, the scintillation measured by a receiving aperture is produced by scale sizes larger than the aperture[STR07]. 

The aperture averaging factor a is the ratio of the power scintillation index to the scintillation index of the intensity.

[image: image45.wmf]2

2

P

I

a

s

s

=

,
 0<α<1 






(2.14)
The power scintillation index is defined as the normalized variance of the signal fluctuations from a receiver with aperture diameter D. Normalization is by the square of the average signal.
The averaging, for a plane wave under weak turbulence conditions, is given by [CHU91]
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(2.15)
A Kolmogorov spectrum and homogeneous turbulence is assumed .
3 Introduction to Adaptive Optics
Adaptive Optics are used for the real time correction of the phase distortions of the received optical signal. In this chapter we describe conventional AO systems which consist of three main components, a wave-front corrector, a wave-front sensor and a control system. These components operate in a closed feedback loop. The operation of an AO system can be seen in Figure 3.1:

[image: image47.png]



Figure 3.1: Focus spot blurring induced by atmospheric wavefront distortions in Free-Space Optical Communications and operation of an Adaptive Optics system.
The distorted optical beam is split and part of the light is led to the wavefront sensor. The wavefront sensor measures the optical wavefront and produces signals which correspond to the measured optical errors. The control system transforms the sensor signals into signals for the wavefront corrector (deformable mirror). Then, these electrical commands update the deformation of the mirror, so it compensates for the distortions of the incoming beam. As the incoming wavefront evolves with time these operations are repeated indefinitely.
The wavefront corrector is driven in such a way as to minimize the electrical errors at the output of the wavefront sensor; this is equivalent to nulling the optical wavefront error at the sampling point, the beam splitter. The light passing through the beam splitter is the compensated optical output [ROD99].

3.1 Analyzing the AO system
3.1.1 Zonal analysis

Two methods are used to represent the wavefront over a two-dimensional aperture: zonal and modal. 

In the zonal approach the aperture is divided into an array of independent subapertures or zones. In each of these zones the wavefront may be specified in terms of its optical pathlength (piston), its local gradient (tilt) or its local curvature [HAR98]. 

The question that needs to be answered in the zonal analysis, is how many actuators do we need for a certain pupil size D. The formula that gives as an approximation of the number of actuators needed is 
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(3.1)
where 
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is the spacing between the actuators. If we need to calculate the number of actuators required according to a certain degree of correction, i.e. a certain residual phase error we can use also the formula 
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(3.2)
which gives us the fitting error of the mirror according to a certain actuator spacing 
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and under certain atmospheric conditions characterized by a Fried parameter 
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.  The fitting error denotes the average accuracy with which the random atmospheric wavefronts are compensated.  
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is a fitting parameter depending on the influence function of the deformable mirror. A typical value for κ is 0.23 for a Gaussian influence function.

3.1.2 Modal analysis

In the modal approach the atmospheric wave fronts are expanded in a series of orthogonal functions. The Zernike polynomials provide an orthonormal basis defined over a circular aperture. Even if they form an orthogonal set, Zernike coefficients are not statistically independent. A similar set of independent functions can be formed using the Karhunen-Loeve functions. It turns out though that Zernike expansion is near optimum [HAR98]so we are also using Zernike expansion.

 Using polar coordinates
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 the Zernike modes are expressed by [NOL76]:
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(3.3)
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(3.4)
The index n is called the radian degree, the index m the azimuthal frequency. 

Any wavefront phase distortion φ(r) over a circular aperture of unit radius can be expanded as a sum of Zernike modes
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(3.5)
The sum is over an infinite number of terms. The coefficients 
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of the expansion are defined by:
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(3.6)
The weighting function W(r) is given by:
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(3.7)
The advantage of Zernike polynomials as a basis is not only that they can be obtained in closed form, but also that the first few modes correspond to familiar optical aberrations, such as wavefront tilt, defocus, astigmatism and coma. These features make the Zernike polynomials a common basis for the representation of optical aberrations. 
In the Table 3.1 and in the Figure 3.2 we can see the first 15 Zernike modes that correspond to well known aberrations
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Table 3.1: Expression of first 15 Zernike modes

	[image: image76.png]


Z2 Tilt on x axis
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Z3 Tilt on y axis 
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Z4 Defocus
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Z5 Astigmatism
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Z6 Astigmatism
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Z7 Coma
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Z8 Coma
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Z9 Trefoil
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Z10 Trefoil
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Z11 Spherical
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Z12 Astigmatism
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Z13 Astigmatism
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Figure 3.2: Images of first 15 Zernike modes 
An interesting matter is to calculate how much wavefront distortion remains after a certain number of Zernike coefficients are corrected. The errors can be seen in Table 3.2 [NOL76]:
	Zernike-Kolmogorov Residual Errors (Δj)
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Table 3.2: Residual phase errors after Zernike correction

When the number of the coefficients J is large (J>10) we can use the approximation formula:
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(3.8)
This formula allows us to estimate how many Zernike modes we need for a certain degree of correction. The desired number N of Zernike polynomials for a required residual phase error 
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(3.9)
Figure 3.3  illustrates the dependence of the residual error on the ratio D/r0 . We can see that for a high D/r0 we need to remove many more modes. For example for a ratio of 10,i.e. an aperture diameter 10 times larger than the r0 value, we need to remove 100 Zernike modes in order to obtain a low residual error (about 0.25) while for a ratio of 5 we would only need 30 Zernike modes.
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Figure 3.3 : Residual Phase error for different D/r0 ratios and several values of Zernike modes corrected
3.1.3 Temporal analysis

A very important factor when designing an adaptive optics system is the required bandwidth of the system, i.e. how fast the system should operate. 
Any delay time between the measurement and the correction of a wavefront disturbance results in a temporal error. The amount of error depends on the relation between the dynamics of the turbulence and the response time of the adaptive optics system. 

The factors that contribute to the temporal change of the turbulence is the wind velocity, the evolution of the turbulence itself and the movement of the satellite.
In the conventional adaptive optics system the frequency response is limited primarily by the sampling rate of the wavefront sensor. Moreover, significant time delays occur when reading out a CCD detector, processing the wavefront data and transforming them into signals for the corrector[HAR98].
When 
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where 
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 denotes the performance of the adaptive optics system that can be modelled by a simple first order RC filter
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Using the Taylor “frozen turbulence” hypothesis (turbulence is moved only by the wind) the wavefront temporal error may be expressed in the form
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(3.12)
Where 
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 is the 3dB cut-off frequency of the adaptive optics system and the parameter 
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 is a characteristic frequency of the atmospheric turbulence, known as the Greenwood frequency, and is given by
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(3.13)
The Greenwood frequency depends on effective velocity of the inhomogeneous media 
[image: image123.wmf]v
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, which moves transversal to the beam. It includes the wind velocity and the angular speed due to the satellite motion.
3.2 Parts of an AO system
3.2.1 Wavefront correctors
Wavefront correctors introduce an optical phase shift φ by producing an optical path difference δ. The phase shift is
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The quantity δ is usually a geometrical path difference introduced by the deforming surface of a mirror. 
Mainly there are used five types of deformable mirrors: segmented mirrors, discrete actuator deformable mirrors, continuous face-sheet mirrors, bimorph mirrors and membrane mirrors.
[image: image125.emf]
Figure 3.4: Different types of deformable mirrors[PLE99]
Segmented mirrors consist of a square or hexagonal array of independent mirror segments. If they have only one actuator per segment the motion is limited to piston so they require more actuators in order to achieve more degrees of freedom. They also have the drawback that they suffer from diffraction effects induced by the gaps between the segments.

In discrete actuators deformable mirrors the actuators are usually multilayer stacks of piezoelectric material. They are mounted on a massive baseplate and at the top of each actuator is a coupling that forms the interface between the actuator and the faceplate.

Continuous facesheet deformable mirrors have discrete actuators which are fixed to a stable mirror base and bonded to a thin flexible mirror plate. The edge of the plate is left free. 

Bimorph mirrors are combinations of two materials. They mount the reflecting surface on a sheet of piezoelectric material and an electrode structure is patterned on the surface. The deformation is produced by forces within the plate itself, which makes the construction very simple.
Membrane mirrors are constructed by a reflective membrane stretched over a solid flat frame. The membrane can be deformed by means of electrostatic forces applied to electrode actuators located under or over the membrane. If the electrodes are located over the membrane they are transparent. If the electrodes are located only under the membrane, a bias voltage is first applied to all electrodes. 
In membrane mirrors the membrane is clamped at its edge, so in order to be able to correct for aberrations which are not zero at the edge of the pupil it is necessary to arrange for the diameter of the optical pupil to be substantially smaller than the diameter of the membrane. So we need an additional ring of actuators outside the pupil area. The distance between these actuators and the edge of the plate has to be about 1.5 
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[ROD99] .
In the Table 3.3 we can see a list of some widely used deformable mirrors and their basic characteristics.
	OKO37
	37 Actuators, 3.5μm stroke

Up to 500Hz

	OKO19
	19 Actuators, 7-9μm stroke

Up 2kHz (1kHz with standard board)

	AOptix35
	

	MIRAO52 Imagine Eyes
	52 Actuators, 50μm stroke, 200Hz bandwidth

	Boston Micromachines

Multi-140
	140 Actuators, 1.5–5.5 µm stroke, 500Hz

	BM Kilo-1024
	1024 Actuators, 6-7kHz

Segmented or continuous

	Cilas Bim60/60
	60 Actuators, 60mm diameter, bimorph

	Cilas Bim100/60
	60 Actuators, 100mm diameter, bimorph


Table 3.3:   Commercially constructed deformable mirrors (market research)

3.2.2 Wavefront sensors

The WF phase at optical wavelengths is not possible to be directly measured with the today existing detectors. The optical detectors measure the intensity of the light and indirect methods must be used to translate information related to the phase into intensity signals to be processed, a technique called interferometry.

3.2.2.1 Shack-Hartmann wavefront sensor
The Shack-Hartmann wave-front sensor (SH WFS) consists of an array of lenslets of the same focal length. When the wavefront incomes each lenslet is focused onto a photon sensor on its focal plane and a detector array of spots is formed. If the wavefront is plane we get an image with centered focus spots. When the wavefront is disturbed the focus spots are displaced. Measurements of the displacement of the centroid of each spot from its expected position are directly proportional to the wavefront gradient. The Shack-Hartmann sensor usually requires a reference plane wave generated from a reference source in the instrument in order to calibrate precisely the reference focus positions on the detector array.

[image: image127.emf]
Figure 3.5: Shack – Hartmann wavefront sensor [PLE99]
The main disadvantage of SH sensors is their inflexibility with respect to wavefront tilt sensitivity and dynamic range, which cannot be changed during operation. In spite of these drawbacks the SH sensor has become the standard wavefront sensor for adaptive optics systems.

Usually the images formed by the lenslet array are recorded by a charged-coupled device (CCD) simultaneously. The good features of using a charged-coupled device(CCD) are that it determines pixel positions perfectly and has a 100% fill-factor. A disadvantage is that they use a large number of pixels per subaperture[HAR98].
3.2.2.2 The curvature sensor

The curvature sensor (CS) has been proposed and developed by Roddier and it takes an entirely different approach than Shack Hartmann wavefront sensors as it makes WF curvature measurements instead of WF slope measurements. 

The principle of this sensor is presented in Figure 3.7 .The WFS measures an “image” at a location before focus which is called the intrafocal image and one after focus, which is the extrafocal image. The intrafocal image will be brighter in regions which have a positive curvature and the image will be darker in regions with negative curvature. The intensity of the extrafocal image will be reversed relative to the intensities measured in the intrafocal image.  The two planes can also be seen as two defocused pupil planes. It can be shown that in the geometrical optics approximation, the difference between the two plane irradiance distributions is a measurement of the local WF curvature inside the beam and of the WF radial first derivative at the edge of the beam. 
The goal is to make the intensities equal on both sides, before and after focus. This will occur when the wavefront is plane[DOR01].

[image: image128.emf]
Figure 3.6: Curvature sensor [DOR01]
3.2.3 Control system

The function of the control system in conventional adaptive optics systems is to provide a link for the connection between the wavefront sensor and the wavefront corrector. It converts the measurements made by the sensor to a set of commands that are applied to the corrector to optimize a suitable performance criterion .The criterion which is usually used is to minimize the residual phase error after correction. The wavefront sensor first generates an array of independent wavefront slope or curvature measurements that have to be reconstructed. Wavefront reconstruction is a spatial integration progress that converts this array of zonal measurements into a smoothly varying three-dimensional surface defining the wavefront errors to be corrected. After reconstruction the proper phase correction can be calculated and applied to the wavefront corrector. [ROD99]
4 Simulation scenario description
4.1 General description and advantages of the system
A conventional adaptive optics system (with a wavefront sensor) as described in chapter 3 has the main advantage of direct wavefront measuring. By calculating the distorted wavefront, it can use all the available information of the incoming wavefront that is extracted from the sensor and the correction can be applied in one step. So we don’t have any iterations in order to achieve the corrected wavefront.

On the other hand, the use of the wavefront sensor has the major disadvantage that it increases very much the complexity of the system. Direct wavefront sensing such as Shack-Hartmann wavefront sensing requires a high frame rate CCD camera and a microlenslet array. Then, a large amount of memory is required to store the wavefront matrix and complex calculations are used to transform this matrix for the wavefront reconstruction. Additionally, the calculations for the sensor usually require calibration[PLE99].

An alternative is a system without wavefront sensor which utilizes indirect wavefront measurements to correct the distortions. The control system in the wavefront sensorless system applies small perturbations to the deformable mirror and measures a performance metric that is inversely related to the wavefront error. The deformation that maximizes the performance metric is then found by using an iterative algorithm. 
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Figure 4.1: Wavefront sensorless system [WEY02]
As performance metric we can choose among several alternative quantities. Possible performance metrics are the power that is focused in a hole, the coupled power into a fiber [GON01] or the Strehl Ratio.

A major advantage of such a system is that we actually have as a metric the real performance of the system, i.e. the power that can be coupled in the fiber optic. Moreover it provides an important elimination of the complexity of the hardware, as the wavefront sensor is replaced by simple hardware like a photodetector.  As a result we also have a great reduction in the cost and the size of the system. In addition, the iterative algorithm usually demands less computation than the complex matrix calculations required in wavefront reconstruction. Finally, no calibration is necessary for optimization algorithms.
4.2 Description of the environment

Firstly, we need to estimate the environmental conditions under which our system is expected to operate.

We focus our investigation on optical free space satellite-to-ground links and we assume the optical wavelength of λ=1064nm. For the dimensions of the ground receiver we use the actual dimensions of the ground station that is located on the roof of the DLR-Institute of Communications and Navigation in Oberpfaffenhofen. So we use for our calculations an optical pupil diameter of D=0.4m and a focal length of l=1m. We can calculate the mean square phase error and the Strehl ratio before the AO correction.
The most important parameter for the design of an AO system is the Fried parameter
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. In order to utilize a reasonable value for the 
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 we use the results of the Optical Downlink Experiment KIODO from OICETS Satellite to Optical Ground Station Oberpfaffenhofen (OGS-OP)


[image: image132]
Figure 4.2: r0 over elevation angle. Results of the KIODO experiment [PER07].
The wavelength of the measurements was 847nm.So according to the Formula (2.5) r0 would be about a factor 1.3 larger for 1064nm. We can make out from the Figure 4.2 that a satisfyingly low value to use for our calculations is 
[image: image133.wmf]0
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=0.05m.
 In the sixth chapter, we also test the performance of our system in the presence of scintillation. Conventional AO systems as described above, can only compensate for phase distortions but their performance is degraded in the presence of scintillation. 

4.3 System details

Our simulations refer to the system shown in Figure 4.3. The incoming distorted wavefront passes through the circular pupil plane mask where a deformable mirror applies a correction. The changed wavefront is then focused by the lens. A pinhole is placed at the focal plane of the lens and a photodetector measures the incident power.
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Figure 4.3: Figure of the simulated system setout [BOO05]
4.3.1 Simulation steps

The steps of our simulations are:

1. We produce a disturbed field (r0=0.05m) and we apply a circular mask for the pupil aperture(D=0.40m)
2. We calculate the intensity distribution on the focal plane. The intensity distribution is calculated theoretically by the square of the absolute value of the Fourier transformation of the phase in the pupil plane.

3. We calculate the power which is focused in a small pinhole on the center of the focal plane. For our simulations the power in the pinhole is calculated by summing the value of the intensity of a small amount of pixels in the center of the focal plane which form a small hole.

4. We now produce a change in the mirror and we subtract the disturbed phase screen and the phase of the DM.

5. We calculate the new intensity distribution on the focal plane and the new value of the power focused in the pinhole.

6. According to the change in metric all actuators are moved at once and a new iteration starts.

7. After a certain number of iterations we have an optimized mirror deformation which gives a high performance metric

4.3.2 Description of the metric used
The performance metric that we chose to use is the power focused through a pinhole with radius
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(4.1)
 This power is not the actual power that would be coupled in the fiber, because as we described in Chapter 2, we have a loss in the coupling efficiency due to the imperfect matching of the Gaussian mode profile to the diffraction limited distribution of the incoming wave. Though, this provides a very simple metric and is closely related to the actual coupled power. 
Another possibility would be to use the fiber coupling efficiency (Formula 2.7). In this formula, both the fiber mode profile
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 and the optical field 
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 are complex quantities so additional information of the phase distribution on the focal plane would be required. This would also make the calculations more complicated.

On the other hand, the use of the Strehl ratio would require precise alignment as we first need to estimate the exact point of the intensity maximum for a plane wave. 
4.3.3 Loop equation

First we have to choose the algorithm of the loop equation that we are going to use. We test two different algorithms.

The first algorithm that we use has the following loop equation
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The 
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 represents the actuator control value for the mth actuator on the nth iteration and the 
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 represents the stochastic perturbation to the mth actuator for iteration
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 is the change in the performance metric of the mth actuator in the nth iteration and γ is the loop gain.
During each iteration 
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we implement a ‘scanning’ of the mirror. Each actuator is moved individually by a constant step and the change in metric is calculated 
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for each actuator
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and stored. Then, we have a displacement of all the actuators proportionally to the
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. We assume that for a very small change of each actuator the effect they have on the overall phase is individual. The flow diagram of the loop is illustrated in Figure 4.4.

[image: image147]
Figure 4.4: Flow diagram of the scanning algorithm. (M=actuators number)
The second algorithm that we use applies a stochastic perturbation in parallel to all actuators and measures the subsequent change in a single performance metric. From the change in the performance metric, the algorithm estimates according to the perturbation of each actuator the gradient of the change that should be applied. All the actuators are updated in parallel proportionally to the metric and their own perturbation. The loop equation is 
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 represents the stochastic perturbation to the mth actuator for iteration 
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 is the change in the performance metric in the nth iteration and γ is the loop gain.
The flow diagram of this algorithm is shown in Figure 4.5.


[image: image153]
Figure 4.5: Flow diagram of the parallel algorithm
Then we have to determine the parameters of the equation. The loop equation depends on two parameters: the step size and the loop gain.
The step size is the size of the perturbation that we apply to the actuators in each step and it determines the interval over which the gradient of the performance metric function will be estimated. The problem in the choice of the step size is that the intensity distribution on the focal plane is related to the wavefront through a Fourier transform, so the process is not linear. Intensity variations in the image plane are not directly related to specific locations in the optical aperture. In order to overcome this spatial incoherence problem we have to apply very small perturbations to each actuator. Then the measurement of the corresponding changes in intensity would be approximately linear. On the other hand, a very small step would add unwanted delay to the converging of the loop. 
The loop gain specifies the change that is applied to the mirror between sequential iterations. A small value would also delay the process, while a very large value would destroy the approximation of the linearity and could cause the oscillation of the algorithm.

Since there are several combinations that can be used for these two values it is difficult to find the optimal solution. In our simulations the size of these two parameters was determined after several trial increasing values. The final values were chosen to be low enough so as not to cause the oscillating of the loop.
4.3.4 Deformable Mirrors used
We test two deformable mirrors for our simulations:

· 37 actuators DM, that consists of 4 rings with 1, 6 , 12 and 18 actuators respectively
[image: image154.png]



Figure 4.6: Deformable mirror- 37 actuators
The influence function of the mirror can be modeled as a Gaussian and since it is a membrane mirror, it is clamped at the edge as can be seen in Figure 4.7.
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Figure 4.7: Deformable mirror fully stretched
· 140 actuators DM, that consists of an array of 12x12 actuators but is also simulated in rings with 4, 12, 20, 28, 36 and 40 actuators respectively. This is modeled also as membrane mirror with a Gaussian influence function.
As referred to before, as membrane mirrors are clamped in the edge, we have to use a larger diameter for the mirror than the pupil diameter.
4.4 Other simulation details
In this paragraph we give some details and formulas needed for our simulations in Matlab.

4.4.1 Screen resolution

For our simulations we use square matrices for the phase screen in the receiver aperture and the intensity distribution on the focal plane.

First we need to decide the resolution of these matrices. The critical parameters are the delay of the calculations in Matlab and the satisfactory accuracy. 

We first choose to use a phase matrix of 64x64 pixels, on which we apply a circular mask. Though, with this matrix the resulted resolution of the focus spot (after the Fourier transformation) is very low. The solution is to use an aperture matrix larger than the actual receiver aperture diameter, by padding with zeros the additional empty matrix elements. This way, a larger resolution is reserved for the result matrix and the focus field produced thereby can be observed much more clearly. We need to emphasize that the increase of the aperture matrix through zero padding results in a finer sampling in focus, but of course it contains no additional information.
So we choose to use a resolution of 256x256 pixels for both aperture and focus matrices.
4.4.2 Size of the pinhole

Another parameter that we need to set is the diameter of the pinhole which will be used for detecting the focused power. We first calculate the diameter of the zero order diffraction spot by using the formula
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(4.4)
 The pixel size in the aperture matrix 
[image: image158.wmf]a

dx

can be calculated from the actual aperture size D, which is 40cm
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The length of each element (pixel size) in the focal plane matrix 
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results from the pixel size in the aperture plane, the resolution of the aperture
[image: image161.wmf]M

k

, the wavelength 
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The 
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 in the formula is always the one just before the FT (thus after possible zero padding in the receiver aperture) 
So the number of pixels on the focal plane that correspond to the diameter of the zero order diffraction spot is 
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We select to use a pinhole of the size of the zero order diffraction spot.
5 Simulation and results
5.1 Aberration-only simulation

5.1.1 Introduction
In the first part of our simulations we assume that our receiver detects only phase distortion, i.e. we consider a uniform intensity distribution. In this way we can calculate the phase correction that can be achieved from our AO system.

We first calculated the power focused in the pinhole for the ideal case of a plane wave and it comes up to 84% of the total power of the beam.
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Figure 5.1: Plane wave intensity distribution on focal plane
Then we produce a disturbed phase screen according to our data requirements:

Pupil aperture D=0.40m

Fried parameter r0=0.05m
In Figure 5.2 we can see some examples of disturbed wavefronts according to our simulation data: 

	[image: image169.png]10

Eil

0

0

50

60

50

60





	[image: image170.png]



	[image: image171.png]60





	[image: image172.png]10

Eil

0

0

50

60






	[image: image173.png]



	[image: image174.png]



	[image: image175.png]60

50

a0

10

10
Eil

0 a
0 .

50

60




	[image: image176.png]10
Eil
0
0
50
60

60

50

a0

0

il

10





	[image: image177.png]10

Eil

0

0

50

60





	[image: image178.png]10

Eil

0

0

50

60

10

il

a0

50

60





	[image: image179.png]10

Eil

0

0

50

60

60





	[image: image180.png]10
Eil
0
0
50
60

60

50

a0

0

il

10






Figure 5.2: Random disturbed fields
We can now calculate the intensity distribution on the focal plane and the power focused in the pinhole for a disturbed field. 
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Figure 5.3: Intensity distribution on focal plane for a disturbed field
As we can see in Figure 5.3 we have a blurred focus spot. For this disturbed phase we calculate

· Power focused in the pinhole: 6% of the total power 

· Strehl ratio: 0,058

5.1.2 Scanning algorithm, 37 actuators

We first test the scanning algorithm with a 37 actuator mirror.

In the algorithms we are using a zonal approach of the mirror, so we can use the formulas of the paragraph 3.1.1 in order to take an approximation of the error we expect.
According to the formula (3.1) we have for the actuator spacing:
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So the fitting error of the mirror is (formula 3.2):
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Which corresponds to a Strehl ratio 
[image: image189.wmf][

]

exp0,58

SR

»-


[image: image190.wmf]»

0,55 
These results are approximations but give us an estimation of the result we expect of our mirror.
We apply 100 iterations. Since in each iteration we have a scanning of the mirror the number of the deformations of the mirror is 3700.
The final intensity distribution of the corrected wave can be seen in Figure 5.4.
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Figure 5.4: Corrected intensity distribution on focal plane and the power focused in the pinhole(zoom in)
We can see that now we have a focused intensity distribution. We calculate:
· Power focused in the pinhole: 55% of the total power 

· Strehl ratio: 0,61
In Figure 5.5 we can see the evolution of the metric and the Strehl ratio during the iterations:
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Figure 5.5 :Results-scanning algoriothm-37 actuators ( 1 iteration equals 37 mirror deformations)
We can see that the step and the loop gain that we chose to use result in a smooth converging of the loop to the maximum. 
On the other graph, we can see the evolution of the Strehl ratio during the iterations, even if it was not the performance metric used. As calculated in the beginning of the paragraph, this is approximately the best Strehl ratio that can be obtained of this 37-actuator mirror.So our algorithm resulted in the best correction.

Comparing the disturbed phase and the deformation of the mirror in Figure 5.6 we can see that we have a good matching. As can be seen in the x axis and y axis, we selected the diameter of the deformable mirror to be substantially larger than the pupil diameter in order to correct the aberrations on the edge.
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Figure 5.6: Disturbed phase and fitted deformable mirror (37 actuators)
We now test the residual phase of the wave. As can be seen in Figure 5.7 the result seems to have a high residual error.
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Figure 5.7: Corrected phase
The calculation of the mean square residual error gives us 
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 which isn’t the one expected from the formula 
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Looking closely to the hole in Figure 5.4 we can see that the center of the focus spot is not exactly in the center of the pinhole. So, we can assume that we have a tilted phase. In order to test this assumption we correct the second and third Zernike modes, which correspond to the tilt as can be seen in Figure 5.8.
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Figure 5.8: Tilt correction
Now we calculate again the residual phase error 
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 which according to the formula corresponds to a Strehl ratio 
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=0.61 and it matches our results.
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Figure 5.9: Focus spot after tilt correction
As expected, the focus spot after tilt correction is exactly in the center.

5.1.3 Scanning algorithm, 140 actuators

We now test the scanning algorithm with a 140 actuator mirror.

As before, we do the following calculations:
Actuator spacing:
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where 
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So the fitting error of the mirror is
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Which corresponds to a Strehl ratio 
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These results are approximations but give us an estimation of the result we expect of our mirror.
We again apply 100 iterations. Since in each iteration we have a scanning of the mirror the number of the deformations of the mirror is 14000.

The final intensity distribution of the corrected wave can be seen in Figure 5.10 .[image: image213.png]Disturbed Phase Intensity Distribution on focal plane x10°
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Figure 5.10:Corrected phase and intensity distribution on focal plane(140 actuators)
We can see that now we have a focused intensity distribution. We calculate:
· Power focused in the pinhole: 72% of the total power 

· Strehl ratio: 0,80
In Figure 5.11 we can see the evolution of the metric and the Strehl ratio during the iterations:
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Figure 5.11: Results-scanning algoriothm-140 actuators ( 1 iteration equals 140 mirror deformations)
Comparing the disturbed phase and the deformation of the mirror in Figure 5.12 we can see that now we have a better matching than before, as we are using more actuators. As calculated in the beginning of the paragraph, this is approximately the best Strehl ratio that can be obtained of this 140-actuator mirror. So our algorithm resulted again in the best correction.
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Figure 5.12: Disturbed phase and fitted deformable mirror (140 actuators)

As we can see in Figure 5.13, we have again a tilt in the residual phase. We correct the tilt in order to calculate the residual error
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Figure 5.13: Focus spot after tilt correction
The residual error calculated before correction is 
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 but after tilt correction we get 
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which corresponds to the Strehl ratio of our results. 

	
	37 actuators
	140 actuators

	Mirror deformations
	3700
	140000

	Power focused
	55%
	72%

	Strehl ratio
	0,61
	0,80


Table 5.1: Result summary- scanning algorithm
5.1.4 Stochastic parallel algorithm, 37 actuators
In this algorithm we produce a stochastic perturbation to all actuators in parallel and we calculate the change in metric in each step. The results of our simulation can be seen in Figure 5.14.
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Figure 5.14: Results-parallel algoriothm-37 actuators (1 iteration equals 1 mirror deformation)
The results for 2000 iterations are:

· Power focused in the pinhole: 53% of the total power 

· Strehl ratio: 0,58

Below we sum up the results for the two algorithms. The comparison can only be approximate as for both algorithms we have chosen the algorithm parameters manually and they may be not absolutely optimized. We are comparing the number of iterations needed in order to obtain approximately the same grade of correction:
	
	Scanning algorithm
	Parallel algorithm

	Mirror deformations
	3700
	2000

	Power focused
	55%
	53%

	Strehl ratio
	0,61
	0,58


Table 5.2: Result summary- 37 actuator mirror
As we can see in the Table 5.2, we need about half iterations for the parallel algorithm. 
5.1.5 Stochastic parallel algorithm, 140 actuators

The results for the 140 actuator mirror are illustrated in Figure 5.15. 
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Figure 5.15: Results-parallel algoriothm-140 actuators (1 iteration equals 1 mirror deformation)
We can see that again for the same results we have less mirror deformations needed for the parallel algorithm.

	
	Scanning algorithm
	Parallel algorithm

	Mirror deformations
	14000
	10000

	Power focused
	72%
	69%

	Strehl ratio
	0,8
	0,77


Table 5.3: Result summary- 140 actuators
Though, the number of mirror deformations needed is still very large.

We now test the algorithm with a larger loop gain. The results are illustrated in Figure 5.16
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Figure 5.16: Results-parallel algoriothm-140 actuators-larger loop gain
As shown in the figure we now obtain a faster increase of the loop and we only need about 4000 mirror deformations for the convergence. Though, the power focused in the pinhole now is 62% instead of 72% that we had before. We have a great reduction in the number of mirror deformations needed but we also have a reduction in the focused power.
5.1.6 Problems
As described before, the loop algorithm of the system has no information about the phase in the pupil plane. It is driven in such a way, so as to increase the performance metric but without any information about the result in the corrected phase.  A problem that may occur is illustrated in Figure 5.17
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a) Disturbed phase
	
[image: image224]
b)Phase after the applied correction


Figure 5.17: Performance degrading problem
In this case the phase mainly consists of two “steps”. The algorithm corrects locally the disturbance but cannot detect the steep edge between the steps. So, the resulted phase also consists of two steps, which now are more uniform. In Figure 5.18 the evolution of the performance metric and the Strehl ratio can be observed.


[image: image225]
Figure 5.18: Results for the problematic field- scanning algorithm- 37 actuators
In this case only 35% of the total power is focused in the pinhole. We can assume that special shapes of the disturbed phase which present steep edges can degrade the performance of the system.
5.2 Simulation results under scintillation 

5.2.1 Scintillation and Adaptive Optics
The adaptive optics systems that we refer to, are phase-only, i.e. they cannot correct intensity scintillation. There can be found in literature investigations of adaptive optics systems with 2 deformable mirrors which also try to correct scintillation [ROG98]. This approach increases very much the complexity of the system and is not examined here.

For heterodyne receivers, only phase perturbation is important for the efficient operation of the system. Though, scintillation introduces errors in the wavefront measurements that can affect the operation of the conventional ao systems (with wavefront sensor).  Wavefront sensors such as Shack Hartmann sensor use image centroid measurements, which means that they divide the wavefront in subapertures and measure the displacement of the focus spot of each subaperture. So, they don’t measure directly the wavefront but use indirect measurements that are assumed to be proportional to the phase gradient of each subaperture. However, this assumption is not completely valid because intensity fluctuations also affect the focus spot. The results of these measurements are correct only in the limit in which the effect of scintillation is not important[VOI02].

In the presence of scintillation, on the positions where the amplitude goes to zero the phase manifests a spatial dependence that is characterized as a presence of a branch point. A standard adaptive optics system, in particular one that utilizes a least mean square error wave-front reconstructor, will not be able to properly determine the phase of the optical field in the vicinity of such a branch point so the reconstructed wavefront always contains some errors related to the scintillation effect[FRI98]. 

5.2.2 Simulation results for the scanning algorithm
In this chapter we test the operation of our wavefront sensorless system under different conditions of intensity perturbation. We test only the scanning algorithm for a 37-actuator mirror as the results for the other cases would be similar.

5.2.2.1 Results under scintillation of (I2 =1 
We calculate for a wave with plane phase and only intensity perturbations characterized by a scintillation index (I2 =1 and we get now 77% of the total power in the hole. The distribution of the amplitude in this case can be seen in Figure 5.19.
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Figure 5.19: Scintillated field- (I2 =1
 We also add phase perturbation and we get:

· Power focused in the pinhole: 5.1% of the total power 

· Strehl ratio: 0,059
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Figure 5.20: Intensity distribution on focal plane under scintillation-(I2 =1
The results of the simulation are illustrated in Figure 5.21.
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Figure 5.21: Results under scintillation-(I2 =1- scanning algorithm- 37 actuators
In this case, 150 iterations are needed for the converging of the loop as the metrics were smaller and they made the loop also proceed more slowly. The results after 150 iterations are:

· Power focused in the pinhole: 50% of the total power 

· Strehl ratio: 0,58
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Figure 5.22: Corrected phase and intensity distribution on focal plane
5.2.2.2 Results under scintillation of (I2 =2
The system is now tested under stronger scintillation(scintillation index (I2 =2).

The calculations for a wave with plane phase and only intensity perturbations result now in 66% of the total power focused in the hole. The distribution of the amplitude can be seen in Figure 5.23.
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Figure 5.23: Scintillated field- (I2 =2
Now phase perturbation is added and the results are:

· Power focused in the pinhole: 4.2% of the total power 

· Strehl ratio: 0,09

The results of the simulation are illustrated in Figure 5.24.
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Figure 5.24: Results under scintillation-(I2 =2- scanning algorithm- 37 actuators
We can see that now we have only 42% of the power focused after the 150 iterations. It is still a good result though, as even for a plane phase we could have only 66% of the power focused in the hole for these scintillation conditions. The results are:

· Power focused in the pinhole: 42% of the total power 

· Strehl ratio: 0,58
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Figure 5.25: Corrected phase and intensity distribution on focal plane
In the Table we summarize the results for the 37-actuator-mirror and the scanning algorithm:

	
	Plane wave
	Phase perturbation
	Phase and Intensity perturbations

	
	
	Before correction
	After correction
	Before correction
	After correction

	
	
	
	
	(I2 =1
	(I2 =2
	(I2 =1
	(I2 =2

	Power focused
	84%
	6%
	55%
	5.1%
	4.2%
	50%
	42%

	Strehl ratio
	1
	0.058
	0.61
	0.059
	0.09
	0.58
	0.58


Table 5.4: Result summary-scanning algorithm-37 actuators- phase and intensity perturbations
It can be observed that scintillation does not cause problems to the operation of the system but it would demand more iterations for the convergence.

6 Conclusions

6.1 Results
We examined a wavefront sensorless Adaptive Optics system which would offer reduced complexity and size and would help widespread application of the AO in Optical Communications. We tested two algorithms and both of them resulted in the best correction that can be obtained from the deformable mirrors used, as there is always a loss due to the fitting error of the mirror. Prerequisite is that the values for the step size and the loop gain of the algorithm are optimized.

The problem of a wavefront sensorless system is that it requires a lot of mirror deformations and this limits the bandwidth of the dynamic aberrations the adaptive optics can correct. For the parallel algorithm we obtained an improvement in the number of mirror deformations needed but still the number is high.

An improvement that can be made is the use of a larger loop gain or larger step size. In this way a faster convergence of the loop can be achieved (with lower value of the focused power). So, a decision that needs to be taken is how much focused power we can trade for a faster solution.

In the Figure  6.1 the results for increasing values of the loop gain are presented.
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Figure 6.1: Figures for increasing values of loop gain-scanning algorithm- 37 actuators

In the first figure we have a slow convergence of the loop. In the second picture we obtain the optimal solution regarding the number of iterations and the power focused. The third figure has a fast increase in the beginning but it oscillates around the 40% of the focused power. Finally, the last picture has a worse oscillating behavior. 

6.2 Future research

A future research on the wavefront sensorless system would decide the requirements of focused power needed for a satisfying operation of the system in order to use larger step sizes or loop gains of the algorithms and get faster results.

Moreover, the system should be tested in real time operation. As time evolves, phase perturbations are only slightly diversified than in previous time shots. So, the mirror deformation would be small in relation with the deformation needed for a completely unknown phase and the system could operate satisfyingly fast.
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