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IHepiinyn

YKomog TG MapovoaG SUTAMUOTIKNG €PYACIag &ivol 1 HEAETN TV TAEOVEKTNUATOV 7OV
gloayovTal amd TNV XPNoN TV GLUGTNUATOV TOALUTADV KEPOLDY GTO VENS YEVIAG OCVPLOTOL
evpulovika diktva 6Tmg 10 WiMAX, 1o omoio Baciletatl oto mpdtumo IEEE 802.16e. Baocwo
aVTIKEILEVO €IVOl 0 GUOYETIGUOC TV PEATIOUEVOV EMOOGEDV UE TIG O1UOKOTIESG GYEAGHOV
PadLOdIKTO®VY, KaODG avapéveror 0t M avabe®pnon Tov Tapadoclok®dVv Sdtkactmy Oa
kp1Oel amapaitnTn.

O oyedlacpdg Tov PUSIOGTPMOUATOS TMOV GULOTNUATOV TOAALOTA®Y KEPULDV UTOPEL Vo
eMOPACEL BETIKA GTO KEPOOG KO TNV YOPNTIKOTNTA TOV GLGTHHOTOC. To avEnuévo képdog,
EMTPENEL TNV EMTEVEN KLYEADV e UEYOADTEPN aKTIVO KAADYNG, KATL TOV EMITLYYAVETOL LE
YPNOY CLGTNUATOV YWPOKPOVIKOV KMIKAOV 1 GLGTNUATOV EVQLIOV KEPOLDV. L& OCTIKES
TEPLOYEG OOV 1 TLKVOTNTO TV GLVOPOUNTOV £ivar oENUEVN, e TNV UETAPAOT GE YMPIKN
moAvmAeSio givan dvvatd vo moAlomAaciaotel 1 yopnTkoOTHTO. TOV dikTvov. H amdkiion
HeTald TOV OMOTEAECUATOV TOV EPYACTNPOK®OV UEAETOV N TOV TPOGOUOUDCEMV UE TIG
EMOOCELS TOV TPAYHOTIKOV OIKTO®V 0QEIAeETOL 6TV TOPOLGia TOPEUPOADY OO TV XPNOM
KOwoU padtodtatAov and ToAAoVG otafpots Paong. Me v xpnon TPonyHEVOD AOYIGHIKOD
YL TOV GYXESOOUO TOV PASIOSIKTV®V, £ival SUVATH 1 TPOGOUOIMOT THNG CLUTEPIPOPAS EVOG
TPAYUATIKOD OIKTOOL dOTE v peAetnBouv pe peyoddtepn axpifela or emddcel; TV
CLOTNUATOV TOAATADY KEPOULDYV.

Kota v avdivon mov mpaypotomombnke pe 1o Aoyiopikd oyediacpov padtodiktvmv ICS
Telecom nG, Bpébnke o1t Ta cvotuatae MIMO yopoyxpoviKdv K®OKOV eivar oe Béon va
eMTOYOLY aLENUEVT KAALYN o€ oLVOWICUO e PeAtiopévn eacupatikn amodoon. Ta
CUCTNUOTO EVELIOV KEPOLDV, TO ONOI0L GLYKEVIPAOVOLV TEPICCOTEPO TAEOVEKTNLOTOL,
napovctdlovv  PeAtiopéveg  dvvoTdTNTEG  KAALYNG EVO  GLYYXPOVOS  TapoTnpnOnKe
LLEYIGTOTOW| O™ TG POGLATIKTG ATOJSOTIKOTNTOG,

H mopovca perétn sivor dwopbopévn oe tpa pépn: Xt0 TpmdTO PEPOS, TOPOLGLALOVTOL 01
Baowés apyés tov mpotvmov IEEE 802.16e pe 1dwitepn éupaom o€ 0,1t apopd TIG TEYVIKES
Kol TOVG aAyopifovg LAOTOINONG CLOTNUATOV TOAAATADV KEPULDV. XTO OEVTEPO HEPOG,
TPOoLGLALOVTOL TAL OPEAT GO TN XPNONG TOV GUGTNUATOV TOALUTADY KEPULDV GOUPOVO LUE
™V vdpyovca PiAoypagio Kol HE TIG TPOIYPOUPES TOV TPOIOVI®MV TOV VIAPYOLV GTNV
ayopd. Eve 1o 1pito ko tehevtaio pépog e peAétng €oTldlEl OTNV TPOCHOUOIMON TMV
CLOTNUATOV TOALOTADY KEPULMV HE TNV YPNOT TOV AOYIGUIKOV GYESIOGHOD POOLOSIKTLMV
ICS Telecom nG.

AéCeaig Khewowa

WiMAX, 802.16e, Xvotmuoato [HoAhamiov Kepaiov, AAS, MIMO, STBC, Beam-forming,
Matrix-A, Matrix-B.



Abstract

The main scope of this study is to identify and quantify the advantages that emerge from the
utilization of Advanced Antenna Systems (AAS) in next generation broadband wireless
networks such as WiMAX based on IEEE 802.16e standard. The analysis of AAS techniques
and algorithms is concentrated mainly on those included within the IEEE 802.16e standard.
An important objective is to relate the performance enhancements by AAS with the RF
planning procedures. It is expected that AAS will impose changes on the traditional RF
planning methodologies, as the air-interface operational flexibility presented in WiMAX
systems requires more detailed studies.

The RF configuration of AAS may provide benefits in system gain and/or system capacity.
The higher system gain allows WiMAX cells to achieve greater operational ranges, and this
can be achieved by using Beam-forming and MIMO Matrix-A technologies. In urban areas
where the high subscriber density imposes higher cell capacities, AAS can switch to MIMO
Matrix-B to ideally expand the cell capacity. A great differentiation between lab tests and
simulations and the performance of real networks, is the appearance of co-channel
interference due to frequency re-use. Through the use of advanced RF planning software the
advantages and capabilities of AAS technologies are investigated through the perspective of a
real network.

Based on the analysis performed with ICS Telecom nG RF planning software, Matrix-A
systems, which benefit from high system gain and satisfactory interference rejection
capabilities, are capable to achieve high coverage performance and at the same time improve
the spectral efficiency of the network. Beam-forming systems, which are the most beneficial
among the systems simulated, experience higher system gain resulting in extended coverage,
while at the same time the spectral efficiency is maximized through the significant
interference rejection during the traffic transmission.

The thesis is separated into three sections: In the first part, the basic technical characteristics
of IEEE 802.16e standard are presented with emphasis on the AAS techniques and algorithms.
The second part provides an analysis of the AAS performance based on bibliographical
resources and product specifications. The analysis is focused on the enhancements in system
gain, capacity and interference mitigation. The final part of this thesis focuses on the
simulation of the AAS technologies with the ICS Telecom nG RF planning software.

Keywords
WiMAX, 802.16e, MIMO, AAS, Beam-forming, STBC, Matrix-A, Matrix-B.
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1.Worldwide Interoperability for
Microwave Access

Worldwide Interoperability for Microwave Access (WiMAX) is the acronym for Institute of
Electrical and Electronics Engineers (IEEE) 802.16 set of standards governing Air Interface
for Fixed Broadband Wireless Access Systems. In the history of wireless systems, WiMAX is
revolutionary technology as affords its users the Wi-Fi grade throughput and cellular system
level of mobility. With WiMAX, broadband technology (traditionally ADSL and Fiber) goes
wireless and WiMAX users can basically enjoy triple-play application, and split-second
download and upload rates.

For the operator, WiMAX is a welcome development because it merges traditional cellular
networks with broadband technology thus opening them to more business offerings and a
larger client base and all this at a reduced cost of deployment.

WiMAX supports fixed, nomadic, portable and mobile access. To meet the requirements of
different types of access, two version of WiMAX have been defined. The first is based on
IEEE 802.16-2004, also known as Revision D, is optimized for fixed and nomadic access.
The second version is designed to support portability and mobility and is based on the IEEE
802.16e amendment to the standard.

In the course of this literature, the term WiMAX and 802.16e will be used interchangeably,
where a distinction is to be made between the 802.16 standards, the appropriate numbering
will be applied.

19



Features of 802.16e

WiMAX is a wireless broadband solution that offers a rich set of features with a lot of
flexibility in terms of deployment options and potential service offerings. Some of the more
salient features that deserve highlighting are as follows:

e OFDMA; facilitates the exploitation of frequency diversity and multi-user diversity to
offer multiple access and significantly improve the system capacity. It allows user devices
to transmit only through the sub-channels allocated to them, thus offers the capability of
minimizing the effect of interference on user devices with omni-directional elements. The
method for allocating sub-channels to the users is named Sub-channelization, [2][5][8].

e Scalable and high data rates; in OFDMA mode the fast Fourier transform (FFT) size may
be scalable based on the available channel bandwidth. OFDMA combined with Adaptive
Modulation and Coding (AMC) enables users to be apportioned spectrum based on
bandwidth/data rate requirement, [8].

e Sub-channelization gain, when only one sub-channel is allocated to a device, all the
transmit power will be concentrated in only one of the available sub-channels, [3][7][8].

o Greater flexibility in managing spectrum resources. Sub-channelization also offers the
ability to use network intelligence to allocate resources to user devices as needed, as more
sub-channels will be allocated to users that need more resources, [6][7].

e Support for mobility, 802.16e products are optimized for mobility and support handoffs,
power-saving and sleep modes which extend the battery life of mobile user devices.
Physical-layer enhancements, such as more frequent channel estimation, uplink sub-
channelization, and power control, are also specified in support of mobile applications, [6].

e Both fix and mobile users accommodation,[6].

e Support of Advanced Antenna Techniques (AAS),[2].

e Better indoor coverage achieved through sub-channelization and AAS option benefits
both fixed and mobile applications with higher EIRP levels,[6].

e Link layer retransmission, using Hybrid Automatic Repeat Request (H-ARQ),[3].
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e Supports both time division duplexing (TDD) and frequency division duplexing (FDD)
including variable DL/UL ratios,[2] [11].

e Embedded Quality of Service (QoS) scheduling, [3].

WiMAX PHY Layer

The 802.16-2004 physical layer is based on orthogonal frequency division multiplexing
(OFDM), which is a multi-carrier modulation transmission scheme that enables high-speed
data, video, and multimedia communications,[1]. OFDM is based on the idea of dividing a
high-bit-rate data stream into several lower bit-rate streams and modulation each stream on
separate carrier (sub-carriers). By making the symbol time duration enough in means of delay
spread minimization, OFDM eliminates or minimizes inter-symbol interference (ISI).
Moreover the sub-carriers are selected in a way that they are all orthogonal to one another of
the symbol duration, thus avoiding the need of inter-carrier interference elimination through
selection of non-overlapping sub-carriers. Moreover, in order to completely avoid ISI, guard
intervals are used between OFDM symbols, which are larger than the multi-path delay spread,
on the cost of power and bandwidth wastage. The number of sub-carriers that are available in
a symbol depends on the FFT size. For OFDM-PHY the FFT size is fixed at 256, where 192
sub-carriers are carrying data, 8 are pilot sub-carrier for channel estimation and
synchronization purposes and the rest are guard band sub-carriers. Since the number of sub-
carriers is fixed, the sub-carrier spacing varies with the channel bandwidth. When larger
bandwidths are used, the sub-carrier spacing increases and the symbol time decreases; as a
result larger guard time allocation is needed in order to overcome delay spread

As mentioned before, in 802.16e orthogonal frequency division multiple access (OFDMA) is
used, where the FFT size is scalable from 128 to 2048,[2],[6]. In contrast to OFDM where the
FFT size is fix for any channel bandwidth, in OFDMA the FFT size increases when the
available bandwidth increases. This keeps the OFDM symbol duration fixed, while the sub-
carrier spacing of 10.94 KHz that is chosen, offers a good balance between delay spread and
Doppler spread requirements in mixed fixed and mobile users accommodation.

The available sub-carriers are divided into groups of sub-carriers called sub-channels, [3]. The
number of sub-channels depends on the FFT size. Combinations of 1, 2, 4, 8,... or all sub-
carriers can be allocated to a user in both downlink (DL) and uplink (UL) direction in
OFDMA-PHY. UL sub-channelization allows user device to transmit using only a fraction of
the bandwidth allocated to it by the base station (BS), which provide link budget improvement
that can be used to enhance range performance and/or improve battery life of the mobile user
devices. The sub-channels may be constituted either by contiguous sub-carriers or by pseudo-
randomly distributed sub-carriers across the frequency spectrum. The second way of sub-
carrier allocation provides more frequency diversity, which is particularly useful in mobile
applications. The number and the exact distribution of the sub-carriers that constitute a sub-
channel depend on the sub-carrier permutation scheme.
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The WIMAX PHY layer is also responsible for slot allocation and framing over the air, [2].
The minimum time-frequency resource that can be allocated by a WiMAX system to a given
link is called a slot. Each slot consists of one sub-channel over one, two or three OFDM
symbols depending on the sub-channelization scheme used.

One sub-channelization scheme that is based on distributed sub-carriers is called partial usage
of sub-carriers (PUSC) and is mandatory for all 802.16e implementations in both directions
(DL and UL),[2].

In DL PUSC permutation scheme all the sub-carriers are first divided into clusters which
consist of 14 adjacent sub-carriers over two symbols. In each cluster, 24 sub-carriers are
assigned for data transmission and the remaining 4 are pilot sub-carriers as it presented in
Figure 1. The clusters are then renumbered using a pseudorandom numbering scheme.
Following the renumbering of the clusters, the clusters are divided into six groups, with the
first one-sixth of the clusters belonging to group 0, the second to group 1 and so on as it can
be seen in Figure 2. A sub-channel is created by using two clusters from the same group. Thus
in DL PUSC the slot consists of 2 clusters in other words 56 sub-carriers where 48 of them
are used for data transmission and 8 are pilot sub-carriers. [3]

In UL PUSC permutation scheme, the sub-carriers are first divided into various tiles. Each tile
consists of 4 sub-carriers over 3 symbols as it is presented in Figure 3. The sub-carriers within
a tile are divided into 8 data sub-carriers and 4 pilot sub-carriers. The tiles are then
renumbered, using a pseudorandom numbering sequence and divided into six groups. Each
sub-channel is created using six tiles from a single group. Consequently, the minimum
allocation for UL PUSC is a sub-channel that consists of 3 tiles over 2 symbols or in other
words 72 sub-subcarriers where 48 are assigned for data transmission and 24 are pilot
subcarriers. [3]

It should be noted that the number of sub-channels and groups shown in Figure 1 to Figure 4
refer to 5 MHz channel. In a 10 MHz channel these numbers are doubled resulting in 12
groups for DL PUSC and in 30 sub-channels of UL PUSC. Moreover, the constitution of 15
sub-channels in UL PUSC results in 360 used sub-carriers for the 5 MHz channel, the
remaining 60 sub-carriers are used for signaling.
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When PUSC permutation scheme is applied, it is possible to allocate either all or only a subset
of the six groups in the DL direction. By allocating disjoint subsets of the six available groups
to collocated BSs; it is possible to separate their signals in the sub-carrier space. Consequently
i.e. in a three sector BS, all the sectors can use the same RF channel, while maintaining their
orthogoniality among sub-carriers, thus enabling a tighter frequency reuse at the cost of data
rate. The usage of a subset of the available groups is referred to as segmentation. [3]

Regarding the OFDMA frame, both TDD and FDD mode are available, [11]. Most WiMAX
deployments are likely to be in TDD mode because it allows a more flexible sharing of
bandwidth between DL and UL, it doesn’t require paired spectrum and it offers a reciprocal
channel that can be exploited for spatial processing in addition to a simpler transceiver design.
In TDD mode the frame is divided into two sub-frames, the DL and the UL sub-frame. The
DL/UL sub-frame ratio may vary in order to support different traffic profiles. In FDD format
the frame structure is the same except from the fact that DL and UL are transmitted
simultaneously over different channels.

The downlink sub-frame begins with a downlink preamble that is used for PHY layer
procedures, such as time and frequency synchronization and initial channel estimation. The
downlink preamble is followed by a frame control header (FCH), which provides the frame
configuration information, such as the MAP message length, the modulation and coding
scheme and the usable sub-carriers. Multiple users are allocated data regions within the frame,
and these allocations are specified in the uplink and downlink MAP messages (DL-MAP and
UL-MAP) that are broadcasted following the FCH in the downlink sub-frame. MAP contains
critical information that needs to reach all users, for that reason it is sent over a very reliable
link (BPSK ¥%2). The MAP messages import a significant overhead, thus reduce the available
bandwidth of the frame. In 802.16e the system can optionally use multiple sub-MAP
messages where the dedicated control messages to different users are transmitted at higher
rates, based on their individual SINR conditions, or they may also optionally be compressed
for additional efficiency.[2]

In Figure 5 the frame structure of 802.16e is presented. As it can be seen one symbol of the
DL sub-frame is allocated to the preamble, while the FCH and DL/UL MAP are transmitted
over two symbols, this number may vary with the number of users served by the BS, thus the
representation in Figure 5 is indicative.

Moreover there is the option that the DL and UL sub-frame is transmitted with repetition. The
available repetition schemes are 2x, 4x and 6x where the channel is transmitted 2, 4 or 6 times
respectively, wasting more symbols of each sub-frame. This technique offers robustness to
these channels but on the other hand the wastage of symbols results in lower available
bandwidth for data transmition.
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Figure 5: Frame Structure

The DL sub-frame may contain multiple bursts of varying size and type carrying data for
several users, while the UL sub-frame is made up of several UL bursts from different user.
Three classes of bursts can be transmitted in the UL sub-frame. The first one refers to
transmission for performing closed-loop frequency, time and power adjustments which
compose the Initial Ranging channel. The second class refers to those that are transmitted in
contention opportunities defined by Request Intervals reserved for response to multicast and
broadcast polls — Random Ranging. This channel may also be used by the user device for best
effort (BE) data transmission, particularly when the amount of data to send is too small to
justify requesting a dedicated channel. The third class contains the UL data bursts that are
transmitted according to the UL MAP information provided to each terminal station (TS) in
the DL sub-frame. [2]

There are 6 possible modulation and coding combinations which are supported by WiMAX,
that allow the scheme to change on a burst-by-burst basis per link depending on the channel
condition, an information that is provided by the ranging channels for the DL direction and by
the received signal strength for the UL. Based on this information the scheduler assigns a
modulation and coding scheme (MCS) that maximizes the throughput for the available signal-
to-noise-and-interference ratio. In specific the modulation schemes are QPSK with coding
scheme Y2 or 3%, 16 QAM with coding scheme Y2 or % and 64 QAM with coding scheme 2/3
or %; the SINR thresholds for each combination of modulation and coding rate are shown in
Table 1. [2]
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Table 1: 802.16e SINR Thresholds

MCS SINR Threshold
QPSK-1/2 4
QPSK-3/4 6.8

16 QAM-1/2 10

16 QAM-3/4 13

64 QAM-2/3 17.8

64 QAM-3/4 19

In order to estimate the receiver sensitivity threshold, the noise floor of the system shall be
calculated first. The noise floor for a WiMAX system is:

N =-174+10*log(BW *F, *C,,, 1 C,,,,) + NF

used

, where BW is the channel bandwidth in Hz, F| is the over-sampling rate, C,,, are the sum

of the pilot and data sub-carriers, or in other words the number of the powered sub-carriers
and C,,, and NF is the noise figure of the receiver [9]. The over-sampling rate, as well as

the number of sub-carriers (used and total) depend on the channel bandwidth as shown in
Table 2, [3]

Table 2: 802.16e OFDMA Mode Parameters

Channel Bandwidth
Parameter
5 MHz 10 MHz
FFT Size/Total Subcarriers 512 1024
Data Subcarriers 360 720
Pilot Subcarriers 60 120
Oversampling Rate 28/25 28/25

The receiver sensitivity threshold per MSC arises by adding the thresholds shown in Table 1
to the noise floor of the system. It should be noted that when repetition is applied to the
system (i.e. DL/UL Map channel) an additional component is added to the receiver sensitivity
threshold estimation, which is equal to10 *log(R) where R is the repetition coding rate. [9]

The WiMAX receivers have specific interference rejection capabilities, [2]. According to the

standard, the receiver is able to achieve a 10°® BER performance when for an interferer at the
first adjacent channel, the C/I ratio is equal or lower than -4 dB while the received signal of
the wanted signal (C) is 3 dB higher than the receiver sensitivity threshold for 64 QAM 3.
The corresponding C/I ratio for the 2nd adjacent channel is -23 dB. Consequently, if it is
taken into account that the 64 QAM 34 threshold is 22 dB (3 dB higher than the threshold in
Table 1) the WiMAX receiver is able to reduce the power of a possible interferer in the 1st
adjacent channel by 26 dB and for an interferer in the 2nd adjacent channel by 45 dB.
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The total available symbols for traffic have to be estimated in order to estimate the throughput
that a BS can provide in a second per modulation and coding scheme. For a frame duration of
5 msec, given the fact that the symbol duration is 102.86 psec there are 48 symbols in a frame.
For a guard band of 1/16 the final numbers of symbols that are available for signaling and
traffic are 45. In the DL sub-frame 1 symbol is used for the Preamble transmission while the
FCH and DL/UL MAP use totally 2 slots in each frame. Moreover, 3 symbols are used for the
transmission of the initial ranging channel, resulting in 37 available symbols for the DL and
UL Traffic sub-frame. The symbol assignment for the 802.16e is summarized in Table 3.

Table 3: Symbol Assignment in 802.16e

802.16e

Frame duration (msec) 5
Symbol duration (usec) 102.86

Available Symbols 48

Guard Band 1/16

Useful Symbols 45

Preamble Symbols 1

FCH and DL/UL MAP Symbols 2

Initial Ranging Symbols 3

Available Traffic Symbols 38

As mentioned above, the minimum allocation for the DL traffic is a slot, consisting of 2
clusters. Each cluster consists of 14 sub-carriers over 2 symbols. The total available sub-
carriers for a SMHz channel (512 FFT) are 420 subcarriers in each symbol, as long as 14 of
them are assigned for each cluster in one symbol duration, there are 30 clusters available. For
the UL Traffic 15 sub-channels are constructed that are available for traffic transmission.

As long as the transmission of one cluster in the DL PUSC needs 2 symbols and the
transmission of on sub-channel in the UL PUSC 3 symbols, the DL/UL Ratio has to be
selected in a way that the available symbols for each sub-frame will be multiples of 2 and 3
for the DL and UL Traffic. Given the 38 available symbols for a guard band of 1/16, for a
DL/UL Ratio of 60/40, the resulting available symbols are 22 for the DL Traffic and 15 for
the UL Traffic.

The 30 clusters that are available in the DL in 2 symbols duration, compose 15 DL slots.
Given the fact that there are 22 symbols available for the DL traffic, totally 22/2*15=165 DL
Traffic slots can be constructed in one frame. The 15 sub-channels in the UL use 3 symbols.
Given the 15 available symbols for the UL Traffic 15/3*15=75 UL sub-channels are
constructed in one frame.

The number of subcarriers that can be carried by one DL slot and on UL sub-channel is 48,
resulting in 165%48=7920 available data sub-carriers for the DL traffic and 48*75=3600
available data subcarriers for the UL traffic in one frame.

In the duration of one second 200 frames can be transmitted given the duration of each frame
as equal to Smsec. Consequently there are 7920%200=1584000 and 3600*200=720000
available data subcarriers per second for DL and UL traffic respectively.
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Finally in order to estimate the total traffic that a BS is able to carry per second, the number of
bits (N, ) that can be carried by one subcarrier has to be calculated. This number depends

on the modulation and coding scheme (MCS). For each modulation (QPSK, 16 QAM and 64
QAM) the number of bits (N,, ) is constant: a QPSK modulated sub-carrier can carry 2 bits

(N ypsx =2 bits), a 16 QAM modulated can carry 4 bits (N,,,,, =4 bits), and a 64 QAM can

estimate the N, the N,, for each modulation is

carry 6 bits (N, =06 bits). In order to

multiplied by the coding scheme (C), i.e. for QPSK Y2, C is equal to %2. The resulting bits per

MCS that a single sub-carrier can carry are

presented in Table 4.

Table 4: Bits/sub-carrier per MCS

MCS

bits / sub-carrier

QPSK 1/2
QPSK 3/4
16QAM 1/2
16QAM 3/4
64QAM 2/3
64QAM 3/4

1
1.5
2
3
4
45

By multiplying the resulting total data subcarriers per second in the DL and UL, the total
throughput per MCS of a BS can be estimated. The resulting throughput is presented in Table

5.

Table 5: TDD Ethernet Throughput per Modulation in 802.16e for 5 MHz Channel Bandwidth.

Data Rates (Mbps)

MCS Downlink  Uplink
QPSK 1/2 1.584 0.72
QPSK 3/4 2.376 1.08
16QAM 172 3.168 1.44
16QAM 3/4  4.752 2.16
64QAM 2/3  6.336 2.88
64QAM 3/4  7.128 3.24

In WiMAX the symbol duration remains stable with the bandwidth, consequently when the
FFT sizes is doubled, data and pilot sub-carriers are also doubled, resulting in double data
rates for the same DL/UL ratio and guard band duration.
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2.Advanced Antenna Systems

The continuously growing number of subscribers in addition to the fact that new high
bandwidth services (VolP, Video Streaming) entered the market pushed the evolution of the
broadband wireless access. This evolution is strongly related to the development of Advanced
Antenna Systems (AAS), which are able to offer better performance to the network in terms
of coverage and capacity. The term AAS is referred to the techniques where more than one
antenna elements are combined in arrays of different geometries at one or both ends of the
communication link. Those arrays of antenna elements are able to transmit and receive at the
same time. The increased performance of the system is obtained due to the algorithms that
have been developed in order to be applied to the received and/or the transmitted signals of
multiple receive and/or transmit antennas. Those techniques are able to achieve higher signal-
to-noise-ratio and increase system capacity. Research on AAS gave last years several different
solutions that can either stand alone or collaborate and give even better results to meet the
demands of the modern system networks such as the Worldwide Interoperability for
Microwave Access (WIMAX). The purpose of this chapter is to introduce the theoretical base
of the schemes and the algorithms that are used in AAS.

AAS Technologies

One of the greatest challenges to traditional wireless systems has been managing multi-path
fading environments, where signal degradation is caused due to obstacles between the
transmitter and the receiver. With multi-antenna implementation the antenna system is able to
benefit from multi-path propagation and offer robustness to the communication channel. This
is the basic idea of all the AAS techniques that have been investigated.
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Cell Footprint

Figure 6: The signal of the user’s antenna experiences multi-path propagation due to obstacles over the
propagation direction between the user and the BS (BS).

In this paragraph a general overview of transmit and receive diversity, beam-forming and
spatial multiplexing techniques will be introduced. Additionally the algorithms that have been
developed for AAS will be presented, with a more extended reference to the algorithms that
have been developed on the scope of WiMAX.

Diversity Schemes

Antenna diversity, or spatial diversity, can be obtained by placing multiple directional antenna
elements at the transmitter and/or the receiver. If the antennas are placed sufficiently far apart,
copies of the same signal are transmitted and/or received through channels with different
characteristics. Each different channel is called diversity branch; even if some channels
experience deep fades there will be at least one that will be received with a high signal-to-
noise-ratio by the receiver antenna/antennas. In other words one branch may fail, but it is very
unlikely that all branches will fail simultaneously. The basic idea of multiple-input-multiple-
output (MIMO) antenna systems relies on diversity, which has been proved to be the best
technique for overcoming multi-path fading in a wireless channel. [10]

In the case of a single-input-single-output (SISO) system, higher transmit power would be
necessary in order to ensure the link margins and increase the reliability of the system. The
same improvement could be achieved by implementing more antenna elements either at the
transmitter or/and at the receiver without the negative effects that follow the increase of the
transmit power.
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Receive Diversity

Diversity in the receiver is the most predominant spatial diversity form to be implemented in
AAS, also referred to as single-input-multiple output (SIMO) when no diversity is presented
at the transmitter. The receive diversity scheme that is most often appointed is a two receive
antenna elements scheme. An 1 x 2 and an 1 x N SIMO system are depicted in Figure 7.

- 1) % N

1x2

o ) F N

1xN

Figure 7: Receive Diversity

The N antenna elements of the receiver are turned on simultaneously the whole period of the
downlink sub-frame and depending on the algorithm that is applied to the system, the N
received signals are processed according to the procedure that is followed by the
corresponding algorithm.[10]

Receive diversity places no particular requirements on the transmitter of a SIMO system but
requires a receiver that processes the N signals that are received from its N different diversity
branches.

Transmit Diversity

Receive diversity becomes unsuitable in deployments, such as mobile TS in the downlink
direction. In such deployments the limiting factors are power consumption, size and also cost
of multiple antenna deployments that would make the mobile terminals too expensive for the
users and depending on the case due to the size of the terminals, it would be proved
uncomfortable to carry them. On the other hand, implementation of antenna arrays at the BS
doesn’t raise such points. At the same time, in case the multiple antenna arrays are already
implemented for receive diversity in the BS (BS) it is much more cost effective to use the
same array for transmit diversity.
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On this scope the other case of spatial diversity has been developed, known as transmit
diversity. A two system with diversity only at the transmitter, multiple-input-single-output
(MISO) system, are presented in Figure 8, the first one is a 2x1 system while the second a
Nx1 as N antenna elements are implemented on the transmitter. The transmission of the signal
operates in the following way: The same symbol is transmitted over the N different antenna
elements, resulting in N different paths, [10]. The way those N paths are utilized in order to
achieve higher performance depends on the signal processing that takes place at the
transmitter. Consequently transmit diversity requires a signal process at the transmitter. There
have been developed several algorithms on this scope but the most famous of them cause of
implementation and diversity and capacity gains is the algorithm proposed of Alamouti. The
most prevalent in WiMAX will be presented in following paragraph.
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2x1
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Figure 8: Transmit Diversity

Receive and Transmit Diversity

The combination of receive and transmit diversity results into a system with multiple antennas
at both ends of the communication channel, a multiple-input-multiple-output (MIMO) system.
A MIMO system combines the benefits of receive and transmit diversity and requires signal
processing at both the received and transmitted signals.
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Beam-forming Antenna Arrays

Main objective of this technique is to increase the antenna gain at the desired direction and
simultaneously minimize it at the direction of un-desired terminal that acts as interferers;
consequently the system performance is enhanced in means of coverage and interference
mitigation at the same time. In other words, beam-forming acts as a spatial filter,[12][14].
This is obtained by using an array of antenna elements, fed with same signal at different time
instances or provided with phase shifts.

In transmit diversity that has been introduced above, the N directional antenna elements are
used in order to increase the total power of the system. In beam-forming instead, N omni-
directional antenna elements are combined in order to simulate a directional antenna and steer
its main lobe toward a particular direction. The formation of the antenna pattern depends on
the antenna array geometry in means of beam-width and feeding amplitudes in means of
direction, [13].
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Figure 9: Sectoral Antenna Pattern without Beam-forming (a), 4- Elements Beam-forming Antenna Array

(b).

Antenna Array Geometry

As stated before, the main objective of a beam-forming array is to form a narrow 3dB beam-
width antenna pattern in order to point the radiation energy in one particular direction, and on
the same time minimize it toward the direction of each possible interferer. The synthesis of
the antenna pattern is highly dependent on the displacement, the number and the spacing
between the antenna elements. The main phased and beam-forming array configurations,
identified as Linear, Planar and Circular depending on the disposition of the antenna elements,
are presented in Figure 10, [15].
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@ b (o
Figure 10: (a) Linear Array (b) Planar Array (c) Circular Array

The most basic property of an antenna array is that relative displacement of the antenna
elements introduces relative space shifts in the radiation vectors, which can then add
constructively in some directions or destructively in others, [13].

Considering, an array of several identical antennas as shown in Figure 11, where elements are
located at positions X, , X,, X, ,..., and the relative feed coefficients for each element area,,

a,, a,,..., the corresponding radiation vector of the current for the nth element will be:
F,(k)=a,*e"" *F(k)
,where F (Ig ) is the three-dimensional Fourier transform of the current density

F (lg )= je-”‘" * J(r'Yd>r'. It can be observed that the factor F (E )will be common for all the

elements of the array. So the total radiation vector of the array can be written:
F, (k)= (a,*e™ +a,*e™ +..+a,*e’)*F(k)=A(k)* F (k)

, where A(lg ) is identified as the Array Factor of the array.
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Figure 11: Uniform Linear Antenna Array.

The total power gain is given by the equation:
G,,(k)=G,,(0.0) =|A0.0) G(6.p)
, where G(6,¢) is the power gain of a single element.

As long as the all the antenna elements deployed on the array are omni-directional antennas
with the same antenna gain, the gain G(6,¢) is equal toward each direction. In Figure 12 the
antenna patterns, normalized to G(90°,¢), for linear antenna arrays with different number of

omni-directional elements N and spacing d are presented. It should be noted that the elements
of this array are fed with equal relative amplitudes (equal weights). When the weights of an
array are common for all the elements the array is identified as uniform.
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Figure 12: Beam-forming Antenna Patterns with Omni-directional Elements, normalized at =900 for
Varying Number of Elements and Spacing.

In the case that directional elements are used instead of omni-directional, the G(8,¢) as
mentioned before is added to the G'(8, ¢) of the directional element.

As it can been observed in fig the main lobe width of the array depends on the number of
antenna elements and the spacing between them, in specific the 3 dB beam-width of an array

with N elements and fixed spacing d between them is Ag,,, = 0.886* /%V x4

In Table 6 the values of Ag, , for the arrays presented in Figure 12 are shown.
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Table 6: 3 dB Beam-width of Beam-forming Antenna Arrays for Varying Number of Elements and

Spacing.
3-dB Spacing d
Beam-width 0.25 ) 0.5 A A
N=2 101.53 50.76 25.38
N=4 50.76 25.38 12.69
N=8 25.38 12.69 6.35
N=12 12.69 6.35 3.17

It can be easily observed that as the number of antenna elements increases the 3dB beam-
width decreases while for a specific number of elements the same observation can be made
for the spacing between the elements. Although an array equipped with N elements and
spacing equal to 0.5 A could achieve the same antenna pattern with a second array with double
elements and spacing equal to the half of the first array it is much more cost-effective to
deploy the first array. That means that greater arrays could provide more directivity to the
antenna radiation pattern for a specific spacing, however constructing large arrays is
uncomfortable in means of cost and size.

Additionally the size of the side-lobes seems to be affected from the number of elements and
the spacing between the elements. As it can be observed for any number of elements, the best
choice is d=0.5 A spacing between the elements as lower side-lobe levels are achieved and at
the same time half the elements are needed in order to achieve the directivity a larger array
with 0.25 A spacing. Finally it should be noted that as the number of elements increases the
side-lobes reach a constant level of about -13 dB for an array with uniform weights.

As it has been mentioned, the feeding of the antenna elements with different amplitudes
results in beam-steering. In Figure 12 the main-lobe of the patterns presented is steered
toward the broadside (y axis in Figure 11, ¢=900); in order to steer the main-lobe toward the
direction that the desired TS is located, the antenna elements should be fed with different
weights. This results to an ‘electronic’ rotation of the of the antenna array, without physically
rotate it.

In contrast to the uniform array where all the elements are fed with equal weights, in order to
steer the beam toward a desired direction, i.e. toward ¢,, the relative feed coefficients for the
nth element shall be :
r_ s —Jjkd, cos g
a,=a,*e 0
Consequently in order to steer the main-lobe toward a particular direction the appropriate
weight should be calculated and applied to each antenna element.

The corresponding array factor A'(¢) will be:
A'(g) =) a Helhnoesh)

In Figure 13 the steered antenna pattern for d=0.5 N=4 ¢, = 60° for omni-directional antenna

elements.
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Figure 13: Beam-forming Antenna Pattern with Omni-directional Antenna Elements, Steered at ¢p=60°

Spatial Multiplexing

Spatial multiplexing is based on the idea of dividing the incoming high bit rate data streams
into N independent data streams, [4]. Since those independent data streams are created, they
are transmitted via N independent channels in space (independent spatial channels). It should
be noted that no channel state information is required at the transmitter in order to create those
independent data streams, but multiple antenna elements are required in both ends of the
communication link. In contrast to receive and transmit diversity where the link quality in
terms of signal-to-noise-ration is improved, with spatial multiplexing the systems benefits
from a higher spectral efficiency, consequently higher capacity is obtained, [21].
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Figure 14: A spatial multiplexing MIMO system that transmits multiple data streams.

If the mobile station has only one antenna, WiMAX can still support spatial multiplexing by
coding across multiple users in the uplink. This is called multi-user collaborative spatial
multiplexing. Unlike transmit diversity and Beam-forming, spatial multiplexing works only
under good SINR conditions.

AAS Algorithms

The basic schemes that have been developed for the AAS have been introduced in the
paragraph above. In AAS implementations the transmitted and the received signals shall pass
through a signal processing procedure. For each one of the technologies that have been
introduced above, special algorithms have been developed in order to exploit the additional
capabilities that are provided to the system. In the following paragraphs basic algorithms for
each AAS technique are presented.

Transmit Diversity Algorithms

As mentioned before, transmit diversity is the most appropriate diversity scheme for mobile
networks, where complexity is undesired especially at the mobile TS where in order to keep
the size small implementation of multiple antennas is not efficient. Hence, in order to achieve
higher performance at the system through diversity in both DL and UL direction, diversity is
applied at the BS where more space, power and processing capability is available. There are
two different approaches for transmit diversity, for the first one it is pre-supposed that the
channel is known at the transmitter while for the other no such information is necessary at the
transmitter, [3].
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Space Time Transmit Diversity

Multiple-antenna transmit schemes utilize both transmit diversity and spatial multiplexing.
While Spatial Multiplexing provides higher spectral efficiency, transmit diversity provides
better link quality. In transmit diversity the signals sent from different transmit antennas
interfere with one another. In order to avoid it, and achieve high link quality, signal
processing is required at both the transmitter and the receiver in order to remove or at least
attenuate the spatial interference that is produced and achieve diversity, [3].

Several algorithms have been developed in order to manipulate the benefits of AAS systems
that utilize transmit diversity; those algorithms are known as space time codes (STC). The
main idea is that for an input symbol sequence, Space-Time Encoder chooses constellation
points in order to transmit simultaneously from all antennas so that coding and diversity gains
can be maximized. STC may be split into two main types: Space-time Trellis Codes (STTC)
that distribute a trellis code over multiple antennas and multiple time-slots and provide both
coding gain and diversity gain and Space-time Block Codes (STBC) that act on a block of
data at once and provide only diversity gain, but are much less complex in implementation
terms than STTC,[16].
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Figure 15: NxM System with Space — Time Block Coding at the Transmitter

Space-Time Trellis Coding

Space-Time Trellis Coding (STTC) was introduced as an effective transmit diversity
technique to overcome fading. These codes have been designed to achieve maximum diversity
gain. It is defined over a trellis structure where each input symbol has associated N symbols
each one of them transmitted from each antenna. At the receiver signal processing is required
with coding techniques appropriate to the coding scheme that has been utilized from the
multiple antenna array at the transmitter, [18]. The performance of this type of STC is high in
slow-fading environments as it is able to achieve both coding and diversity gains in MIMO
channels and additionally provides a higher spectral efficiency due to modulation, [17].
However an important drawback of STTC is the high decoding complexity that they introduce
to the system .Namely, for a fixed number of transmit antennas the complexity of the
decoding at the receivers increases exponentially with the transmission rate.
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Space-Time Block Coding

In access systems such as WiMAX where transmission rates are high, STTC becomes
unsuitable due to high complexity. For this reason Space-Time Block Coding (STBC) were
proposed as an attractive alternative to trellis coding. Despite the fact that STBC cannot
provide coding gains like STTC they have been adopted by WiMAX due to low decoding
complexity that they introduce to the system. In STBC the data stream to be transmitted is
encoded into blocks. Those blocks are distributed among spaced antennas and across time.
That means that in a Nx1 system, the data stream is transmitted N times, while in the duration
of a symbol transmition only one antenna elements transmits,[3][25].

Assuming that the channel is known at the receiver, a simple Maximum Likelihood decoding
algorithm is required, based only on a linear processing at the receiver.

To overcome the time penalty that STBC introduces to the radio link, Alamouti developed a
transmit diversity scheme with 2 transmit antennas in 1998, that’s why STBC is often referred
to as Alamouti Scheme, [3]. The simplicity of Alamouti’s Scheme lead to research on
‘pseudo-Alamouti’ schemes for more than two transmit antennas.

Alamouti Scheme - Matrix A

Alamouti Scheme or also known as Orthogonal Space Time Block Code (OSTBC) is the
transmit diversity scheme that has been proposed in several third-generation cellular standards,
also in WiMAX. It is designed mainly for 2 transmit antennas utilization. In a 2 transmit
antennas - 1 receive antenna (2x1) case the received signal at the receiver will be:

yln]=hyfn]* x, [n]+ iy [n] x, 0]+ w, [n]
, where y[n] is the received signal at the receiver at symbol time n , x, [n] is the transmitted

signal of the transmit antennas i (i=a or i=b) A, [n]is the channel fading vector of for channel I

and w[n] is the noise at symbol time n, assuming that it follows CN(0,N,).

According to Alamouti scheme the two transmit antennas transmit 2 complex symbols u, and

u, over two symbol times: at symbol time 1, x, [1]=ua and x, [1]=uh at symbol time 2,

x,[2]=-u,” and x,[2]=u,”. Assuming that the channel doesn’t change over those two
symbols time, & [l]= £, [2]=h, andh,[1]=h,[2]=h,, the received signal can be written in a
matrix form as following:

LT SRI=[, h{ }
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In order to detect the symbols u, and u, at the receiver, the conjugate of y[2] has to be
calculated:

v 2l=ny fu, —

So the received signal at the receiver for the two symbols time can be written as,

el

As it can be seen the columns of the square matrix are orthogonal, hence the detection of u,
and u, can be achieved by solving two separate, orthogonal, scalar problems. This technique
results to a 2 symbols transmission over 2 symbol times with half the power consumption.

As it has been already mentioned, Alamouti Scheme has been developed for a 2x1 system but
it can be further extended to systems with more transmit and/or receive antennas, [20]. It
should be noticed that when more than 1 received antenna is used the system is not able to
achieve higher data rates as 2 symbols are still transmitted over two symbol times but it can
eliminate the spatial interference by combining the more received signals. In other words
receive diversity is added to the system that is not able to offer higher transmission rates but
can provide higher performance to the system in means of interference elimination. In the
case of more than 2 transmit antennas in Alamouti Scheme can offer higher data rates. In a
4x2 Alamouti Scheme for example two data streams can be sent using a double space time
transmit diversity (DSTTD) scheme that consists of two 2x1 parallel Alamouti Schemes, [3].
This scheme also known as stacked STBC combines receive and transmit diversity with some
kind of spatial multiplexing.

Extended and Newer Transmit Diversity Schemes

The concatenation scheme of turbo codes and STBC (Turbo-STBC) was proposed and it has
been shown that the Turbo-STBC can achieve good error rate performance, [4]. Recently,
low-density parity-check (LDPC) codes have attracted much attention as the good error
correcting codes achieving the near Shannon limit performance like turbo codes. The
decoding algorithm of LDPC codes has less complexity than that of turbo codes. Furthermore,
when the block length is large, the error rate performance of the LDPC codes is better than
that of the turbo codes with almost identical code rate and block length. The error rate
performance of the LDPC-STBC is almost identical to or better than that of the Turbo-STBC
in a flat Rayleigh fading channel, [24].

Other newer diversity schemes are Cyclic Delay Diversity (CDD) and Waveform Diversity
(WD), [21]. CDD is used in OFDM-based telecommunication systems, transforming spatial
diversity into frequency diversity avoiding Inter-Symbol Interference (ISI), assuming that the
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channel condition is known at the receiver while this information is not necessary at the
receiver, [22]. Waveform diversity (WD) refers to the use of various waveforms (signals) in
both transmitter and receiver design for improving the overall performance such as detection
and/or identification of targets in interference and noise. Waveform diversity can be exploited
spatially using a multiple set of sensors for both transmission and/or reception.

Receive Diversity Algorithms

For the implementation of the receive diversity algorithms, channel state information (CSI) is
essential at the receiver in comparison to transmit diversity where such information is not
necessary. There are three algorithms that have been developed: Selection Combining,
Maximal Ratio Combining (MRC) and Equal Gain Combining (EGC). All of them are based
on the technique of applying weights w at the signals received at each one of the receive
antennas as it is shown in Figure 16,[10]. The technique that the receiver uses to estimate how
the signal of each antenna will be weighted is presented in the following paragraphs for each
on of those 3 techniques.

y1(k)

Ya(k)

: Output Signal

Figure 16: Receive Diversity is based on applying weights w at the received signal of each receive antenna
element.

yn(k)

Selection Combining

Selection combining is based on the idea that, as long as each element experiences an
independent sample of the fading process, the element with the greatest SNR is chosen for
further processing. Therefore, in Selection Combining w, is set equal to 1 for the element

with the highest SNR, and O for all the remaining elements of the array.
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Maximal Ratio Combining

A drawback of Selection Combining is that it ignores all the received signals of the N-1
elements of an N-element array. A more optimal solution is provided by Maximal Ratio
Combining (MRC) where the weights of all the N elements are obtained on the scope of
maximizing the output SNR.

Equal Gain Combining

In MRC technique, the weights w, vary with the fading channel, in a heavy multi-path

environment the magnitude of each signal fluctuates over several dB. That means that the
diversity combiner has to obtain new weights for each element when such a fluctuation is
observed. This process is not needed in Equal Gain Combining (EGC) where all the weights
are set equal to unity.

All the combining techniques described above are capable to maximize the SNR at the
combiner output based on the SNR of each element. However, in wireless systems,
maximizing the SNR doesn’t always offer higher performance to the system, due to
interference. For that reason a more general technique called optimal combing that follows the
same principle for system with both interference and fading to maximize the average signal-
to-interference-plus-noise ratio (SINR) is more suitable for interference environments, i.e.
urban areas where BSs are positioned with high overlapping. The extreme cases for this
diversity technique are either to operate as an MRC receiver in the absence of interference or
to operate as an interference chancellor based on the assumption that the receiver knows all
the desired and interferer channel gains at each antenna element, a fact that adds high
complexity at the receiver side.

Spatial Multiplexing Algorithms

When spatial multiplexing is applied on a multiple antenna elements system (N elements at
both ends of the radio link) in a rich scattering environment, the impact on the system can be
parallelized to a higher channel bandwidth adaptation. That results to a significant increase at
the channel capacity. Several receivers have been developed for enhancing the capacity of the
system through spatial multiplexing technique such as: linear receivers (zero forcing receiver,
minimum mean squared error receiver), non-linear receivers (maximum likelihood receiver)
and spatial interference canceling receivers (Bell Labs layered space/time (BLAST)),[3].
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Adaptive MIMO

Adaptive MIMO switch (AMS) adopts both STBC and spatial multiplexing on the same
system, and optimally the most suitable technique is selected based on the best throughput
performance. When SINR conditions and antenna correlation is such that transmission of 2
symbols over two uncorrelated paths with high SINR is achieved, spatial multiplexing is
selected, otherwise STBC is selecting offering better signal strength, [28].

Beam-forming Algorithms

In beam-forming, both the weight and phase of each antenna element are controlled.
Combined amplitude and phase control can be used to adjust side lobe levels and steer nulls
better than can be achieved by phase control alone. A beam-former radio transmitter applies
the complex weight to the transmit signal for each element of the antenna array, while the
receiver applies the complex weight to the signal from each antenna element and then sums
all of the signal into one that has the desired directional pattern,[29].

There are three principal classes of beam-forming antenna arrays according to the method that
the system utilizes in order to synthesize the appropriate antenna pattern:

Switched Antenna Arrays

In Switched Antenna Arrays (SAA), the antenna array generates overlapping beams that cover
the surrounding area, by predefining the feeding phases that correspond to each beam. When
an incoming signal is detected, the BS determines the beam that is best aligned in the wanted
direction and the by applying the predefined weights and phases on the antenna elements of
the array, “switches” to that beam in order to communicate with the terminal.
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Figure 17: Switched Antenna Array, the antenna element with the best aligned main lobe is highlighted.

Phased Antenna Arrays

In Phased Antenna Arrays (PAA) the antenna pattern is generated by estimating the suitable
feeding phase for each antenna element based on the direction of the terminal. When the exact
direction of the terminal is known the PAA can achieve maximum system gain.
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Figure 18: Phased Antenna Array, the main lobe is orientated to the direction of the wanted signal.
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Beam-forming Antenna Arrays

In Beam-forming Antenna Arrays (BAA) the antenna pattern is generated by applying
complex weights to the received signal of each element. The complex weights wk for the
antenna elements are carefully chosen to give the desired peaks and nulls in the radiation
pattern of the antenna array. In a simple case, the weights may be chosen to give one central
beam in some direction. The weights could then be slowly changed to steer the beam until
maximum signal occurs and the direction to the signal source is found. Moreover, the weights
are chosen to give a radiation pattern that maximizes the quality of the received signal also in
means of interference. Usually, a peak in the pattern is pointed to the signal source and signal
reflections and nulls are created in the directions of interfering sources.

The process of altering the weights w, of each element on-the-fly, in order to maximize the

quality of the communication channel is called adaptive beam-forming. The most common
methods for estimating the weights w, are:

The process of altering the weights w, of each element on-the-fly, in order to maximize the

quality of the communication channel is called adaptive beam-forming. The most common
methods for estimating the weights w, are:

Minimum Mean-Square Error, where the shape of the desired received signal waveform is
known by the receiver. Complex weights are adjusted to minimize the mean-square error
between the beam-former output and the expected signal waveform.

Maximum Signal-to-Interference Ratio, where the receiver can estimate the strengths of the
desired signal and of an interfering signal, weights are adjusted to maximize the ratio.

Minimum Variance, where the signal shape and source direction are both known, choose the
weights to minimize the noise on the beam-former output.

Often, constraints are placed on the adaptive beam-former so that the complex weights do not
vary randomly in poor signal conditions. Some radio signals include “training sequences” so
that an adaptive beam-former may quickly optimize its radiation pattern before the useful
information is transmitted.
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Figure 19: Beam-forming Antenna Array, the non-zero weighted beams are those that are aligned to the
direction of the TS or aligned to direction of multi-path.

Multi-path

In addition, the synthesis of the array beam in PAA and BAA is highly dependent on the
geometry of the antenna elements. The main phased and beam-forming arrays configurations
are identified as Linear, Planar or Circular. When the spacing between the elements is
identical, the array can be characterized as uniform.
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3.AAS SNR Improvements

The AAS techniques presented in the previous section have been developed in order to offer
specific gains to the wireless technologies. There are 3 types of improvement that these
technologies are able to offer:

e Link Gain Budget Improvement, by additional gains that can be applied on one or both
sides of a radio link

e Capacity Improvement, by offering higher spectral efficiency on the channel.
e [nterference Mitigation Improvement, by lowering the threshold degradation issues.

It should be noted that these three type of improvements are not independent to one another,
1.e. the range of a system 1s improved through coverage gains that a specific AAS technique is
able to offer to the transmitter, and has as a result that more TS are capable to operate in
higher PHY modes and provide higher spectral efficiency to the channel. In the following
paragraphs the specific gains of each technology are investigated, based on measurements and
literature references, without taking into account further entailed gains.
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Diversity Gains

As it has been mentioned, diversity techniques offer the capability of selecting the diversity
branch that provides the higher SNR levels. The gain that a Nx1,1XN or NxM system is able
to provide, depends on the number of elements N as well as on the algorithm that is used to
select the branch that offers better propagation conditions.

Transmit Diversity

The fade margin of a link is reduced through spatial diversity. In all orthogonal STBC
techniques the gain that can be achieved by the transmission of a symbol N times is equal to
the gain of a 1xN system with MRC implemented at the receiver.

The throughput in STBC is 1/N times less in a Nx1 system due to the fact during the symbol
time duration, only one antenna elements transmit, and as a result in order to achieve a gain of
3 dB, the symbol is transmitted two times, wasting time equal to two symbols transmission,
thus the throughput is reduced to the half of a SISO system. On the other hand, in Alamouti
scheme which is proposed for WiMAX, the 2 antenna elements transmit 2 different symbols
at the same time twice. For that reason the 3 dB gain is achieved without waste of time as
finally 2 symbols are transmitted in a time slot equal to the duration of two symbols
transmition of a SISO system, [3].

Space time trellis codes achieve better performance than orthogonal STBCs which in some
cases reach a 2 dB better performance but as already mentioned they are uncomfortable for
high bit rate transmissions,[17].

Receive Diversity

The gain of each technique depends on the algorithm that is implemented. Regarding receive
diversity algorithms, three algorithms have been investigated as the most widely used in
mobile networks.

Selection Combining

In Selection Combining, only the weight of the element with the better SNR 1is set equal to 1
and all the rest weights are set equal to zero, the outage probability decreases exponentially
with the number of elements, while the improvement that is achieved on the average SNR is
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of order of In(N) over the average SNR of a single element reception. Consequently, selection
combining can offer significant gains for relatively large number of elements (N),[4][10].

Maximal Ratio Combining

In Maximal Ratio Combining, the weights of each element are obtained on the scope of
maximizing the SNR, the output SNR is the sum of the SNR at each element and as a result
the average SNR improves by a factor of N. The best a diversity combiner can do is to choose
the weights to be the fading of each channel. The MRC receiver, does not act as a receiver
that simply receives in N times higher SNR values, but also as the number of elements
increases the fluctuation in the output SNR reduces,[4][10].

Equal Gain Combining

In Equal Gain Combining the weights of each element are set equal to one, the average SNR
improvement is comparable to that of the maximal ratio combining technique, despite being
significantly simpler to implement it, [10].
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Figure 20: Average SNR Improvement of the 3 Types of Receive Diversity Algorithms

In Figure 20 the performance of the three algorithms in terms of improvement in SNR is
presented. As expected the best improvement is observed in maximal ratio combining, while
the worst is observed in selection combining and the performance of equal gain combining is
comparable to that of maximal ratio combining.

In terms of the required processing the selection combiner is the easiest as it requires only a
measurement of the SNR at each element. Both the maximal ratio and equal gain combiners
require phase information while the former requires accurate measurement of the gain too.
Such an implementation can become too complicated, as in a fading channel the dynamic
range of a signal may be quite large, but for this cost maximal ratio combiner improves the
performance of the system by about 0.6 dB over the equal gain combiner.

Optimal Combiner

Regarding optimal combiner, where the weights of each antenna element at the receiver is
selected based on the SINR level, it is possible to achieve 2 dB higher SINR gain than the
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SNR gain that an MRC receiver with N elements can achieve. It can be seen in fig where a
performance comparison between an optimal combiner (OC), a MRC and an interference
canceller (IC) receiver with 2, 3 and 4 antenna elements is presented. The measurements have
been taken into an interference-dominated environment where noise is negligible. As
expected, OC has the best performance since it generalizes both MRC and IC. Moreover, 1C
does worse than MRC except at low SIR, where interference dominates performance
degradation and hence canceling interference is the correct strategy, while at high SIRs,
performance degradation due to multi-path fading causes more degradation than interference
and hence MRC leads to better performance than IC, [30].

Outage probability

-20 -15 -10 -5 0 5 10 15 20
Normalized Average SIR (dB)

Figure 21: Average SIR vs Outage Probabilty for Optimal Combiner, Maximal Ratio Combiner and
Interference Canceller
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Receive and Transmit Diversity

When multiple elements are deployed on both sides of the radio link, the systems benefits
from both transmit and receive diversity at the same time. The most famous techniques for
WiMAX networks are Alamouti scheme in the transmitters side and MRC at the receiver side.

The gain of a NxM system is equal to 10*log(N*M) dB, or in other words equal to the gain of
a system with N*M antenna elements at the receiver, with MRC technique implemented.

—I— SISO DL 16QAM 1/2

STBC DL 2x1 16QAM 1/2

el STEC DL 22 16QAM 172 |
—I— SISO DL 16QAM 3/4

S STBC DL 2x1 16QAM 3/4

STBC DL 22 16QAM 3/4

PER
|
|
|
i
|
|
|
|
|

SNR (dB)

Figure 22: PER vs SNR Comparison of a SISO, a 2x1 Alamouti Scheme and 2x2 Alamouti Scheme for 16
QAM PHY Mode in mobile WiMAX.

The PER vs SNR results for a SISO channel vs. an Alamouti (STBC) 2x1 and 2x2 system in
16 QAM PHY mode is presented in Figure 22, [31], where perfect decorrelation between the
different channels is assumed. As it can be seen all the modulation schemes and convolution
turbo codes that are used in WiMAX have been measured.
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Spatial Multiplexing Gains

When spatial multiplexing is implemented on a system, the gain of the system in means of
coverage gain is similar to the gains of a simple SISO system as the N antennas transmit
simultaneously. However the fact that different symbols are transmitted from each element,
results in N times higher capacity of the system. In Figure 23 the SNR vs Troughput in the DL
direction of a WiIMAX SISO system is present, while in Figure 24 the corresponding graph
for a system with spatial multiplexing (Matrix B) 2x2 is depicted, [31]. As it can be observed,
the throughput is doubled in the Matrix B in comparison to the SISO system for a given SNR.

The advantage of Spatial Multiplexing is a linear capacity gain in relation to the number of
transmit antennas.
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Figure 24: SNR vs Throughput in the DL Direction for a MIMO-B 2x2 system
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Adaptive MIMO

Adaptive MIMO technique combines spatial multiplexing, where two parallel data streams
are transmitted, with STBC. Spatial multiplexing requires high SINR, when the channel
quality is not good enough to maintain the dual stream approach, the transmitter switches to
STBC making the signal more robust against fading and interference resulting in an increased
data rate by using higher modulation and coding schemes, [28].

Consequently, both spatial multiplexing and STBC gains can be applied to that system based
on the channel state. In Figure 25 the capacity versus SNR curves for spatial multiplexing and
STBC are presented. At intersection of the two curves corresponds to the SNR where the
transmitter switches from the one technique to the other.

Throughput . . .
A Spatial Multiplexing

Switch SNR
Figure 25: Adaptive MIMO

Beam-forming Gains

The most beneficial technique in means of coverage gain and interference mitigation is Beam-
forming technique. In beam-forming the main-lobe of the antenna array becomes to narrow
and as a result the energy field is concentrated towards the wanted direction. Moreover the
system applies 9 dB additional antenna gain toward the 3dB beam-width direction, known as
Beam-forming Gain, [32].

Regarding the interference mitigation issues in beam-forming antenna arrays, taking into
account that the side-lobes have about 10 dB lower gain than the main lobe, it is considered
that the beam-forming technique can provide a 6dB interference rejection in both directions.
This is justified from the fact, that while the beam-former steers its 3-dB beam-width toward
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the direction of the wanted TS, the possibility that an interferer is located inside the 3-dB
beam-width is reduced.

Improvement Overview

In Table 7 the additional system gains that are applied to the system for each AAS used in
WiMAX networks are summarized.

Table 7: Gains Applied to WiMAX System with AAS implementation.

Technique Algorithm Gain
Transmit Diversity Alamouti 3
Receive Diversity MRC 3
Beam-forming PAA 9
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4.AAS Performance in WiMAX

In this paragraph the 802.16 compliant AAS techniques are investigated in terms of
performance improvement. Essentially a basic WiMAX system is compared with different
technology profiles such as with MIMO or Beam-forming. As it has been already presented
above, the additional gains applied to the system due to advanced techniques, differ from
channel to channel for the same system. Prior to determining the impact of the AAS
techniques in the performance of a WiMAX system, is to determine the system gain of each
channel for the systems presented above.

Impact of AAS Techniques in the System Gain of a
WiMAX system

System gain improvement issues are investigated in this paragraph between a basic SISO
system, a MIMO Matrix A 2x1 and 2x2 system with Alamouti and MRC implemented in the
BS and MRC at the mobile TS for the 2x2 system, a MIMO Matrix B 2x2 system, a Beam-
forming system with an 8 elements Beam-forming antenna array implemented at the BS and 2
antenna elements at the mobile TS with MRC technique implemented at the mobile TS with 2
receivers.
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Basic SISO & MIMO-B 2x2 System

The reference system is comprised by a single antenna in both the BS and terminal sides;
hence no form of AAS is possible. Transceiver structure is based on IEEE 802.16e OFDMA
PHY layer, including CTC error coding. The operating frequency is 2.5 GHz and the channel
bandwidth is 5 MHz. The BS Tx power is considered 30 dBm while the directional antenna
gain of the BS is 16 dBi. Concerning the terminal equipment, realistic product specifications
are considered, where the antenna gain is 6 dBi and the uplink power is 24 dBm. The receiver
noise figure is selected at 7 dB, including any implementation losses.

The resulting System Gain for the basic system in the DL and UL direction is presented in
Table 8. It should be noted that in this table the preamble and the FCH channels are note
considered as long as the system gain of these channel is always higher than the system gain
of the DL/UL MAP, traffic and ranging channels.

Table 8: System Gain Estimation for the Reference & MIMO-B 2x2 System.

References‘;‘slt\:;Mo'B 22 DL/UL MAP DL Traffic UL Traffic
Tx Power (dBm) 30 30 24
Tx Antenna Gain (dBi) 16 16 6
Subchannelization Gain 0 0 12.4
PCG 0 0 0
EIRP 46 46 424
STC Gain 0 0 0
BF (DL) Gain 0 0 0
Rx Antenna Gain (dBi) 6 6 16
BF (UL) Gain 0 0 0
MRC Gain 0 0 0
Sensitivity Threshold (dBm) -96 -96 -96
Number of Used Subcarriers 420/420 420/420 24
Number of Total Subcarriers 420 420 420
System Gain 148 148 154.4

The parameters presented in Table 8 are described below:

e Tx Power (dBm) refers to the transmit power of the BS in the DL direction or to the
transmit power of the TS in the UL direction.

e Tx Antenna Gain (dBi) refers to the gain of the antenna element of the BS in the DL
direction or to the gain of the TS in the UL direction.
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Sub-channelization Gain refers to the power gain that is applied to the system due to the
fact that the portion of the total used sub-carriers is boosted, i.e. in the Uplink direction 24
sub-carriers are powered out of the 420 available data sub-carriers in one symbol duration
in the 5 MHz channel.

Power Combining Gain (PCG) is applied to the system when more than one element is
implemented on the transmitter with equal number of Power Amplifiers at the input of
each element. The PCG gain of a transmitter with N antenna elements implemented is
10*log(N).

Equivalent Isotropical Radiated Power (EIRP) arises by the summation of Tx Power,
Antenna Gain and PCG.

Space Time Coding Gain (STC Gain) refers to the gain that is applied to the system
through STC when it is implemented on the transmitter.

Beamforming Downlink Gain (BF (DL) Gain) refers to the gain that is applied to the
system when Beam-forming technique is implemented on the transmitter.

Rx Antenna Gain refers to the gain of the antenna element of the TS in the DL direction or
to the gain of the BS in the UL direction.

Beamforming Uplink Gain (BF (UL) Gain) refers to the gain that is applied to the system
when Beam-Forming technique is implemented on the receiver.

MRC Gain refers to the gain that is applied to the system when Maximal Ratio Combining
is implemented on the receiver.

Sensitivity Threshold (dBm) refers to the lowest signal level that allows the receiver to
operate in QPSK %2 PHY mode. The process to estimate the -96 dBm threshold is
described below:

The noise floor of the SMHz WiMAX system arises from the equation:

N =-174+10*1og(5%10° * 2%5 *42%12) +NF

, resulting in -100 dB noise floor foir a given for NF equal to 7 dB for both the BS and TS.
The 802.16¢ certified required SINR threshold are presented in Table 9. Consequently the
lowest RSSI for QPSK V2 modulation is calculated to -96dBm. For the DL/UL MAP
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where repetition is also applied the term —10 *1og(6) has to be added for the estimation of

the noise floor.

Table 9: WiMAX Certified Required Thresholds

PHY Mode SINR Threshold
QPSK-1/2 4
QPSK-3/4 6.8

16 QAM-1/2 10

16 QAM-3/4 13

64 QAM-2/3 17.8

64 QAM-3/4 19

e Number of Elements refers to the number of antenna elements at the transmitter.

e Number of Used Sub-carriers refers to the number of the powered sub-carriers in the

channel, i.e. 24 sub-carriers in the UL Traffic, 420 in the DL/UL MAP and DL Traffic.

e Number of Total Subcarriers refers to the number of sub-carriers that are available in the
channel for data transmission, i.e. 420 in the 5 MHz channel, 840 in the 10 MHz channel.

Due to the fact that a TDD mode is considered for the system, it is safe to consider that the
propagation path is reciprocal for both directions (DL/UL), resulting in equivalent path loss
for both directions. Consequently, the maximum path loss that the system will be able to
suffer is dictated by the sub-frame with the lowest system gain, thus the reference system is

limited in means of system gain by the system gain of the DL sub-frame.

The system gain as calculated above for the reference system is equal to the system gain of a
MIMO-B 2x2 system with two 16 dBi antennas implemented at the BS and two 6dBi
antennas at the TS, as long as the MIMO-B technique doesn’t offer any additional gain at the

link budget.
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MIMO 1x2 System

The MIMO 1x2 system consists of the BS and the TS as considered for the basic system but
at the TS 2 antenna elements are implemented while MRC is applied in the DL direction. The
system gain for this system is presented in Table 10, as it can be seen again the system gain of
the system is limited by the DL sub-frame.

Table 10: System Gain Estimation for the MIMO 1x2 System

MIMO 1x2 System DL/UL MAP DL Traffic UL Traffic
Tx Power (dBm) 30 30 24
Tx Antenna Gain (dBi) 16 16 6
Subchannelization Gain 0 0 12.4
PCG 0 0 0
EIRP 46 46 42.4
STC Gain 0 0 0
BF (DL) Gain 0 0 0
Rx Antenna Gain (dBi) 6 6 16
BF (UL) Gain 0 0 0
MRC Gain 3 3 0
Sensitivity Threshold (dBm) -96 -96 -96
Number of Used Subcarriers 420/420 420/420 24
Number of Total Subcarriers 420 420 420
System Gain 151 151 154.4
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MIMO-A 2x1 System

The MIMO-A 2x1 system consists of the BS and the TS as considered for the reference
system but at the BS 2 antenna elements are implemented while Alamouti/MRC is applied in
the DL/UL direction respectively at the BS. The system gain for this system is presented in

Table 11. It should be noted that according to WiMAX standard, [2], the DL/UL MAP is
transmitted exclusively by one antenna element, thus the PCG is not applied in the DL/UL

MAP transmission.

Table 11: System Gain Estimation for the MIMO-A 2x1 System

MIMO-A 2x1 System DL/UL MAP DL Traffic UL Traffic
Tx Power (dBm) 30 30 24
Tx Antenna Gain (dBi) 16 16 6
Subchannelization Gain 0 12.4
PCG 0 3 0
EIRP 46 49 42.4
STC Gain 0 3 0
BF (DL) Gain 0 0 0
Rx Antenna Gain (dBi) 6 6 16
BF (UL) Gain 0 0 0
MRC Gain 0 0 3
Sensitivity Threshold (dBm) -96 -96 -96
Number of Used Subcarriers 420/420 420/420 24
Number of Total Subcarriers 420 420 420
System Gain 148 154 157.4
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MIMO-A 2x2 System

The MIMO-A 2x2 system consists of the BS and the TS as considered for the reference
system but at the TS 2 antenna elements are implemented while MRC is applied in the DL
direction TS. The System gain for this system is presented in

Table 12.
Table 12: System Gain Estimation for the MIMO-A 2x2 System
MIMO-A 2x2 System DL/UL MAP DL Traffic UL Traffic
Tx Power (dBm) 30 30 24
Tx Antenna Gain (dBi) 16 16 6
Subchannelization Gain 0 12.4
PCG 0 3 0
EIRP 46 49 42.4
STC Gain 0 3 0
BF (DL) Gain 0 0 0
Rx Antenna Gain (dBi) 6 6 16
BF (UL) Gain 0 0 0
MRC Gain 3 3 3
Sensitivity Threshold (dBm) -96 -96 -96
Number of Used Subcarriers 420/420 420/420 24
Number of Total Subcarriers 420 420 420
System Gain 151 157 157.4
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Beam-forming 8x2 System

The Beam-forming 8x2 system consists of the BS and the TS described in the reference
system, where 8 elements are implemented on the BS and Beam-forming technique is applied
and 2 elements implemented on the TS with MRC capability.

In WiMAX Systems, during the preamble, FCH and MAP transmission beamforming gain is
not available, because these channels must reach all the TS regardless of where they are in the
area. Consequently the Beam-forming gain is applied only in the DL and UL Traffic
transmission, [32]. The system gain for the Beam-forming 8x2 system is presented in Table
13. In contrast to the MIMO-A NxM systems where the DL/UL MAP is transmitted by one
element, in beam-forming technique it can be transmitted by all the available elements,
resulting in 10 *1og(8) =9 dB PCG. It should be noted that in order to achieve the 9 dB PCG

the elements should have random phases in order to experience artificial multipath and this
may slightly affect the original pattern of the elements.

Table 13: System Gain Estimation for the Beam-forming 8x2 System

Beamforming 8x2 System DL/UL MAP DL Traffic UL Traffic
Tx Power (dBm) 30 30 24
Tx Antenna Gain (dBi) 16 16 6
Subchannelization Gain 0 0 12.4
PCG 9 9 0
EIRP 55 55 42.4
STC Gain 0 0 0
BF (DL) Gain 0 9 0
Rx Antenna Gain (dBi) 6 6 16
BF (UL) Gain 0 0 9
MRC Gain 3 3 0
Sensitivity Threshold (dBm) -96 -96 -96
Number of Used Subcarriers 420/420 420/420 24
Number of Total Subcarriers 420 420 420
System Gain 160 169 163.4
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System Gain Overview

In Table 14 the system gain of the systems described above are summarized. As it can be seen
the limiting system gain of each system is highlighted in bold format and this limiting value is
used in the graph of Figure 26.

Table 14: System Gain Overview

System Gain DL/UL MAP DL Traffic Uplink Traffic
Reference / MIMO-B 2x2 148 148 154.4
MIMO 1x2 151 151 154.4
MIMO-A 2x1 148 154 157.4
MIMO-A 2x2 151 157 157.4
BF 8x2 160 169 163.4
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Figure 26: AAS Systems Performance Overview
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Impact of AAS Techniques in the Performance of a
WiMAX system

In the previous paragraph the system gain improvement has been estimated in a noise
dominant environment. In real networks, due to high frequency re-use factors, noise dominant
environments are not common. The most usual case, especially when the subscribers use
indoor units or PCMCIA cards witch are equipped with omni antenna elements, the
environment appears to be interference limited. According to the WiMAX standard a
WiMAX certified receiver has significant interference rejection capability which can be
improved with AAS techniques. The improved interference rejection that an advanced system
is able to offer in contrast to a reference SISO system is investigated in this paragraph.

It should be noted that in the course of this investigation it is considered that the infrastructure
and set up of the BSs is common for the wanted BS and the interferer one. For that reason,
when i.e. PCG is considered for the wanted BS, the same ability will be assumed for the
interferer BS.

MIMO 1X2

In Figure 27, a schematic analysis for the SINR of a MIMO 1x2 system with reference to the
Reference SISO or a MIMO-B 2x2 system is presented. The schematic analysis refers to the
DL/UL MAP and DL Traffic. The UL Traffic analysis is not presented due to the fact that
according to the previous chapter AAS gains are not applied during UL traffic transmission
for the MIMO 1x2 system.

As it can be seen in Figure 27, it is considered that the MRC gain is not applied to its
maximum (3 dB) at the interferers path. For that reason while the level of the wanted signal is
improved by 3 dB, the signal of the interferer is improved by 2 dB, thus the SINR of the
MIMO 1x2 system is improved by 1 dB in comparison to the Reference SISO or the MIMO-
B 2x2 system.

A numerical estimation of the interference rejection capability of a MIMO 1x2 is presented in
Table 15 for the DL/UL MAP and DL Traffic. The level of the wanted signal is considered
equal to -60 dBm for the Reference system and 3 dB higher for the MIMO 1x2 system due to
MRC, the corresponding values for the interferers signal are considered -80 and -78 dBm
respectively while the noise floors for each channels are -108 and -100 for the DL/UL MAP
and DL Traffic respectively, resulting in 1 dB additional rejection in the DL sub-frame. It
should be noted the interference rejection capability improves as the interference level
approaches the level of the noise floor and it is doubled when the interferer’s level is equal to
the noise floor, while the lowest interference rejection is equal to 1 dB even for an interferer
at the same signal level as the wanted signal level.
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Figure 27: Comparison between a Reference SISO/MIMO-B 2x2 System and a MIMO 1x2 System in
means of SINR improvement for DL Traffic and DL/UL MAP.
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Table 15: Additional Interference Rejection Estimation of a MIMO 1x2 System for the DL/UL MAP and

DL Traffic.
DL Subframe Basic System MIMO 1x2 AA.S
Technique
-60 -60
RSSI - 3 «—+— MRC
-60 -57
-80 -80
Interf
nerference : iy MRC
-80 -78
Noise Floor -100 -100
I+N -79.96 -77.97
SINR 19.96 20.97
Inteffert’:nce 1.01
Rejection

Regarding the UL Traffic, as it has been mentioned before, no additional gains are applied in
the MIMO 1x2 system for that reason the corresponding table is not presented.

MIMO-A 2X1

The schematic analysis for the SINR of a MIMO 2x1 system with reference to a Reference
SISO or a MIMO-B 2x2 system is presented in Figure 28 and Figure 29 for the DL Traffic
and UL Traffic respectively. Schematic analysis for the DL/UL MAP is not provided as the
SINR of the MIMO 2x1 system is equivalent to the SINR of the reference SISO system for
the DL/UL MAP.

As it can be seen the PCG is applied in both wanted and interferer signal for those channels.
According to the standard the DL/UL MAP is transmitted by only one antenna element thus
the PCG is not applied.

Moreover the STC system gain (STCG) improvement is not applied in the DL/UL MAP
neither for the wanted signal nor for the interferer as long as all the TS have to receive the
DL/UL MAP channel, while it is applied only at the wanted signal in the DL Traffic, due to
the fact that the coding technique is readable exclusively by the TS accommodated by each
BS.

In the uplink direction the MRC gain is considered equal to 3 dB for the wanted signal and 2
dB for the interferer signal following the same consideration as those made for the MIMO 1x2
system.

According to the numerical analysis provided in Table 16 and Table 17 the additional
interference rejection is 3 dB and 1 dB for the DL Traffic and UL Traffic respectively.
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Figure 28: Comparison between a Reference SISO/MIMO-B 2x2 System and a MIMO-A 2x1 System in
means of SINR improvement for the DL Traffic.
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UL Traffic
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Figure 29: Comparison between a Reference SISO/MIMO-B 2x2 System and a MIMO-A 2x1 System in
means of SINR improvement for the UL Traffic.
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Table 16: Additional Interference Rejection Estimation of a MIMO-A 2x1 System for the DL Traffic.

DL Traffic Basic System MIMO-A 2x1 AA.S
Technique
-60 -60
- 34— PCG
RSSI ; 3 «—1—STCG
-60 -54
-80 -80
Interf
-80 -77
Noise Floor -100 -100
I+N -79.96 -76.98
SINR 19.96 22.98
Inteffert’:nce 3.02
Rejection

Table 17: Additional Interference Rejection Estimation of a MIMO-A 2x1 System for the UL Traffic.

UL Traffic Basic System MIMO-A 2x1 AA,S
Technique
-60 -60
RSSI - 3<4—— MRC
-60 -57
Interference -80 -80
Level - 24— MRC
-80 -78
Noise Floor -100 -100
I+N -79.96 -77.97
SINR 19.96 20.97
Inteﬁere.:nce 1.01
Rejection
MIMO-A 2X2

The schematic analysis for the MIMO 2x2 system is presented in Figure 30 and Figure 31 for
the DL/UL MAP and DL Traffic accompanied by the numerical estimations in Table 18 and
Table 19. The corresponding figure and table for the UL Traffic is not presented as long as the
AAS technique is the same as in the MIMO-A 2x1 system, resulting in the same analysis
presented in Figure 29 and Table 17.
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Figure 30: Comparison between a Reference SISO/MIMO-B 2x2 System and a MIMO-A 2x2 System in
means of SINR improvement for the DL/UL MAP.
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Figure 31: Comparison between a Reference SISO/MIMO-B 2x2 System and a MIMO-A 2x2 System in
means of SINR improvement for the DLTraffic.
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Table 18: Additional Interference Rejection Estimation of a MIMO-A 2x2 System for the DL/UL MAP.

DL/UL MAP Basic System MIMO-A 2x1 AA.S
Technique
-60 -60
RSSI - 3 «—1—MRC
-60 -57
-80 -80
Interference
Level - 2 MRC
-80 -78
Noise Floor -108 -108
I+N -79.99 -78
SINR 19.99 21
Inteﬁere.:nce 1.01
Rejection

Table 19: Additional Interference Rejection Estimation of a MIMO-A 2x2 System for the DL Traffic.

DL Traffic Basic System MIMO-A 2x2 AA.S
Technique
-60 -60
- 34— PCG
RSSI - 3 «—1—STCG
- 3 «—1+—MRC
-60 -51
-80 -80
Interference - < PCG
Level - 2 «—1— MRC
-80 -75
Noise Floor -100 -100
I+N -79.96 -74.99
SINR 19.96 23.99
Inteffert’:nce 403
Rejection

As it can be seen the interference rejection is improved by 1 dB in comparison to the MIMO-
A 2x1 system for the DL/UL MAP and DL Traffic, while for the UL Traffic the interference

rejection is the same.
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BEAM-FORMING 8X2

The Beam-forming technique is considered as the most suitable technique in high interference
environments. This can be verified in the schematic and numerical analysis as presented in
Figure 32, Figure 33, Table 20 and Table 21.

With the exception of the DL/UL MAP, where the Beam-forming gain cannot be applied as
long it has to reach each subscribers wherever it is located inside the service area of the BS,
the Beam-forming technique provides significant interference rejection.

The advanced interference rejection capability, is based on the fact that with beamforming the
narrow 3-dB beam-width of the wanted BS is steered toward the wanted TS, thus the
possibility that an interferer will be at the maximum gain path is reduced. For that reason
while the beamforming gain is taken equal to 9 dB for the wanted signal, the corresponding
gain for the interferer’s signal is considered equal to 3 dB.
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Figure 32: Comparison between a Reference SISO/MIMO-B 2x2 System and a Beam-forming 8x2 System
in means of SINR improvement for the DL/UL MAP.
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DL Traffic
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Figure 33: Comparison between a Reference SISO/MIMO-B 2x2 System and a Beam-forming 8x2 System
in means of SINR improvement for the DL Traffic.
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UL Traffic

Basic, Matrix B

A

Beamforming 8X2

TS BS

Signalygy.»
BF {
Signal /7‘
Sge= 9 dB
Reference SINRy 552
SINR
1+Ngr= 3 dB
| (H+N)wsxz.
I+N BFE
Interference BF | Interference, gy,

loe= 3 dB

Noise Floor

Noise Floor

Figure 34: Comparison between a Reference SISO/MIMO-B 2x2 System and a Beam-forming 8x2 System
in means of SINR improvement for the UL Traffic.

84



Table 20: Additional Interference Rejection Estimation of a Beam-forming 8x2 System for the DL/UL

MAP.
DL/UL MAP  Basic System BF 8x2 AA,S
Technique
-60 -60
- 9 «—5— PCG
RSSI - 3«4 MRC
-60 -48
-80 -80
Interference - 9 «—— PCG
Level - 2« MRC
-80 -69
Noise Floor -108 -108
I+N -79.99 -69
SINR 19.99 21
Inteﬁere.:nce 1.01
Rejection

Table 21: Additional Interference Rejection Estimation of a Beam-forming 8x2 System for the DL Traffic.

DL Traffic Basic System MIMO-A 2x2 AA,S
Technique
-60 -60
- 9 «—— PCG
RSSI - 9 «—+— BF
- 3 «—1+—MRC
-60 -39
-80 -80
- 9 «—1— PCG
Interference
Level ) 3 — BF
- 2 «—1+—MRC
-80 -66
Noise Floor -100 -100
I+N -79.96 -66
SINR 19.96 27
Inteffert’:nce 7 04
Rejection
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Table 22: Additional Interference Rejection Estimation of a Beam-forming 8x2 System for the UL Traffic.

UL Traffic Basic System BF 8x2 AA,S
Technique
-60 -60
RSSI - 9<4—— BF
-60 -51
Interference -80 -80
Level ) 3 — BF
-80 -77
Noise Floor -100 -100
I+N -79.96 -76.98
SINR 19.96 25.98
Inteffert’:nce 6.02
Rejection

AAS Impact on Performance Overview

In Table 23 the system gain and interference rejection capability of each technique for the are
summarized for the DL/UL MAP, DL Traffic and UL Traffic transmission. Those values are

utilized for the simulations with the ICS Telecom nG planning tool.

Table 23: System Gain and Interference Rejection for AAS Systems.

System Sub-frame Additional Gain (dB) per Technique Total Gain Interfence
PCG STCG BF MRC (dB) Rejection
DL/UL MAP - - - 3 3 1
MIMO 1X2 DL Traffic - - - 3 3 1
UL Traffic - - - - 0 -
DL/UL MAP - - - - 0 -
MIMO-A 2X1 DL Traffic 3 3 - - 6 3
UL Traffic - - - 3 3 1
DL/UL MAP - - 3 3 1
MIMO-A 2X2 DL Traffic 3 3 - 3 9 4
UL Traffic - - - 3 3 1
DL/UL MAP 9 - - 3 12 1
BF 8X2 DL Traffic 9 - 9 3 21 7
UL Traffic - - 9 - 9 6
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5.Simulation Parameters and
Configuration

ICS Telecom nG radio planning tool has been utilized in order to perform simulations for
evaluation of the performance of the systems presented in the previous section of this study
and estimation of the system capacity. ICS telecom nG allows the radio engineer to design
WiMAX networks and to analyze what-if scenarios. Among the functionalities used by
planners, ICS telecom nG can:

e calculate network coverage taking into account all the aspects of WiMAX networks
(adaptive modulation, adaptive antennas, CPE parameters, service flows)

e analyze the coverage over the areas of interest (over a given polygon, over a given clutter
class such as urban areas, rooftops, etc...), taking into account the contribution of a subset
of stations

e analyze interference

The overall impression is that ICS Telecom nG 1is a solid tool with infinite capabilities in
designing Wireless Networks, which however require extensive configuration. The setup of
the simulation parameters as applied in the ICS Telecom nG is discussed in this paragraph.
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Propagation Model

The channel models used for the simulations are the Stanford University Interim (SUI)
channel models, [33]. The channel parameters are related to terrain type and delay spread. Six
channel models are defined for different environments and grouped in 3 categories: SUI-A,
SUI-B and SUI-C which are suitable for the terrain categories A B and C defined as:

Category A: Hilly terrain with moderate-to-heavy tree densities (maximum path loss)
Category B: Moderate tree densities (intermediate path loss)

Category C: Mostly flat terrain with light tree densities (low path loss)

The SUI models are based on Hata-Okomura model, which is the most widely used path loss
model for signal strength prediction and simulation in macro-cellular environments. Due to
the fact that this model is valid for the 500-1500 MHz frequency range and BS antenna
heights greater than 30m; frequency and height corrections are applied. Moreover the
statistical models proposed by SUI for delay spread and K-factor can be safely used in the 1-4
GHz band.

SUI Models

For a close-in distance of 10m, the median path loss (PL in dB) is given by:

PL=A-10*y*log(d) + s

The parameter A is defined by A =20*1og(400 * %) where A is the wavelength in m.

The parameter v is the path-loss exponent, defined as y =a—-bH, + %I where H, is the

BS antenna height in m and the parameters a, b and ¢ are defined based on the terrain category
and consequently on the SUI model that is selected, as presented in Table 24.

Table 24: SUI Propagation Model Components

Parameter SUI-A SUI-B SUI-C
a 4.6 4 3.6
b 0.0075 0.0065 0.005
c 12.6 17.1 20
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The parameter s represents the shadowing effect, the values for varying area reliability
percentages are presented in Table 25 for the 3 groups of SUI models. The standard deviation
is taken equal to 11.8, 11.2 and 9 for SUI-A, SUI-B and SUI-C respectively.

Table 25: Area Reliability Margins for SUI Propagation Models

Area Fade Margin
Reliability SUI-A SUI-B SUI-C
99% 26.04 22.57 21.74
98% 19.74 18.66 18.17
95% 14.10 13.52 12.70
93% 11.93 11.45 10.53
90% 8.87 8.87 7.72
85% 5.61 5.45 4.46
80% 2.73 2.73 1.81

This path loss equation is proposed by the Hata-Okomura channel model, as mentioned above
this PL equation can be extended by correction factors in order to satisfy frequencies and
antenna heights that are not compatible with Hata-Okomura channel model. Two correction
factors are applied: the receive antenna height correction factor and the frequency correction
factor. The modified pathloss is given by:

APL, = PL +APL, + APL,
, where APL, is the receive antenna height correction factor defined as
APL, =-10.8*log(! 4 ) for SUL-A and SULB and APL, =-20*log("! 4 ) for SULC;
and APL, is the frequency correction factor defined as APL, =6* log(%OOO) where f is the

operating frequency in MHz.

In order to satisfy delay spread and K-factor, an additional fast fading margin is introduced to
the path loss equation. The values of this margin for varying time availability percentages are
presented in Table 26 for the 3 groups of SUI models.

Table 26: Time Availability Margins for SUI Propagation Models.

Time Fade Margin
Availability  SUI-A SUI-B SUI-C
99.999 50 49 15
99.99 40 39 11
99.9 30 29 8
99 20 19 6
98 17 16 5
95 13 12 4
90 10 9 3
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Operating Frequency Band

The WiMAX standard supports the frequency range of 2 to 6 GHz, although other frequency
bands can also be accommodated. It is anticipated that additional frequency bands on a
regional basis will also be auctioned. WiMAX operates in a mixture of licensed and
unlicensed bands. The unlicensed bands are typically the 2.4 GHz and 5.8 GHz bands.
Licensed spectrum provides operators control over the usage of the band, allowing them to
build a high-quality network. Currently, significant activity is underway in the 2.5 GHz and
3.5 GHz bands, although both those bands are not universally available for wireless access; at
least one of them is available in every major country.

System performance varies at different frequencies due to the fact that the path loss is
frequency dependent. The parameter A of the path loss equation and also the frequency
correction factor APL,. are both frequency dependent. The parameter A is equal to 83 dB for

the 3.5 GHz frequency band while for the 2.5 GHz A is equal to 80 dB. The frequency
correction factor is around 0.58 dB for 2.5 GHz band while in 3.5 GHz it is around 1.46 dB.
Consequently a WiMAX system operating in 3.5 GHz band experiences 4 dB higher path loss
in comparison to a similar system operating in 2.5 GHz band, [34].

Moreover, when indoor coverage is required the penetration loss should be taken into account.
Penetration throw building walls introduces additional loss to the link budget and this loss
depends on the operating frequency. The average penetration loss in dB for the 2.5 and 3.5
GHz band are shown in Table 27,[35].

Table 27: Penetration Loss for 2.5 and 3.5 GHz Band

Frequency Band Penetration
(GHz) Loss (dB)
2.5 10.9
35 11.4
Channel Bandwidth

Usually the total available spectrum is limited due to high license costs. For that reason, in
order to achieve a more relaxed frequency reuse, 5 MHz channels are used, at the cost of
lower per sector throughput. A system that uses a 5 MHz channelization benefits from a lower
noise floor level. As it can be evaluated by the noise floor equation the noise floor for a
channel of 5 MHz is 3 dB lower than that for 10 MHz channel.

For the simulations with the ATDI ICS Telecom nG, the 2.5 frequency band has been selected,
while both 5 and 10 MHz channel have been utilized.
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Deployment Scenarios

According to the environment, the customer profile and the offered services, a range of
deployment scenarios for WiMAX can be considered:

In urban areas with high population density, a dense network of small cells is necessary to
satisfy the requirements for sufficient capacity and NLOS coverage. In addition the cell sizes
are further reduced in order to achieve outdoor-to-indoor wireless links feasibility. Given the
limited cell edges, the high number of cells and the tight frequency re-use, the system is
limited due to co-channel interference rather than the receiver sensitivity. For such scenarios
the utilization of licensed spectrum is preferable to minimize the potential for interference
among neighboring cells and even among broadband wireless systems from different
operators.

A similar approach applies in the WiMAX deployment in suburban areas. Although the
population density is moderate, the system is still capacity limited. The cell sizes are a bit
larger, however an extended network is necessary since suburban environments usually
extend in large geographical areas. Given the limited available spectrum in the licensed bands
and the high frequency re-use, the system is considered interference limited. NLOS is a
requirement in this scenario also.

In suburban to rural areas, the population density is limited and hence the main deployment
objective is to fulfill the coverage requirements, while minimizing the infrastructure costs.
The cell sizes are large, typically range or terrain limited and the receiver sensitivity now
becomes the restricting factor, as interference is negligible. In the case of rural areas the use
of spectrum in the 5 GHz band is also possible, however only for TDD systems according to
the standard.

Regarding the cell edges considered above, it should be noted that in all the deployments
scenarios the cell edge depends also on the specifications of the subscriber devices. For each
different type of access —fixed, portable, mobile- different types of devices are used, and the
system performance varies with the type of the device. Consequently, when a network is
designed to offer coverage with PCMCIA the cells are reduced in comparison to a network
that is designed for indoor terminals for two reasons: system range and spectral efficiency.

For the simulation with the ATDI ICS Telecom nG, two different deployment scenarios have
been selected:

e Indoor Scenario: Urban deployment scenario with 500 m distance between the BSs and
TS equipped with PCMCIA card, positioned at the 1st floor (5 m AGL) inside the
building.

e Qutdoor Scenario: Urban deployment scenario with 500 m distance between the BSs and
TS equipped with PCMCIA card, positioned at the street level (1.5m AGL).
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For the simulations of both scenarios, SUI-B propagation model is selected with 90% area
availability and 95% time reliability introducing 8.87 dB and 12 dB additional losses.
Moreover for the indoor simulations 11 dB penetration loss is considered by the outer walls of
the building, while the additional losses that may be applied from the inner walls of each
building cannot be estimated as long as these losses vary with the architecture of the building
and the constructive materials as well as by the furniture of each room. For that reason in the
outdoor-to-indoor propagation it is considered that the TS is positioned just behind the outer
wall of the building.

Sectorization Schemes and Frequency Planning

Due to high deployment cost of WiMAX BSs, omni cells are not usually meet in WiMAX
networks. The more cost effective Tri-Sector cells (hexagonal) as well as Quad-Sector cells
(square) are usually deployed.. Moreover due to the limited spectrum availability in the
licensed bands and the high costs of spectrum renting tight frequency re-use schemes are a
common characteristic in real world WiMAX deployments.

In the simulations 2 frequency re-use patterns are considered, the 1x3x1 and 1x3x3 as shown
in Figure 35. It should be noted that as long as the PCMCIA cards are equipped with omni-
directional antennas, rotation of the frequency plan between neighbor sectors, wouldn’t have
any positive impact on the network performance.

1x3x1

, 0 /
’%//2/

Figure 35: 1x3x1 and 1x3x3 Frequency Re-Use Pattern
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Planning Tool Configuration

The parameters used for the configuration of the ICS Telecom nG planning tool are
summarized for each system in this paragraph.

Reference System

The simulation parameters for the reference SISO system or the MIMO-B 2x2 system are
shown in Table 28. As it can be seen the first simulation considers an outdoor-to-indoor
propagation while the second simulation considers an outdoor one. For the outdoor-to-indoor
simulation the TS are PCMCIA cards equipped with a 2 dBi omni antenna positioned in the
Ist floor of a building (Sm AGL). For the outdoor simulation the PCMCIA card is positioned
at the street-level (Im). Regarding the BS antenna, a 60o directional antenna with 16 dBi
antenna gain is used, at 25m AGL. The values for the propagation parameters have been
selected based on the consideration made in the previous chapter.

Table 28: Simulation Parameters for the Reference System

Scenario Indoor Outdoor
Power (dBm) - DL Direction 30 30
Antenna Gain (dBi) 16 16
Base Station 3-dB Beamwidth (°) 60 60
Paremeters Antenna Elements 1 1
Antenna Height (m) 25 25
Downtilt (°) 4 4
Power (dBm) - UL Direction 24 24
. . Antenna Gain (dBi) 2 2
Terminal Station . .
Parameters Antenna Type Omni Omni
Antenna Elements 1 1
Antenna Height (m) 5 1.5
Model SUI-B SUI-B
Area Availability 90% 90%
Propagation Model Shadowing Margin (dB) 9 9
Paramteres Time Reliability 95% 95%
Fast Fading Margin (dB) 12 12
Penetration (dB) 11 -
Channel Parameters Frequency Ba1.1d (GHz) 25 25
Channel Bandwidth (MHz) 5 5
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MIMO 1x2 System

The simulation parameters for the MIMO 1x2 System are shown in Table 29. As it can be
seen MRC capability at the TS has been considered and 3dB are added in the DL direction.

Table 29: Simulation Parameters for the MIMO 1x2 System

Scenario Indoor Outdoor
Power (dBm) - DL Direction 30 30
Antenna Gain (dBi) 16 16
Base Station 3-dB Beamwidth (°) 60 60
Paremeters Antenna Elements 1 1
Antenna Height (m) 25 25
Downtilt (°) 4 4
Power (dBm) - UL Direction 24 24
Antenna Gain (dBi) 2 2
Terminal Station Antenna Type Omni Omni
Parameters Antenna Elements 2 2
Antenna Height (m) 5 1.5
MRC V V
Model SUI-B SUI-B
Area Availability 90% 90%
Propagation Model Shadowing Margin (dB) 9 9
Paramteres Time Reliability 95% 95%
Fast Fading Margin (dB) 12 12
Penetration (dB) 11 -
Channel Parameters Frequency Bar'ld (GHz) 2.5 2.5
Channel Bandwidth (MHz) 5 5

94



MIMO-A 2x1 System

The simulation parameters for the MIMO-A 2x1 System are defined in Table 30. The PC gain
is applied only in the traffic transmissions, while STC and MRC capability at the BS has been
considered by adding 3 dB gain in DL and UL sub-frame simulations respectively.

Table 30: Simulation Parameters for the MIMO-A 2x1 System

Scenario Indoor Outdoor
Power (dBm) - DL Direction 30 30
Antenna Gain (dBi) 16 16
3-dB Beamwidth (°) 60 60
. Antenna Elements 2 2
Base Station Ant Heicht 25 25
Paremeters ntenna Height (m)
Downtilt (°) 4 4
PC \ \
STC \ \
MRC \ \
Power (dBm) - UL Direction 24 24
. . Antenna Gain (dBi) 2 2
Terminal Station . .
Antenna Type Omni Omni
Parameters
Antenna Elements 1 1
Antenna Height (m) 5 1.5
Model SUI-B SUI-B
Area Availability 90% 90%
Propagation Model Shadowing Margin (dB) 9 9
Paramteres Time Reliability 95% 95%
Fast Fading Margin (dB) 12 12
Penetration (dB) 11 -
F Band (GH 2. 2.
Channel Parameters requency a1.1 (GHz) > >
Channel Bandwidth (MHz) 5 5

95



MIMO-A 2x2 System

For the simulations of the MIMO-A 2x2 system MRC is considered also in the TS, as it can
be seen in Table 31, thus adding 3 more dB in the DL direction in comparison with the

MIMO-A 2x1 system configuration.

Table 31: Simulation Parameters for the MIMO-A 2x2 System

Scenario Indoor Outdoor
Power (dBm) - DL Direction 30 30
Antenna Gain (dBi) 16 16
3-dB Beamwidth (°) 60 60
) Antenna Elements 2 2
Bf’zsreeit;::: Antenna Height (m) 25 25
Downtilt (°) 4 4
PC d v
STC \ \
MRC \ \
Power (dBm) - UL Direction 24 24
Antenna Gain (dBi) 2 2
Terminal Station Antenna Type Omni Omni
Parameters Antenna Elements 2 2
Antenna Height (m) 5 1.5
MRC \ \
Model SUI-B SUI-B
Area Availability 90% 90%
Propagation Model Shadowing Margin (dB) 9 9
Paramteres Time Reliability 95% 95%
Fast Fading Margin (dB) 12 12
Penetration (dB) 11 -
Channel Parameters Frequency Ba1.1d (GHz) 25 25
Channel Bandwidth (MHz) 5 5
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Beam-forming 8x2 System

In Table 32 the simulation parameters for the Beam-forming 8x2 system are presented, PCG
is considered as equal to 9 dB and applied to the entire DL and UL sub-frame, while Beam-

forming gain is applied to only to the DL and UL Traffic resulting in 9 dB additional gain for
these channels.

It should be noted that 120° directional antennas are considered for the BSs, as it is common
deployment for beam-forming systems due to the fact that the interference rejection of the

narrower 60° directional antenna is not necessary when Beam-forming is implemented.

Table 32: Simulation Parameters for the Beam-forming 8x2 System

Scenario Indoor Outdoor

Power (dBm) - DL Direction 39 39

Antenna Gain (dBi) 16 16

3-dB Beamwidth (°) 120 120
Base Station Antenna Elements 8 8
Paremeters Antenna Height (m) 35 35
Downtilt (°) 4 4
PC v v
Beam-forming \ \

Power (dBm) - UL Direction 24 22
Antenna Gain (dBi) 2 2

Terminal Station Antenna Type Omni Omni
Parameters Antenna Elements 2 2
Antenna Height (m) 5 1.5
MRC V V
Model SUI-B SUI-B

Area Availability 90% 90%
Propagation Model Shadowing Margin (dB) 9 9

Paramteres Time Reliability 95% 95%
Fast Fading Margin (dB) 12 12
Penetration (dB) 11 11

Channel Parameters Frequency Bar'ld (GHz) 2.5 2.5
Channel Bandwidth (MHz) 5 5
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6.Simulation Results

The use of AAS Technologies enables the network operator to increase the wireless network
performance in means of capacity and coverage. Depending on the demands of each network
the appropriate technology can be selected.

In city center deployment scenarios, for example, where the density of users is high, the
traffic load will be enormous. In order to meet this high capacity demand, especially in
limited available bandwidth occasions, higher frequency re-use will have to be used. This will
lead to an interference limited network performance. In order to satisfy the capacity demands
of such a network in association with higher frequency re-use schemes that will cause higher
interference levels, one of the available AAS technologies can be selected by the network
operator.

Scope of this chapter is to identify the exact advantages of each technology in means of
coverage in high interference levels environments through simulations with ICS Telecom nG
planning tool.
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Reference System

As it has been presented in the previous paragraph, for the reference system the lowest system
gain appears in the DL sub-frame; for that reason the RSS maps of the DL Traffic is presented
in Figure 36 and Figure 37 for the indoor and outdoor scenario respectively. Those maps
depict the total area that the system is actually able to cover in an interference free
environment for both scenarios.

GIFSE
16 QAR

//I B4 DAM”

Figure 36: DL Traffic RSS Map for Tri-Sector Cells — Reference System, PCMCIA, Indoor, 1st Floor.

-

GIFSE

16 Qb
I BanaM.

e T

Figure 37: DL Traffic RSS Map for Tri-Sector Cells — Reference System, PCMCIA, Outdoor Street Level.
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In urban environments, where dense networks are deployed, the dominant component for
PHY mode allocation is the interference. For that reason the SINR maps depict the real PHY
mode map for the network. Based on this idea for the course of this document the SINR maps
for each system will be presented, for 1x3x1 and 1x3x3 frequency re-use schemes.

Taking into account that a denser network is not easily meet in WiMAX networks due to the
high deployment costs, it can be considered that the resulting ranges are the lowest ranges that
a system is able to achieve for the scenarios that are investigated.

1x3x1 Scheme

The signaling parts of both the DL and UL sub-frame, have to be received by all the TSs
served by each BS. For that reason, the SINR based coverage area is limited by the sub-frame
with the shortest SINR based coverage area

For a noise dominant environment it is easy to conclude that the limiting sub-frame is that
with the lowest system gain, but in an interference dominant environment the limiting sub-
frame arises from a combination of low system gain and low interference rejection capability.

The reference SISO system is limited in means of system gain by the DL/UL MAP and DL
Traffic gain, while the interference rejection capability is the same for DL/UL MAP, DL
Traffic and UL Traffic: 0 dB for the co-channel, 26 dB for the first adjacent channel and 45
dB for the second adjacent channel.

In Figure 38 the PHY mode map of the central BS for the indoor scenario is presented. In
comparison to Figure 36, where the RSSI map is presented, significant degradation can be
observed.

It should be noted that 64 QAM PHY mode is not considered for the UL direction and also
the ranges for each PHY mode refer to the lowest coding rate for each modulation, i.e. “64
QAM” refers to 64 QAM 2/3.
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DL/UL MAP DL Traffic UL Traffic

Figure 38: SINR Map for the Central BS — Reference System, PCMCIA, Indoor 1st floor, 1x3x1 Scheme

In Figure 39 the PHY mode regions for the street level coverage are presented.

DL/UL MAP DL Traffic UL Traffic

Figure 39: SINR Map for the Central BS — Reference System, PCMCIA, Street Level, 1x3x1 Scheme

As it can be seen, the indoor 1* floor scenario achieves lower ranges than the outdoor street-
level scenario due to the fact that that an additional 11 penetration loss is considered.

A more detailed presentation of the PHY mode regions inside the cell area can be seen in
Table 33 and Table 34 for the DL and UL Traffic respectively. As it can be observed the
performance of the system is better when the TS is positioned in an outdoor environment
despite the fact that a lower height for the TS antenna is considered. The factor for the low
performance of the indoor scenario is the losses applied from the outer walls of the building
(penetration loss).

In specific, the BS is able to achieve 7.4% better coverage in the outdoor scenario in
comparison to the indoor, while the area that can be served with the highest PHY mode is
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8.5% larger. However, the reference system is not able to achieve blanket coverage in such a
dense network where the spacing between the BSs is 500m and only one frequency channel is
used (1x3x1 frequency re-use scheme).

Table 33: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic - Reference
System, 1x3x1

Reference 1x3x1 DL
PHY Mode
Indoor Outdoor

No Coverage 53.2% 36.9%

QPSK-1/2 0.0% 0.0%

QPSK-3/4 0.0% 0.0%
16 QAM-1/2 4.2% 5.8%
16 QAM-3/4 18.7% 23.7%
64 QAM-2/3 2.8% 3.7%
64 QAM-3/4 21.1% 29.8%

Table 34: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic -Reference
System, 1x3x1

Reference 1x3x1 UL
PHY Mode
Indoor Outdoor

No Coverage 53.2% 36.9%

QPSK-1/2 0.0% 0.0%

QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.2% 0.6%
16 QAM-3/4 46.6% 62.5%
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1x3x3 Scheme

The corresponding SINR maps for the 1x3x3 frequency re-use scheme are presented in Figure
40 and Figure 41 for the indoor and the outdoor scenario respectively.

DL/UL MAP DL Traffic UL Traffic

ius
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\

Figure 40: SINR Map for the Central BS — Reference System, PCMCIA, Indoor First floor, 1x3x3 Scheme

DL/UL MAP DL Traffic UL Traffic

‘

Figure 41: SINR Map for the Central BS — Reference System, PCMCIA, Street Level, 1x3x3 Scheme

As it can be seen, the 1x3x3 schemes achieves better performance in comparison to the 1x3x1,
resulting in overlapping cells.

The PHY mode regions percentages are presented in Table 35 and Table 36 for the DL and
UL direction respectively. The coverage area of the 1x3x3 scheme is 12.5% higher than that
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of the 1x3x1 in the indoor 1* floor scenario while regarding the outdoor street-level coverage,
the improvement is 26% of the cell area.

Table 35: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic - Basic System,

1x3x3
Reference 1x3x3 DL
PHY Mode
Indoor Outdoor
No Coverage 40.7% 10.8%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 5.4% 2.6%
16 QAM-3/4 20.5% 24.2%
64 QAM-2/3 6.4% 5.0%
64 QAM-3/4 30.0% 57.4%

Table 36: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic -Reference
System, 1x3x3

Reference 1x3x3 UL
PHY Mode
Indoor Outdoor

No Coverage 40.7% 10.8%

QPSK-1/2 0.0% 0.0%

QPSK-3/4 0.0% 0.0%
16 QAM-1/2 1.5% 4.2%
16 QAM-3/4 57.8% 85.0%
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MIMO 1x2 System

According to the previous paragraph where the performance improvement of each system is
presented the limiting sub-frame for the MIMO 1x2 system regarding the system gain is the
DL sub-frame and an 1 dB interference rejection is introduced to the system in the DL/UL
MAP and the DL Traffic. In contrast to the reference system where it was easy to conclude
that the system is limited by the DL sub-frame; in the MIMO 1x2 system where the
interference rejection capability varies with the sub-frame, simulations have to be performed
in order to identify the limiting sub-frame, as long as the system gain of the UL sub-frame is
higher than that of the DL sub-frame but the absence of additional interference rejection
capability may render it the limiting sub-frame.

1x3x1 Scheme

In Figure 42 and Figure 43 the SINR maps for the indoor and outdoor scenario in 1x3x1
frequency re-use are presented.

DL/UL MAP DL Traffic UL Traffic

Figure 42: SINR Map for the Central BS - MIMO 1x2, PCMCIA, Indoor 1st Floor, 1x3x1 Scheme
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DL/UL MAP DL Traffic UL Traffic

Figure 43: SINR Map for the Central BS - MIMO 1x2, PCMCIA, Street Level, 1x3x1 Scheme

An interesting observation that can be made is that the range of the outdoor scenario is lower
than that of the indoor scenario. This is due to the fact that in the indoor scenario the TS is
positioned at Sm resulting in lower path-loss. However, the total covered area is larger for the
outdoor scenario and higher spectral efficiency is observed too.

The PHY mode regions percentages for the 1x3x1 scheme are presented in Table 37 and
Table 38.

Table 37: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic - MIMO 1x2,

1x3x1
MIMO 1x2 1X3X1 DL
PHY Mode
Indoor Outdoor
No Coverage 25.99% 29.5%
QPSK-1/2 0.00% 0.0%
QPSK-3/4 0.00% 0.0%
16 QAM-1/2 7.63% 5.1%
16 QAM-3/4 28.93% 25.2%
64 QAM-2/3 4.51% 4.0%
64 QAM-3/4 32.94% 36.2%
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Table 38: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic - MIMO 1x2,

1x3x1
MIMO 1x2 1X3X1 UL
PHY Mode
Indoor Outdoor
No Coverage 25.99% 29.5%
QPSK-1/2 0.0% 0.00%
QPSK-3/4 5.2% 0.00%
16 QAM-1/2 14.0% 6.91%
16 QAM-3/4 54.77% 63.60%
1x3x3 Scheme

In Figure 44 and Figure 45 the SINR maps for the two scenarios are presented when 1x3x3
frequency re-use scheme is applied.

DL/UL MAP DL Traffic UL Traffic

Figure 44: SINR Map for the Central BS - MIMO 1x2, PCMCIA, Indoor 1st Floor, 1x3x3 Scheme
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DL/UL MAP DL Traffic UL Traffic

Figure 45: SINR Map for the Central BS — MIMO 1x2, PCMCIA, Street Level, 1x3x3 Scheme

The percentages of each PHY mode region over the total cell area are presented in Table 39
and Table 40 . As it can be seen, the uncovered cell area is greater for this

Table 39: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic - MIMO 1x2,

1x3x3
MIMO 1x2 1X3X3 DL
PHY Mode
Indoor Outdoor
No Coverage 21.01% 5.3%
QPSK-1/2 0.00% 0.0%
QPSK-3/4 0.00% 0.0%
16 QAM-1/2 7.00% 1.4%
16 QAM-3/4 26.61% 14.8%
64 QAM-2/3 4.32% 6.7%
64 QAM-3/4 41.06% 71.7%

Table 40: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic - MIMO 1x2,

1x3x3
MIMO 1x2 1X3X3 UL
PHY Mode
Indoor Outdoor
No Coverage 21.0% 5.3%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 79.0% 94.7%

Due to the fact that the DL sub-frame is the limiting factor of the system, the interference
rejection of the DL/UL MAP sub-frame results in coverage extension for the total frame. For

109



that reason the resulting uncovered area of both scenarios and frequency reuse patterns is
decreased in contrast to the reference system.

MIMO-A 2x1 System

The MIMO-A 2x1 system is limited in means of system gain by the signaling part of the DL
sub-frame. Through the fact that no additional interference rejection is applied to the DL/UL
MAP in MIMO-A 2x1 system, it can be concluded that the coverage remains limited of the
DL sub-frame transmission in an interference dominant environment.

1x3x1 Scheme

The SINR maps for all the DL and UL sub-frame of the indoor and outdoor scenario are
presented in Figure 46 and Figure 47.

DL/UL MAP DL Traffic UL Traffic

Figure 46: SINR Map for the Central BS - MIMO-A 2x1, PCMCIA, Indoor 1st Floor, 1x3x1 Scheme
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DL/UL MAP DL Traffic UL Traffic

Figure 47: SINR Map for the Central BS - MIMO-A 2x1, PCMCIA, Street Level, 1x3x1 Scheme

The PHY mode regions percentages are presented in Table 41 and Table 42 for the 1x3x1
frequency re-use scheme.

Table 41: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic Channel- MIMO-

A 2x1, 1x3x1

MIMO-A 2x1 1X3X1 DL

PHY Mode

Indoor Outdoor

No Coverage 53.2% 36.9%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 5.4% 13.9%
64 QAM-2/3 4.5% 4.3%
64 QAM-3/4 36.9% 44.9%

Table 42: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic Channel- MIMO-

A 2x1, 1x3x1

MIMO-A 2x1 1X3X1 UL

PHY Mode

Indoor Outdoor

No Coverage 53.2% 36.9%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 46.8% 63.1%
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According to the system gain and interference rejection analysis the DL/UL MAP of the
MIMO-A 2x1 system has the same system gain improvement and interference rejection
analysis as the reference system. Consequently, the covered area of the two systems is the
same. However, this system is able to achieve higher spectral efficiency due to improved
interference rejection in the Traffic transmission.

1x3x3 Scheme

In the 1x3x3 frequency re-use scheme the limiting channel is the DL/UL MAP channel for the
outdoor scenario but for the indoor scenario the DL Traffic is the limiting one. In Figure 48
and Figure 49 the SINR maps for the two scenarios are presented.

DL/UL MAP DL Traffic UL Traffic

Figure 48: SINR Map for the Central BS - MIMO-A 2x1, PCMCIA, Indoor 1st Floor, 1x3x3 Scheme

DL/UL MAP DL Traffic UL Traffic

Y

Figure 49: SINR Map for the Central BS - MIMO-A 2x1, PCMCIA, Street Level, 1x3x3 Scheme
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The PHY mode regions percentages are presented in Table 43 and Table 44.

Table 43: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic Channel- MIMO-

A 2x1, 1x3x3

MIMO-A 2x1 1X3X3 DL

PHY Mode

Indoor Outdoor

No Coverage 40.7% 10.8%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 0.0% 1.0%
64 QAM-2/3 5.3% 2.5%
64 QAM-3/4 54.0% 85.7%

Table 44: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic Channel- MIMO-

A 2x1, 1x3x3

MIMO-A 2x1 1X3X3 UL

PHY Mode

Indoor Outdoor

No Coverage 40.7% 10.8%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 59.3% 89.2%

The comparison of the figures and the percentages tables for this system with the
corresponding figures and tables for the two systems investigated before shows that the this
system offers better link quality and spectral efficiency under the same conditions despite the
fact that the MIMO 1x2 can cover greater percentage of the cell area.

Moreover, another advantage of that system in comparison to the MIMO 1x2 system is that
implementation of multiple antennas at the BSs base stations is a more attractive technique
especially in mobile networks where the TSs are limited from size and battery life.

MIMO-A 2x2 System

The MIMO-A 2x2 combines the advantages of the two AAS systems investigated before,
while the signaling part of the DL sub-frame limits the SINR based coverage for this system
for this scenario too.
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1x3x1 Scheme

The SINR maps for the DL and UL sub-frame of the indoor and outdoor scenario are
presented in Figure 50 and Figure 51.

DL/UL MAP DL Traffic UL Traffic

7 ~T

Figure 50: SINR Map for the Central BS - MIMO-A 2x2, PCMCIA, Indoor 1st Floor, 1x3x1 Scheme

DL/UL MAP DL Traffic UL Traffic

BSD
- .

Figure 51: SINR Map for the Central BS - MIMO-A 2x2, PCMCIA, Street Level, 1x3x1 Scheme

The PHY mode regions percentages for the simulation results presented above are provided in
Table 45 and Table 46.



Table 45: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic Channel- MIMO-

A 2x2, 1x3x1

MIMO-A 2x2 1X3X1 DL

PHY Mode

Indoor Outdoor

No Coverage 35.9% 26.3%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 14.7% 17.1%
64 QAM-2/3 4.7% 5.5%
64 QAM-3/4 44.8% 51.2%

Table 46: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic Channel- MIMO-

A 2x2, 1x3x1

MIMO-A 2x2 1X3X1 UL

PHY Mode

Indoor Outdoor

No Coverage 35.9% 26.3%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.8% 3.9%
16 QAM-3/4 63.3% 69.8%

The system gain of this system is improved in comparison to the MIMO 1x2. However, the
fact that the interference rejection capability is the same for both systems, results in higher
interference levels. For that reason the covered cell area is reduced for this system in
comparison to the 1x2 system.

On the other hand the combination of higher system gain and interference rejection capability
during the DL Traffic transmission results in high spectral efficiency for the 1x3x1 frequency
re-use scheme, almost equivalent to the reference system when 1x3x3 scheme is applied.

1x3x3 Scheme

In Figure 52 and Figure 53 the SINR maps for the indoor and outdoor scenario in the 1x3x3
frequency re-use scheme are presented.
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DL/UL MAP DL Traffic UL Traffic

Figure 52: SINR Map for the Central BS - MIMO-A 2x2, PCMCIA, Indoor 1st Floor, 1x3x3 Scheme

DL/UL MAP DL Traffic UL Traffic

[l

Figure 53: SINR Map for the Central BS - MIMO-A 2x2, PCMCIA, Street Level, 1x3x3 Scheme

The PHY mode regions percentages for the 1x3x3 frequency re-use scheme are presented in
Table 47 and Table 48. As it can be seen, almost the entire cell area can be covered for the
outdoor scenario, while the percentage of the uncovered area for the indoor scenario is
significantly reduced. Moreover, the spectral efficiency of both scenarios is significantly
improved, while for the outdoor scenario it is also maximized.
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Table 47: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic Channel- MIMO-

A 2x2, 1x3x3

MIMO-A 2x2 1X3X3 DL

PHY Mode

Indoor Outdoor

No Coverage 12.4% 3.4%
QPSK-1/2 0 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 9.2% 3.4%
64 QAM-2/3 7.0% 1.8%
64 QAM-3/4 71.5% 91.4%

Table 48: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic Channel- MIMO-

A 2x2, 1x3x3

MIMO-A 2x2 1X3X3 UL

PHY Mode

Indoor Outdoor

No Coverage 12.4% 3.4%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 87.6% 96.6%

MIMO-A 2x2 is the most advantageous system between the MIMO-A system that are
investigated in this study. This can be evaluated through the simulation results too. Due to the
enhanced system gain of this system and the significant interference rejection capability of it,
the system can achieve high coverage range and also utilize the entire additional system gain
provided to the WIMAX systems through the sub-channelization technique.

Beam-forming 8x2 System

Beam-forming 8x2 system combines beam-forming technique with receive diversity at the BS
and TS respectively. According to simulation results the limiting channel for this system is the
DL/UL MAP channel for both scenarios and frequency re-use schemes.
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1x3x1 Scheme

The SINR maps for the DL and UL sub-frame of the indoor and outdoor scenario are
presented in Figure 54 and Figure 55.

DL/UL MAP DL Traffic UL Traffic

&
~

Figure 54: SINR Map for the Central BS — Beam-forming 8x2, PCMCIA, Indoor 1st Floor, 1x3x1 Scheme

DL/UL MAP DL Traffic UL Traffic
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Figure 55: SINR Map for the Central BS — Beam-forming 8x2, PCMCIA, Street Level, 1x3x1 Scheme

The PHY mode regions percentages are presented in Table 49 and Table 50. Comparing the
simulation results of this system with the MIMO-A 2x2 system in the 1x3x1 frequency re-use
scheme, it can be seen that the uncovered area is larger for the BF 8x2 system. This is
justified by the fact that in beam-forming systems the DL/UL MAP is transmitted without

beam-forming, while the 120” antennas implemented at the BSs provide less interference
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rejection to the BS, in comparison to the more 60° antennas of the MIMO-A systems.
However, the high interference rejection capability during the DL and UL Traffic
transmission, allows almost all the TSs to operate in the highest PHY mode.

Table 49: PHY Mode Regions Percentages Over the Total Cell Area. For the DL Traffic Channel- Beam-
forming 8x2, 1x3x1

Beamforming 8x2 1X3X1 DL
PHY Mode
Indoor Outdoor
No Coverage 42.4% 32.0%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 0.0% 0.0%
64 QAM-2/3 4.0% 7.4%
64 QAM-3/4 53.6% 60.6%

Table 50: PHY Mode Regions Percentages Over the Total Cell Area. For the UL Traffic Channel- Beam-
forming 8x2, 1x3x1

Beamforming 8x2 1X3X1 UL
PHY Mode
Indoor Outdoor
No Coverage 42.4% 32.0%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 57.6% 68.0%
1x3x3 Scheme

In Figure 56 and Figure 57the SINR maps for the indoor and outdoor scenario in the 1x3x3
frequency re-use scheme are presented.
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DL/UL MAP DL Traffic UL Traffic
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Figure 56: SINR Map for the Central BS — Beam-forming 8x2, PCMCIA, Indoor 1st Floor, 1x3x3 Scheme

DL/UL MAP DL Traffic UL Traffic

Ty

Figure 57: SINR Map for the Central BS — Beam-forming 8x2, PCMCIA, Street Level, 1x3x3 Scheme

The PHY mode regions percentages are presented in Table 51 and Table 52. As it can be seen,
the entire cell area can be covered for both scenarios while the TSs operate in the highest
PHY modes, resulting in high spectral efficiency.
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Table 51: PHY Mode Regions Percentages over the Total Cell Area. For the DL Traffic Channel- Beam-
forming 8x2, 1x3x3

Beamforming 8x2 1X3X3 DL
PHY Mode
Indoor Outdoor
No Coverage 4.2% 1.1%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 0.0% 0.0%
64 QAM-2/3 0.0% 0.1%
64 QAM-3/4 95.8% 98.8%

Table 52: PHY Mode Regions Percentages over the Total Cell Area. For the UL Traffic Channel- Beam-
forming 8x2, 1x3x3

Beamforming 8x2 1X3X3 UL
PHY Mode
Indoor Outdoor
No Coverage 4.2% 1.1%
QPSK-1/2 0.0% 0.0%
QPSK-3/4 0.0% 0.0%
16 QAM-1/2 0.0% 0.0%
16 QAM-3/4 95.8% 98.9%
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7.Capacity Estimations

The challenge for modern real world WiMAX deployments is to increase the wireless
network capacity, where an enormous increase in traffic is expected such as in the city center
with limited available bandwidth and interference composing the most limiting factor for the
whole system performance. This chapter focuses on the performance of each advanced
antenna technique in means of capacity based on the simulation results.

Capacity Estimations

For the capacity estimation of each system, it is considered that the mobile stations are

normally distributed inside the cell area; consequently, the coverage percentage of each PHY
A
mode, Pucs , depicts the percentage of users inside the cell that operate with the corresponding

PHY mode. Those percentages can be utilized for the estimation of average sector throughput.

As it can be seen in the tables provided in the previous chapter, the “no coverage” area is also
included in the percentages. Due to the fact that any subscriber positioned in this area will not

be accommodated by the BS, this area has to be excluded. Conclusively, for the capacity
A

estimation of the Tri-Sector cell, the percentages over the total cell area, Pites , are converted

C

to percentages of the covered area, Pucs :

A
PMCS

2B

iek

c  _
PMCS_

,where E={QPSK Y, QPSK %, 16 QAM Y, 16 QAM %, 64 QAM 7+ , 64 QAM %).
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Afterwards those percentages are utilized as weighted factors of the throughput performance
per PHY mode. Once each weighted factor is multiplied by the average throughput per MCS,

. BS
R; for? € E | the summation of those products provides the average BS throughput, RAVG:

RE, =S PC*R

ieE

C BS
The average throughput of the tri-sector cell, Rive , arises by multiplying the Rive by 3:

C  _axpBS
RAVG_3 RAVG

Reference System

The resulting average BS and Tri-Sector Cell throughputs per direction for the Reference
system are presented in Table 53 to Table 56.

Table 53: Tri — Sector Cell DL Throughput for Scenario A, Reference System 1x3x1

PHY Mode Sector Data Rate Reference 1x3x1 DL

(Mbps) Indoor Outdoor

QPSK-1/2 1.584 0.00% 0.00%

QPSK-3/4 2.376 0.00% 0.00%

16 QAM-1/2 3.168 8.90% 9.20%
16 QAM-3/4 4.752 39.89% 37.65%

64 QAM-2/3 6.336 6.05% 5.86%
64 QAM-3/4 7.128 45.16% 47.30%

Average BS Throughput 5.780 5.823
Tri-Sector Cell Throughput 17.340 17.469
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Table 54: Tri — Sector Cell UL Throughput for Scenario A, Reference System 1x3x1

PHY Mode Sector Data Rate Reference 1x3x1 UL
(Mbps) Indoor Outdoor
QPSK-1/2 0.72 0.00% 0.00%
QPSK-3/4 1.08 0.00% 0.00%
16 QAM-1/2 1.44 0.42% 0.94%
16 QAM-3/4 2.16 99.58% 99.06%
Average BS Throughput 2.157 2.153
Tri-Sector Cell Throughput 6.471 6.460

Table 55: Tri — Sector Cell DL Throughput for Scenario A, Reference System 1x3x3

PHY Mode Sector Data Rate Reference 1x3x3 DL
(Mbps) Indoor Outdoor

QPSK-1/2 1.584 0.00% 0.00%
QPSK-3/4 2.376 0.00% 0.00%
16 QAM-1/2 3.168 8.60% 2.90%
16 QAM-3/4 4.752 32.95% 27.09%
64 QAM-2/3 6.336 10.26% 5.64%
64 QAM-3/4 7.128 48.19% 64.36%
Average BS Throughput 5.923 6.325
Tri-Sector Cell Throughput 17.770 18.974

Table 56: Tri — Sector Cell UL Throughput for Scenario A, Reference System 1x3x3

PHY Mode Sector Data Rate Reference 1x3x3 UL
(Mbps) Indoor Outdoor
QPSK-1/2 0.72 0.00% 0.00%
QPSK-3/4 1.08 0.00% 0.00%
16 QAM-1/2 1.44 2.60% 4.69%
16 QAM-3/4 2.16 97.40% 95.31%
Average BS Throughput 2.141 2.126
Tri-Sector Cell Throughput 6.424 6.379

As it can be seen the TDD capacity (DL and UL) of the reference system provided by a single
BS does not exceed the 8.5 Mbps for the best scenario (outdoor street-level 1x3x3). In the
case that 64 QAM modulation was also considered in the UL direction, the total capacity
would be significantly increased. However, it is not supported by the WiMAX forum certified
products that have been released by now.
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MIMO-B 2x2

The performance of the MIMO-B 2x2 system is equivalent to that of a reference system in
means of coverage and interference rejection but the spatial multiplexing offers the capability
of doubling the throughput under good SINR conditions and with the precondition that the
two available paths are completely uncorrelated. The average throughputs for the MIMO-B
2x2 system are presented in Table 57 to Table 60.

Table 57: Tri — Sector Cell DL Throughput for Scenario A, MIMO-B 2x2 1x3x1

PHY Mode Sector Data Rate MIMO-B 2x2 1x3x1 DL

(Mbps) Indoor Outdoor

QPSK-1/2 3.17 16.31% 7.34%
QPSK-3/4 4.75 19.13% 16.62%
16 QAM-1/2 6.34 16.95% 17.44%
16 QAM-3/4 9.50 20.85% 24.25%

64 QAM-2/3 12.67 3.16% 3.77%
64 QAM-3/4 14.26 23.60% 30.58%

Average BS Throughput 8.247 9.270
Tri-Sector Cell Throughput 24.740 27.810

Table 58: Tri — Sector Cell UL Throughput for Scenario A, MIMO-B 2x2 1x3x1

PHY Mode Sector Data Rate MIMO-B 2x2 1x3x1 UL

(Mbps) Indoor Outdoor

QPSK-1/2 1.44 1.15% 3.48%
QPSK-3/4 2.16 16.98% 13.86%
16 QAM-1/2 2.88 20.68% 17.05%
16 QAM-3/4 4.32 61.19% 65.62%

Average BS Throughput 3.622 3.675
Tri-Sector Cell Throughput 10.867 11.025

Table 59: Tri — Sector Cell DL Throughput for Scenario A, MIMO-B 2x2 1x3x3

PHY Mode Sector Data Rate MIMO-B 2x2 1x3x3 DL

(Mbps) Indoor Outdoor

QPSK-1/2 3.17 7.26% 2.04%

QPSK-3/4 4.75 15.43% 4.33%

16 QAM-1/2 6.34 19.16% 6.82%
16 QAM-3/4 9.50 21.77% 24.22%

64 QAM-2/3 12.67 3.56% 5.04%
64 QAM-3/4 14.26 32.82% 57.54%
Average BS Throughput 9.376 11.847
Tri-Sector Cell Throughput 28.129 35.542

126



Table 60: Tri — Sector Cell UL Throughput for Scenario A, MIMO-B 2x2 1x3x3

PHY Mode Sector Data Rate MIMO-B 2x2 1x3x3 UL
(Mbps) Indoor Outdoor
QPSK-1/2 1.44 0.00% 0.00%
QPSK-3/4 2.16 2.09% 1.41%
16 QAM-1/2 2.88 7.77% 3.30%
16 QAM-3/4 4.32 90.14% 95.30%
Average BS Throughput 4.163 4.242
Tri-Sector Cell Throughput 12.489 12.726
MIMO 1x2

The main advantage of MIMO-A 1x3 against the reference system, is the extended coverage
that it can achieve and not the accomplishment of higher spectral efficiency. For that reason,
there is not great differentiation between the average throughputs for the MIMO 1x2 system,
presented in Table 61 to Table 64, and the reference system.

Table 61: Tri — Sector Cell DL Throughput for Scenario A, MIMO 1x2 1x3x1

MIMO 1x2 1X3X1 DL
PHY Mode Sector Data Rate Indoor Outdoor
(Mbps)
QPSK-1/2 1.584 0.00% 0.00%
QPSK-3/4 2.376 0.00% 0.00%
16 QAM-1/2 3.168 10.31% 7.28%
16 QAM-3/4 4.752 39.09% 35.74%
64 QAM-2/3 6.336 6.09% 5.65%
64 QAM-3/4 7.128 44.51% 51.33%
Average BS Throughput 5.743 5.946
Tri-Sector Cell Throughput 17.228 17.837
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Table 62: Tri — Sector Cell UL Throughput for Scenario A, MIMO 1x2 1x3x1

MIMO 1x2 1X3X1 UL
PHY Mode Sector Data Rate

(Mbps) Indoor Outdoor
QPSK-1/2 0.72 0.00% 0.00%
QPSK-3/4 1.08 7.06% 0.00%
16 QAM-1/2 1.44 18.94% 9.80%
16 QAM-3/4 2.16 74.01% 90.20%
Average BS Throughput 1.947 2.089
Tri-Sector Cell Throughput 5.842 6.268

Table 63: Tri — Sector Cell DL Throughput for Scenario A, MIMO 1x2 1x3x3

MIMO 1x2 1X3X3 DL
PHY Mode Sector Data Rate

(Mbps) Indoor Outdoor
QPSK-1/2 1.584 0.00% 0.00%
QPSK-3/4 2.376 0.00% 0.00%
16 QAM-1/2 3.168 8.86% 1.52%
16 QAM-3/4 4.752 33.69% 15.64%
64 QAM-2/3 6.336 5.47% 7.10%
64 QAM-3/4 7.128 51.99% 75.75%
Average BS Throughput 5.933 6.640
Tri-Sector Cell Throughput 17.800 19.920

Table 64: Tri — Sector Cell UL Throughput for Scenario A, MIMO 1x2 1x3x3

MIMO 1x2 1X3X3 UL
PHY Mode Sector Data Rate

(Mbps) Indoor Outdoor
QPSK-1/2 0.72 0.00% 0.00%
QPSK-3/4 1.08 0.00% 0.00%
16 QAM-1/2 1.44 0.00% 0.00%
16 QAM-3/4 2.16 100.00% 100.00%
Average BS Throughput 2.160 2.160
Tri-Sector Cell Throughput 6.480 6.480
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MIMO-A 2x1

According to the simulation results, the MIMO-A system is able to achieve higher spectral
efficiency than that of the reference and the MIMO 1x2 system, especially in the 1x3x3
frequency re-use scheme. This can be verified in Table 65 to Table 68, where the average
throughputs of the MIMO-A 2x1 system are presented.

Table 65: Tri — Sector Cell DL Throughput for Scenario A, MIMO-A 2x1 1x3x1

MIMO-A 2x1 1X3X1 DL
PHY Mode Sector Data Rate Indoor Outdoor
(Mbps)

QPSK-1/2 1.584 0.00% 0.00%
QPSK-3/4 2.376 0.00% 0.00%
16 QAM-1/2 3.168 0.00% 0.00%
16 QAM-3/4 4.752 11.45% 21.99%
64 QAM-2/3 6.336 9.64% 6.81%
64 QAM-3/4 7.128 78.91% 71.20%
Average BS Throughput 6.780 6.552
Tri-Sector Cell Throughput 20.339 19.655

Table 66: Tri — Sector Cell UL Throughput for Scenario A, MIMO-A 2x1 1x3x1

MIMO-A 2x1 1X3X1 UL
PHY Mode Sector Data Rate Indoor Outdoor
(Mbps)
QPSK-1/2 0.72 0.00% 0.00%
QPSK-3/4 1.08 0.00% 0.00%
16 QAM-1/2 1.44 0.00% 0.00%
16 QAM-3/4 2.16 100.00% 100.00%
Average BS Throughput 2.160 2.160
Tri-Sector Cell Throughput 6.480 6.480
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Table 67: Tri — Sector Cell DL Throughput for Scenario A, MIMO-A 2x1 1x3x3

PHY Mode Sector Data Rate MIMO-A 2x1 1X3X3 DL
(Mbps) Indoor Outdoor
QPSK-1/2 1.584 0.00% 0.00%
QPSK-3/4 2.376 0.00% 0.00%
16 QAM-1/2 3.168 0.00% 0.00%
16 QAM-3/4 4752 0.00% 1.09%
64 QAM-2/3 6.336 8.94% 2.83%
64 QAM-3/4 7.128 91.06% 96.08%
Average BS Throughput 7.057 7.080
Tri-Sector Cell Throughput 21.171 21.239

Table 68: Tri — Sector Cell UL Throughput for Scenario A, MIMO-A 2x1 1x3x3

PHY Mode Sector Data Rate MIMO-A 2x1 1X3X3 UL
(Mbps) Indoor Outdoor

QPSK-1/2 0.72 0.00% 0.00%

QPSK-3/4 1.08 0.00% 0.00%

16 QAM-1/2 1.44 0.00% 0.00%
16 QAM-3/4 2.16 100.00% 100.00%

Average BS Throughput 2.160 2.160

Tri-Sector Cell Throughput 6.480 6.480

MIMO-A 2x2

The higher system gain and interference rejection capability of the MIMO-A 2x2, allows the
TSs of this system to operate in high PHY modes. As a result the average throughputs of this
system are significantly higher than the corresponding throughputs of the other MIMO-A
system investigated in this study. As it can be seen in Table 69 to Table 72, where the average
BS and tri-sector cells throughputs for the MIMO-A 2x2 system are presented, the throughput
of the system is almost maximized in both scenarios and frequency schemes in the UL
direction, while the same observation can be made for the DL direction of the 1x3x3

frequency re-use scheme.

130



Table 69: Tri — Sector Cell DL Throughput for Scenario A, MIMO-A 2x2 1x3x1

PHY Mode Sector Data Rate MIMO-A 2x2 1X3X1 DL
(Mbps) Indoor Outdoor

QPSK-1/2 1.584 0.00% 0.00%

QPSK-3/4 2.376 0.00% 0.00%

16 QAM-1/2 3.168 0.00% 0.00%
16 QAM-3/4 4.752 22.91% 23.16%

64 QAM-2/3 6.336 7.27% 7.45%
64 QAM-3/4 7.128 69.82% 69.39%

Average BS Throughput 6.526 6.519
Tri-Sector Cell Throughput 19.578 19.556

Table 70: Tri — Sector Cell UL Throughput for Scenario A, MIMO-A 2x2 1x3x1

PHY Mode Sector Data Rate MIMO-A 2x2 1X3X1 UL
(Mbps) Indoor Outdoor

QPSK-1/2 0.72 0.00% 0.00%

QPSK-3/4 1.08 0.00% 0.00%

16 QAM-1/2 1.44 1.28% 5.29%
16 QAM-3/4 2.16 98.72% 94.71%

Average BS Throughput 2.151 2.122

Tri-Sector Cell Throughput 6.452 6.366

Table 71: Tri — Sector Cell DL Throughput for Scenario A, MIMO-A 2x2 1x3x3

PHY Mode Sector Data Rate MIMO-A 2x2 1X3x3 DL
(Mbps) Indoor Outdoor

QPSK-1/2 1.584 10.45% 0.00%

QPSK-3/4 2.376 0.00% 0.00%

16 QAM-1/2 3.168 0.00% 0.00%

16 QAM-3/4 4752 10.45% 3.52%

64 QAM-2/3 6.336 7.99% 1.88%
64 QAM-3/4 7.128 81.57% 94.59%

Average BS Throughput 6.982 7.029

Tri-Sector Cell Throughput 20.946 21.088




Table 72: Tri — Sector Cell UL Throughput for Scenario A, MIMO-A 2x2 1x3x3

PHY Mode Sector Data Rate MIMO-A 2x2 1X3X3 UL
(Mbps) Indoor Outdoor

QPSK-1/2 0.72 0.00% 0.00%

QPSK-3/4 1.08 0.00% 0.00%

16 QAM-1/2 1.44 0.00% 0.00%
16 QAM-3/4 2.16 100.00% 100.00%

Average BS Throughput 2.160 2.160

Tri-Sector Cell Throughput 6.480 6.480

Beam-forming 8x2

Table 73: Tri — Sector Cell DL Throughput for Scenario A, Beam-forming 8x2 1x3x1

PHY Mode Sector Data Rate Beamforming 8x2 1X3X1 DL
(Mbps) Indoor Outdoor
QPSK-1/2 1.584 0.00% 0.00%
QPSK-3/4 2.376 0.00% 0.00%
16 QAM-1/2 3.168 0.00% 0.00%
16 QAM-3/4 4.752 0.00% 0.00%
64 QAM-2/3 6.336 7.02% 10.86%
64 QAM-3/4 7.128 92.98% 89.14%
Average BS Throughput 7.072 7.042
Tri-Sector Cell Throughput 21.217 21.126

The average BS and tri-sector cell throughputs based on the simulation results for the indoor
1* floor and the outdoor street-level scenario are presented in Table 73 to Table 76. As it can
be seen the average throughput is almost maximized even for the 1x3x1 frequency re-use

scheme in both scenarios.
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Table 74: Tri — Sector Cell UL Throughput for Scenario A, Beam-forming 8x2 1x3x1

PHY Mode Sector Data Rate Beamforming 8x2 1X3X1 UL
(Mbps) Indoor Outdoor
QPSK-1/2 0.72 0.00% 0.00%
QPSK-3/4 1.08 0.00% 0.00%
16 QAM-1/2 1.44 0.00% 0.00%
16 QAM-3/4 2.16 100.00% 100.00%
Average BS Throughput 2.160 2.160
Tri-Sector Cell Throughput 6.480 6.480

Table 75: Tri — Sector Cell DL Throughput for Scenario A, Beam-forming 8x2 1x3x3

PHY Mode Sector Data Rate Beamforming 8x2 1X3X3 DL

(Mbps) Indoor Outdoor
QPSK-1/2 1.584 0.00% 0.00%
QPSK-3/4 2.376 0.00% 0.00%
16 QAM-1/2 3.168 0.00% 0.00%
16 QAM-3/4 4752 0.00% 0.00%
64 QAM-2/3 6.336 0.00% 0.10%
64 QAM-3/4 7.128 100.00% 99.90%
Average BS Throughput 7.128 7.127
Tri-Sector Cell Throughput 21.384 21.382

Table 76: Tri — Sector Cell UL Throughput for Scenario A, Beam-forming 8x2 1x3x3

PHY Mode Sector Data Rate Beamforming 8x2 1X3X3 UL
(Mbps) Indoor Outdoor
QPSK-1/2 0.72 0.00% 0.00%
QPSK-3/4 1.08 0.00% 0.00%
16 QAM-1/2 1.44 0.00% 0.00%
16 QAM-3/4 2.16 100.00% 100.00%
Average BS Throughput 2.160 2.160
Tri-Sector Cell Throughput 6.480 6.480
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8.Conclusions

The impact of the Advanced Antenna Systems on the performance of wireless networks was
investigated in this study. The most important AAS techniques and algorithms were analyzed
in a theoretical basis, with utilization of bibliographical resources and product specifications.
The analysis was mainly focused on the AAS proposed by the IEEE 802.16e, widely known
as WIMAX.

Based on the features of WiMAX, the MIMO Matrix A, B and Beam-forming systems were
considered. Scope of this investigation was to perform a comparative analysis between those
systems and at the same time to compare the performance of each one of them with the
performance of a SISO system.

In specific, the systems considered in this study were: MIMO 1x2, MIMO-A 2x1, MIMO-A
2x2, MIMO-B 2x2 and Beamforming 8x1. Based on the technique implemented on each one
of the systems, specific system gain improvements are achieved. Another significant
characteristic of the AAS techniques and algorithms is that they can provide significant
interference rejection to the system. The analysis on the impact of each technique to the
received signal strength of the wanted and the interfering signals resulted in specific
interference rejection capabilities for each system.

The resultant system gain and interference rejection improvements were utilized in order to
investigate the performance of each system through simulations with the ICS Telecom nG
radio planning tool, in an urban environment with tight frequency re-use schemes.

The simulation results indicated that the most important characteristic of the techniques
investigated in this study is the improved interference rejection, which results in high link
quality and spectral efficiency. In specific the following observations were made:

e The covered area of the MIMO-A 2x1 is equivalent to that of the reference system as
long as both of these systems have the same system gain and interference rejection.
However the MIMO-A 2x1 system achieves higher spectral efficiency than that
achieved by the reference system due to higher interference rejection capability during
the DL and UL Traffic transmission.
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The MIMO-A 2x2 provides better coverage and spectral efficiency in comparison to
the MIMO-A 2x1. Moreover, in the extreme case where only one frequency channel is
available, this system can cover higher percentage of the cell area than the Beam-
forming 8x2 system.

The Beam-forming 8x2 system provides the highest spectral efficiency between the
systems which were simulated. Regarding the area that can be covered, the high
system gain provides extended coverage in comparison to the other systems, with the
exception of the MIMO-A 2x2 system for the 1x3x1 frequency re-use scheme.
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