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Hepidndn

To npoPifuata yopobétone (Facility Location) eivon éva and ta xhaooixd mpoPhfuato
oTn ouvduao Ty BeXTioToToNoT, TO OTtolo €xEl uENETNOEL Amd TONNES DLAUPORETINES OHOTIUES
XL UE TOANOUG BLUPOPETIXOUS TEPLOPLOUOUE Xl TTARAANAYES. 2UVTOUN, 600l HENETOUCAY TO
TeOPANUa, cuvewdnTononoay TN duoxoio Tou, €tol avti va TtpooTadolv v Beouv axpelfBn
AUom), o onolo B Atay TOND ypovoBopo yia va €xel TEaxTixY| EQapupoyY|, TpocTadolcuy Vo
Tpooeyyloouy TNV BENTIOTN AUOT| GE TONLWYUUIXO Xeovo. AXNa TopdNO TOU UToEOUUE Vo
Beolue otabepole mpoceyyioTixolg ayopifuoug, dev elvan TOND peaAloTixd va utoBétouue
ot yvwpelloupe OXa Tar Bedouéva ELlGOB0L EE dpYAC. LXEPTEITE €va BIXTUO UTONOYLOTOV Yid
Tapddelyua, 6mou véor xéufol mpootiBevton ¥ agarpolvton cuvexne. Auth n "afefardtnTa’
oto dedopéva el0600L o 00X yNoe 6To va oplooupe To mEdlo Twv online atyooiUuwy, xou
7o mpoéPinua Facility Location eivou éva and autd mou yehethbnxav oc autd o "afeforo”
neptBdrNov. Me autrv v undbeon afePordtntog, dmou o aryodpuog dev yvwpellel €€ apync
OXa T Bedoyuéva Tou B xAnBel va emelepyaotel, elvon adlivatov va Nooel To TeoPAnua e
70 BENTIOTO TPOTO, TOCO UANNOV Yial €va TEOPBANUA TOU ElVOL €TOL XL OANLDIS UTTONOYLO TUXdL
dUoxOoNO Vo NubeL BéNTIoTo. Xpnotwornowwvtag competitive avd\uor, unopolue va UETEOOUUE
TNV amo6doaT EVog TETOLL oNyoplBuou Xt va Bdcouue eyyurioelc 6Tt 1) Abon pag de Ho etvon
TOND paxptd and T BéEXTIo ). Lty nopoloa Simhwpatixy tapoucidlovion ol Bacixég Evvoleg
yevixd yia online xou TEOGEYYIGTIXOUS ANY0RIBULOUE XAl EVAL CNUAVTIXG XOUUATL TN DOUNELAS
Tou €xyel NdN yivel oe online facility location xou mapaikaryéc tou. Télog, nopovoidletan wia
véa mapadharyr) Tou online mpofAAuATOC UE EVay VEO aNyOEOUO YLt AUTYV.

A€Zeic xhewdid: Facility Location, Sum Radii, npoceyyiotixol alydeifuol, online
oayoebuol, clustering, competitive analysis
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Abstract

Facility Location is a classic problem in combinatorial optimization, and has been stud-
ied many years, in many different contexts and with various additions and modifications.
Soon, computer scientists realized the hardness of the problem, so instead of trying to
find an exact solution, which would be too time consuming to be useful in solving real
life problems, we can approximate the optimal exact solution in polynomial time. But,
even though we can find constant approximation algorithms for this problem, it is not
very realistic to assume that we know all the input data from the beginning. Consider a
computer network for example, where new nodes are constantly added, or deleted. This
“uncertainty” in the input data has led us to create the field of online algorithms, and
Facility Location is one of the problems to be studied under uncertainty. In this setting,
where the algorithm does not know all the data in advance, it cannot possibly make the
best decision, so much so for a problem that even with all the data available is com-
putationally hard. Using competitive analysis, we measure the performance of such an
algorithm, and provide guarantees that it will not be far from the optimal. In this thesis
we present the basic notions about approximation and online algorithms and parts of the
previous work for the Online Facility Location problem, and some interesting variants.
Finally, we will present a new variant called Radit Facility Location, provide an algorithm
for this, and discuss how the competitive ratio changes for some parameters of the problem.

Keywords: Facility Location, Sum Radii, approximation algorithms, online algo-
rithms, competitive analysis, clustering
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Euyapiotieg

Apyxd Bo o va euyapio Tiow Tov x. Potdxy, yiatl oy exelvog mou ye Exave va BENo va
aoxoANnBe ue TN BewenTe TANEopopt uéoa and To udbnuo Tou xou Tov eVBoUGLAGUS TOL Yia
oawtd mou xdvel. EXnilw va ouveyioel va eunvéer x6ouo va aoyoinbel pe toug alyoptbuouc,
onwe €xave xan ue euéva. Tov x. Ianmaomdpou yiatl, mapdro mou dev axolovbnoo ta
"Ny 6TERO BEENTINd” TNE TANEOPOELXC OTIWS AEYIXA CXEPTOUOLY, ToL poldrjuarto xon xuplwg oL
BLANEEELC TOU MTatY oo Tal XaNUTERa TEdyorta 6 Tr oy orT). Tov Aouxd K. yio tig paxpooxeelg
X0l OXEOSG ETOXOBOUNTIXES Hog GLLNTNOELS TEVW GTO TEOPANUA TN TUEOUCUS BITAOUATIXNG.
Enione ta uéXn tou corelab, xou toug x.Zayo xan x.Iloyouptln yio tnv xabodrynomn xou Tig
cuuPouléc Toug.

Oo HeXa vor ELXAPLOTHCW AXOU Tot TALdLE AO TO XUAUTEQO EPYACTNELO NG OYONAG
(Yvwoto xa we MOII) yior Ty xatomAnxuxy| atpdéopoupo, xon g ouddes e Biiiobrixng
HMMY xor tou shmmy.ntua.gr yio T wpaleg oTlYUES TOU TERACOUE Xat 60 xdvaue Wwoll,
oLVEX(OTE TNV XoAY| BOUNELS TToudLd!

TéNog B ifela vor euyoElo THOW TNV ooyévela pou xon toug gihoug Nweyo K, Avva M,
Ewenvn K, Avva I', Navou A, Avva O, Magia X, Hhavar A, Nixo Z, ANéEavbpo T, Booin
K, EXévn ¥ yia Ty unépoyr mapéa Toug ONaL aUTE ToL YeOVLAL.

ET.
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“Ta quotes owig Sumdwuarinés Sev ewar cringy.”
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Chapter 1
Extetopevn EXAnvixn Ilegidndm

Alvouye pio eXTETAUEVT ENAVIXT TiEpA PN Tou cuVOIZEL TO TEQLEYOUEVO AUTAS TNG BIMAGUATIXAC.
Ou TUPOUCLACTOUY CUVOTTIXA To TEPLEYOUEVA XABE XEPANAOU, YWELS ATODEIEELS Kol TEYVIXES
AEMTOUERELES.

1.1 Teyxvixd YnoBabeo

Ye autd To XopudTL Topouctdlovion XEmoLs Pactxd TEXVIXE EpYONEI TOU YENOLULOTOLVVTOL
apYOTERO G TN SLTAWUATIXN XOU UTEEY0UV AVOAUTIXG GTO XEQAAao 3. AuTd elvon o ypouuixdg
npoypappatiopds (linear programming), Baoixéc évvoleg xon TEXVIXES avAAUOTG Xou oyEediooNS
TPOGEYYLOTIXWY oNYop(Buwy yéoa and to mpdPAnua yweobétnong eyxatactdoewy (Facility
Location) xou xdmowor Baowxd mpdryparte yioo Online oy optbupoug.

1.1.1 Tpoppixoc Ilpoypopupationog

‘Eva ypouuixd mpdypauupa etvon to teofAnua tne BEATIO TOTOINONG OIS YEOUUIXTC CUVAETNONG
IXOVOTIOLVTOG TAUTOXPOVA TEPLOPIOHOLE LoOTNTWY 1) avicotAtov. H xavoviny| popgy| evég
yeopuxol teoyedupatoc (LP) gaiveton otov nivaxa 1.1.

1



2 CHAPTER 1. Extetopévn EX\nvux Ileptindn

n
minimize Z CiT;
=1
n
subject to Z ;5T Z bj V'] S [m]

=1

Table 1.1: Koavovixy| popgn evéc npoteboviog (P)

Autd 1o Tpdypaupa NéyeTon TewTEVOV Xou €peTon ot Leuydpl pe éva duixd (mivaxoag 1.2).
Ou Baowol arydebuol enihuone LPs eivow o Simplex, o Ellipsoid xaw xdnoiec Interior point
uebodot.

m
maximize E b;y;

j=1

subject to Zaijyj <¢ Vi€ |n]
j=1
y; =0 Vj € [m]

Table 1.2: Koavovix popgn tou Auixot (D)

To mpwtelov xou To dUixd xavomololy xdmoleg cuvBrixec complementary slackness,
xa®g xou TNV Loyuen dUXOTATA, Tou Aéel 6Tt 1 BENTIOTN NDOM TOU TEETELVTOS XAl TOU
ouixol tawtilovton. Autéc ol oyxéoelg Ba yenotwonombolv oy uébodo mpwteHOVTOG-BUIXOL
yia vo Peebel Noon 010 YpouUIXd TEOYEUUUO X VoL TTEEOUUE TROCEY YO TIX0US aXyoplBuoug
yxwelc ouoloTixd va Aucoupe to LP.

Etvou onpavtind va avagpépoupe 6Tt ouviog to tpofriuata HovIeENOTOOUVTOL Cav axéoata
TEOY PAUMOLTOL KOl OYL TV YEoUUIXE, ONNadT) oL uetafAntéc Toug elvan axépoueg eved oe éva LP
N AVon unopel va dddoel xou un axépaues Noelc. Luvnbilovye bpng vo "yahaphdvouue” (relax)
TO OXEPALO TEOYEOUMO X0 VOl ETUTEETOUNE U1 axépateg TWES oTIC YeTafANTéS xabwg tor LPs
AUVOVTOL GE TONUGMVUIXO YEOVO EVE TAL AXEQULYL TROY PULULOTA OYL.

1.1.2 IlpooceyyiocTixol AXyopiBuor xauw Facility Location

O npoceyyiotixol ahyopibuol npoéxuday cov anotéreoya Tou didonuou cpwthuatos P vs
NP. Kdbwc undpyouv tpoAfuata Tou eV UTopoUUE Vo AUGOUUE GE AyOTERO amo exBeTind

2



CHAPTER 1. Extetopévn EX\nvuxy| Ileptindn 3

%eovo, wa Noon eivar va mpoonafoldue va ta mpooeyyloovye. O oTdY0og TOU ANABOU TwV
TEOCEYYLOTIXWY aNyoplBuwy elvon vo Bcdoel poldnuatixr anddelln yia Tov aryoplbuo 6Tl Ba
unopel v Boel uiar xan?) tpocéyyiotn e PENTIoTNG Ndong.

[N autév tov Noyo oplloude evay c-TROCEYYIOTIXO aNYOpUO WS €Voy TONUGMVUIXO
a\y6elbuo mou yia xdbe elcodo tou mpoPifuatog Beloxel wor ANOon pe Ty To TONU ¢ popég
v BéXtiotn Twn. IHoapoxdtw noapovoidletar o mpofinua Facility Location ypouuévo oe
wopy) LP. e autd to mpdPinua, poc divovtow évar abvoro and facilities xau évo ahvoro
and mENATES Toug onoloug BéNouue va cuvdéooupe pe ta facilities. O xdfe nehdtng yio va
ouvdelel MANpwveL TNV andoTacT Tou, eved éva facility yio vo avolel mAnpdvel €va x66 10
f. X1ox0¢ yog elvon vor ENAXLOTOTOLACOVUE TO G0pOloUA TWV XOCTOV AVOLYHATOS XOL TV
X00GTWV GUVOECT.

minimize E Ys fl+§ XiCij maximize E a;
i i, j

J

subject to szj >1 ,Vj subject to a; —b;; < ¢;; V5,1
Tij < Yi Vi, J Zbij <fi Vi
J
Tij > 0 Q; 2 0
yi >0 bi; > 0

Table 1.3: To Facility Location cav ypauuxé npdyeaupa, ¢ € F' and j € C for the
above

Ou petafintéc elvon ouotaotxd detxteg yla o av Ba avoiel éva facility ¢ (y; = 1 avv 1o
facility 7 avolyet), xou yiot T0 ov 0 meENdTNG j elvon ouvdedepévos pe to facility @ (z;; = 1).

Or Baoudtepeg TexVInég EMAUOTE TETOWWY TROPANUATWY EIVAL 1) VIETEQULVLO TIXT| XAl TUYOLO-
Tonuévn oTpoyyulonoinon evog LP, xou 1 uébodoc mpwtedoviog-ouixol. XTny meplntwor
¢ oTpoyyvionolnone Abvouue to LP xou yetd mpoonabolue vor otpoyyuNomoioouue TG
uetaPAntéc o axépateg TWES, YL Vo EXOUME ULot AUGT) Tou Vo €EL vOnua yLoe To TedPanuo. H
0LapoEd TV 800 TEYVIXWY ElVOL GTO AV 1) 6 TEOYYUNOTOINCT YivEToL YE XdTOoLOV TpoXadoplouévo
TEOTO 1) Mep o Pdvel xdmota Tuyoda peTaANTN. LNy nepintwon tne uebddou tpwtebovroc-
0UIx0V, Tpoonafolue va "} TIoOUPE” Yot AUGT GTO BUIXO 1 0TO TPOTEVOV, IXAVOTOLWOVTS TLC
ouvixeg complementary slackness. O xa\0Ttepog NoY0¢ MpocEyylong auTn TN oTuVyuY elvan
70 1.488 [1]| pe lower bound to 1.463 [2].

1.1.3 Online AXyopiBu.oL

Evd n nopadooiaxn tpocéyyion atoug anyopibuouc Aéel ott yvwpilouye tor Sedopéva elo6d0U
ano TNV oYY, autd cuvibwc de cupfalvel ot TpoypaTixd TeofAAuata. o mapdderyua o éva

3



4 CHAPTER 1. Extetopévn EX\nvux Ileptindn

0ixTuo umopel véou xopPol €pyovTar cLUVEYELX XaL Var TEETEL Var eEunneeTnBoly apéows, OTwg
oto mpéfAnua k-server. Evo diN\o mapdderypa lvon To paging o€ Neltoupyixd cuo THUOTA
OTOU WLl UixEY) xou YN YORY UVAUN TEENEL Vo amopaoioel molo dedouéva o avTIXaTac THOEL
UE VEX WO TE Vo umopel vau pépel Ta emoueva dedopéva mou Ba {ntrioel o xpRoTne o yeryopd
X VoL un xeetao Tel vo avapepfolue oTny oy xon PEYANT) VAU,

[ v avéuor online akyoplBuwyv opiouue To competitive ratio, 6to omoio cuyxpivouue
TO AMOTENECHA TOU anyoplBuou poag ue tn BéEXNTIoTn NUom tou alyoplBuou av elye OXa ta
dedouéva am TNV aEXh.

1.2 Online IlpoPArpata Xwpobetnong

Ye authAv TNV evotnTa Bat TUPOUCLEGOUUE GUVOTITIXG ToL ONUAVTIXOTERX amoTeENéoUata oe On-
line mpofAfuata Facility Location xou plor mapaXary?) tou, to Sum Radii, 6nouv ta facili-
ties avolyouv Ue CUYXEXPWUEVT] aXTIVOL XL OL TTEAATES DEV TANEWYOUV XOCTOC GUVOECTC OANG

unopoly va cuvdebolv oe éva facility povo av elvar evtog tng axtivag Tou. Apyixd avopépouue

logn
loglogn

6t 1o lower bound nou undpyel oto online Facility Location eivan xou amodelyOnxe

oo [3].

O mpddtoc ou bpoe to online Facility Location fitay o Meyerson [4] o onoiog tapousiace
xai €vay ToAU omhé xan SloucBntind randomized olyopfuo mou netuyaivel log n npocéyyion.
e autov Tov anyopluo xdbe @opd mou €pyeTal €var TENATNG, €0TW 0 1) ATOCTACY) TOU ATO
T0 xovtwvétepo facility, tote Bo avoiler otn Béomn mou Egtace éva facility pe mbavotnto 6/ f
onou f to x6c7t0¢ avolypatog tou facility. OuclacTind o akydpiduog el 6TL 6Tay elyacTte
TON) paxpua oo 1o xovTvoTtepo avolyto facility, 0o tpénel ) mbavdtnTa Pe TNV omola avolyel
éva veo facility va ebvon peydnn, o te xou oL enduevol tendteg mou Ba PTdcouy GTNY TEPLOYY
VoL UN TANPGOOOUY TOANG.  Xto [5] war xa\OTepn avdluon tou alyopibuou €deile 6Tl o
TEAYUATIXOTNTA €VaL ACUUTTOTIXG BENTIOTOC XaBS QTAVEL TO 101;1%.

Y ouvéyeta umhegav xar dANoL okybpeBuol, omwg oto [6], o onolog yenowwonotel
uébodo mpwTéuovTog - BUIXOL xou TNV €vvola Tou "duvauxol” wag teploync. To duvauxd ewvon
0VCLIG TIXA TO TG0 TOND BENouUV oL YUpw meNdteg va avollel facility oe éva ouyxexpuévo
onuelo tou xweou. Otav ol teNdtec xepdilouv neplocdtepo and 1o f tote Bo avoilel facility
oto onueto. ‘Evog oaxdua evdonapépov akydpbuoc 7], Eexwvdel pe éva tetpdywvo Ye duorydvio
f xau 600 €pyxovtan veol meNdtes xwellel To TeTEdywVo xdbE Popd ot 4 uixpdTEpa TETEA YWV
otay 10 X605 T0¢ oUVdEST EeMepdoel £va 6plo. Autd elval OUCLAG TIXA TOEOUOLO UE TNV EVvold
Tou duvaxo. Kou ol 800 autol akydpibuol tetuyalvouv Noyaplduixd Noyo mpocéyyiong.

Telxd 610 [3]| dobnxe évac BENTIOTOC VTIETEPUIVIO TIXOC ONYOpLOUOC, PE OYETIXG TiEpiTAOXT

avdAuoT, mou bivel ratio 6o to lower bound, xou yenoiuoroiel TEAL TNV Evvola Tou BUVUULXOU
oXNG to onueio mou Ba avolel To veo facility emhéyeton mo npooexTIXd.

4



CHAPTER 1. Extetopévn EX\nvuxy| Ileptindn 5

Y10 mpofanuo Sum Radii, tou neprypdpnxe mapandve, €youv dobel 500 alyopBuol, évag
VIETEPUIVIO TIXOC o évag randomized ye Noyo mpocéyyione logn xou ot 80o. O randomized
yia xdBe meNGTN Mo @TdveL xou Oev xoNUTTETAL, Teoomabel vo avollel éva facility pe anctiva
20 f pe mbavétnTa 1/21. Y1ov vietepuvo T, ypnoyonoteitar téhL i uébodoc Tpwielovtoc-
OUlx0U.

1.3 Mia Nea ITapadioyn oto ITpoPAnua - Radii
FL

TéNog, opilouye plar Véa Topoharyh 6To meoPAnua tnv onola ovoudloupe Radii-Facility Lo-
cation (Radii-FL i ouvtopio) 1 onola elvar ovolactixd o cuvduaouds d0o tpofAnudtwy
mou oul{ntAdnxav mo mewv: Tou Facility Location xou tou Sum Radii. e auto to npéfinua,
UTIAEYEL O TIEPLOPLOUOC TWV UXTVAY, BNAadY oTary avolyoupe o facility npénel va amogacicouue
ue T oxtiva Ba avoiel.  Tehwd Oo mAnpwoouue yia xdbe avouytod facility éva xéctog
avOlYHATOC, €Val XOGTOC Lol TNV oXTiva Xot To dfpoloUa TV N0 TACEMY VLol VoL GUVOECOUUE
Toug meNdteg. To ypouuixd TEdYEoUUa YLl TO TEOPANUA QUVETOL GTOUS TORUXATW TIVAXES.

minimize ny)(f + fr)+ Z$g)f3d(i,j)

@,Tr 00,7

subi (r) (r) ..

ject to x;;7 <y, Vi, g,

S > 1 )
2" >0 Vi, j,r
1] — Y ) )
(r)
yp =0 Vi, r

Table 1.4: Ilpwtebov, ¢ € F and j € C

Yy neplntwon yog, npochécoue xou évay CUVTENEGTH 6T0 x60T0¢ oOvdeonc. Autd
€ywve yiotl av f3 = 1 8¢ Qo elye vonua to medfAnua: to xé6cT0¢ cUvdeone B puétparye TG0
TON) O GYEOT YE TO KOG TOG UXTIVOG X0l TO XOGTOG avolyUatog, Tou Tdvta Ba pog cuvépepe
va avot&oupe veo facility pe v eXdyotn axtiva mapd var GUVBEGOUUE TOV TENATY UE XATOLO
7ON avoLyTo, ThavOTATO UE HEYONUTERT oXTIVAL.

5



6 CHAPTER 1. Extetopévn EX\nvux Ileptindn

maximize E b;

jec

subject to  b; < al(-;-) + fad(i,3) V4,4, d(ig) <7

Zag)éf—l—fr Vi,

jecC
aff) >0 Vi, o
b; >0 Vg

Table 1.5: Auixé, i € F and j € C

Auto onpaiver dtL o SlopopeTinés TWES TOL CUVTENESTY f3 Bo mpémel xou o oy opLBuog
Vo cupuneplpépeTan dlapopeTixd.  Ankady, av modue OPT tnv Béxtotn offline Aborn oto
TeOPBANUY, Yo yeyoreg Twéc Tou fz i OPT e Ba avolyel moXU peydha facilities, dpa Sev
€xeL vonua xou epelc var avolyouue peydna. O alyopibuog xdvel axplffog autd, yior TeNdTeg
mou dev xoxUmtovton Bo mpoomafel va avollel toco peydha facilities 6co Ba umopoloe va
avotget xau 1 OPT. E1tny nepintoon mou o nedtng xointeton, ouctas Txd Bo tpéyouue Tov
ayopfuo tou Meyerson. O alyoplfuog gatveton avorutixd oto 1. I Noyoug amhétntog
xoL Lol ver SleuxouvBolpe oty avéuon Néue 6t f3 = 1/2M.

Algorithm 1: O a\yépiduoc FL_Radii
Data: M

1 New demand p:

2 if p is covered by c; then

3 0 = min{d(i,p)|i € F};
// 2% rad of facility covering p
4 u=u; —1;
5 With peoy = ﬁ open facility at p (cost: 2" f + f)
6 end
7 else
// u; is not covered
8 With puncov = %, Vi € [M] open facility at p (cost: 2¢f + f)
9 end

MeXetdvtag to competitive ratio, nepiuévouye va e€optdton amd v mapdueteo M, x4t

7 4 7’ 4 ’ 4 : 1 .
ToL 6vTec cupfalivel xabde anodexviouue GTL €xoupe ratio: max{logﬁ)gn, min{logn, M}}.

6
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Autéd ovolaoTixa pog Néet, OTL Yo xpég Tiée Tou M, autd Tou uneptoy Vel oTto competitive
ratio elvor to log’i’;n Tou ouctlao Tixd TpoxUnTeL eneldr) o OPT avoryxdleton va Aoel facility
location péoo ota pxed clusters mou avolyel. Ye avtibetn nepintwon, To M unepioylel Tou
Facility Location, xou to mpofAnua tetvel va yivel oav to Sum Radii. Xtnv nepintoon nou
o M eivan TN yeydho, dpa T0 x60TO¢ GOVOESTC TOND UiXEd, OLUCLACTIXG €XOLUE TO Sum

Radii.
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Chapter 2

Introduction

The problem of finding a point that minimizes the sum of distances from a given set of
points is known since the early 17th century. Since then, it has been studied in many
different contexts, from economics and location theory, to operations research and lately
to computer science, known as the Facility Location Problem. This is a classic problem
in combinatorial optimization, and people soon realized it is hard to solve; it belongs to a
class called N P-Hard problems, so there is a chance that we will never be able to find a
polynomial time algorithm for them.

In this case, we try to find a solution “close” to the optimal, and this is what we call an
approximation algorithm: an algorithm with a mathematical guarantee of how "far from
the optimal we are in the worst case. This led us to define the concept of Approrimation
ratio, which is defined as ¢(n) = max{ALG/OPT,OPT/ALG} where ALG is cost of the
solution given by our algorithm, and OPT is the optimal solution. Using this definition,
the approximation ratio is > 1 for both minimization and maximization problems. So if we
prove that ¢(n) < f(n) for any input of the algorithm, then we have a f(n)-approximation
to the problem.

Usually, the traditional setting in algorithms is that we are given the input from the
beginning, and then try to find a solution, or approximate it as we said before. However,
this is not the case in real world problems, where parts of information of the input, or
even the whole input is not available from the beginning. Consider for example that we
want to divide some data into groups, according to their similarity. This could be medical
data or consumer preferences for example. It is clear that in any context, algorithms for
these problems will never have the whole input, but we should potentially make decisions
based on the input given until now. Therefore, it comes as a natural “extension” of almost
every problem to be considered in such an uncertain environment. This setting entails
many different approaches on algorithms (online, incremental, or dynamic, streaming)
depending on how we can change the solution in each step, or if we care about space or
time complexity.
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The tools and techniques used in the analysis of online and incremental algorithms,
which are the ones we will discuss in this thesis, are very similar to those used in ap-
proximation algorithms. This happens because competitive analysis, which will be used
throughout this thesis to measure the performance of an online algorithm, is essentially
an extension of the notion of the approximation ratio to online algorithms. The Com-
petitive ratio is the measure of performance for an online algorithm and is defined as:
¢ = Cy0)/CopT(s) Where o is an input sequence to the online algorithm, A is the solu-
tion given by our algorithm and OP7T is the optimal offline solution. So if we prove that
¢ < a, we have an a-competitive algorithm.

In all these settings, we need a way to formally define these problems, in order to try
to find mathematical guarantees for competitiveness or the approximation ratio. To do
this we use Linear Programming, perhaps one of the most powerful tools in solving combi-
natorial optimization problems. A typical linear program consists of an objective function
to be minimized, of the form ¢’ and constraints Az > b, > 0. LP tells us that this
comes as a pair with a dual maximization problem: max{b?y|ATy < ¢,y > 0}. The main
concept of linear programming, that makes it so powerful, is that of duality. Duality tells
us that the two aforementioned problems have the same optimal solution, and using this
we can actually obtain guarantees of optimality for either the primal or the dual problem.
Except for this, complementary slackness, which is derived from duality, gives us the con-
nections between & and the dual constraints and vice versa, so exploiting this structure of
the primal and dual programs we can find approximations to problems, without actually
solving the LP. This is what the quite elegant primal-dual method essentially does: by
maintaining a dual feasible solution, and satisfying approximate complementary slackness
conditions, we get the approximation guarantee. Other typical techniques involve round-
ing, where we first solve the LP, and then try to round the solution to an integer one,
either deterministically or using randomization.

Facility Location

Facility Location is a very naturally motivated problem, and this is why it has been studied
in so many settings. For example, imagine you are the mayor of a city which has no fire
stations yet (a dangerous city to live in!). As a good mayor, you want the residents to feel
safe, so you want to build fire stations throughout the city, in places where in case of fire,
there will be a fire station relatively close. Of course we could just build a fire station in
each road, but unfortunately the city’s budget is limited. So, there is a cost to open a fire
station, and the ”"sum of distances” metric is a very natural way to measure how good a
placement of the station will be. Since the city does not want to pay much, we want to
minimize the opening costs, and the sum of distances from the closest station.

Formally, we are given a set of potential facility locations F, a set of clients C, a
function d : F x C — R (usually a metric) and opening costs f; for each ¢ € F. We

10
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want to open a subset of facilities F' C F (by paying an opening cost for each one) and
connect every client to an open facility in such a way as to minimize the sum of opening
and connection costs: minimize Y ;e fi + D e jec dij-

This problem however proved to be N P-Hard and in [2] Guha and Khuller showed a
lower bound of 1.463 on the approximation ratio, assuming NP ¢ DTIM E[p©(oglogn)],

Given the hardness of the problem, computer scientists tried to tackle it using many
different approaches, but perhaps the more interesting ones - giving the most elegant
algorithms- are those using linear programming. Linear programs provide a very pow-
erful tool in optimization, mainly because of strong duality. Duality gives us far better
understanding of the variables and the constraints of the problem, especially when the
dual has a nice intuitive interpretation, as in the case of Facility Location and generally
covering/packing problems. This information the dual gives us, can be used to guide us
in the search for the solution, as for example in the primal - dual schema which utilizes
the concept of complementary slackness - a direct implication of strong duality.

Currently the best approximation algorithm for Uncapacitated Facility Location gives
a 1.488-approximation, proved by Li in [1], using a modification of Byrka’s 1.5 - approx-
imation algorithm in [8]. However, since the proof of the lower bound in 1998, many
different approaches were tried on the problem, giving different approximations ; among
them were LP rounding ([9], [10], [11]), the primal dual schema ([12]), greedy approaches
some using the factor revealing LP ([13], [14]) or a combination of some of the above ([15],
[2], [16]). Some of these techniques are presented in chapter 4 where we discuss two simple
LP rounding algorithms, and most importantly the first primal-dual algorithm for Facility
Location given by Jain and Vazirani.

As we discussed previously though, it is not always a realistic scenario that we know
all the clients/demands right from the beginning. Consider the fire stations problem ;
new residents arrive as the city grows, and they also want to be close to a fire station.
Towards this direction, Meyerson [4] first introduced the online Facility Location, where
the demands arrive one by one, and we must decide whether to assign them to an already
open facility, or open a new one, giving a quite simple and intuitive randomized algorithm.
Since then, there is much work done in this problem, most notably Fotakis in [3] who gave
a lower bound of Iog)lgo gn, showed [5] that Meyerson’s algorithm is asymptotically optimal,
achieving this lower bound, and gave a more complicated optimal deterministic algorithm.
A simpler and more intuitive deterministic algorithm, giving a logarithmic competitive
ratio was given in [6]. The interesting element of this algorithm is that it defines the
notion of the potential of an area, which essentially quantifies how much an area will
“benefit” from the opening of a facility there. The interesting thing is that this is exactly
what the LP of the problem tells us should happen; the potential should not exceed the
facility cost in the area. Another interesting algorithm, again using the notion of the
potential, was given by Anagnostopoulos et al. [7], achieving a logarithmic competitive
ratio. In this case, they gave an algorithm for the plane, implicitly using binary search,
to find the best facility position, using the potential as a guide.

11
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It is worth noting that the optimal deterministic algorithm of [3] is quite complicated
to analyze, since it needs to exploit the potential and the ”area” around demands in a non
trivial way, compared to [7| and [6], but on the other hand, it is very easy and intuitive
to get an optimal algorithm using randomization, as in [4], where the analysis is also
straightforward.

Sum Radii

Imagine now, you are the Dean of an anonymous university, where there are many labs
and teaching rooms, where we want people sitting there to have access to the university’s
wifi. Therefore, we need to be sure, that the wifi repeaters, that consume different power
each and have analogously different range, will be placed in the best possible positions,
so that everyone will have access. Since (as always) the university’s budget is limited, we
cannot give everyone a wifi repeater of their own, so we need to place different ones on
different places throughout the university campus, to satisfy everyone, while paying the
less possible.

Formally in this problem, we are given a set of clients C, and a function d : C xC' — R.
We want to open k clusters from the set C, lets say C’, in order to minimize the sum of
cluster radii, where the radius of a cluster K is r; = maacieo/,jec\cld(i, j). So we want to
minimize Y ;- (7).

For this problem, in [17]| they give a log(n/k) using at most 10k clusters, while in the
more recent [18] they first find a 3 approximation for the problem without restriction to
the number of clusters, and a 3.504 approximation randomized algorithm using at most k
clusters.

As we discussed in the Facility Location problem before, knowing all the demands
from the beginning is not usually the case in the real world. Consider the university wifi
problem from before, when the university grows, and new buildings and labs are built, we
need to cover them too with wifi (or the researchers there will get very angry with the
Dean).

In this online setting, we usually consider the Facility Location-like objective, where
we drop the "at most k clusters” restriction and we want to minimize Y ;ccv(f + 73),
where f is an ”opening” cost for the center of each cluster. The demands arrive one by
one, and must be irrevocably assigned to a cluster or open a new facility with a radius
fixed at opening time.

In this direction, Fotakis and Koutris in [19] gave a primal-dual deterministic and
a randomized algorithm that both give logarithmic competitive ratio, while proving a
logarithmic lower bound on deterministic algorithms and a loglogn lower bound on ran-
domized algorithms. In a slightly different setting, where we are allowed to make changes
to the current solution i.e. close an open facility, or "merge” two opened facilities, Fotakis
in [20] gave a constant-competitive algorithm again using the notion of potential (as in

12
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[3]) to open facilities, but ensuring with the merge rule, that essentially the location of
the facility converges to the optimal one.

In the incremental setting, where we also have the "at most k clusters” restriction,
Charikar and Panigrahy in [18] gave a deterministic algorithm which uses the primal dual
schema and achieves a 160-approximation using at most 4k clusters.

Other Related Problems

There are many problems closely related to Facility Location and Sum Radii. A problem
very close to Uncapacitated Facility Location is the k-median problem, where the objective
is to divide the data into k£ clusters in order to minimize the sum of connection costs.
In this direction, in the offline metric setting, Lin and Vitter in [21] proved a 2(1 +
1/€)-approximation using at most (1 + €) centers. Later, Charikar et al in [22] gave
a 6 2/3-approximation, and Jain-Vazirani in [12] showed a 6-approximation for the k-
median problem using as a building block a 3 approximation algorithm for the Facility
Location problem, proved earlier in the paper. The problem was first introduced to the
online setting by Mettu and Plaxton [23] who also gave a constant-competitive algorithm
using a recursively greedy criterion, in order to avoid fixing the location of the center
too early (and yield an unbounded competitive ratio). In the incremental setting, where
we can also merge clusters, Charikar and Panigrahy [18] provide a constant competitive
algorithm using O(k) centers, but assuming that we know the number of demands from
the beginning. It is worth noting, that in this paper the technique used is the primal-dual,
which essentially tries using binary search to find the best "size” of the clusters. Later,
Fotakis [20] proved a constant competitive algorithm using again O(k) enters, without this
assumption.

Another variant, closer to Sum Radii, is the k-center problem, where we want to min-
imize the maximum radius of a cluster. Gonzalez in [24] proved a greedy 2-approximation
algorithm, while more recently, Badoiu et al. in [25] showed a (1 + €)-approximation for
the Euclidean space. Motivated by problems in information retrieval, Charikar et al. [26]
defined the incremental version of this problem where demands arrive online, but we can
also merge two existing clusters. They provide various deterministic and randomized al-
gorithms, achieving constant approximation ratios to the problem. This is very closely
related to clustering algorithms, especially agglomerative clustering, where we start with
many points, and try to merge them into k clusters (see [27] for a survey on hierarchical
clustering algorithms).

13
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Radii Facility Location

Imagine now, that in a PC lab we wanted to cover with wifi repeaters, we also want an
ethernet cable to reach every seat. This would mean that apart from the wifi repeater,
which we will pay according to how much power it consumes, also the cable should be
paid.

This new variant, which we call Radii Facility Location (Radii FL for short), addresses
exactly that problem in the online setting; demands arrive one by one, and must be
irrevocably assigned to an already open facility, which they can only do if the are inside
its radius, or decide to open a new facility with a radius fixed at opening time. Formally,
we are given a set of points C' and a distance function d : C x C — R. We need to open
a set I/ C C of facilities, with radii r;, ¢ € F’, and assign each client to a facility in F”.
The objective in this case is to minimize Y, p (f 4+ 13) + 32 5cc e f3d(i, J). f3 is a scale
factor that essentially says how expensive is the connection cost.

This variant is the main contribution of this thesis, and is presented in more detail
in chapter 6. Specifically, we explain the role of the scale factor for our problem, the
reasons why it is necessary and how the problem changes for different values of it; when
fs = 0 for example, it is easy to see that the problem reduces to Sum Radii, while for
large values of f3, when the assignment cost is more “expensive”’, the problem essentially
becomes Facility Location. Following this, we design a randomized algorithm, naturally
depending on this factor, by combining the two simple randomized algorithms for Sum
Radii and Facility Location presented in chapter 5 of the thesis. This is quite natural,
since the problem changes from Facility Location to Sum Radii for different values of f3,
so we just needed to incorporate this in our combination. Since the algorithm depends
on f3, we also expect such dependency to exist in the competitive ratio, which naturally
does; we prove the competitive ratio to be max{ log)ign,min{log n, M}} where f3 = 1/2M
for simplicity. This shows clearly that for small values of f3 the logn factor coming from
Sum Radii dominates the competitive ratio, while for larger values of f3 the 1011;1% factor
originating from the Facility Location problem is larger. This essentially tell us where the
difficulty of the problem lies in each case.

Chapters Overview

In chapter 3 we give a brief introduction to the tools we will use later in the thesis in the
analysis and design of the algorithms. The basic one is linear programming, mainly du-
ality and complementary slackness, presented in section 3.1. After this, we introduce the
basic notions of approximation algorithms and competitive analysis, used for the online
algorithms.

In chapter 4 we introduce the reader to the classic offline Facility Location problem

14
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and the previous work done in this direction. We also give three algorithms, each one us-
ing a different design technique used generally in approximation algorithms; deterministic
rounding, randomized rounding and primal - dual schema.

In chapter 5, we formulate the online version of Facility Location alongside the Sum
Radii variants and present in more detail some of the most important previous work done
in terms of algorithms and lower bounds for these problems.

Finally in chapter 6 where we formally define the Radii Facility Location variant,
and discuss how the scale factor f3 affects the optimal solution. Following this, we give
an algorithm, based on this scale factor and discuss how the competitive ratio of this
algorithm changes for different values of fs.
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Chapter 3

Preliminaries

In this section we present some basic tools that are used in the analysis and design of the
algorithms presented later in this thesis. We start by introducing the basic concepts of
Linear Programming that are used to formulate and solve algorithmic problems. In section
3.2 we present the basic concepts used in approximation algorithms, while in section 3.3
we introduce the reader to online algorithms and to the well known problems in the area.
Finally, in 3.4 we define some basic facts about metric spaces and Hierarchically Well
Separated trees, in order to use them later in the thesis.

3.1 Linear Programming

A linear program is the problem of optimizing a linear objective function subject to in-
equality or equality constraints. The standard form LP is shown below. Typically this is
the called the Primal and comes as a pair with a Dual, which is shown in table 3.2.

n

minimize E CiT;

i=1
subject to Zaijxi >b; Vje[m]
i=1
z; >0 Vi € [n]

Table 3.1: Canonical form of Primal problem (P)

The intersection of the constraints of the program above, define a polyhedron in R".
For a point & € R™ to be called a feasible solution,  needs to satisfy all the constraints of

17
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the problem. If additionally «* = min ¢’ x, then =* is called an optimal solution. If there
is at least one x that is a feasible solution, then the LP is feasible.

m
maximize E bjy;

=1
subject to Zaijyj <¢ Vie|n]
j=1
y; =0 Vj € [m]

Table 3.2: Canonical form of Dual problem (D)

There are many algorithms for solving linear programs. The first one was proposed by
Dantzig in 1947, which is exponential in the worst case. In 1980 however, LP was proved
to be in P [28] by Khachiyan who proposed the ellipsoid algorithm. And finally, in 1984
Karmarkar [29] introduced another poly-time algorithm, which is better in practice than
ellipsoid.

3.1.1 Duality

Duality is maybe the most important concept in Linear Programming since it allows us
to give proof of optimality for a solution. Weak duality says essentially that the dual
maximization problem is a lower bound for the primal minimization problem. Strong
duality, says that the optimal solution is the same for both primal and dual problems, so
they are essentially trying to reach the same point, from different directions.

Theorem 3.1.1 (Weak Duality). Let x,y be feasible solutions for the primal and the dual
n m

respectively. Then: Z Ty > Z by,
i=1 j=1

Theorem 3.1.2 (Strong Duality). The primal is feasible iff the dual has a finite optimal
n m

solution. In this case: Zcmi = ijyj
i=1 j=1

Weak duality is easily proved using the fact that z,y are primal and dual feasible

so they satisfy the respective constraints, while for the strong duality we need Farkas’
Lemma.

18
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3.1.2 Complementary Slackness

Another important concept, used heavily in the design of algorithms, especially in the
primal-dual schema is that of complementary slackness. This reveals the relation between
the variables of the primal and the dual constraints and vice versa. Specifically, it says
that when a primal variable is strictly greater than zero, the respective dual constraint
must be tight- meaning it is satisfied with equality.

Definition 3.1.1 (Complementary slackness). * and y* are optimal solutions for (P)
and (D) respectively iff:

e Primal CS: xf(Zazjy;‘ — ci> =0, Vi € [n]
j=1

e Dual CS: yg"(iaiﬂj - bj) =0, Vj € [m]
=1

We could say, that each dual variable that corresponds to a primal constraint, indicates
how much this constraint "matters” to the solution. In an optimal solution z* there are
n constraints satisfied with equality, since x* is a vertex of the polytope. This essentially
says, that if a constraint "matters” for the solution, i.e. has positive "weight” it should be
tight, (satisfied with equality).

There are many cases where we relax the complementary slackness conditions in order
to prove an approximation factor. Specifically we have the approximate primal and dual
complementary slackness conditions:

m
e Primal: if z; > 0 then for a > 1, Vi > 0 we have & < Zaijyj < ¢
j=1

n
o Dual: if y; > 0 then for 3 > 1, Vj > 0 we have b; < Zaijxj < B-b;
i=1

It is easy to see that if we have two solutions to the primal and dual programs
that satisfy the approximate complementary slackness conditions, we get Y I ciz; <
af ZT:l b;jy;. This means that if we find primal and dual solutions that satisfy approxi-
mate complementary slackness, then we have a af-approximation to the optimal.

3.1.3 Integer Programming

Linear programs usually find fractional solutions, meaning that variables z; € R. When
modeling real life problems, this may not exactly reflect reality, and usually we need

19
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the variables to be natural numbers. Similarly to 3.1, if we substitute the non negativity
constraints with x; € Z we get an integer program. Typically, the variables are z; € {0,1}
since they represent a yes/no decision. For example in the Set Cover problem, we define
variables: x; = 1 iff we choose set ¢ in the final solution and x; = 0 otherwise.

However, since Integer Programming is IN P-Hard, we usually get the LP of table 3.1
as the relazation of the problem, and solve a linear program instead of an integer one.
We should be careful when we relax a program though, since the fractional optimal will
be less than the integer optimal. This is easy to see, since the fractional allows us more
freedom in the choice of the variables. This is quantified as the integrality gap between
the Integer and the Linear programs. Formally integrality gap is defined as the ratio
Frac/Int for minimization problems, where Int and Frac are the optimal Integer and
fractional solutions respectively.

For a brief introduction to Linear Programming and the basic algorithms see [30] and
for a more in depth view with some applications to problems see [31].

3.2 Approximation Algorithms

Sometimes we are required to find a minimum or maximum solution to a problem - in
short to solve an optimization problem- for which there is no fast algorithm known to be
good in any practical setting. These problems are usually IN P-Complete or even IN P-
Hard, which means that possibly we will never be able to find an algorithm that runs in
less than exponential time. In cases when the instances are small, exponential time may
not be a problem, or sometimes there are special cases of a problem, that arise from real
life and are actually easy to solve, these usually do not occur however. This leads us to
the natural thought: maybe if we relax the “exact solution” constraint, we could obtain
algorithms that run in reasonable time to be useful to applications since many real life
problems are N P-Hard.

The target of the design of an approximation algorithm, is to give a mathematical guar-
antee of how close the approximate solution will be to the optimal for each instance. More
specifically, we give the definition of a ¢ approximate algorithm and of the approximation
ratio, which is the central concept in the field.

Definition 3.2.1. A c¢(n)-approximation algorithm for an optimization problem is a
polynomial- time algorithm that for all instances of the problem produces a solution whose
value is within a factor of ¢(n) of the value of an optimal solution, where n is the size of
the input.

The factor ¢(n) is essentially the performance guarantee of the algorithm, it is called
the approzimation ratio and is usually defined to be ¢ > 1.

20
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Therefore, for a minimization problem we have that ALG < ¢(n) - OPT and for a
maximization problem ALG > c¢(n) - OPT where ALG and OPT are the values of the
solutions of our algorithm and the optimal solution respectively.

3.2.1 Approximation Schemes

There are some problems, which we can approximate as much as we want, by "paying”
more in computation time the closer we get to the optimal. These algorithms are called
Approzimation Schemes and require as input, except for the input of the problem, a
number € > 0 which tells the algorithm how close we want to get to the optimal solution-
essentially the approximation ratio we require the algorithm to have.

In such algorithms, the running time is polynomial in n, but the running time involves
the parameter €, for example O(nl/ ©), and they are called Polynomial Time Approzimation
Schemes or PTAS. In the case where the running time is also polynomial in € apart from
n the algorithm is called Fully Polynomial Time Approximation Scheme or FPTAS; for
example an algorithm running in O((1/€)3>n*) would be an FPTAS.

For an N P-Hard problem, an approximation scheme is the best we can hope for. In the
process of designing approximation algorithms, we actually achieve a better understanding
of the real difficulty of a problem ; set cover for example, is even hard to approximate
within a constant factor: we cannot find a better than clogn approximation algorithm,
for ¢ < 1/4 unless NP C DTIM E(nP°osm) [32].

For an excellent introduction to approximation algorithms see [33], or the slightly more
advanced [34]. For an even more advanced approach see [35].

3.3 Online Algorithms

The traditional approach on algorithm design is to assume that the entire input is known
to the algorithm beforehand. This is not realistic for many practical settings, where we
learn parts of the input while the algorithm is running, and we should make decisions
on the fly, while new data arrive. We present some examples of real life problems that
require this approach, shown in [36]. In section 3.3.3 we present some examples of online
algorithms in more detail. For a more detailed introduction to this area, see the book of
Borodin and El-Yaviv [37].

e Data Structures: In this case, we have a data structure, for example a tree, on which
we perform some operations such as insertion, search, deletion etc, which we need to
be done fast. This is used in databases for example, where the data we will search
or insert is not known in advance. An example for this is the list update problem.
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o Scheduling: Job scheduling on processors is also a well known problem. The jobs
arrive one by one, so their number and duration is not known beforehand, and
we must decide when to schedule them. In some settings, the number of available
machines/processors is different in each step - when a machine breaks down and
cannot service any job.

e Networks: In networks many times, we need to maintain a set of open servers in
order to service a set of clients/nodes of the network. We need to service every
client the moment he arrives, by paying something towards maintaining the servers
open and towards the power needed to service a client. In this case, there can be
uncertainty in the number and location of clients that arrive or the servers that are
capable of opening at each given time.

e Resource management in Operating Systems: Paging is a classic problem in operat-
ing systems. Usually there are two types of memory, cache memory, which is small
in capacity, but fast, and Random Access Memory which is slower but with larger
capacity. It is easier to retrieve data from cache memory than RAM, so when the
user requests something, and it is not in the cache, the operating system must decide
which data to evict from the cache, in order to be faster in the future. Obviously,
this depends on the user’s decision on which data to request, which cannot be known
in advance.

In order to analyze the algorithms running on such settings, Sleator and Tarjan in
[38] introduced the notion of competitive analysis where the performance of the online
algorithm is compared to that of the optimal offline i.e. the algorithm that knew the en-
tire input data from the beginning. Competitive analysis is in a sense worst-case analysis
for online algorithms since we keep the worst possible output of our algorithm compared
to the best possible offline algorithm’s output. Additionally we assume total absence of
information regarding the input data ; we could assume some distribution on the input
data, which is something that would possibly improve the performance of our algorithm,
but can be crude sometimes and not exactly reflect the reality. A better way, in order to
get more accurate bounds on the algorithms is to use amortized analysis, introduced by
Tarjan in [39]. In this case we essentially analyze more carefully the decisions made by
the algorithm and how bad they can actually be ; for example a very bad decision now,
may not allow us other bad decisions later.

Formally, an online algorithm A is presented with a request sequence o = o(1),0(2), ...,
o(m). The requests o(t), 1 <t < m must be served in order of occurrence. When serving
o(t) the algorithm does not know o(t'), ¢’ > t.

Definition 3.3.1 (Competitiveness). Let C 4., denote the cost of the algorithm and
Copr(s) the cost of the optimal offline algorithm. Algorithm A is called c-competitive if
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there exists a constant a such that Cy5) < ¢ Copr(e) + a. If a < 0 we say that A is
strictly c-competitive.

In the case when the algorithm is randomized, we define the competitive ratio against
the oblivious adversary, and the only difference in the definition is that instead of C 4,
we have the expected cost: E[C 4(,)]-

Note that the competitive ratio is essentially an extension of the approximation ratio
for offline algorithms ; a strictly ¢ competitive algorithm is essentially a ¢ approximation
algorithm with the restriction that the algorithm must make decisions online.

Typically, in online algorithms the decisions made are irrevocable, or in some cases we
are allowed constant number of changes. For example when we decide to open a server to
service some demands, we cannot close it in later time. However there are many different
approaches to uncertainty in algorithms. Another popular one is dynamic algorithms,
where we are mostly concerned with the running time of the algorithm. On the other
hand, in streaming algorithms, we place a limit on the space the algorithm uses.

3.3.1 Adversary Models

The competitive ratio of any online algorithm is defined with respect to an adversary.
There are three main adversary models, depending on how much freedom the adversary
has when he generates the request sequence, ranging from the oblivious adversary -the
weakest one- to the adaptive offline - the strongest one.

e Oblivious Adversary: This type of adversary even though he knows the description
of the online algorithm, must fix the request sequence before the algorithm starts
to process demands.

o Adaptive Online Adversary: In this case, the adversary generates the next request
in each step, after having seen the algorithm’s decisions in all the previous steps,
and must serve it immediately.

o Adaptive Offline Adversary: This adversary knows everything, every decision of the
algorithm, even the random number generator. This adversary is so strong that
randomization does not help against him.

It is easy to see that the oblivious and the adaptive online adversary are equivalent
for any deterministic algorithm, since the algorithm’s answers are completely predictable.
The following two theorems proved in [40] show the relation between the different types
of adversaries.

Theorem 3.3.1. If there is a randomized algorithm that is a-competitive against any
adaptive offline adversary, then there also exists an a-competitive deterministic algorithm
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Theorem 3.3.2. If G is a c-competitive randomized algorithm against any adaptive on-
line adversary, and there is a randomized d-competitive algorithm against any oblivious
adversary, then G is a randomized (c-d)-competitive algorithm against any adaptive offline
adversary.

3.3.2 Lower Bounds: Yao’s Principle

Yao in [41] studied the expected running time of algorithms from two different point of
views, namely the distributional and the randomized approach. In the first one, some
distribution is assumed for the input data, and we try to find fast algorithms under this
assumption. In the second approach, we make no assumptions for the input, but we allow
the algorithm to make random decisions. This led to the definitions of two different com-
plexities: distributional and randomized for a problem P, whose definitions are presented
below.

Let R be a randomized algorithm, and E[cost(R, )] is the expected cost paid by algorithm
R when the input is z. Randomized complexity is defined as follows:

Definition 3.3.2 (Randomized complexity). Fj(P) = i%fmax E[cost(R, z)]

x

This essentially is the best randomized algorithm on its worst input. As for the dis-
tributional complexity, let D be an input distribution, A a deterministic algorithm and
cost(A, D) the expected cost paid by the algorithm for input coming from distribution D.
The distributional complexity is defined as follows:

Definition 3.3.3 (Distributional complexity). F»(P) = sup gmﬁ cost(A, D)
D Ae€

This is essentially the best deterministic algorithm for a fixed distribution. Yao’s principle
says that these two complexities are equivalent.

Theorem 3.3.3 (Yao’s Principle). Fy(P) = F»(P)
So, for any specific randomized algorithm R we have that:
max E[cost(R, )] > infmax E[cost(R, x)] = max E[cost(R, z)] > sup min cost(A, D)
x R =z T D AcA

So, when we want to derive a lower bound on our randomized algorithm, we just pick a
“difficult” distribution, and show that any deterministic algorithm A has a high cost. This
technique is used in [3] to prove the lower bound on online Facility Location, as we will
see in a later section.
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3.3.3 Examples of Online Algorithms

In this section, we will briefly mention two representative online problems. The list up-
dating problem, which was one of the first online problems to be defined, and the k-server
problem where some interesting results were shown.

3.3.3.1 Data Structures - The List Update Problem

The List Update problem was historically one of the first online problems to be defined.
It was first proposed in [38] alongside the notion of competitive ratio. In this problem, we
have a linked list, which we can only traverse linearly starting from the first one. A series
of demands arrive, where each one requires to access an item in the list.

The total cost paid for each request, is the number of elements in the list we traverse
in order to find the item specified by the demand. After serving the request, we can move
the item in any position earlier in the list, with no extra cost. Additionally, we can swap
two items on the list, any time, with a cost of 1.

For this problem there are some very simple and intuitive deterministic algorithms ;
Move To Front where every accessed item is moved to the front of the list, and Transpose
where we just swap the accessed item with the previous on the list. We should note here,
that the simplest idea i.e. the Move to Front algorithm, is 2-competitive which is also the
lower bound for deterministic algorithms for this problem.

The lower bound for randomized algorithms for this problem is 1.5 proved in [42]. In
[43] Albers et al. provided a 1.6—competitive randomized algorithm, which is a combina-
tion of two randomized algorithms: BIT and TIMESTAMP. This is the best one known
until now.

3.3.3.2 The k-server Problem

k server is perhaps the most famous online problem. It was first formulated by Manasse
and McGeoch in [44]. Specifically, we have a graph with n nodes, and distances d;; between
edges that satisfy the triangle inequality. The graph G and the number of servers k is
given to us on the beginning while requests arrive online. We can see the graph as a metric
space. Each request is a node of the graph and to service it there should be a server one
that node. If we need to transport one to service the demand, we will pay the distance
traveled. Note that we can move more than one server, and in this case we will pay the
sum of the distances covered. Each demand should become satisfied on arrival time, before
any of the next demands are satisfied.

Manasse and McGeoch found a lower bound of k for deterministic algorithms on sym-
metric metric spaces, when they first introduced the problem in [44]. Later, Koutsoupias
and Papadimitriou in [45] came close to this lower bound by proving 2(k — 1) competi-
tiveness using the work of Chrobak and Larmore [46] on the work-function algorithm.
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The lower bound for randomized algorithm was shown in [47] to be Q(logn). In a
very recent work [48] which is yet to be published, Lee found an O((logn)%)-competitive
randomized algorithm for the k-server problem on any metric space, improving thus Pa-
padimitriou’s and Koutsoupias’ previous result.

At this point, it is worth mentioning the Metrical Task Systems; a Metrical Task System
is a pair (5,d): a set of states S and a metric d on the elements of S. The input to the
algorithm is a sequence of tasks where each one needs to be processed. The algorithm each
time, pays the transition from the previous state and the processing cost. Metrical Task
Systems were introduced by Borodin et al. in [49], and generalize many online problems,
such as k-server, paging and the list updating problem. In this work, Borodin et al. also
proved a tight bound 2n — 1 for deterministic online algorithms’ competitive ratio, where
n is the number of states.

3.4 Metric Spaces and HSTs

The more interesting variants of Facility location are usually defined in a metric space. We
will present the basic definitions and some properties along with a construction in metric
spaces called Hierarchically Well Separated tree that we will use in later section for the
construction of lower bounds.

Definition 3.4.1 (Metric Space). Let X be a set and d a real function d:X x X — R.
Then d is called a metric on X iff Va,b,c € X:

e positive property d(a,b) > 0, with equality iff a = b

e symmetric property d(a,b) = d(b,a)

o triangle inequality d(a,b) < d(b,c) + d(c,b)

We say that d(a,b) is the distance between a and b with respect to the metric d.

We usually write (X, d) is a metric space to specify both the set of points and the metric
on it.

Next, we define k-Hierarchically Well Separated Trees - HSTs for short. They are
simply complete k-ary trees of height h, such that the distance from the root to its children
is D and on every path from root to leaf the distance drops by a factor of m on every
level. So the distance from node v of level j to its children is D/m/. If T, is a subtree
rooted at v, every point z € T, satisfies these two properties:

h
D 1 D
e ForueT,: d(z’u)ézﬁzm%ﬁ

i=j
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e Forallu ¢ T, d(z,u) > -2

m

level 0 — root

level 1

level h — 1

Figure 3.1: A binary HST
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Chapter 4

Facility Location

In this chapter, we present three algorithms for offline Facility Location, each one using a
different technique based on linear programming. These three techniques are widely used
to design approximation algorithms for many different problems. After formulating the
problem as an LP, in sections 4.2 and 4.3 we see deterministic and randomized rounding
as presented in [33], while in section 4.4 we discuss the quite elegant primal - dual method
through an algorithm first presented in [12] which is the technique we will mostly use in
the subsequent chapters, for online Facility Location algorithms.

We discuss the simplest variant of Facility Location, namely the Uncapacitated Facility
Location. We are given two sets of points: F-the set of potential facilities, and D-the set
of demands/clients. Additionally Vi € F and Vj € D there are numbers c¢;; > 0 that
represent the cost of connecting client ¢ to facility j and Vi € F, we are given a number
fi which is the cost of opening a facility at point 7. The goal is to choose a set F/ C F
of facilities to open, and connect every client to an open facility while trying to minimize
the total opening cost and assignment cost, namely >, p fi + jep Miniepr Cij. It is
important to note that in this problem, ¢;; is a metric. There is also the non-metric
variant of this problem (non-metric Facility Location).

4.1 LP Formulation

We can write the Facility Location problem as an integer program with variables y;, z;; €
{0,1} where i € F,j € D. y; = 1 iff facility ¢ is open, and z;; = 1 iff client j is connected
to facility 7 else they are 0. For the reasons explained in section 3.1.3, we will work with
the LP relaxation of the problem and its dual, shown in table 4.1.
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minimize E Yi f,+§ Ti;Cij maximize g a;
{ ,J

J

subject to inj >1 V7 subject to a; —b;; < ¢;; ,Vj,1
Tij <Y , Vi, g Zbij </fi Vi
J
Lij Z 0 Q; Z 0
(A bi; >0

Table 4.1: LP formulation of the problem, ¢ € F' and j € C for the above

4.2 Deterministic Rounding

In this section we present a deterministic rounding algorithm for Facility Location. Say we
have formulated the linear relaxation of the problem, and solved it. This will almost always
give us a fractional solution. But what does it mean for a facility to be 0.3 open? In de-
terministic rounding, we try to recover a solution to the problem that makes sense for our
setting, i.e. the variables should be integers. Since the fractional solution will be less than
the integer, we want to round in a way such that the additional cost will not be very much.

We define the neighborhood for each client j to be: N(j) = {i € F : x;; > 0}. This
is essentially the facilities that client j is fractionally connected to in the optimal LP so-
lution. We also define the augmented neighborhood of each client j: N2(j) = {l € D :
Ji € N(j) Ni € N(1)}, which is essentially the clients that are connected to a facility in
7’s neighborhood.

Algorithm 2: Deterministic rounding for FL

Data: Primal and dual optimal solutions (z*,y*), (a*,b*)
1 temp < D;

2 k<« 0

3 while temp # () do

4 k+—k+1;

5 ]k’ = argminjetemp{a;};
6 ik = argminien(j,)fi;

7 open ix;

8 assign j and {j € N2(ji) : j is unassigned}, to iy;
o | temp < temp — {ji} — N2(ji);

10 end
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Note that the neighborhoods form a partition of the facilities, because in each round,
we assign every client [ € N2(j) that is unassigned, and therefore no facility of N(j;) can
be chosen in a subsequent round.

Theorem 4.2.1. This algorithm achieves an approximation factor of 4 for Uncapacitated
Facility Location.

Lemma 4.2.2. Y, fi, <> . .p fiyi < OPT
Proof. We bound f;, and then sum for all k.

i€EN (k) i€N (jr) i€N (k)
Where the equality is due to ) . NGi) zj;, = 1, the inequality follows from the fact that
i = argminger, fx, and the second inequality follows from the second primal constraint:
x;'kjk < yl*
Summing up for all &k (i.e. all the facilities we open) we get:

DYDY wihi=D u i< it
k

k ieN(jk) i€F’ el
Where the equality is due to the fact that N(ji) is a partition of F”. [

Now we are ready to prove the algorithm is 4-approximation.

Proof of theorem 4.2.1. Fix an iteration of the algorithm, and let ¢ = i;, and j = ji. The
cost of assigning j to 7 is ¢;; < aj. This follows from the fact that z7; > 0 and then using
complementary slackness and b;; > 0. We can bound the cost of assigning an unassigned
client [ € N2(j) to i by:

cit < cij +cpj+cu < aj +a; +af (4.1)

*

where h € N(j). Since we selected j to be j = argminjetempa;, we get that a; < ay,
thus ¢;; < 3aj So, we get for the assignment cost ) ;¢ < 3 ZjeD a; < 30PT following

from weak duality. Finally, using lemma 4.2.2 we get that we are within 4 of OPT.
|

This algorithm contains implicitly a greedy idea in the way it does the rounding. It is
natural to assume that when z;; > 0 we should probably consider opening this facility and
connect j to it, since it is so in the fractional optimal solution, but if we did this blindly
for all clients, we could end up paying a very large facility opening cost. This is where the
greedy comes in ; we should open the cheapest facility we can, in j’s neighborhood, and
then use triangle inequality to bound the assignment cost of the N2 neighbors of 4 instead
of opening a new facility for every client.
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4.3 Randomized Rounding

In this section we show a randomized rounding algorithm for the Facility Location prob-
lem, which is a modification of the previous deterministic rounding algorithm. In this
case, the rounding involves some random variable, hence the name.

In this algorithm, we do not choose deterministically which facility i, we will open for
the client jj, but we choose the facility according to the distribution x;; instead (note that
> ; %ij = 1). This will improve the previous analysis since, generally, in the deterministic
setting we need to make worst case assumptions in order to find upper bounds.

We define ;= Y icF x7;¢ij - the cost incurred by client j in the fractional LP solution.

Algorithm 3: Randomized rounding for FL.

Data: Primal and dual optimal solutions (z*,y*), (a*, b*)
1 temp < D;
k <+ 0;
while temp # () do
k+—k+1;
Jk = argminjétemp{a;‘( + Cj*}a
Choose i; according to probability distribution z

ij
assign j and {j € N2(j;) : j is unassigned}, to iy;
temp < temp — {jx} — N?(jr);

end

© 0w N O ks WwN

Theorem 4.3.1. Algorithm 3 is a 3-approximation algorithm for Uncapacitated Facility
Location

Proof. As before, fixing an iteration k, the expected facility opening cost is:
Y ic NGy [i%h, < D ic NGr) fiy; (using the second primal constraint).

Since the neighborhoods N (ji) form a partition of a subset of the facilities, we get:
oY fwr <Y fwi (4.2)
k ieN(ix) icF

In a certain iteration, let ¢ = i and j = ji, the expected cost of assigning j to 7 is
exactly CF we defined previously. Therefore, the expected assignment cost is:
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cij Scnton+ Y eyl =cu+eny+C;
1€N(J)

Using again that ¢;; < aj we get that ¢;; < aj +af + C7.
But since argminjetempaj- + C’}-k we finally get that the total expected cost is:

Sty Y a0 =3 fur+ > eyl +2) af <30PT

i€F jeD icF i€F,jED jeD
n

In this type of rounding, the randomization inserted by the probability distribution to
the algorithm affects only the cost. There are cases, where the randomization affects also
the feasibility of the final solution given. In such cases we should use other techniques to
ensure that the algorithm will give a feasible solution with high probability.

4.4 The Primal-Dual Approach

In contrast to the two previous methods, in the primal dual method we do not need to
actually solve the linear program and then do something with the solution. By exploiting
the properties of a dual optimal solution, we construct one without solving the LP, which
leads us to a much faster algorithm. This is the technique that will mostly be used in the
sections to follow, where we describe the online variant of Facility Location since it has a
nice intuitive interpretation for the problem.

This algorithm for Facility Location was proposed by Jain and Vazirani in [12|. It
achieves a tight 3-approximation in mlogm running time, where m = n. - n; is the
number of “edges” between the facilities and the clients (n. = |C| and ny = |F).

From primal complementary slackness conditions we get:

e if j is connected to ¢, then by ; = 0, Vi’ # i and aj —b;; = ¢;;. We can think of this as
a; being the total price paid by client j, which breaks down to c;;: the contribution
of the client towards the edge (7, j) and b;;: the contribution towards facility 4

The algorithm works in two phases: in the first phase will find a set of facilities, we
name them temporarily open-Fy, a set T of tight edges (i,7). Also let Con be the set of
connected clients. In the second phase it will choose a set F/ C F of facilities to open,
and it will find a mapping ¢ : C — F’.

More specifically, in phase 1 the algorithm raises the dual variables a;. When the client
has reached the connection cost, after declaring the edge (7, j) to be tight, he will start to
actually contribute to the opening of the facility. This is done by raising also the variable
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bi; while maintaining dual feasibility. Since variables a and b increase simultaneously, at
some point a facility will be fully paid for i.e. the second dual constraint will be tight, so
this facility will be declared temporarily open, and the tight demands will be assigned to
it. The algorithm for phase 1 is shown in 4.

Algorithm 4: Jain-Vagzirani - Phase 1

1 T+ 0,Con<+ 0, F, < 0;
2 a; < 0Vj;
3 bij — OVJ,Z,
4 while C'\ Con # () do
5 aj+=1Vje C\ Con;
6 b;;+ =1 for tight edges (i, j);
7 if 35, € C,i, € F : a5, = ¢;,;, then
8 | T+ TU(i,j);
9 end
10 if Z bij = fz then
j
11 F, < F,Uu;
12 Con + Con U j;
13 o(j) =13
14 end
15 end

// The set of special edges
16 Spec ={(i,7) : bj; > 0};

In phase 2, the algorithm needs to decide which facilities from the set of temporarily
open will stay open in the final solution, and how will the clients be assigned to them.
Phase 2 of the algorithm is shown below in 5. Initially we get T = G{Spec} to be the
edge-induced subgraph of G using the edges Spec. Then we take T2 which is essentially T
with some extra edges when there is a path of length 2 from a node of T" to another. Then
H = G[Fy] is the vertex-induced subgraph of T" using the vertices of F;. Finally we find a
maximal independent set in H and we open these facilities. This means that each client
will contribute to at most 1 open facility. Finally, to find the assignment ¢, in the way we
created the graphs, they will either be connected to a facility in the independent set F” (so
they will be directly connected) or there will be a facility at most one "hop” from them,
so they will be indirectly connected. Essentially we get an idea of where the algorithm
would have connected each client, and which facilities whould be open, and then try to
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open the best possible subset of facilities to minimize the objective.

Algorithm 5: Jain-Vazirani - Phase 2

// Decide which facilities to open
1 T < G{Spec};
2 T? < (T, e) where 3 edge ¢ = (i, 7) iff there is a path at most 2 from i to j

in T

3 H « G[F;
4 I’ < maximal independent set on H;
5 Open facilities in H;

// Create assignment ¢
6 S; < {i € F}|(i,7) € Spec};
7 if 3i€ S;:i €] then

o(j) < i

// j Directly connected

9 end
10 else
11 Let tight edge (', 7) : ¢’ is connecting witness of j;
12 if 7/ € I then
13 o(j) <
// j Directly connected
14 end
15 else
16 Let i" € I be a neighbor of i in H;
17 o(j) < "
// j Indirectly connected
18 end
19 end

The algorithm essentially tries to maintain the primal approximate complementary slack-
ness condition for indirectly connected clients: 1/3cy;); < a; < cg(j);- Using this, the

analysis will be very straightforward. We say that a; = aj + a;-c for every dual variable,
where the two different type of contributions of client j are the contribution towards
opening a facility (a;-c ) and the one towards the connection cost (a$). When j is indirectly

connected, he does not contribute towards the opening of any facility, so af = 0 and
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aj = a§. If j is directly connected, we have that a; = b;; + ¢;; (so aj = b;; and af = ¢ij).

It is easy to see, that when i € F’ we have that zj:qb(j)zi a{ = f;, and since af =0 for
indirectly connected, we have that >,/ fi = > cc aj-c .
Using this, and the fact that for indirectly connected clients ¢;; < 3af it is straightfor-

ward to prove that:

Z TijCij + 3Zfiyi <3 Z a; < 30PT (4.3)

ieF,jeC i€F jeC

Essentially what we do in prima-dual method is that we start with a feasible dual
solution and we raise the dual variables, usually in a uniform way until some dual inequal-
ities become tight. This tells us that we should add the corresponding primal variable
to the solution. And usually by requiring that the relaxed version of the primal or dual
complementary slackness conditions be satisfied, we get the approximation ratio.
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Online Facility Location and
Variants

In this section we will present the most important results for the online Facility Location
problem and the Sum Radii problem. The combination of these two problems, will give
us the new variant of section 6.

In the online Facility Location, we do not know the number and positions of demands,
that arrive one by one and need to be irrevocably connected to a facility upon arrival. We
will only consider these problems in metric spaces. To the author’s knowledge, as for now,
the online Facility Location is not studied yet in the non metric setting. There are slight
differences in the settings of the prolem, for example in some settings, every demand can
open a facility, but in some other settings, the facilities can open anywhere in the metric
space. We can think of online Facility Location as a variant of clustering, where not all
the points are known beforehand. This is more realistic on the internet for example, where
new data are generated continuously and we want to divide them into clusters-teams of
similar objects. Another potential motivation for this problem, is if we have a network
where every computer needs to be connected to a server by cable, and new users arrive
online. We have a cost to purchase the server, and a cost proportional to the length of
the cable.

In the online Sum Radii (or Sum Diameters), as before, the demands arrive online,
and must either be inside an already open cluster or open a new one. In this case, the
objective is to minimize the sum of radii, or the sum of diameters. It is easy to see that
these two problems are the same, and the optimal solution of Sum Radii is within 2 of
the optimal solution of sum - diameters. For a possible application of this problem, apart
from applications to clustering and data analysis, we can think that an internet provider
wants to provide internet access via wireless network to people coming to live in an area.
The company pays in order to open a new tower, and the larger its radius is, the more
power it needs, so it would be more expensive. Every time a new customer arrives, if he
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cannot be serviced by an already open tower, the company needs to open a new one, in
order for the customer to have wireless internet access.

5.1 Algorithms

5.1.1 Online Facility Location

Meyerson [4] introduced the Online Facility location problem and presented an elegant and
very intuitive randomized algorithm, giving O(logn) against adversarial input and O(1)
for demands arriving in random order. Each demand that arrives, must be irrevocably
assigned to a facility or open itself one. Note that facilities can only open on points where
a demand has arrived.

Let F' be the set of currently open facilities, we define d(u;, F') = min;ep{d(u;,i)} i.e.
the distance of demand u; to the closest open facility. The algorithm is presented below,
when a new point arrives, if ¢ is its distance from the closest already open facility, we
open a facility at this point with probability %

Algorithm 6: Meyerson OFL
Data: Points set S
1 while S # () do
2 take new point p;
3 0 =d(uj, F);
4 with probability % open facility at p (pay f) ;
5
6

else connect p to closest open facility (pay 0);
end

The intuition behind this is quite simple ; when the demands arrive close to a currently
open facility we want them to connect to the facility rather than opening a new one, hence
the lower probability. However, when demands arrive further away from currently open
facilities, we want them to be able to open a facility, in order to avoid paying a high
assignment cost, and potentially cover other far away demands that will arrive in the area
later. So, when many demands arrive in a certain area, they will eventually open a facil-
ity, having already paid on expectation only f plus f for the opening of the new facility.
Note that we cannot change the facility the demands are assigned to, so the demands that
contributed to the opening of the new facility will remain assigned to the one they were
before, but all subsequent demands in the area will have a closer facility to connect to.
The proofs of lemmas 5.1.1 and 5.1.2 were both first presented in [4]
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Lemma 5.1.1. Algorithm 6 is O(1) competitive for random ordered demands

Proof Sketch. Let Cf be the optimal cluster, d; be the distance of point p from closest
open facility in the optimal solution, A; = ZpeC; dy, a; = A} /|C}| average distance of
points in cluster C; and +, the cost point p pays (either as assignment or as facility cost).
The half points that are closest to the center are named “good”, and the others "bad”.

Essentially the “good” points that are closer to the center, will either pay a small
amount in connection cost, if there is a facility opened close to the optimal or they will
quickly open a facility close to the optimal, so the subsequent ones (that are many) will
benefit from it and will not pay much in connection cost. The "bad” ones on the other
hand, do not have that nice property, and this may result in them paying to open a facility
which will not benefit much subsequent demands.

The proof continues by bounding the expected cost paid by all good points E[}_, 7]
by 2f +2A7 +2° g 4y which holds regardless of the order they arrive, and the cost paid
by a bad point E[y3] by 2d; + é(f + 22, (Elyg] +2d7)).

Combining these two inequalities, we get that the expected cost paid by the algorithm,
is within 8 of the offline optimal.Note that this holds if the bad points are injected randomly

in an ordering of the good points, and are not presented adversarially to the algorithm.
|

When the demands arrive adversarially however, Meyerson [4] showed that no algo-
rithm can be O(1) competitive. However, this analysis is not tight, Fotakis showed [5]
that this algorithm is asymptotically optimal i.e. it achieves @(log)ﬁ) gn) competitive ratio,
which is the lower bound for Online Facility Location. We will show proof sketches for
both results, for the sake of completeness and since the proof shown in section 6.5 for our

variant is similar to Meyerson’s proof.

Lemma 5.1.2. Algorithm 6 is O(logn) competitive against adversarial input

Proof Sketch. Let ¢ be an optimal center. We divide the area around it in zones (cycles
with center ¢}). Zone S, contains all the demands with 2“*1@ < d;; < 2%;. Note that
there are only logn zones ; if a demand was outside zone Sj,sp, it would pay more than
the cost of the cluster.

We will bound the cost paid by each zone: demands in zone S, will pay at most f until
a facility opens at this zone, and all subsequent demands will pay at most 3d;, to connect
to this facility (this results from the triangle inequality). This gives us expected cost of 6d,.

Finally we need to bound the cost of the points within a;. Since they are the ones

closest to the center, they are the ones bound to pay much more than their optimal cost.
This is not the case however, since they will also pay an expected f until opening a facility,
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and then all subsequent demands will pay at most 2d,,.

Summing up for all zones, we pay (logn + 1) f + 8A.
|

Note that the logn factor results essentially from the opening of a facility in each zone,
so logn facilities, and not from the assignment cost.

logn
loglogn

Lemma 5.1.3. Algorithm 6 is competitive

Pout
L]

J—1

a* mial mitlar mha’

m K3 3 3 1

Figure 5.1: Phases for the tight analysis

Proof Sketch. Let m,h be any positive integers such that m" > n and F* be the optimal
facility cost. In this case, the proof is similar to Meyerson’s with the difference that the
analysis is divided into A disjoint phases starting from h as seen on figure 5.3. The j’th
phase begins when the algorithm opens a facility F' such that: m/a} < d(F,c) < mJ +1a;k.
There is also a phase after phase 0 which never ends. All demands p such that dj < mJ a;
are inner, and all the others are outer. We will bound the cost of inner and outer demands
for a phase separately. This distinction is similar to Meyerson’s good and bad demands, ;
we will be able to charge the outer demands’ cost to their optimal assignment cost (since
there is a facility open within distance m/™la} of the center) but the inner are the ones
that can pay much more in our solution, since they pay very little in the optimal.

Outer demands: d(F,p) < d(F,c*)+d; < (m+ 1)d;, from the definition of the phases.

For the final phase, we get d(F,p) < 2(aj + d;). Therefore the total assignment cost for
outer demands is 2(m + 2)A?.
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Inner demands: since each phase stops when an inner demand opens a facility, we need
to bound the cost paid until that facility opens, which is 2f. Thus, we will pay 2(h+ 1) F™*

logn
loglogn

o . logn
we get a competitive ratio of Toglogn " u

Therefore, setting h = m =

5.1.2 A Primal Dual Algorithm for Online Facility Loca-
tion

In [6] Fotakis presented a simple O(logn) deterministic primal dual algorithm for non
uniform Online Facility Location. The setting is the same as Meyerson’s Online Facility
Location [4]; demands arrive online and we must decide whether they will be assigned to
an already open facility or open a new one on a point of the metric space. The assignment
and opening decisions are irrevocable. Although, note that in this setting, facilities can
open on any point of the metric space, while in Meyerson’s setting, facilities only open on
points of demands.

Let (M, d) be a metric space, L the set of demands seen so far, and F the current facil-
ity configuration. For each point there is a facility opening cost f,. For each point z € M,
we define its potential as p(z) = >, max{(d(F,j) — d(z,j),0}. The LP relaxation for
the problem is shown in tables 5.1 and 5.2 ; variables x.; indicate whether demand j is
connected to facility z, y. indicate whether facility z is open, and dual variables a; show
essentially how much each client pays towards the solution.

minimize Zyzfz+ Z x.;d(2, J)

zeM zeM jEL

subject to Z Ty >1 , Y,
zeM
Ty < Y, ,Vze M,j €L
$zj 207 yzZO ,V<Z,])

Table 5.1: Primal relaxation for Online Facility Location

The algorithm maintains the invariant that the potential for every point in M is less
than the cost of opening a facility at this point. If we set the dual variables a; to be
the distance of the demand from the currently open facility, this invariant is essentially
ensuring dual feasibility. So when the constraint is violated, we open a facility at the
point of the most violated constraint. This is where linear programming and duality come
in ; the notion of the "potential” of a point is a quite natural thought and we see that
it also appears as a result of a mechanical process - when deriving the dual from the primal.
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maximize ) a;

jeL
subject to Zmax{aj —d(z,7),0} < f, ,VzeM

jeL

Q4 >0 ,Vuj

Table 5.2: Dual program for Online Facility Location

The intuition behind the invariant is similar to the one for Meyerson’s probability in
the randomized Online Facility Location. When a point has high potential, it means that
many demands will benefit from opening a facility there, and they will pay towards it
(through variable a;). The potential aims to quantify exactly this amount: how much do
nearby demands want a demand in point z € M. In a sense, this says that the facility
locations converge to the optimal positions, since every demand contributes positively only
when the potential new facility is closer to it than the one it is assigned to. This means,
that many demands will cause a facility to open closer to them. The algorithm is shown
in 7.

After showing that the invariant is maintained by the algorithm in each step, Fotakis
bounds the algorithm’s assignment cost by log(n+1)F*+4(2(log n+1)+1) Asg* and the algo-
rithm’s facility cost by > .., a; which is in turn bounded by (log n+1) F*+(2log n+1) Asg*,
thus giving us the O(logn) competitive ratio. It is still an open problem to find a tight
example for this algorithm or improve the analysis to give a better than the logarithmic
competitive ratio.

5.1.3 Simple Deterministic Online Facility Location

In [7] Anagnostopoulos et al. presented a simple deterministic algorithm for uniform
online Facility Location, based on hierarchical partition of the plane, which gives O(logn)
competitive ratio. This algorithm works for both Meyerson’s setting, where facilities are
only placed on demands, and Fotakis’ setting where facilities can be placed anywhere on
the plane.

The algorithm’s idea is quite simple, and uses -in a way- the concept of the "poten-
tial” of an area, used explicitly in [3] and [6], and implicitly in Meyerson’s randomized
algorithm [4]. The algorithm starts with a quadrant of diagonal length f - an assumption
which is generalized later - which opens a facility and is partitioned into 4 smaller ones
(figure 5.2), once the cost of the demands associated with this exceeds a threshold.
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Algorithm 7: Fotakis’ Online Facility Location Primal-Dual
Data: Points set S
F«0,L<« 0, p()=0, Vie M,
while S # () do
take new point p € S;
L« LU {p};
foreach z € M do
// Update potentials
o | | plz) < p(=) + max{d(F,p) - d(z,p), 0};
7 end
// Find most violated

s | w< argmaz.en{p(z) — f(2)};
9 if p(w) > f,, then

U W N =

10 F+ FU{w},
// Calculate new potentials
11 foreach z € M do
12 | p(2) = X op max{d(F,u) — d(z,u),0}
13 end
14 end
15 assign p to nearest open facility;
16 end

More specifically, we say that the demands that arrive in a quadrant are its support,
and the total assignment cost of a quadrant @ (cost(Q))) is the assignment cost of all the
support demands. We also say that the quadrant @ is open if it has an open facility
associated with it, else it is recruiting. We define d(p, F') = ming,er d(p, f;) to be the
minimum distance of point p from the set of open facilities F.

It is easy to see that the algorithm cannot partition the plane into more than logn
levels ; in every quadrant of depth ¢ the distance of a demand in this quadrant to the
closest facility is at most f/2! (the distance to the facility of the parent quadrant, that
was partitioned in a previous step). In order for this quadrant to be partitioned, it needs
to have potential (cost of support demands) more than a2’. Therefore if all the n demands
arrive always in the same quadrant, we can have at most logn — log a levels.
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Figure 5.2: Breaking of initial square into quadrants

Algorithm 8: Simple DFL
Data: Points set S
while S # () do
take new point p;
@ + quadrant of p;
support(Q) < support(Q) U p;
cost(Q) «+ cost(Q) + d(p, F);
if cost(Q) > af then
partition(Q);
open facility at center of Q);
end
10 assign closest p to closest f;;
11 end

© N O oAk W N =

In the proof, the authors proceed to show that for each optimal facility ¢* there is
a constant number of quadrants of a certain depth, which contain demands allocated to
c¢*. In turn, the cost of these quadrants is again constant. This means, that summing
up for all levels, for each optimal facility we get a logn factor approximation. The key
observation that allows us to get the constant number of quadrants and constant cost is

that in the optimal solution, there is a facility not too far away from each quadrant.

Intuitively, we can think that we have an image that is revealed to us in steps. When
we partition a quadrant, it is like increasing the resolution of the image in this part ; since
there is much information there, we need more resolution to distinguish the details. The
threshold quantifies the amount of information that is enough to need better image quality.
The difference between this algorithm and the Primal-Dual one, that both use the notion
of potential, is that in this case the decomposition of the metric space is more restricted
in a way ; we partition a certain quadrant into certain parts and consider the potential
only in this area, while in the Primal - Dual one, the potential can cause a facility to open
anywhere.
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Algorithm 9: The partition function
Data: Quadrant @)
X < break @ into 4;
foreach new quadrant q do
support(q) < 0;
cost(q) < 0;
end
Quadrants < (Quadrants — {Q}) U X;

S Utk W N =

The restriction that the area should be enclosed in a square of diagonal length f is
easily dropped. If the region is larger, we can "cover” it with more than one square of
diagonal length f, and execute the algorithm in each one separately, depending on where
each new client arrives.

In Meyerson’s model, the only modification the algorithm needs, is that we will open
the new facility in the demand closest to the center of the quadrant instead of the center
itself. And since in the proof, the authors used only the size of the quadrant and not the
location of the facility, the algorithm is logn competitive in this setting too.

5.1.4 An Optimal Deterministic Algorithm

Fotakis in [3]| presented an optimal deterministic algorithm, that even though it achieves
the ; Olgoign approximation ratio, it is not practical in use, and has a complicated analysis.
We will briefly present the algorithm here, without getting into the details of the analysis.

The algorithm uses the set of unsatisfied demands L, to ensure that each demand will

contribute at most once to the cost of the algorithm.

The algorithm opens a facility only when the potential of a certain Ball around the newly
arrived demand exceeds the facility opening cost f, where Ball(u,r) = {u € M : d(u,v) <
r}. This idea seems familiar, since all the previous algorithms used it to some extend. The
two main differences in this case are the area which we consider in order to open a facility
(Ball(p,rp)) and the location of the new facility to open, which is chosen more carefully.
Specifically, when the condition for opening a new facility holds, we try to find the smaller
ball inside B, such that: the potential accumulated is more than half the potential of
the large ball or for every smaller ball the potential is less than half. When the facility
is opened, all the demands inside B, become satisfied, so they cannot contribute in the
opening of a facility later on.
The main result of this work is the following theorem.

logn
loglogn

Theorem 5.1.4. For x > 10 the competitive ratio of algorithm 10 is
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Algorithm 10: Optimal Deterministic OFL

Data: Points set S

x > 10;

F <« 0,L « 0;

while S # () do

take new point p;

L« LU {p};

Tp - d(F,p)/I,

B, + Ball(p,r,) N L;

Pot(By) ZuEBp d(F,u);

9 if Pot(B,) > f then

10 if d(F,w) < f then

11 Find the largest v such that:

Pot(B, N Ball(p,r,/2")) > Pot(B,)/2 and
Vu € B, Pot(B, N Ball(u,r,/2°™)) < Pot(B,)/2;

w J & UUA W N =

12 end

13 else

s | e

15 end

16 F <+ FuU{p}

17 L < L\ By;

18 end

19 assign p to nearest facility in F;
20 end

In the analysis presented in [3], Fotakis proceeds to bound the cost of one optimal
center, by dividing the area into disjoint phases according to the distance of the optimal
center and the algorithm’s facility configuration, and then using a non trivial potential
function argument. Then, dividing the optimal centers into groups -or coalitions- of cen-
ters that are closer to each other than any of the algorithm’s facility, he bounds the cost
for arbitrary many optimal centers. It is also proved that this algorithm can be generalized

. logn
to give the Toglogn

approximation for non-uniform facility location also.

All these algorithms for online Facility Location use the same implicit idea, which is
maybe more apparent in Anagnostopoulos’ et al. algorithm of section 5.1.3 ; they all try
to approach the optimal position of the facility using binary search. In Anagnostopoulos’
algorithm this is quite clear since we begin with a large quadrant, saying initially that the
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optimal is somewhere inside this, but using the potential of the sub areas, we divide each
time into 4 parts when we think we found the location with better accuracy. The potential
in each of the above algorithms, is essentially what guides us in this binary search, and
tells us how close we really are to the optimal position.

5.1.5 Online Sum Radii

Fotakis and Koutris in [19] presented one deterministic primal - dual and one simple ran-
domized algorithm for the Sum - Radii problem. In this problem, demands arrive online
and we want them to be covered by a facility, either by connecting them to an already
open one (if they lie inside its radius) or by opening a new one. The objective in this case
is to minimize the sum of radii and opening costs for each open facility.

Let (M,d) be a general metric space, and N = N U {—1}. For simplicity, we can
say that radii are 7, = 2*f by losing a factor 2 in the approximation as we will show in
proposition 5.1.5. The LP-relaxation of the problem is shown in table 5.3

n

minimize Z T (f+11) maximize Z a;
(2,k)EMXN j=1

subject to Z T > 1 Vuy subject to Z a;j < f+ry V(z,k)
(2,k):d(uy,2)<rp jrd(uj,2<ry)
Ty >0 V(z, k) a; >0 Y,

Table 5.3: Primal - Dual for the Sum-Radii problem

Lemma 5.1.5. Let C(z,r) be the clusters that the optimal solution to Sum-Radii uses.
We can use radii 2'f and lose a factor 2 from the OPT solution.

Proof. Let k = max{log(r/f),0}. For each cluster C(z,7) of the optimal solution, we
will open one of radius 2¢f. The optimal cluster pays f + r while we pay f + 2Ff. If
r<f=1Fk=0wepay 2f. If f <r we pay f + 2°87/F f = 2r. So in every case, we are
within 2 of the optimal. And since we open a cluster of radius r of f > r our solution will
be feasible. |

In the integer version of the problem, variables x,; € {0,1} indicate whether there is
a cluster of radius 7, open on point z of the metric space, whereas in the above relaxation
they indicate the extend to which the cluster is open. In the primal constraint, we require
that every demand is covered. In the dual problem, each variable a; corresponds to the
“amount” each demand u; pays towards the solution, while we require that no facility is
overpaid.
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The primal - dual algorithm is shown in 11 ; it maintains a dual feasible solution by
updating the variables a; for each new demand that arrives, opening a suitable cluster
when a dual constraint becomes tight.

More specifically, when a demand arrives, if it is already covered by a cluster C'(z, 1),
we assign it to z and set its dual variable to 0, since it did not contribute anything to the
opening of a facility.

On the other hand, if the demand is not covered, its dual variable becomes f so that
at least the constraint of the (u;, —1) cluster is tight, in order to maintain feasibility: the
demand will not be left uncovered. If more than one constraints are tight, we open a
cluster on the point z € M that we obtain the maximum radius. Intuitively we open the
largest cluster that is already paid for by the demands.

Algorithm 11: FL. Radii Primal Dual
Data: F: Set of open clusters
F« 0
foreach new demand u; do
if u; is covered by c; then
assign u; to ¢;;
aj < 0;
end
else
aj < f;
x €M : Zj:d(uj,zgrk,) aj = f+r, and Bk’ > k : Zj:d(uj,zgrk/) aj=f+ry;
10 F «— FU{C(z,3r)};
11 end

© O N O A W N =

12 end

Dual feasibility follows easily from the fact that variables a; are either 0 or f, so the
dual constraint cannot be violated before becoming tight. Additionally, every time we
open a new cluster, all subsequent demands that could increase the left-hand side of the
tight constraint will be covered, so they will have a; = 0.

Lemma 5.1.6. Algorithm FL Radii Primal_Dual is O(logn) competitive.

Proof Sketch. Initially we observe that clusters C(z, k) where k > logn cannot exist ; the
constraint will never be tight since the right hand side will be nf but the left hand side is
always < nf.

For k <logn it is easy to see that every demand wu; with a; > 0 will potentially cause at
most one cluster C(z, 3r) to open, by making C(z, ) tight (we reach a contradiction if we
assume that u; caused more clusters to become tight). Therefore since we open clusters
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C(z,3rg) when C(z,7y) is tight, the cost for each cluster is at most cost(C(z,3ry))
ZujeC(z,rk) 3a; so the total cost of our solution is 3_, ... cost((C(z,3rk)))

Z(z,rk):C(z,rk) opens Zu‘jEC(z,rk) 3CL]' < logn Z a;

IA I

Z,7'K) opens

The randomized version of this algorithm also gives a log n approximation. In this case,
for the uncovered demands the algorithm tries to open clusters of exponentially large radii
with geometrically reduced probability i.e. radii 2°f with probability 1/2. The intuition
behind this is that we want to open some large clusters, in order to cover more demands,
but not too many, for we will pay too much.

Algorithm 12: FL. Radii Rand

1 New demand u;;

if u; is covered by c; then
‘ assign u; to ¢;;

end

else

‘ With puncov = %, Vi € [logn| open facility at u; with radius 21

i\ =T L B NN V]

end

This algorithm will be one of the building blocks of the algorithm presented in the
next chapter, for our new variant. The proof of the following lemma given in [19] will be
presented in detail since we will use the main idea in the proof of the competitive ratio in
section 6.5.

Lemma 5.1.7. Algorithm FL _Radii_ Rand is O(logn) competitive.

Proof. We bound the expected cost of the algorithm until they open a facility of radius
2F+1 which will entirely cover cy.

Let 71 € N be the time when the cluster of size 28! opens and let X; be the random
variable of the cost paid by the algorithm for each new demand u;. The total cost paid by
the algorithm until time T}, is )., E[X;]. However, we cannot know the probability of a
demand arriving covered (thus paying 0) and arriving uncovered (thus paying the opening
and radius cost). In order to bound the cost, we define a random variable Y; which is the
cost paid for each demand as if they al arrive uncovered, therefore, following from this
definition: X; <Y; hence

Tw Ty
Y ElX,] <) E[] (5.1)
i=1 =1
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Note that the stopping times are different for variables Y; and X; (T, < T}), since Xj
do not always try to open a 28! cluster while for Y in each round there is a non zero
probability of opening one. This is not a problem for 5.1 since the left-hand side sum is
not increased for the times X; does not try to open a large cluster.

Recall from algorithm 7 that for each demand we try i € [logn] times with probability
% to open facility of radius 2. Therefore:

logn logn
BV =Y 5 (F472) = f+§ = fogn+2)+f(2-271"*) < f(logn+2)+2f
=0 =0

Clearly T is a stopping time since T}, € IN and depends only on the previous values
of ¥;. Also Ty ~ Go (2=*+V) thus B[T,] = 2k+!

The expected cost until time Ty is Elcost] = E[Z;Tpio Y:]. We observe that Y;s are iid
with the same mean (E[Y]) and T}, has finite expectation, so we can use Wald’s equation
to get:

Elcost] = E[Y|E[T,] < 2**1(f(logn + 2) + 2f)

Adding the cost for the large cluster, the total cost is:

cost < 28 (f(logn +2) +2f + f)+ f (5.2)

5.1.6 Incremental k - Sum Diameters

In [18] Charikar and Panigrahy also presented a constant bicriteria approximation algo-
rithm for Sum k diameters in the incremental setting. In this problem, we need to cover
points in the plane that arrive online, by opening at most k clusters/facilities with a cer-
tain radius. The objective is still to minimize the sum of radii (or equivalently the sum
of cluster diameters). The main difference that distinguishes this problem from a pure
online is that the choice of cluster center and radius is not irrevocable ; we can change
the radius of an open cluster and possibly close an opened cluster. Charikar and Pani-
grahy presented an algorithm that uses at most 4k centers with cost within 160 of optimal.

The LP formulation of the problem is shown below. For the variables we have that:

yi(r) = 1 iff there is an open center at point ¢ with radius r and each dual variable a;
corresponds to a demand point.
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minimize Z yi(r)(r + fi) maximize Z a;

1,7 j
subject to Z ylm >1 VY subject to Z a; <r+fi ,Vi,r
i,r:d(i,5)<r j:d(3,5)<r

g >0 Vi, a; >0 Vi

Table 5.4: LP formulation of the problem, ¢ € F and j € C

We define two sets that are used in the algorithm.

C: core clusters, set of currently open clusters (i.e. the solution to the problem for the
points seen so far)

W: witness set, all the points whose dual variable is a, = % in the current phase.

Additionally, a cluster C;(r) is called near tight if 3 o,y a; = 7/2+ L/k.

Algorithm 13: Charikar - Panigrahy SinglePhaseSumDiam(S, L)
Data: Points set S, Lower Bound L
1 while S # () and |[W| < 4k do
Take new point p;
if p € near tight cluster then
‘ goto 1;
end
else
W« W U {p}, ap:%Q
IncrMerge();

© 0 N S ks wWN

end

end
SinglePhaseSumDiam(C U S, 2L);

iy
=)

1

=

The algorithm tries to maintain a feasible dual solution with at most 4k points, which
automatically gives a lower bound on the primal’s value. The SinglePhaseSumDiam rep-
resents a single phase of the algorithm, which sets a lower bound for the algorithm that
translates to an upper bound for the radii values that the algorithm uses to try to cover
the points. Essentially in each phase the algorithm sets an upper bound for the radii that
the open centers can have, and tries to cover everything with at most this radius and at
most 4k centers. If this fails (which means that the 4k centers are too few and the upper
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bound on the radius too restrictive), in the next phase the radii can be larger, in order to
cover more area with less centers.

The witness set is essentially the points that "contribute” to the opening of a center or
the points where the center is opened. In each phase, there are some points that will not
be processed again later in the algorithm. Those points are of two types:

e Were covered by an open cluster on arrival (so a, = 0)
In this case, they will always be covered either by the same cluster C;(r) (which will
be passed on to the next phase through the set C and can only increase its radius)
or by another cluster C;(r’) which will fully cover C;(r). However they will never
contribute anything to “enlarging” the radius of the cluster about to cover them.

e Were not covered on arrival, but were at some point part of the witness set (a, =
L. /k) of some phase z of the algorithm
In this case, at some point they intersected with another opened cluster, which
covered them and was removed from the solution. However, since a, # 0 they will
still "help” the cluster covering them to obtain larger radius.

The function that merges the clusters:

Algorithm 14: IncrMerge()
Data: Core set C, Sol set of clusters in current solution

1 Examine new near tight clusters in decreasing order of radius;
2 Let C;(r) the currently examined cluster;
3 if C;(r)NC = () then
4 C + CUC(r);
5 Sol + Sol U C;(5r);
6 end
7 else
8 foreach Cj/(r') that C;(r) intersects do
9 if 7 > & then
// Ci(r) is already covered by Cy(r’) € Sol
10 break;
11 end
12 else
// Ci(5r) covers all sets intersecting with 7/ < §
13 C+ (CUCi(r)\ Ci(r');
14 Sol «+ (Sol U C;(5r)) \ Cy (517);
15 end
16 end
17 end
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This is a simple merge rule: just try not to have overlaps in the core set i.e. "spread
out” the centers as far as possible, to cover more area. Note that clusters C;(r) do not
have overlaps, but the clusters C;(5r) may do.

In the last two algorithms for online sum-diameters, the implicit idea we mentioned
for the online facility location algorithms is also present; both algorithms use implicitly
binary search in order to approach the optimal radius, and not the optimal position this
time. This may be more apparent in Charikar and Panigrahy’s algorithm than Fotakis and
Koutris” randomized one, since each time we double the largest possible radius a cluster
can have and try again to cover the area. In the next chapter we will see how to combine
the algorithms for the two different problems into one.

5.2 Lower Bounds

In this section, we will briefly present some important lower bounds for the above variants.

Specifically, we will prove the 101:§)gn lower bound for Online Facility location presented

in [3], and briefly present the one for Sum Radii presented in [19]

5.2.1 Online Facility Location

Theorem 5.2.1 (OFL Lower Bound). Every randomized algorithm for Online Facility

Location cannot be better than Q(lolg(_)ign)-competitive against an oblivious adversary.

Proof. We will prove this claim using Yao’s Lemma, which was described in section 3.3.2,
by defining a probability distribution on the data, and proving that every deterministic
algorithm cannot perform better than logjign. We will construct the lower bound on a
binary HST of height h, the construction of the lower bound can be seen in figure 5.3.
Let OPT be the cost paid by the optimal and ALG the cost paid by any deterministic
algorithm. We will show that OPT’s cost is at most f + hD/(m — 1) and ALG’s cost is
at least min{ f/2, Dm} for the first (h — 1) phases, and min{f, Dm} for the last phase.

Using these, and setting m = h and D = m/h we get

ALG> (h+1)f/2  (h+1)(h—-1) _ (5.3)
OPT = (2h+1)f/(h—1)  202h+1) ‘
and since the total demands are m”, we need m" < n, so setting h = bg’ﬁ)gn we get the

desired result.
Specifically, the demands arrive in the following manner: at level 0 there will be only
1 demand, and on every level i after the root, lets say we look at node u;, we will choose a
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node from wu;’s children uniformly at random, and place m? demands there. The optimal
solution will open a facility at level h, thus incurring cost at most: f + hD "5 which is
the cost of one facility and m® demands paying assignment cost in each level 0 < i < h.

As for the cost of the algorithm, we will find a lower bound in each phase, for the
demands in the subtree we will not "see again”. So, for example, if the distribution has
chosen the right child of u;, we will bound the cost for the demands arriving on the left
child’s subtree. Specifically, we fix the adversary’s choices until u;. We distinguish the
cases below:

ALG has not opened a facility in Ty, the demands in T, \ T, will either open a
facility (paying f) or pay assignment cost m*D/m‘~! = Dm, so in every case: min{f, Dm}.

ALG has opened a facility in T,,,, then with probability 1/2 there will be a facility in
Ty, \ Tu, ., so demands will pay min{f/2, Dm}.

i+1)

level O — root

D
level 1
T, leveli
level i +1
1
level h — 1

Figure 5.3: The HST used for the lower bound, gray nodes are in the T;,, , subtree,
blue are in T, \ Ty, .,

What this lower bound says essentially, is that with this distribution, in the HST we
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will either pay the lower bound as assignment or as facility cost.

5.2.2 Sum Radii

For the Sum Radii problem, Fotakis and Koutris in [19], initially present a Q(logn) lower
bound for deterministic algorithms for Sum - Radii on tree metrics, using ternary HSTs.
Then they proceed to prove a (logn) lower bound, again for deterministic algorithms on
the Euclidean plane. While this proves that the deterministic algorithm presented later in
the paper is tight, the O(loglogn) lower bound for randomized algorithms on the problem
leaves it open to improve the current log n-competitive randomized algorithm.

55



56

CHAPTER 5. ONLINE FACILITY LOCATION AND VARIANTS

56



Chapter 6

Radii Facility Location

In this thesis, we introduce a new variant which is essentially a combination of the classic
online Facility Location and the online Sum Radii problem.

In this variant, each facility opens with a radius fixed at opening time, and it can only
service demands within this radius. Each facility pays an opening cost, and a radius cost,
while each client pays its distance to the facility it is assigned. This is an online problem,
so the demands are not known from the beginning, and once a facility opens, it cannot
close or change its radius. Initially we formulate this as an integer program. The IP and
its relaxation are presented in detail in the following sections. We will see that we need to
scale the assignment cost for the problem to be meaningful, and we provided a randomized
algorithm depending on this scale factor. Finally, we studied how the competitive ratio
changes for all values of the scale factor.

One possible motivation for this problem is to think that clients arrive in an area and
want to have access both to wifi and to cable, so they need, upon arrival, to be inside the
radius of a facility. In the end, we will pay the opening cost of each facility, a radius cost,
since the larger the radius the more power we need to operate it, and a connection cost,
so that each client is also connected with a cable to the facility that covers it.

6.1 LP Formulation

Let F be the set of facilities, C' the set of Clients/Demands, f : the initial opening cost,
j € C,i € F,reR. For the radii cost, we we will use clusters of size 2 f, as in the Sum
Radii problem, and loose at most 2 in the approximation factor. This was proved for Sum
Radii in lemma 5.1.5, which is easy to see that applies also to our problem without any
changes in the proof.

Additionally, in order for the problem to have meaningful cases, we scale the assignment
cost with f3. We will see in section 6.4 that if we did not have this scale, i.e. f3 =1, the
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problem would have a trivial and optimal algorithm.
In the integer version, ylm indicates if facility ¢ is open with radius r, and z

if demand j is connected to facility ¢ within radius r.

(r)

ij indicates

minimize Z yir)(f + fr)+ Z $§;)f3d(i7j)

i,r 4,7,7

subject to xg) < yi(r) Vi, g,
fo;) > 1 V7
) >0 Vi, g
y >0 Vi

Table 6.1: Primal formulation of the problem, i € F' and j € C'

In the above primal, we want to minimize the sum of the radii cost, the facility opening
costs and the sum of the assignment costs for each client. The first condition says that a
client can be connected to a facility only if it is opened. The second one says that every
client j should be connected to at least one facility (in the fractional solution a client can
have non zero connection to more than one facility).

maximize E b;

jel

subject to b; < aﬁ;) + fad(i,3) Vi, 4, d(ig) <7

Zag)ﬁf%-fr Vi,

jeC
) >0 Vi, g
b >0 Vj

Table 6.2: Dual formulation of the problem, ¢ € F and j € C

The intuition behind the dual variables is that b; is what client j pays for its part
(r)

of the solution and a;;” is the share of client j for facility <. In the above dual, we want
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to maximize what all clients pay. The first constraint says that the cost each client pays
should not exceed it’s share for a certain facility plus it’s assignment cost. The second
one, says that no facility can be “overpaid” (we should not pay for a facility more than it
actually costs).

Note that this is a typical covering-packing primal dual since all coefficients ag), d(i,j), f+
fr are non negative.

6.2 Complementary Slackness Conditions

In this section we briefly present the primal and dual complementary slackness conditions

with the intuitive meaning of each one. These more or less are the same for these types

of primal dual problems.

° al(-;) >0= $§;) = ylmz If client j has paid for facility ¢ with radius r then either j
is connected to i, or the facility ¢ is not open (and client is not connected to it

e b >0= Z:EZ(;) = 1: every client who has paid a non zero cost towards the
2,7

solution, will be connected to a facility (contrapositive: Z xg) #1=10b; =0)

@,T

° ylm >0= Z ag) = f + fr: Every open facility is fully paid for

° :rg) >0=0b; = al(-;) +d(i,7): If j is connected to ¢ with radius r the cost he pays is

exactly the assignment cost d(i, j) plus the cost towards opening the certain facility

6.3 The Scale Factor

Let for simplicity f3 = 1/2™. We will see that for different values of M the problem
changes from Facility Location (when f3 > 1) to Sum Radii, when f3 < 1/2™ as seen in
figure 6.1. More specifically, we distinguish the cases below:

e f3 > 1: In this case, OPT will never open clusters with radius larger than f since
is will always be cheaper to open a facility on the demand than connecting it to an
open facility.

o 1> 2LM > 210%: In this case, OPT will have profit when opening larger clusters than
f, but how much larger? It is easy to see, that OPT will never open a cluster larger
than 2M+1 for the same reason as above, it will be more expensive to connect a
demand this far away rather than opening a facility.
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° % > f3: OPT will never open a cluster larger than n, even if the assignment cost is
multiplied by 1/n

Sum Radii FL
— —_—
1

s

]
T

1
Slogn 1
1
T

T NI

1 2

Figure 6.1: Chance of the problem for different values of f3

So, in every case, OPT may open a cluster at most min{2M,2°6m} therefore we only
need to try to open radii of at most min{M,logn}. This is a result of the fact that since
the radius cost is scaled as multiples of the facility cost, and the assignment cost has as a
natural upper bound the radius, the demand can have as much cost as paying for a facility
of § to open. This fact, led us to scale down the assignment cost, in order for it to not
“count” as much in the solution, to allow the OPT to open larger clusters.

6.4 The Algorithm

The algorithm, shown below, is a combination of Meyerson’s randomized algorithm, in
the case the demand is covered, and Fotakis’ and Koutris’ randomized algorithm for Sum
Radii-in the case the demand arrived uncovered. In the case of a covered demand, we
open a cluster with half the radius of the cluster that covers the demand, including in the
probability the radius cost. In the case of an uncovered demand, our only modification is
that the larger cluster we try to open - with the accordingly changed probability- is not
nf, but the larger one that could be opened by optimal, depending on f3. In the algorithm
below, we have facilities ¢; with radii r; = 2%, and clients/demands p.
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Algorithm 15: FL _Radii
Data: M

New demand p:

2 if p is covered by c; then

[uny

3 0 = min{d(i,p)|i € F};
// 2% rad of facility covering p
4 u=1u; — 1;
5 With peoy = % open facility at p (cost: 2%f + f)
6 end
7 else
// u; is not covered
8 With puncov = %, Vi € [M] open facility at p (cost: 2¢f + f)
9 end

6.5 Competitive Ratio

In this section, we will study the competitive ratio of the algorithm above. As someone
might expect, the competitive ratio changes according to M, as we will prove in theorem

6.5.1. We will see that when M > blgoign, it dominates in a way the competitive ratio,

which then becomes O(M), while when M < 1o§ign it is the 1o§ign that dominates. This
is to be expected since when M is small, f3 grows, so the assignment cost becomes more
expensive and since OPT cannot open large clusters, the problem becomes essentially
facility location in many balls of radius f. On the other hand, when M is large, it means
that the assignment cost is cheaper, so we can open larger clusters, and in the extreme
case where M > logn, we essentially have the Sum Radii problem with the O(logn)

competitive ratio.

Theorem 6.5.1. The competitive ratio of the algorithm is: maz{—2"— min{logn, M}}

loglogn’

Let ¢, be a simple cluster of radius 2¥. The optimal assignment cost in this cluster
is Asg*, and therefore its optimal cost is OPT = f 4+ 2Ff + f3Asg*. We will bound
separately the expected cost of the algorithm for demands in the cases they are uncovered
and covered the moment they arrive (lemmas 6.5.2 and 6.5.3).

Lemma 6.5.2. The expected cost of uncovered demands is E[costuncop] < 281 (f(M +

H+f)+f

Proof. We will bound the expected cost of the algorithm until they open a facility of radius
251 which will cover all ¢. The analysis is similar to [19].
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For a sequence of demands w1, ..., u,, we define X; to be the random variable equal to
the cost the uncovered demand ¢ will pay. Recall from algorithm 15 that for each demand
we try i € [M] times with probability % to open facility of radius 2°. Therefore:

M
E[X;] = Z (f + 2" Zf+——fM+2)+f( — 27 (MH) < F(M + 4)
=0

We also define T as the tlme when a facility of radius 2¥*! opens. Clearly T is

a stopping time since T € N and depends only on the previous values of X;. Also
T ~ G (2=**1) thus E[T] = 2!

The expected cost until time 7" is E[cost] = E[Z;TFZO X;]. We observe that X;s are iid
with the same mean (IE[X]) and T has finite expectation, so we can use Wald’s equation
to get:

E[cost] = E[X|E[T] < 2M1f(M + 4)
Adding the cost for the large cluster, the total cost is:
costuncos < 2N (F(M +4) + f) + f (6.1)
[

This implies that uncovered demands pay something directly proportional to the in-
verse of the scale parameter f3. In the second lemma, we will bound the cost paid by
covered demands.

Lemma 6.5.3. The covered demands’ cost is at most 18 + 1;;%

Proof. The proof of this lemma is a somewhat more complex version of Meyerson’s proof in
the case of adversarial input. Since when we consider only covered demands, the restriction
of radius does not exist, therefore our problem is essentially Facility Location with an extra
radius cost.

Let d;, be the optimal assignment cost of demand u, F), be the demand that covers u
and has radius R and § = d(F,, u) be the distance of u from F,.

We divide the optimal cluster into zones (as seen in figure 6.2). Each zone S, (a > 1)
contains all the demands u such that 2071 f < d < 29f. Zone Sy contains demands that
0<d; < f. We will bound the expected cost paid by demands in each zone. Since each
demand opens a facility with probability % the expected cost paid is:

R; .
Elcost of u] = R/2f+f (2Jf+f)+(1—%)5§26

Let a demand u € S, and is covered by facility F;, € S with radius R. We will bound
the cost of each zone, until a facility opens in this zone that covers it. After that, the
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iy i ’ s

Figure 6.2: Proof for covered demands

cost will be within constant of Asg*. We distinguish the following cases according to the
facility’s zone’s position:

o b<a+2 (typel)
In this case, the facility is either in a previous zone or at most 2 zones after the zone
of the demand. If the facility’s zone is one of the next 2 zones, it is not guaranteed
that if a demand opens a facility, its radius will be large enough to cover zone S,.
Since d(Fy,cp) < 2072f = 8.2971f = 8d*, from the triangle inequality we get:
d(Fu,u) < dj, + d(Fy, cx) < 9d5,.

Therefore, the expected cost paid is bounded by 26 < 18d}, and summing up for all
zones, we get E[cost type 1] < 18 Asg*

o a+2<b(type 2)
In this case, we get that § > 2012 — 2% = 3.2 > 2¢F1 Tyt since the facility covers
the demand: R > §. Therefore if one of these demands opens a facility, the de-
mand’s zone (and all the previous zones) will be covered.

The intuition for this part of the proof is that we cannot pay the optimal cluster
(2% f + f) too many times, since from the way the algorithm works, the facilities will
open every time closer to the center and with half the radius than before. This is
true for all but the closest zone to ¢j (where the radii do not reduce in cost) which
will be considered separately.
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Let F, be the closest facility to the center. The expected cost paid by demands
covered by F, to open a facility (of radius R/2) is R/2f + f, so in total 2(R/2f + f)
after the facility opens. This facility will open closer to the optimal center (since
we care about demands between ¢ and Fy,). We distinguish in two cases based on
whether F), covers all previous zones or not. We will see that these two cases are
not very different in the end.

— R > 2% (demands of zone S, are covered all by F,)
In this case, since this is the closest facility to ¢, all demands of previous zones
are connected to this, and will pay E[cost] = 2(R/2f + f) towards opening a
facility of radius R/2, which will open in a zone closer to the center than F,.

Therefore, after the algorithm opens a facility in a zone that covers all the
smaller ones, the new facilities will open always closer to the center and with
half the radius. Summing up in this expected cost in each zone, in the worst
case we will get: Zf:o 2(2f + f) <2 Z?:o 2itlf —g.okf

— R < 2" (the demands of the zone S, are covered by facilities other than F,)
This case is in fact similar to the previous one since only the radius of the
facility covering the demands matters for the cost, and not the position of the
facility.

More specifically, since all facilities are more than 2 zones away, every new
facility will cover previous zones, so we will pay at most the expected cost for
the largest one that covers the demands, to open a new one. After this opens,
we are within optimal as shown in case a +2 < b

So Elcost type 2] < 8-2F f

The above analysis does not hold for the Sy where the algorithm reduces to Meyerson’s
online Facility Location ([4]) with facility cost 2f. This algorithm was shown in [5] to be

asymptotically optimal, therefore the competitive ratio is Iolg‘?ﬁ) gn.

We proved that totally, the cost of the covered demands is within 18 4 % of the
optimal cost.

|
Now we will prove the main theorem.

Proof of theorem 6.5.1. Since we allow the opening of clusters inside larger clusters, it is
possible that the optimal cluster will have other smaller clusters inside it. We say that a
cluster is simple, if it has no other clusters inside it.
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Using Lemmas 6.5.2 and 6.5.3 we bound the optimal cost for any simple cluster by
max{M, 102)1%;”}, since the M factor comes from uncovered demands, and the log)lgo gn fac-
tor from the covered. Therefore, in a larger cluster we bound the cost considering only
the demands assigned to the large. The cost of the demands in the smaller ones, will have

been charged to the optimal cost for the smaller ones.

We should be careful though, since the competitive ratio cannot be more than logn.
This is easily seen from lemma 6.5.2 ; if M > logn, the assignment cost count so little,
that it can always be charged to the facility opening cost, so our problem degenerated to
the Sum Radii problem with essentially the same algorithm as [19]. |

Observe that in the case we are closer to Facility Location, the algorithm is tight: we

achieve the log)i gn lower bound. On the other side however, when the problem is closer to

the Sum Radii one, we do not know whether it gives the best possible competitive ratio.
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Chapter 7

Open Problems, Future Work

Continuing the work on this variant, it would be interesting to study the problem in the
case where each potential facility has a different opening cost f;, namely the non uniform
facility costs variant. In this case, the scale factor f3 would not be necessary, since the
assignment, radius and opening cost would not be of the same order, which was causing
the limitations in the optimal in our case with f3 = 1.

Additionally, it is worth mentioning that another, slightly better motivated, variant is
when we allow clients to connect to facilities outside their radius, and pay the connection
cost, while the clients inside the facilities would pay nothing. We can think of the demands
as clients who want internet access, but have no restriction as to what type of access they
will be provided with (cable or wireless). In this case however, we run into the same
problem as before: since the opening, assignment and radius costs will be of the same
order, we will need a scale factor for the assignment cost, in order for the problem to be
non trivial. It seems that generally in the variants where we impose both a connection
and a radius cost, we will always run into the same problem.

Another interesting direction would be to resolve the open question of [19], namely
close the gap of the Sum Radii algorithm (logn) and the lower bound of loglogn for
randomized algorithms, which will also prove whether our algorithm is optimal or not, in
the case we are closer to the Sum Radii problem.

An interesting direction, though quite different from the online setting we discussed
before, would be to assume a distribution on the input data instead of trying to find the
worst case one. In some problems, the input indeed is drawn from a distribution, so this
is sometimes a setting closer to the real world than the worst case one.

Finally, since it is clear that Facility Location and its variants have numerous appli-
cations, an interesting direction would be to consider some of the other offline Facility
Location variants, like capacitated or fault tolerant Facility Location in the online or
incremental settings.
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