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ITepixndm

Y1 olyypeovn emoxh, To xowvwvixd dixtuo Ttailouv évay ToND oNUavTiXd pOXNO 6Ny Xabnuepvi
uog Cwh. Ou dvBpwmol CUUHETEYOUV OE BLAPORETIXE XOVOVIXA BixTua yiot Vo eviuepwdoly, vor avto-
N&&ouv anoPelg HE TOUG AANOUS XAl VAL Y VWO TOTOWo0LY TI¢ oxéPelg Toug. O xovwvixég emoTHUES,
OTWS 1N XOWWVIONOY(OL X TOL OLXOVOULXE, HENETOVV and TavTa T oyéoelc PETAL) Twv avlpdrwy
xan €youv Tpoonafrioel Vo eEENYooLY TS ToL UENT] OIS OUADOS DLaop@®VOLY TIG amoelC Toug yLo
xdmowo {htnua. To yeyovog 6Tl Tol xovwvixd dixtuo Ueyardvouy e Toybtotoug puluois éxel og
ATOTENEGUO Ol OANTAETULORAOELS UETOEY TOV ENOTWV Vo TONNAmAAcdovTon xat Vo yivovTal o mo-
Aomhoxec. ¢ ex to0ToU, dNUoLEYNONXE N AVEYXN VO LOVTENOTIOLCOUUE Ue pobnuatixd tpémo TNy
avToANay ) amdPewy xou var avaADGOUUE Tol Buvoxd Lo THUOTA Tou Teox\TTouy. Evilagpepoudote
xuplng var udhouue oy oL IANANAETUBRACELS QUTEG UTOEOUY Vol 001 Y )OOUV TO GUCTNUO OE XAUTAGC TUCT)
tooppotiag xou TG0 Yeryopa cuufalvel auTO, O TEQITTWOT TOU EMTUYYAVETOL. 2E AUTH T1) DITAWUO-
Tt epyaoia, Eexwvdue noapouoidlovtag 800 and To IO CNUAVTIXG LOVTENA Bladppuong drodng xou
oUyyeova gpeuvnTixd anoteréopata Tou Poacilovton oe autd o povtéla. Muveyilouye, delyvovtog
TS UTOPOUUE VAL XPNOWOTOCOUNE TEXVIXES antd TNV xuUpTY BeEXTIOTOTOMOY WG TE VoL AVINOGOUUE
O VO XUTUVOTICOUUE XONUTERA T1) DUVOULXT] UTOV TV HovTENwY. TTio cuyxexpiéva, Ba npoonadr-
COUUE Vo LVOEGOLUE TOV aNYOptluo gradient descent, tnv online xuptr BetioTonolon xabng xa ™
otoyacTxt Betiotonolnon e to wovtélo Friedkin-Johnsen. Téhog, Oa eiodryoupe éva mbavotind

wovtého Baciopévo oto FJ xou Ba e€etdooupe tic ouvlrxeg alyxhiong tou.

AgZeig-xhedid: Avvaunr Awopodppoon Arnodng, Kupth Behtiotononon, Ytoyactiny Bextioto-
noinomn, Kowvwvixd Abxtua, ANyopBuxr Oswplio Howyviov



Abstract

In today's world, social networks play a major role in our everyday lives. People participate in
different social networks in order to get informed, exchange opinions with others and externalize
their thoughts. Social sciences, such as sociology and economics, have long been studying the
relationships between individuals and have tried to explain how groups of people form their
opinions. As social networks grow rapidly, such interactions proliferate and become much more
complex. This created the need to formulate mathematically the exchange of opinions and analyze
the dynamics of these systems. We are mainly interested in finding whether an equilibrium can be
reached as a result of such interactions and if the latter holds, how fast this happens. In this thesis,
we start by presenting two of the most influential opinion formation models and contemporary
research based on them. We continue by showing how convex optimization techniques can help
us gain insight into the analysis of opinion formation models. More specifically, we link gradient
descent, online convex optimization and stochastic optimization mainly with the F.J model. Finally,

we introduce a randomized variant of the FJ model and examine its convergence properties.

Keywords: Opinion Dynamics, Convex Optimization, Stochastic Optimization, Social Networks,

Algorithmic Game Theory

i



Euyaploticsg

Yt Sdpxeta auTtAc TS StTALPATIXAC €l TNV TUYN VO CUVERYUO T PE OV0O eEAUEPETIXOUC av-
Dpwnoug. Ou Rdea, apyixd, Vo euxaploTHow Tov emBAEROVTA XNy NTY Hov, x0po PwTtdxn, yia TNy
%0001y N0Y| TOL o TIG TONDTIIES GUUBOUNES TOU TGO EVTOE OGO X0 EXTOC TOV TAUGIWY TNS BIMA®-
wotixhc. H petabotixotntd tou xou o tpdmog mou avtipetonilel Toug @ortntég Tov xafiotody npdTuTo
dooxdhou. Oa ko enlong vo euyopicThon Bepud Tov uTodhpLo BLBdxTOPA N TEUTH LXOUNIXN Yid
v auéplotn Bonbeid Tou, TNy npoondbeld Tou GTo Vo xatavorion eig Bdboc Tic Evvoleg Tou pENETNON

xan TNV Teobuuia TOU Vo amaVTdEL TAVTO O TIC EPOTATELS HOU.

Me v mapovoa epyaocio, x\etvel évag onuavtinos x0xrog e Lwng wou xar avolyel évag Véoq.
Ye autd To onueio, 0PeN® €Va UEYANO EUYVPICTE GTOUG YOVEIC UOU Yia TNV UTOCTAHEIEN TOU Uou
€0e1€0v O ONEC HOU TIC AMOPAOELS XOUL YLOL TIG OEYES X0 TNV oY Emn YLoL TN Y VEOT] TOU OU EUPUCTICOY
and pxen Mo, BePaing, suyaptotd Oepud toug avlpwroug tou epyaoctneiov MOIL. Ilepvivtog
ATENEWTES DPES GTO XWPEO AUTO, HTAV O NOYOS TOU 1) XAONUEQWVOTNTS oL YIVOTAY THO EVOLAPEQOVTA
XOU ATOTENECAY EVAL CNUAVTIXG CTHELYUO TOUG TENELTALOUS UHVES. 'Eval ueydho euyaplotey ogelhw ol
0 T0UC PINOUC UOU, TIOL WS avamdoToTo xouudtt e Log pou utheay wall wou oTo edxoNa Xou oTa
duoxora. Télog, euyaploted dhoug autolg toug avlpwnoug mou febav otn Lwh pou xau éuevay Y

€puyay, yewllovtag autd Tor €L QoLTTIXG (EOVIA HE oA TES EUTELRLES.
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0 Extetopevn eAAnvixr nepidndn

To Sbixtuo, iowe N onuavtxdtepn epedpean tou 200u ouwva, pall ue TNV Loy UeT Tapousia Twv
XOWOVIXOV PEowY o TNy xafnuepvr poc Lwrj, odrynoay oe €vav VEo BlacLVOESEUEVO xOGHO. Lruepa,
oL &vBpTOL UTOPOUY VOl ETULXOVWVOUY XAl VO AVTUANACGOLY TANROPORIES YRTYOPA GE ONO TOV XOGUO.
Auté éyel o anotéreopa T dnulovpyio TEpdo TIwY Xat cUVOETOVY XOWWVIXGOY BixTOOVY Tou cuveylouy
va avamtiocovton parydaio. Adyw auTAC TN EMAVAC TATIXAG ETOYAC, 1) TANEOPOELXY| €XEL ETiONG Y VO-
ploet yio tepdotior avamTuE T xortd TN SLdipxela Twv TeEAeUTAlwV dexaeTidv. Metadl tov {ntnudtoy mou
o topéog poc mpootolel vo avTipeTwTioEL, lvon enione N AVIAUCT TV TTUXOV oUTGOY TV dixTOwY,
1600 and Bewpentind 600 xau and mpaxtixh oxomd. Eva and autd ta vronedia e€etdlel Tov tpdHTO
mo oL xEHoTEC OE Vol XOWLVIXO BiXTUO aVTAANALOLY amoOPEl XaL TS BLPOPPWVOLY T1) CUUTEEL-
(popd TOUC OYETIXA UE optopéva Béuata, otav ennpedlovton and dAhoug. To medio autd ovopdotnxe
Opinion Dynamics xou €xel ueretndel Sie€oduxd to teNeutalar xpovia. Puoixd, ol emoTAUOVES €x oLV
TpooTafYoEL anO XAWUPO VO XATAVOHGOLY TS OL AvBpmToL IANNNAETLOEOUY UETAl TOUG XaL TS TO

XOWWIXO TEpLBAANOV emneedlel TN Bloaudp@wan TwV andPemdy Toug.

WU OXNOYOL, XOWWVIONOYOL, TONTIXO! ETLCTAUOVES XAl OLXOVOUONOYOL €XOUV GUUUETIOXEL €D
xan xoupd o auTh TN yeauur épeuvac. Epwtrioeig 6nwg to T elvon yeveTixnd mpoxafoplouévo xou mig
TO XOWOVIXOO0WOVOUIXO TERBAANOV eneedlel TNV avdnTuln TwV avlp®OToV, TME 1 CUANOYLXY copla
Aettoupyel xou e oL dvBpwrol arogacilouy yia To L va Yngicouy, vl va Totobetnboly o To ToATIxd
(PACHOL X0 VoL EXPEACOUY TN YVOUT| TOUG Yial Bldpopa ToAtTixd {nthuata, €yxouv otabel otov muprva
TV Tpoavapepbéviov emotnuov. H avdyxn vo xatavorfoouue xaXdTepa xaL omd UL OLapOpETIXT
onTixY| Ywvia TS oL AvBpeToL AVTAANACGOUY Y VOUES X0t ENNEEALOLY TOUG BANOUC xou Tt cufalvel 1
0Ll uoT NS TANEOYOElUG OE UEYINa GUVIET XOWVOVIXA BIXTUN, OBHYNOE G TATIC TIXOUE, HabnuaTixolg
X0l ETUO THUOVES TANEOPORXNG Vo TeooTafNaeL var GUNNEBOUY T1 GUUTIERLPORE TWY TEAXTOPWY HECW
padnuaTixedy poviéov. To npdto onuavtid poviého, dnpootelfnxe and tov Auepixavéd 6 ToTio Tixod
Morris H. DeGroot to 1974. To xowwvixé dixtuo poviehomoweiton g éva yedgnua G(V, E) xou
oLUPOVA UE EVAY ATAG XoVOVL AVAVEWCTS TOV AmOPewy, wa opdda avlpdrwy umopel vor cuyxAivel

oty Bl dmodmn oxeTnd e éva ouyxexpyévo Béua.

Tao amoteNéoUATE TOU AMOTENECAUY TNV ATOEY N UG TOND YOVWUNG YRUUUNG €PELVAC Xou OHUEQX
€YOUUE GTNY XATOYY KOG XUNDS Oplopéva pabnuotixd mhaiowa pe evdilagépovoes widotntee. To yo-
viého tou DeGroot elvon ex@pactind, aANd TOAD amhd ot 0 xVplog GTOX0SG Elval Vo OYEDICOUUE
véa o oOvlheTor povtéla, To omolo Blatneoly TIC wpaleg WLOTNTES Xl TEOCHUOLALOUY XANUTERO TN
CUUTERLPORE. TV TEUXTOpwY TNV Teayuatxotnta. H {owe mo eviiagpépouoa yevixeuon tou Yovté-
Aou DeGroot npof\be and tn cuvepyasia Tou xowwviordyou Noah Friedkin xow tou padnuatixod
Eugene Johnsen. To dpbpo autéd dnuocietdnxe to 1990 xou and té1e TONNY €peuva, TG0 BewenTinnig

000 xou TELRUUITIXAC PUoEWS, €xel mapaydel ye to wovtého FJ wg Paouh wéa tou. Mepud amd

vi



oUTA ToL HOVTENA TEOXELTAL Vo HEAETNHOUY BLlegodixd apydTEQO OE AUTAY TNV SLTAWUITLIXY EpyaaiaL.
Oo 0VOUICOUYE QUTA TO HOVTEND YRAUUUIXE, NOYW TNG HOPPAC TWV XAVOVOY OVUVEWOTC X0 TOU YE-
YOVOTOC OTL YENOWOTOOUUE epyaNeia amd TN yeouuxy) INYEBpa,Tic oToYaoTIXéS Blepyaalieg xat T
Dewpla YpapnudTOV Yot THY AvENLGT TOV WBOTATOY GUYXNONE AUTOY TOV WOVTEA®V. 20T600, auTd

o LovTEND LUTOBETOUY 6TL TO UTOBOCKWY xOWVWVIXO BixTUO BEV OANALEL HE TNV THEOBO TOu YEOVOUL.

Qalveton Mo x0VTd 0TV TparyUaTXOTNTA Vo utoBécoupe 6Tl ou dvBpwmol propel va apyloouv
VoL Ao Bvouy uddn TN YVOUN TV VEQV TROXTORMYV, VoL CTOHATACOUY TNV AVTOANXYY) AndPeny e
GANOUC 1) Vo aANGEouY To Boabud eUTIoTOCUYNC TEOG OPLOUEVOUS OO TOUS YEITOVES TOUG GE €VOL XOL-
Voo dixtuo. Q¢ ex To0Tou, avamTOyOnxe Wior SIANT YeouuY| EEUVIS, OTIOU OL YVOUES TWV TEAXTOPWY
XL TOV VTOXEPEVOY SIXTO0V cuveeNicoovTal. Le auTh TNV xatnyoplo, To IO YVOO T LOVTENA lvol
1o Hegselmann-Krause, to omolo eivon vtetepuviotind xou to Deffuant-Weisbuch povténo, to onolo
elvon TuyonoxEoTixd. AuTd Tol LOVTEND UTOREL VoL €Y 0UY PEYONDTERO EVOLAPEROV, OANS TO EEENLOGOUEVO
BUVUXO BixTLO XABLOTA TNV avdALGT Toug TOND BUGXONT. Anoutodvton ELlIXd BLUPOPETIXES TEYVIXES,
OTWS 1 1A TNE S-EVERYELNS EVOSC TONUTIPOXTOPXOU GUC TAUATOC. AXNES £pELYNTIXES BOUNELES AVaND-
ouv autéc TG mpoavapepbeioeg Bladixaoieg oxNUATIONOV YVOUNG and Wia Ttouyviobewpntixy oxomd:
Yyedidloupe éva maiyvio oto omolo ol nalytec mallouy eYmIoTiXd xan TeooTafolV Vo ENALO TOTOLT
COUV TN CUVORETHOT X065 ToUS Toug . Iapaxivnuévol and to yeyovdg 6Tl ol dvlpwrol oe uia xovwvia
omdvia pOdvouy oe cuppevio Yo €va Béua, TeooTadoly Vo TOGOTIXOTOLACOLY TO XOGTOS dLaPVIG
TOU TEOXUTTEL XAk VAL AVOAUGOLY TNV xowwvixy| éxPaon tétoiwy mouyviwy. Téxog, n daudepwon
drodne émou oL yvapes eivon 0 ¥ 1 (auth elvon 1 tepintwon, vl napdderypo, oty Yngogopia) €xe
ueketnfel xou Bayesian mpooeyyioeic otny xowovixr uddnon éxouv eetaotel. Xe xdbe nepintwon,
TO XOWVWVIXE XL Olxovouixd dixtua €xouv yivel uépog tne xaldnuepvic wog Cwhig xou 1 xotavonoT

TV TTUXOV Toug amoTeNel Yellov YEANUO TNG EMO TNUOVIXASC XOWVOTNTOG.

Ye auth ) Simhouotixy, dev medxeitan vo enextofolue TEpAUTEP® G T GUVEEENXTIXG UOVTENX
dlaoppeaNg drmodng, oANE mpdxettan var emxeVTewoluE avT' auTo) GE YEUUULXA LOVTEND, TTOU GUV-
ocovton oTeVd ue to povténo FJ. IToxNd Biaopetind uabnuoatind epyorela €xouv yenotuoroindel yia
TNV AVAAUOT) TETOLWY BUVOUIXOY CUCTNUATOY. Mio and tig mpoondleiéc yog Ba elvar vo cuoyeticouue
TN Suvaxr StudEPwoT drodng pe TNV xuETH PeXTic ToTomoT xou Vo Seloupe OTL akydeLBuoL xou LoEeg
an6 Ty xupeTY PerTticTonolnon uropolv va pag Bondhocouv va anoxticouue wia fabditepn xatavornon
OGOV APOEE TO TS 1) SUVUULXT] TWV EV AOY® CUCTNUATOY eEENICOETAL UE TNV TEEOBO TOU XEOVOL oL
TS xou xdTw and moieg cuvbrixec unopel va emteuyBel olyxlion oe xdmowo civoro anddenv. Io
TOPAOELY UL, 1) EVoUdTomon TN d€ac Tou anyopibuou gradient descent(ov xou and diopopetinf oxo-
Td) €xel ROM yiver oTov xN&Bo Tou market theory. Xuunepoaopotid, ot yvootol alybptbuol xupThc
Bertiotomoinong xabng xou o anoteNécpata TG oToXAoTIXNC PENTIoTOTOIMGONE UToRPOUY Vo yivouy
éva TOND ypriowo epyaeio, T6c0 o1n Bewplo 660 xou oty meddn. H dX\An npoondbeid pag, av xou

cuVdEeToL dUESO UE TNV TEOTYOUUEVY, Ba elvan vor e€eTdoouue povTéNa Blaudppwang dnodng ue uepixy

vil



Taneogopia xou TuxoudtnTa. To xivnteo yio pio tétota xatelBuvon épeuvag Tydlet and o yeyovoqg
OTL ToL XOWOVIXE dixTua YivovTar oXNogva xon heyoUtepa. §2¢ ex touTou, évag yerotne mbavotuta
Ba avtoAdEer mAnpogopleg oxeTixd pe €va Béua Ye éva UTOGUVONO TNS XOWWVIXAS YELTOVIAS TOU,
dedouévou GTL TO VoL pOTAGEL ONOUE TOUS YEITOVES Toug €xel LYNNG UTONOYLOTIXG XOGTOC Xa efva un
PEANIC TIXO. LTOY0C Hog Vol Vo OYEDIACOVUE TEOTOXONNA UE TEQLOPLOUEVT] AVTONNY Y| TAT|PO(POEI0G,
o omola €xouV Wat ETOLUNTY AVOUEVOUEVT] CUUTEQLPORE Xl TWV OTOlWY 1) TaLTNTA CUYXNONS O
éva 6Tallepd ohvoNo amddemy Bev elvar TOND YELROTERY OE GUYXELOT] UE TO LOOOUVOHO VIETEQUVIC TLXO
novtélo. Luvenng, Ba eoTidoouue eniong o TUXUOXEATIXG TEWTOXONNY, Bo To BLATUTCOLUE WG

ooy Txd npofifuata PerticTonomong xou 0o avadlGOUUE TIC IBLOTNTES CUYXALIOTS TOUG.

MovTtéla Altapndppnong Anodng xat oL LdLoTNTES SLYXACNHS

TOoLC

e aUTO TO HEPINALO, TEOXELTAL VO TOPOVUCLACOUUE UEQPLXE CNUAVTIXG LOVTEN OLUUORPWOT dmo-

PNg, and TANUOTERT ONUAVTIXT AANS Xa G0y YEOVY EPEUVAL.

To woviélo touv DeGroot

To xowvwvixd dixtuo avtitpoconneveton and éva xatevbuvduevo yedgnua e Baen G(V, E), xatd
10 onolo xdbe xéuPoc aviimpocwreel Evay TalXTH GTO XoWeWxd BixTuo xa To Bdpog w;; xdbe
OXUAC OTO YRAPNUO AVTITEOCKOTEVEL TNV EUTIGTOCOVN TIOLU 0 XOUPoc @ €xel yio Tov j. Mnogel eniong
var untdeyouv self loops w;; oto yedynua tou aviinpocwnnevouvy o Bobud niotng Tou xdbe xo6ufou

oV dnodr tou. Xoplc anmdhe g yevixémtag fewpodue 6t Vi e Vi Y° w;; = 1. Katopyde,
(i.j)eE
OXoL ot xopPot €xouv wia apyxh drodn mou dnhdveta and to didvuoua (0) xou 0 xavévas avavEwong

oe xdbe ypovixd Puc modpver T wopph z(t + 1) = T - x(t), 6mou T elvar o mivoxag avavéong tou

novtélou. O mivaxog T' meptéyer ta Bdion tov axuodv tou yeaghuatog pas G(V, E) o opileton we:

Wij if (Z,j) ek

Ti; =
0 ()€

Enuewdote €6 OTL TO ypdgnua utopel elte var eivar xoateubuvouevo elte un xatevbuvouevo to

omolo 0d1yel o€ Wial ACUUUETET XOU ULO CUUUETEXT €XD0CT TOU UOVTENOU avTioTOUY L.
Theorem 0.1. To povtéro tou DeGroot e n mpdxtopeg ouyx\ivel 610 HovadIx6 GTUElo LlooppoTiag

¥ = lim z(t) = tlggo T'z(0) (1)

t—00
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e xdbe apyxd Sidvuopa anddewv x(0) € [0,1]™ av xou pévo av 1 alvoido Markov pe mivaxo

uetdBaone 1" etvon un vaofifdoyun xou ameptoduen.

To povtélo Friedkin-Johnsen

H Supopd ato yovtého FJ elvan 611 xdbe mpdntopoac éxel enlong uia mpocomixn drodm s;, 1 onola
oplletar Ny apy e Sadixaciag, Tapauével oTabept] xar CUPUETEYEL YE xdmoto Bdpog GToV Xxavova
avavéwong Tou xdle mpdxtopa. Eivonw guowd va utobécouue OTL auTH 1 ECOTEELXY YVWUY UTHEYEL

otay ot gvbpwmol avToANdocouy andelc oyeTixd Ye €va cuyXeXpWEVo Béua.

O xavévag avavénong Aopfdver thpa TV axdXoudn wopen:

CCi(t + 1) = ZjGNi U}ij:l/‘j(t) —+ W;; S;
JFi
Mnopolue enione va yeddouue tTny mopandve e&icwor ye mivoxeg:

t—1
z(t) = A's+ )  A"Bs (2)

n=0

Yy nepintoon Tov eniuovey TeoxTopmY, ATUTOUUE TOUNAYIC TOV €vag TedxTopas Vo divel Bdpog
OTNY TPOCKOTXY TOU AUETAPANTY drodr, étol dote o mivoxag B vo uny eivon ndke 0. Tote, undpyet
onuelo LWooppoTiag Yot To UG TN

o0
(00) = lim 2(t) = Y  A"Bs= (I — A)"'Bs (3)

t—o0
n=0

Lemma 0.2. H tayOtnta ocbyxiong otny teplntoon auty| elval YEOUETELXY), CUUPOVA UE T UEYO-
AOtepT WioTr Tou Tivaxa A.
le®)llx < (Aa)"[le(0)]] (4)

Mio VIETEQUIVIO TIXY] TARAANAY Y] UE TALOXNUEVT] TANPOYOpRlx

Ye authv TNV neplntwor, ol dvlpwrol Ao Pdvouv unddn TI¢ €pELVES XL TIC ONUOCXOTHOELS, OL
OTIOLEC ATOTUTIIVOUY GUVONIXE TNV Gmodn TNS Xomviag xou EVOEYETAL VoL ETNEEACOUY GNUOVTIX TN
dloudppwon g teNxnig drodmne. Koatd ouvénela, elvon Noyixd va ewoaybel évag 6pog mou meprypdpet
TNV EMPEOT| TTOU EXEL 1) Y VOUTN TNG XOVWVIOC, TEE o TG UEUOVOUEVES Y VWUES TWV TRUXTOPWY XAl VoL
nocotxonoinbel enlong auth 1 emippor|. Xwpelc var UTOLUE OE AETTOUEQRELES GYETIXG UE TOUC THVAXES,

0 XAVOVIG AVAVEWOTG YEAPETU WG:

(t) = Az(t — 1) + Ba(Tp) + C's (5)
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Theorem 0.3 (X0yx\ion pe napwynuévn tanpogopia). Optlouye uio Sidpxela L yio x8fe emoyf xou
unobétoupe OTL aTNy apyn xdBe enoy e 1 wéom dmodm TN xowmViag ovory YEXNETAL GTOUC TEAXTORES.

To yovtéNo poc meptypdpeton and tov xavéve avavéwons x(t) = Axz(t — 1) + Bz(Tp) + Cs xo

1 n
unofétoupe ot [[A]|, <1 — —oxe | Bl < o Téte yia w80 C, xd0e § € [0,1]" xou e > 0
TO TOEATEVGD LOVTENO CUYXAIVEL varepsilon-xovid oto povadixd onueio wopponiac z* = (I — (A +

n?[Cllo
1 leo

B))71Cs yetd ané O | n?l ETOYEC.

Kupt? BeXtiotonoinon xou povteEla dtapnodppuwong anodng

Ye autd To xe@droo, Bo BENaUE Vo yeQupcouue Toug ayopLldpous BeXtioTomolnong xou T
duvoxr dloodewo drodne. Ot emavornmtixés Sladxacieg Towv alyoplbuwy Beltiotonoinong mou
TpoxeLTal Vo Teply pdoupe, Bo utopolioay eniong Vo EQUpUOCTOUY G T LOVTENX BLUUORPWONS Y VOUNG
%o VoL Yivouv €val Loy ued ERYUNEID GTNY AVAAUGCT] TETOLWY BUVOULXWY CUCTNUATWY. Ou Eextvicouue
ue tov gradient descent, otn cuvéxeia ye online xupth Bektiotonoimon xo, Téhog, Bo Solue e Ha
UTOPOUCOUE VoL DUVELC TOUUE LOEES amd T1) 0 TOXACTIXY BENTIOTOTOIMNOT], TEOXEWWEVOU VO OYEOLACOUUE

VEA TUYALOXEATIXA TROTOXONN X0 VO AVAADCOUUE TIC WOLOTNTEG CUYXAIGHS TOUG.

To wovielo FJ xauw o a\yoeBuog Gradient Descent

Mnogolye va ypddouue Tov xavova avavénons tou poviéhou FJ wg wa gradient descent Siadi-

xoolo Téve o€ wa ouvdptnon f(z). Av oploouye T ouvdptnon f(z) = ||z — A -z — B - s||3 xou tov
1
v I' = (VQf(JL't))f1 = 5([ — A7, tote:

ot =27t T - Vf(ah)

I—A)!
=zt - (2) 2((I —A)z""! — Bs) (I — A)
=zl — (I - Az 4+ Bs
= Az ' + Bs

Y toyac Tixn BelTioTOoTOINOY

Fevixd, o pébodol otoxaotinrc BetioTonolnong enowonowiy Tov axd oubo xavova avavéw-

one:



v argmin {glly — @l + (Vi) + ()}
yeR

6Tou:

o 1) €wvou To PAUC TOU XAVOUUE

o Vj elvon éva tuyaio ddvuoua, to ornolo ixavorowel E [Vk} = Vf(xg) xou amotelel évov ope-

POANTTO exTNTY Tou gradient.

ITio Tuxd, umopovue vo modue 6Tl wog divetan mpdoPact oe €va noisy oracle mou opilovue wg

O(ax) = Vi s.t. E [%] — Vf(z), E [H%km <

‘Eva Tp®TOX0AN0 UE TEPLOPLOUEVTY] aAvTONAAYY] TANeopopiag To xivntpo yio
TO JOVTENO TIOU TEOXELTAL VO TOPOUCLACOUUE, Efvol OTL 0 Ta XOVwVIxd 6ixTua elval TON) OTAvVIO Yo
EVaY TEAXTOPA VoL PWTHOEL ONOUG TOUG YELTOVES TOU, TEOXEWWEVOU VoL EVIUERGOEL T1) YvwuTn tou. To
novtého FJ umobéter otL o xphotec emxovwvoly ue dGXoug Toug YelTovég Toug ot xdle Prua xou

Ao fdvouy unddn éva otabuiouévo Yéco dpo TV andPEny AUTEOV.

AowPdvovtae vddm éva yedgnua G(V, ), to Sidvuoua Tov apxdy anddeny vecs xou évay 6po
gamma(t)in(0,1), o xavovac avavénone NopPdver Ty axdloubrn popeh, n onolo avapéper 6TL N
YVOUN EVOC TEAXTOpA 0TO €NOUEVO Briua efvon €vag xupTdS GUVBLACUOS TNG TEOTYOUUEVNS Y VOUNG

TOU XL TNS YVOUNG Tou éxave sampling xatd T Sudpxelo autod Tou yVpou:

i(t) = y(O)zi(t = 1) + (1 = y(8))ri(t) (6)

omou 7i(t) elvon to Tuyaio pag delypa and xdmolo yeltova, To omoio to Tpafdue pe mHaVOTHTA

’LUij:
Ti(t):{ zi(t—1), ifj#i
Si, if j =i

t—1
Theorem 0.4. Acdopévou evidg un xateubuvéuevou ypaghuatoc G(V, E) emhéyouue y(t) = —

xou optlouye o ddvuoua andotaone ano 1o onuelo wopponiog e(t) = y(t) — z* . Tote wybel 6Tt

Jim |BZ(1)] — 2*|, = 0.

x1



YtoyxacTixy PelticTonoinorn xau to povtélo FJ

Anhomoldvtag To povtéro, xal BewpdvTag évay un xateubuvouevo d-xovovixd yedgo UTopoluE

vo Eavarypdlpouye Tov xavova avavéwong wg:

t—1,, R

Mrnopolue o€ auTAV TNV TERITTWON Vo 0PICOUKE ol WULat LoYUEA XUETY| CUVAETYNOT] SUVOULXOU:

P(xt) = (xf — x§>2

1<j

Metd and umoroYLoUO0E UTOPOUUE VOl TO BLUTUTICOUUE GOV EVal TROPANUS 0TOXACTIXAC PENTL-

cTonolnong:

t __ tfl_lt t_i_ t—1
rt=x tS,E[S]—Qd Vfb(x )

xa Téhog va del€oupe To axdXouBo dvew QEdyUo YLt TNV AVUUEVOUEVY andCTACT and TO OTNUElo

looppoTiac:

1
w2 _ )
E||la' —a*|f;] <o o't — [+ 5 E |||S* -

2

Mo mapodhay” Tou FJ pe avinuévn devypatorndio

Avtl va evnuep®dvouy Tic andelg Toug oe xdle Priua, meptuévouy évay aplbud yipwy xal cuve-
xilouv 1 derypatorndlo éwc dtou €xouv @hdoel o pior xovTvY extiunon Tou TEoyUaTXo) YECOU
bpou. Oéloupe yia xdbe mpdxTopa Vo TparEouUE TOG0 TOANG Belypata, ETOL WG TE 0 UECOS GEOS TOU
TEOXUTTEL YE Tot Oelypata mou mafpvel vor etvon ue LPNNY TOVOTNTA E-XOVTE GTOV TEAYUATIXG UECO

6po tou wovtéou FJ. Autd unopel va ypagel wg:

.’I}t+1:A'yt—|—B'8

Hyt+1 _ .,L.t-i-lHoo <e

YroBétoupe 6Tl 670 ypo t elpacte 6to onuelo y'. Q¢ ex Tovtou, it Bu eivor o enduevo onusio

MG OTNY VIETEQUIVIO TIXT| TERIMTWOT), XAl TN GUVEYELX ATOUTOVUE EXTIUNOT €-XOVTAL.

xil



Av naipvoupe évay otabepd peydho aplud deryudtov oe xdbe y0po, unopolue vo gtdcouue 6Go

xovtd BéNoupe oto onuelo wwopponiag? H andvinomn nou divouue eivar apvntxy.

Lemma 0.5. Xtnv napodhayn tou FJ nou oplooue, av unoBécoupe otabepd péyebog delyuatog oe
x&fe emavérndn, oe Bdbog ypdvou unopolue vo dellouue 6TL Yo xabopiouévo € > 0, umopolue vo

€

GUYXALWVOUUE OF Uil - Umda yUpw amd To oNuElo LoopEOoTIaC.

1= [|All g
c-€
Lemma 0.6. Metd ané évav nenepacuévo aplbud yipwyv t, unopolue vo ¢Tdoovpe oc uia T AL
o0
- umdNa yVew anod To onueio woppotiag, émou ¢ > 1.
Lemma 0.7. Metd ané t yOpoug(¥) emoyéc), ue mbavdtnra touldytotov 1 — 6 éxoupe ot
c-€ In(2nt/4)
Hyt —z* HOO < W €aty xortd TN OLdpxeta xdbe yOpou Teafidue ToUNY LG TOV o2 Oelyuaro.
- €
[e.9]

Téxoc ypedletan va awdvouue to uéyeboc tou Selypatog pac and yoipo oe yipo, xabde étol
UTOPOVUE Xal VoL avamEocopUoLoupE TNy Topdueteo €. Me autév Tpdn0, UTOopOUUE VoL XAVOUUE TO €

600 Uxpo6 emBUUOUUE Xou ETOL VO GUVEYICOUUE VO XIVOUUAC TE Tog To omueio ooppomiag.

xiil






1 Introduction

The Internet, probably the most important invention of the 20th century, along with the strong
presence of the social media in our everyday lives, have led to a whole new interconnected world.
Nowadays, people can communicate and exchange information rapidly across the globe. This has
resulted in the creation of huge and complex social networks which continue to grow rapidly. Due
to this revolutionary era, computer science has also exhibited a vast development over the recent
decades. Among the issues that our field tries to address, is also the analysis of aspects of such
networks , both from a theoretical and a practical perspective. One of these subfields examines how
the agents in a social network exchange opinions and how they shape their behavior about certain
topics when influenced by others. This field was given the name opinion dynamics and has been
studied exhaustively over the last years. Of course, scientists have long attempted to understand
how people interact with each other and how the social environment affects the formation of their

opinions.

Psychologists, sociologists, political scientists and economists have long been involved in
this line of research. Questions like what's genetically determined and how the socioeconomic
environment influences the development of people, how collective wisdom works and how people
decide on what to vote, place themselves in the political spectrum and express an opinion about
various political issues have been standing in the core of the aforementioned sciences. The need to
understand better and from a different perspective how people exchange opinions and influence
others and how the information diffusion occurs in large complex social networks, led statisticians,
mathematicians and computer scientists to try to capture the behavior of the agents through
mathematical frameworks. The first influential paper was published by American statistician
Morris H. DeGroot in 1974 [[1]]. DeGroot represented the social network as a graph G(V, E) and
provided a simple model according to which a group of people can reach a consensus about a

certain topic.

His results pointed the direction to a very fruitful line of research and up until now we possess
rigorous mathematical frameworks with interesting properties. DeGroot's model is expressive, yet
very simple and the main goal was to design new more complex models, which maintain the nice
properties and resemble more the behavior of the agents in reality. The perhaps most interesting
generalization of DeGroot's model came from the cooperation of the sociologist Noah Friedkin
and the mathematician Eugene Johnsen. The article [[2]] was published in 1990 and since then a
lot of research, both theoretical and experimental in nature, has been produced based on the FJ
model as its core idea i.e. [[42], [3], [4], [5], [6], [7], [8]]. Some of these papers are also going to be
studied later in this thesis. We are going to call such models, like DeGroot and FJ, linear models,

due to the form of the update rules and the fact that we use tools from linear algebra, stochastic



processes and graph theory to analyze the convergence properits of these models. Though, these

models assume that the underlying social network does not change over time.

It seems closer to reality to assume that people might start taking into account the opinion of
new agents, stop exchanging opinions with others or change the level of trust they put on some of
their neighbors in a social network. Therefore, another line of research was developed, where the
opinions of the agents and the underlying networks coevolve. In this category, the most influential
models have been the Hegselmann-Krause model [[9]] in the deterministic case and the Deffuant-
Weisbuch model [[10]] in the randomized one. These models might be of greater interest, but the
evolving network makes the convergence analysis much more analysis. Fundamentally different
techniques are required, such as [[11]] or the idea of the s-energy of a multiagent system [[12]].
Other works, such as [[13|] and [[14]], analyze such aforementioned opinion formation processes
from a game-theoretic perspective: There is an underlying cost-minimization game and the agents
try to myopically minimize their cost functions. Motivated by the fact that people in a society
rarely reach an agreement about a topic, they try to quantify the disagreement cost incurred
and analyze the social outcome of such games. Finally, binary opinion dynamics(this is the case,
for example, in voting) has been studied [[15]], Bayesian approaches in social learning have been
considered [[16]] and very recent research [[17]] might pose new interesting questions in the field.
Nevertheless, social and economic networks, not only restricted in opinion dynamics, have become
part of our everyday lives and understanding aspects of them is a major concern of the scientific

community [[18]].

In this thesis, we are not going to discuss more about coevolutionary opinion formation models,
but we are going to focus instead on linear models, closely related to the FJ model. A variety of
mathematical tools has been used for the analysis of such dynamical systems. One of our attempts
will be to relate opinion dynamics with convex optimization and show that algorithms and ideas
from the convex optimization literature can help us gain insight in how the dynamics of such
systems evolves over time and how and under which circumstances convergence can be reached.
For instance, incorporating the idea of gradient descent(albeit from a different perspective) has
already been done in markets [[19], [20]]. In conclusion, well-known convex optimization algorithms
[[21]] as well as results in stochastic optimization can become a very useful tool, both in theory and
in practice. Our other attempt, though directly linked with the previous one, will be to examine
an analyze opinion formation models with partial information and possibly randomization. The
motivation for such a research direction stems from the fact that social networks are growing
larger and larger. Therefore, an agent will most likely exchange information about a topic with a
small subset of her social neighborhood, since asking all of them becomes costly and unrealistic.
Our goal is to design protocols with limited information exchange, which have a desirable expected

behavior and whose rate of convergence to a fixed set of opinions is not much worse compared



to the equivalent deterministic model. Consequently, we are also going to focus on randomized
protocols, formulate them as stochastic optimization problems and analyze their convergence

properties. Next, we give an overview of the organization of this thesis.

1.1 Brief overview of the chapters

This diploma thesis contains four main chapters.

In chapter 2, we are going to present all the basic definitions, theorems and notations that
we are going to use in the other three chapters. We are going to discuss a bit more extensively
about the concept of the potential function, since it will often appear later as a central idea in

our proofs.

In chapter 3, we are going to introduce the most influential linear models, namely the DeGroot
and the Friedkin-Johnsen model and briefly state their important properties without detailed
proofs. Our focus will be mainly on more contemporary research work. For this purpose, we are
going to examine two opinion formation models based on the FJ: A deterministic one with outdated

information and an asynchronous randomized.

In chapter 4 we are going to bridge convex optimization and opinion dynamics. First we
are going to show how first-order algorithms, mainly gradient descent, can be applied in the
convergence analysis, then view opinion formation models as online repeated games and finally

examine the limited information exchange through the lens of stochastic optimization.

Finally, in chapter 5 we are going to continue on the connection between stochastic optimization
and the FJ model and alongside we are going to present another randomized variant, based again
on the FJ.






2 Preliminaries

In this section, we are going to provide basic definitions and theorems which we are going
to use throughout this thesis. We gather them all here, in the beginning, so that the reader can

easily refer to them, whenever wished.

2.1 Linear Algebra

In chapter 3 we focus on opinion formation models and their convergence properties. Matrix
properties and matrix norm properties are very useful in the convergence analysis of these models.

In parts of chapter 5, we also apply similar concepts.

Definition 2.1 (Vector Norm). A vector norm ||z| is any mapping from R™ to R with the

following three properties:

1. ||lz|]| >0,ifz #0
2. |Jaz|| = |al||z||, for any o € R

3. |z +yll < [l + [lyll
for any vector =,y € R".

The norm we are going to use the most is the Euclidean norm(or 3 norm) which is defined as

Jall, = <22>/ _ T

7
i=1

and can be interpreted as the length of a vector z € R™. We will also define the following:

e The l;-norm: ||z||; = /> ;|

e The l-norm: ||z||,, = max;|x;|
o The ly-norm: ||z, = (X;|z:l")"/%, p > 1
Definition 2.2 (Dual norm). Let ||-|| be any norm. Its dual norm is defined as

2], = maxa"y

st |yl < 1.

4



Definition 2.3 (Matrix Norm). . A matrix norm [|A|| is any mapping from R"*" to R with the

following three properties:
1. |A|l >0,if A0

2. ||aAll = |al||4]|, for any o € R.

3. A+ Bl < [|Al + B
for any matrix A, B € R™*".

n
One example is again the /o norm, which is defined as ||A|| = max > laggl.
Sisn =1

Definition 2.4 (Inner product). Let V be a vector space over a field(R or C). We are going to
denote the inner product as a function (-,) : VxV — K

Regarding the eigenvalues and eigenvectors, as we know, the basic equation is Az = Az. The
number A is an eigenvalue of A. If for each eigenvalue we solve the system (A — \;I)z; = 0, we

can find the corresponding eigenvectors.

Definition 2.5 (Spectral radius). The spectral radius of matrix A is defined as p(A4) = max{|\| :

A is an eigenvalue of A}

Lemma 2.1. For any matrix norm ||-|| and matrix A it holds:
. 1/k
p(A) = khm HA’“H /
—00

Lemma 2.2. If p(A) < 1, then li_>m |A™|| = 0. If p(A) > 1, then li_)m |A™|| = oo.

Definition 2.6 (Primitive Matrix). A non-negative square matrix A is called primitive if there

is a k such that all the entries of A are positive.

Definition 2.7 (Irreducible matrix). A non-negative square matrix A is called irreducible, if for
any i, j there is a k = k(i, j) such that (4%);; > 0.

Theorem 2.3 (Perron-Frobenius theorem). Let A be a non-negative primitive r x r matrix.
There exists a real eigenvalue A1 with algebraic as well as geometric multiplicity one such that
A1 > 0 and A\; > |\;| for any other eigenvalue \;. Moreover, the left eigenvector u; and the right
eigenvector v associated with A1 can be chosen positive and such that ur{vl =1.

Therefore, we can put the rest of the eigenvalues Ao, ..., A, in an order such that

)\1>|)\2|2"'Z)\T.

5



Additionally, if A is stochastic, then Ay = 1. If A is substochastic, then \; < 1.
If A is stochastic and irreducible with period d > 1, then there are exactly d distinct eigenvalues

of modulus 1 and all other eigenvalues have modulus strictly less than 1.

2.2 Stochastic processes

A few definitions here are necessary, especially for the analysis of the DeGroot model

later.

Definition 2.8. We are going to call a random walk on a weighted (directed) graph the following

process: First let Vi € V' : > w;; = 1. We start from an arbitrary vertex vg at t = 1 and with
(i.j)eE
probability w;; we select one of the edges adjacent to vg and we proceed to the next vertex. At

the next time step, we repeat the same process.

Definition 2.9 (Markov chain on G). A finite discrete time Markov chain is a random walk on

a weighted directed graph G(V, E), st. Vi € V : Y~ w;; = 1. Therefore, we define a sequence
(i,j)eE

of random variables Xo, X1,...,X;,--- € V, s.t.

Pr[X; = v;] = Prthe Markov chain is at vertex v; at time step ¢]
Note that we choose our next move, based solely on the current state of the chain, without using

its history.

Definition 2.10 (Transition matrix). Suppose that we start with an initial distribution 7(0) €
Ry,x1. At time step ¢, we have 7 s.t. 7} = Pr[X; = v;] and the matrix A, y, s.t. A;; = w;;. Then,

we have
al(t)=rl(t-1) A

and A is called the transition matrix.

Definition 2.11 (Stationary distribution). A vector 7* for which it holds that (7*)7 = (7*)T - A,
is called a stationary distribution. Basically, if a Markov chain has a stationary distribution, then

from a time step t and onwards, this distribution will hold forever.

Definition 2.12 (Substochastic matrix). A substochastic matrix is a square matrix A with non-

negative entries, so that every row adds up to at most 1.



For the next definitions, we are going to be based on the graph G that we are given(alternative

definitions also exist).

Definition 2.13 (Irreducibility). A Markov chain is irreducible if and only if the underlying

graph is strongly connected.

Definition 2.14 (Aperiodicity). Let l1,l,...,1; be the lengths of all directed cycles of G. Then
periodicity is simply the greatest common divisor(ged) of all these lengths. A Markov chain is
aperiodic if and only if its periodicity is 1.

Finally, we state the main important theorem that we are going to use later.

Theorem 2.4. Any finite, irreducible and aperiodic Markov chain with transition matrix A:

1. has a unique stationary distribution 7*

2. for any initial distribution 7(0) it holds that: tlim (77(0) - AY) = 7
— 00

2.3 Convex optimization

An important part of this thesis is devoted to convex optimization and opinion dynamics and
how the former can be applied to the analysis of the latter. Here, we give the basic notation and

definitions that we are going to encounter mainly in chapter 4.

Definition 2.15 (Convex function). A function f : R™ — R is conver if domf is a convex set
and if for all z, y € domf and 0 with 0 < 8 <1 we have

f0x+(1—-0)y) <0f(z)+(1-0)f(y)

Definition 2.16 (Sublevel set). The a-sublevel set of a function f : R” — R is defined as

Co = {w € domf|f(x) < a}

Definition 2.17 (Strong convexity). If f : R™ — R is strongly convex on S, then there exists a
m > 0 s.t.

V2f(z) = ml

for all z € S.



Strong convexity has some nice properties that we are going to use, such as the following: For

z,y € S we have

1
Fy) = 1)+ V@) (y —2) + 5y —2) 'V () (y — )

for some z on the line segment [z, y].

Definition 2.18 (Lipschitz function). A function f : S — R™, where S C R", is called a Lipschitz

function if there is a constant C'(necessarily non-negative) s.t.

1f(y) = f(@)] < Clly —

for all x,y € S.
Definition 2.19 (Smoothness condition). A convex function f : R™ — R is L-smooth if V,y € R™
it satisfies

IVf(z) = Vil < Lz -yl

Definition 2.20 (Euclidean ball). A (Euclidean) ball in R™ has the form

B(ze,r) = {z[llv — zelly < v} = {a|(z — 20)" (z — zc) <72}

2.4 Probability

In this thesis, we examine not only full information protocols, but also opinion formation
models with limited information exchange and the latter implies also randomization in the update
procedure. Therefore, mainly in chapter 5, probabilistic arguments are needed and at this point

it is necessary to state some important concentration inequalities.

Definition 2.21 (Variance of a random variable). Let X be a continuous random variable with

mean y. The variance of X is
Var(X) = B((X - p)%)

The definition is the same for discrete random variables. Important properties of the variance are

the following:



1. If X and Y are independent then Var(X +Y) = Var(X) + Var(Y).
2. For constants a and b, Var(aX + b) = a*Var(X).
3. Var(X) = BE(X?) — BE(X)? = BE(X?) — 12

Definition 2.22 (Union bound). For any events Aj, As, ..., A, we have

=1 =1

Next, we are going to state some fundamental inequalities.

Theorem 2.5 (Chebyshev's inequality). For any a > 0,

Var[X]
Pr(|X — BX)| 2 ) < —

Next we are going to introduce the Chernoff bounds. Chernoff bounds can give exponentially
decreasing bounds on the tail distribution and thus are widely used. As there are many different
forms, we are going to start with the case of a sum of independent Bernoulli trials. Then we are
going to give a more general form and finally we are going to state the fundamental Hoeffding's
inequality.

n
Theorem 2.6 (Chernoff bounds). Let X = )~ X;, where X; = 1 with probability p; and X; =0
i=1
n
with probability 1 — p; and all X; are independent. Let u = E(X) = > p;. Then

i=1

2
e Upper tail: Pr(X > (14+d)u) < e~ 2 for all § > 0

2
e Lower Tail: Pr(X < (1 —0)u) < e forall 0 < d < 1.

If we want to obtain a bound for the absolute value we can combine the two above inequalities

and end up with the following:

Corollary 2.6.1. With X and Xi,..., X, defined as before and p = E(X) it holds that
Pr(|X — p| > 6p) < 2e#9°/3 for all 0 < § < 1.

The following bound applies to (bounded) random variables, regardless of their distribution.



n
Theorem 2.7. Let X1, Xo,..., X, be random variables s.t. a < X; <b for all i. Let X = ) X;
i=1
and set p = E(X). Then, for all § > 0:
 252,2
e Upper tail: Pr(X > (14 0)p) <e nt-a?

52,2

o Lower tail: Pr(X < (1 —0)u) <e n-a?
Finally we are going to state a very important bound for the probability that sums of bounded
random variables are too large or too small.

Theorem 2.8 (Hoeffding's inequality). Let Zi,Zs,...,Z, be independent bounded random
variables with Z; € [a, b] for all ¢, where —oco < a < b < co. Then it holds that

]_ n _ 2nt2
1. Pr| — Z(ZZ — ]E[ZZ]) >t <e (b—a)?
Ni=1
]_ n _ 2nt2
2.Pr|=>(Zi—E[Z]) < -t ] <e -?
=1
for all ¢t > 0.

2.5 Algorithmic Game Theory

Finally, we are going to present some basic notions which play a central role in the algorithmic
game theory literature. Usually, as mentioned, we examine opinion formation models from a
game-theoretic perspective: Given a social network, there is an underlying game with payoffs and
selfish agents try to minimize their individual cost functions. In this section, we are going to define
basic terms in the context of cost-minimization games and then focus on the important properties
of the potential function(since it is sometimes our goal to model opinion exchange as a potential

game). A cost minimization game consists of the following:

e a finite number k of players
e a finite strategy set S; for each player ¢

e a cost function Cj(s) for each player i, where s € S} x Sg x --- x S denotes a strategy

profile or outcome.
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Definition 2.23 (Pure Nash equilibrium). A strategy profile s of a cost-minimization game is
a pure Nash equilibrium(PNE) if for every player i € {1,2,...,k} and every unilateral deviation
32 € S,

Ci(s) < Ci(s;, 5—i)

As we can see, it is a very strong notion, so it does not exist in all the games we examine. Directly
linked with PNE is the following definition:

Definition 2.24 (Best-response dynamics). Best-response dynamics is a procedure by which
players search for a pure Nash equilibrium of a game. The procedure is simply the following:
e While the current outcome s is not a PNE:
— Pick an arbitrary player ¢ and an arbitrary beneficial deviation s for player ¢ and
move to the outcome (s}, s_;).

Best response dynamics can only halt at a PNE and it cycles if the game does not admit one.

Best-response, as we will analyze later, is suitable in potential games.
Sometimes, we need to relax the notion of PNE. Aiming for an approximate Nash Equilibrium can
lead to faster and easier computation and is also an acceptable solution concept in many different

settings in game theory.

Definition 2.25 (e-Pure Nash Equilibrium). For € € [0, 1], an outcome s of a cost-minimization

game is an e-pure Nash equilibrium(e-PNE) if, for every player i and deviation s, € S;
CZ‘(SQ, S—i) > (1 — 6) . CZ(S)

Therefore, the difference with computing an exact NE is that a player might have an e-move

available to further decrease her cost function.

Accordingly, we can also define the e-best response dynamics.

Definition 2.26 (e-best response dynamics). Using this procedure, players search for an e-pure

Nash equilibrium:

e While the current outcome s is not a e-PNE:

— Pick an arbitrary player ¢ that has an e-move, meaning a deviation s, with C;(s}, s_;) <

(1—¢)-C;(s) and an arbitrary such move for player ¢, and move to the outcome (s}, s_;).

Similar to before, e-best response dynamics can halt only at an e-PNE.
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2.5.1 Games and Potential Functions

In this section, we are going to introduce the concept of the potential function, which is a
very useful mathematical tool in optimization problems. First, we are going to give the necessary
definitions and state some nice properties of the potential functions and the games which admit
one. In fact, the concept of the potential function was indeed first introduced for the analysis of
congestion games, in the seminal paper of Rosenthal[[22]]. There is a very rich bibliography around
congestion games and we are not going to expand further here. Finally, as we already mentioned,
the power of the potential function is not limited there. Due to its simplicity and usefulness, it

appears in other elegant proofs in significant papers outside the field of congestion games.

2.5.1.1 Definitions and properties First, we are going to present the basic types of
potential functions in the context of games. That is, we suppose that we have a game/model
with n agents, defined as G = (51, 952,...,5,,C1,Ca,...,Cy). Each one has a cost function
C; : 51 x 8 x---x 85, - R. As we will later notice many times in this thesis, this is the

case in opinion dynamics t00.

Definition 2.27 (Exact Potential Function). In the game we described before, suppose there

exists a function ® : S; xSy x---x S, — R, such that Vi € 1,2,... ,nand Vs_; € S_; , Vs;, s, € S;:
D(si,5-i) — (sj,5-1) = Ci(si,5-1) — Ci(s}, 5-4) (8)

then we call ® an exact potential function. A game which admits a potential function is subsequently

called potential game.

Intuitively, the potential function captures globally the changes in the game. When a player
deviates from her current strategy and the value of her cost function changes, the value of the
potential function decreases or increases by exactly the same amount, regardless of which player

deviates.

For completeness we are going to give two other definitions which generalize the concept of

the potential function.

Definition 2.28 (Weighted Potential Function). In the game we described before, suppose there
exists a function ® : §1 x S x --- x S, — R and a vector w € R, such that Vi € 1,2,...,n and
Vs_; € 57@' s VSZ‘,S; € SZ

@(Si, S_i) — CI)(S;, S_i) = W; (CZ‘(SZ‘, S_i) — CZ‘(SQ, S_i)) (9)
then @ is called a weighted potential function.
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We can further relax the concept by defining the following:

Definition 2.29 (Ordinal Potential Function). In the game we described before, suppose there
exists a function ® : Sy xSy x--- xS, — R, such that Vi € 1,2,...,nand Vs_; € S_; , Vs;, s, € Si:

Oi(5i7 S_Z') — CZ’(S;, S_Z') >0 <— (I)(Si, S_Z') — @(8;, S_Z') >0 (10)
then we call ® an ordinal potential function.
In other words, we take into account only the sign, and the potential function increases or
decreases when a player's cost function increases or decreases accordingly.

Potential games were introduced in the seminal work of Monderer et al. [[23]] In this paper,

it is stated the following important theorem:

Theorem 2.9. Every potential game admits (at least) one pure Nash Equilibrium.

Proof. Let s be a pure profile minimizing . We will show that s is a Nash Equilibrium.
Suppose by contradiction that s is not a NE. Thus, player ¢ can improve by deviating to a new
profile s’ and subsequently her cost function will decrease. Since we have a potential game, it
also holds that ®(s’) — ®(s) < 0. This means that ®(s’) < ®(s), contradicting the fact the initial

assumption that s minimizes .
Corollary 2.9.1. If @ is the potential function of our game, then every Nash Equilibrium is a
local optimum of ®.
The above simple proof allows us also to state the following proposition:
Corollary 2.9.2. In a finite potential game, from an arbitrary initial outcome, best-response

dynamics converges to a pure Nash Equilibrium.

Proof. We remember from the definition of the best-response [2.24], that the cost function of
an agent ¢ who deviates from her strategy strictly decreases. Hence, the potential function also
strictly decreases. Since we stated that the game is finite, best-response dynamics eventually halts

and this will be for sure at a pure Nash Equilibrium.
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3 Opinion formation models and their convergence

properties

Human interactions give rise to the formation of different kinds of opinion in a society. The
study of formations and dynamics of opinions has been one of the most important priorities in
various scientific fields and recently also in computer science. The process by which new ideas,
innovations and behaviors spread through a large social network can be thought of as a network
interaction game. We model mathematically the opinions of the agents and we try to understand
how opinions form and spread in social networks. We are mainly interested in designing models
which express how the agents iteratively update their opinions and answer two essential questions
in relation to them: First, if an equilibrium can emerge as a result of such interactions between
the agents and under which assumptions this can hold. If there exists an equilibrium point, can
agents reach a consensus about a certain topic? If we can answer positively the first question, we
also try to define the convergence speed to such equilibrium, which is also a crucial factor that

characterizes the efficiency of our model.

In this chapter, we are going to present some important opinion formation models, from the

very beginning till contemporary work.

3.1 The De-Groot Model

The seminal network interaction model of information transmission, opinion formation and
consensus formation is due to DeGroot [[1]]. DeGroot proposed a simple and natural model of how
to reach a consensus. Individuals in a society start with initial opinions on a subject. Let these
be represented by an n-dimensional vector of probabilities z(0) = (x1(0), z2(0), ..., 5, (0)). Each
2;(0) lies in the interval [0,1] and can be thought of as an opinion of an agent about a topic. For
example how much we believe that a certain project will have a positive outcome or how much
we liked a restaurant that we recently visited. The social network is represented by a weighted
directed graph G(V, E) at which each node represents a node in the social network and the weight
wj; of each edge in the graph represents the trust that node i has to node j. There can also exist
self loops wy;; in the graph that represent the stubborness of each node. Without loss of generality

we consider that Vi € V : > w;; = 1. At first all the nodes have an initial opinion which is
(i.j)ek
denoted by the vector z(0) and the update rule at each time step takes the form z(t+1) = T"-z(¢),

where T is the updating matrix of DeGroot model. Matrix T contains the weights of the edges of
our graph G(V, E) and it is defined as:
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Wij if (Z,]) cFk
T = o
0 if(i,j) ¢ E

Note here that the graph can be either directed or undirected which yields an asymmetric and
a symmetric version of the model respectively. Furthermore, let T be a (row) stochastic matrix
so that its entries across each row sum to one. Now we are ready to ask the two questions that

concern us in opinion formation models:

e Under what conditions will the updating process we described before converge to a well-

defined limit and what limit does it converge to?

e How fast does DeGroot model converge to an equilibrium point?

Following we are going to give an answer to the first question.

Given the vector x(0) of the initial opinions, if we apply iteratively the update rule, after t
time steps we get:
x(t) = T'x(0) (11)

Since T is stochastic we can apply to the DeGroot model nice properties from Markov chain
theory. We are going to give the central theorem(proven in [[18]]) which shows under which
conditions the opinion formation in the long run converges to a stable state.

Theorem 3.1. The DeGroot model with n agents converges to the unique equilibrium point
= t) = lim T* 12
= e = g Tel0) 12)

for any initial vector of opinions xz(0) € [0, 1]" , if and only if the Markov chain with the transition

matrix T is irreducible and aperiodic.

The definitions of irreducibility and aperiodicity are given in the introduction [2.13] [2.14].

In our setting these two conditions imply that for every agent 4, there exists a time ¢y such
that for every time ¢ > tg, 7 is influenced by all other agents. This is equivalent to the matrix 7%

having only positive elements. Since
x* =Tx*

we call the limit vector z* the Nash equilibrium of the model.

To make our point about convergence more clear we are going to give two examples, one that

converges in the long run and one that does not.
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Example 1. Suppose that we have 3 agents with the following edges and the respective weights:

This creates the following transition matrix:

0 1/2 1/2
T=1{1 0 0
0 1 0

By updating the beliefs according to the DeGroot model we get:

12 1/2 0 1/2 1/4 1/4 1/4 1/2 1/4
=10 1/2 1/2 3= 11/2 1/2 0 T'=11/2 1/4 1/4
1 0 0 0 1/2 1/2 1/2 1/2 0

2/5 2/5 1/5

If we iterate many times we finally get: T =12/5 2/5 1/5

2/5 2/5 1/5

2/5 2/5 1/5| |z1(0)
Therefore we have tlLIg Alz(0) = |2/5 2/5 1/5| |22(0)| and the system converges to the
2/5 2/5 1/5| |z3(0)
2 2 1

unique equilibrium point:z* = lim A'z(0) = —x1(0) + —22(0) + —23(0).
t—ox 5 5 )

This is indeed the stationary distribution of the Markov chain m = [2 1} because as we

5
0 1/2 1/2
can check it holds that ﬂT:[Q 2 1] 1 0 0 :[2 2 1]:77
5 0 1 0 g

As we can also notice, the agents finally reach a consensus and the first two agents have twice

the infuence that agent 3 has as we reach consensus in the long run.

Following we are going to illustrate an example, through which it will become more clear that
if certain properties do not hold, the agents are never going to converge to this unique equilibrium

point.

Example 2. We take the above graph and we change the outgoing edge of the third agent. Now
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she does not communicate any more with agent 2 but she listens only to agent 1. The transition

matrix now becomes:

0 1/2 1/2
T=11 0 0
1 0 0

If we start again implementing the update rule we get:

1 0 0 1/2 1/2 0 1 0 0
=10 1/2 1/2 =1 0 0 T =10 1/2 1/2
0 1/2 1/2 1 0 0 0 1/2 1/2

If we continue further, the update matrix follows the exact same pattern: It oscillates and
there is no convergence. This makes sense, since the first agent updates her opinion based equally
on the opinions of the other two agents and the other two agents are based solely on agent 1.
Thus they just end up swapping their opinions in each time step. The property of aperiodicity
that we mentioned before does not hold here. All the cycles that we detect in this directed graph
have a length which is a multiple of 2. This makes our matrix T periodic and convergence cannot

be reached. So, we are stating again the important conclusion:

Corollary 3.1.1. A consensus is reached in the DeGroot model if and only if the group is strongly

connected and aperiodic.

Next, we are going to study a variation of the DeGroot model and demonstrate all the
important properties which yield the convergence rate. We are also going to analyze the convergence

time of the above model by viewing it as a special case of the FJ-model.

3.2 The Friedkin-Johnsen Model

Another very important linear opinion formation model was introduced in the seminal work of
Friedkin and Johnsen [[2]]. It can be viewed as a variation of the DeGroot model, which captures

in a more natural way an opinion formation process.

The difference in FJ is that each agent holds also an intrinsic opinion s;, which is defined
in the beginning of the process, remains the same and participates with a weight factor in the

update rule of each agent. It is natural to assume that this internal opinion exists when people

17



exchange opinions about a certain opinions about a certain topic: It can be the bias that an agent
has towards an issue, or the fact that the background each agent has, has already made them
partially shape a belief about a given situation and as a result less conciliatory when other agents

express their opinions to her.

Together with the intrinsic opinion s;, the update rule takes now the following form:

:Ci(t + 1) = ZjENi wij:cj(t) + Wi 8

ji

We can also write the above equation in matrix form by defining:

e Matrix A which has as elements all the w;;'s and its diagonal elements are 0.

e Matrix B, for which it holds that B;; = w;;. The w;i's can be described as the level of

stubbornness of the agents towards their intrinsic opinions.

e Vector s, which is the vector of the agents' intrinsic opinions.

Now the update rule becomes:

z(t+1) = Ax(t) + Bs (13)

If we recursively apply the update rule we get that the vector of opinions at each time ¢ > 0 is

t—1
z(t) = Als + Z A"Bs (14)

n=0

In their work Ghaderi and Srikant [[3]] give an answer to the two questions we posed also for
the DeGroot model. Next we are going to examine the existence of equilibrium and if there exists

one, also the convergence time of the dynamics, in two different cases.

First, we will assume that we have no stubborn agents. This means that B = 0 and A is a
row-stochastic matrix. The update rule becomes z(t + 1) = Als, so it resembles the DeGroot
model. Therefore, we know that our system admits a unique equilibrium point and it is left to
show the convergence rate. Before that, we are going to state a lemma (similar to lemma 1 in

[I3]]) for a special case:

Lemma 3.2. Consider a social network with no stubborn agents and opinions vector s. If for
each agent i, the weights of edges connecting i to her neighborhood are of the form 1/d;, where
d; is the cardinality of the neighborhood. then the dynamics will converge to the following unique

equilibrium
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1 n
l’l(OO) = m]z:l“\fj‘s]' VeV

Therefore, all the agents will adopt a unique opinion which is a convex combination of their
initial opinions. Each agents participates in this final opinion with a weight proportional to the

cardinality of her neighborhood.

We return again to the general case and continue on the convergence rate of the dynamics we
described. In order to prove the convergence rate we are going to introduce a couple of helpful
symbols. If 7 is the stationary distribution of the random walk on the social network graph, we
define a norm in the vector space R™ with respect to the vector 7, given by the following inner

product

2l = /32 2(0)2m (i)
=1

Additionally, we define the error as a vector

For the following lemma we are not going to give the proof, which can be found in [[3]].

Lemma 3.3. In the case of no stubborn agents, for the error it holds that

lle@®)ll- < p5lle(0)]l (15)

where py = max|)\;| is the second largest eigenvalue of A
i1

Finally, we can state the convergence time. A natural way to define the convergence time is
the first time step that our error becomes less or equal to a very small positive number that we
have defined:

7(v) =inf{t > 0 : [le(t)], < v}
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It is shown again in [[3]] that we can bound the convergence time as follows:

le(0)]l 1 le(0)]l
s <7(v g (16)

In other words, the convergence time is © as the number of agents grows.

1 —p2

In case of the stubborn agents, we demand that at least one agent possesses a level of
stubbornness, so that B won't be zero again. In a connected social network graph, where matrix
A has at least one row with sum less than one, this also means that A is sub-stochastic. This is
an important property because we now know that all the eigenvalues of the matrix are less than
one and hence tlggo Al = 0. Again, by Perron-Frobenius theorem the largest eigenvalue is positive

and real i.e. 0 < A\ < 1. We define also the spectral radius of A as p1(A) = A\j. As a result, the

equilibrium exists and is given as following

x(o0) = tli)rgo x(t) = i A"Bs = (I — A)"'Bs (17)
n=0

It is also worth noticing that since B;; = 0 for all non-stubborn agents i, the initial opinions

of non-stubborn agents will vanish eventually and have no effect on the equilibrium.

Finally the matrix form does not help us understand how the graph structure and the stubborn
agents. In Ghaderi et. al [[3]] one can find out that by using standard arguments from stochastic
processes such as random walks and hitting times, it can be proved that the above model converges
to a unique equilibrium where the opinion of each agent is a convex combination of the initial

opinions of the stubborn agents.

First of all, in order to characterize the convergence time we demand again that there is at
least one stubborn agent. We introduce again the same error vector as before e(t). We can also
consider two groups of stubborn agents, the ones that are fully stubborn and the ones that are
partially stubborn. For the first group it trivially holds that e;(¢) = 0. For the partially stubborn
and the non-stubborn agents, using similar arguments as before, we can prove that the error

reduces geometrically in each time step.

Lemma 3.4. The convergence of to the equilibrium is geometric with a rate equal to the

largest eigenvalue of A.
le@®)l. < (Aa)'[le(0)l, (18)
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In order to bound the convergence time(we define it in exactly the same way) we use similar

techniques as before and we obtain

1 e(0 1 e(0
le(0)]].- ) < log le(0)]].-

So, again we have 7(v) = © as the number n of agents grows.

1—XAa

This concludes our analysis for the FJ-model. Above, we examined the static version of the FJ-
model. This means that we assumed that the matrices A and B do not change over time. Though, a
natural interpretation of how opinions are formed, is that the underlying social network graph also
changes. The agents might discuss over a sequence of issues, or change the degree to which they are
influenced by some of their neighbors. The analysis of such cases becomes nevertheless significantly
more difficult and sometimes it becomes obscure how we can derive provable guarantees for the
equilibrium and the convergence speed. Some variations of the FJ-model have been studied in the
recent years and we refer the reader to a variesty of papers, such as [[7]] to find out more about

the time-varying variations of FJ.

3.3 Variants of the FJ-model

In this section, we are going to discuss how we can extend the core idea of the FJ model in
order to create new models. For this purpose we are going to study two models which are inspired

from the FJ model. One will be deterministic and the second randomized.

3.3.1 A deterministic variant with outdated information

In this section we are going to briefly examine the convergence properties of a variation of the
FJ model. As we saw, the Friedkin-Johnsen model has been studied extensively and admits some
very nice properties. The motivation of the following work by Fotakis et al. [[8]] is that the FJ
model does not capture global properties of a society which in many cases influence an agent's
opinion. People get exposed constantly to public opinions and trends of the society. Take as an
example a case where people can choose over a set of alternatives(i.e. elections). In this case,
people take into account surveys and polls, which are viewed as the consensus view of the society

and might significantly influence the opinion that they finally form. As a result, it makes sense to
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introduce a term which describes the influence that the opinion of the society has over the agents'

individual opinions and quantify also this influence.

We are now ready to describe our setting. Following the work of Kleinberg et. al [[13]], we
strive also to design a similar repeated game. In these kind of games, the goal is for the agents
to reach an equilibrium point which is also a consensus, in a sense that all the agents adopt the
same opinion. Of course, as shown also in the FJ model, the factors that we model in order to
capture a natural behavior which seems close to reality, make consensus very difficult. Though,
we still want the agents to reach an equilibrium point after a finite number of rounds. For this
purpose, we introduce a cost function that each agent holds and we describe the dynamical system
as a cost minimization game. The goal of the cost function is to capture the disagreement in the
society. The agents try to minimize this disagreement and therefore try myopically to optimize
their cost functions. The result of this parallel best-response dynamics becomes the update rule
of our model. In [[13]], the repeated averaging of the neighboring opinions which occurs in the FJ
model is viewed as a best response to a quadratic cost function. We will do the same, by extending
this formulation and also incorporating the combined view of the society. Following [|8]], we start

by introducing the cost funtion, which for agent i takes the form:

n 2
Zj
— =1
Cz(&?) = Z wij(mj — .Z'i)2 + wu(a:z — SZ‘)Q + d; J - — S (19)
JEN(i)
where
o 7= (x1,x9,...,2,) € R" is the vector of the expressed opinions.

e We assume that the consensus view of the society is the average of the opinions. This is a
rule that we can handle and captures many cases in practice, at least the ones where each
agent participates the same in shaping the final opinion. Of course, there exists alternatives

which can also model the general view of the societ.

e the factor d; > 0 shows how much weight an agent puts on the consensus view of the
society. Furthermore, since an agent tries to minimize a "disagreemnt" cost, a big d; shows

an agent's intention to drag the average opinion closer to her intrinsic opinion.

If the agents play simultaneously according to the best-response dynamics, for each agent 7 it
holds that
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801(5) 2d1 = €Ty
85];- :0<:>2Zwz’j(xi_l'j)'i‘Qwii(xi_Si)'f‘? jn +E—Si =0
’ JEN (i)
which leads to the following update rule:
d; d;
jz#i Wij = 5 Tj+ wii+g Si
x; = . (20)
> wi; + w; + 2

JF

We can notice in the equation above that i's influence from some opinions z; can be negative.
The results we are going to present hold also for the case of negative influence. We are going to
examine the convergence properties in the case where the aforementioned term can be negative
and assuming that outdated information might be present. Because of these negative values, the
opinions might also take values outside the [0, 1] interval. We therefore allow also the opinions
of the agents to take any real value. Following the formulation of the FJ model we are going to
write the update rule in matrix form and then take advantage mainly of matrix norm properties

to provide the convergence guarantees.

First, let's make one natural assumption. It seems costly and impractical to announce the
average opinion of the society to the agents at each time step. For example, a poll about the voting
preferences in the upcoming elections will not be updated every day, but possibly every month
and it might change a lot from time to time. Though, the agents have to decide based on possibly
outdated information. Therefore, we assume that the average opinion will be announced to the
agents every T rounds and we are going to refer to the time interval between two announcements
as an epoch. The length of the epoch is fixed and epoch D lasts L = Tpy; — Tp. Let's define the

following matrices:

wz‘j
Z wij + w; + di/nQ'
JFi

o A where the diagonal elements will be zero and A;; =

d; /n?
Z wij + w; + d@'/n2.

i

e B is another square matrix, for which it holds that B;; =

wu‘—l-di/n

Z wij + w; + di/nz
JFi

e Finally C' will be a diagonal matrix with Cj; =
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Then we can rewrite the update rule in matrix form as follows:

x(t) = Az(t — 1) + Bx(Tp) + C's (21)

Next, we are going to show that the above model can converge e-close to the equilibrium.
In order to state the convergence rate, we are going to examine the total decrease we achieve
after each epoch. First, it is important to bound the [, norms of A and B. We need to show
that both can be less than 1, following the proof of the FJ model. For this purpose, we will have
to make extra assumptions/add a couple constraints and we are going to give them a natural

interpretation.

Remark 1. Assume that we have n agents and w;; is the stubbornness of agent i. We do not want

the agents to be overly stubborn, but we can also assume that they have at least some confidence
Z Wij + Wi + di/n2

i . Then

on their intrinsic opinion s;. Therefore, we can assume that w;; >
n

1
Ao <1

> Wij

7]

Z Wij + Wi + di/nQ

Proof. We know that ||A||, = max; . By adding and subtracting w;; and

JFi
d;/n* we get that:
Wii d;/n?
||A”oo — 1 - 2 5 . ’L/ -
> wij +wi +di/n* Y wi +wi +di/n
J= ji
<1 Wi; <1 wii 1 1
- Z Wij + Wi + di/nz - NnwWs; a n

j#i
Remark 2. As mentioned, the agents follow also the average opinion of the society which
participates in the update rule. Though we do not wish the average opinion to be the dominant
factor in forming their opinion in each time step. For this purpose, it is convenient to upper bound
the weight factor d; so that it holds: d; < > w;; +wy +d;/ n?. In any case, different assumptions
Ji
in the two cases might give us also desirable properties. The two that we posed seem also to have

a natural interpretation.

— > di/n?
JFi
Z Wij + Wi + di/nQ
JFi

Proof. We have that ||B|_,, = max;

. By using our last assumption we

have for that agent ¢:
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. (n —1)d;/n? _ (n—1)d; n-1
J=#

Now we can proceed to the main theorem (variation of 3.1. in [§]).

Theorem 3.5 (Convergence with outdated information). Fix a duration L for each epoch and
assume that at the beginning of each epoch the average opinion of the society is announced to the
agents. Our model is described by the update rule x(t) = Az(t—1)+ Bx(Tp)+C's and we assume,

1 n
as shown, that [|Al|,, <1— —and [|B|,, < —5— Then for any matrix C, any vector of initial
n

opinions § € [0,1]" and any £ > 0 the above model converges e-close to the unique equilibrium

- . o M0
point z* = (I — (A+ B)) 'Cs after O | n“ln ———— | epochs.
5

Proof. Suppose that we are at epoch D and we have proceeded r rounds in this epoch. We

define also again the error vector as before, so that e(t) = ||z(t) — 2*|| . Then we have:
e(Tp +r) = ||Az(Tp +r—1)+ Bzx(Tp) + Cs — Az* — Bz* — Csl|

By the properties of the norm, we obtain:

e(Tp +7) < | Al Wll=(Tp +r = 1) = 2%, + Bl 2(Tp) — 2%
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2 e(TD) + 2 e(TD)

where in the second inequality we applied the update rule along with the matrix norm

properties once more. If we apply iteratively the update rule we end up with:

e(Tp +r) <
r 2 r—1
1 n—1 1 1 1
1——| e(Tp)+ 5 I+ (1—=+1—=] +--+|1-- e(Tp)
n n n n n

Using the fact that for the first n terms of a geometric series it holds that

1\ 1-(1—-1/n)
=) = —m

\3
|
—

>
Il
o
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we then obtain that

T s

1 1 1
e(Tp+r) < 1——] +[(1—-—=]|(1-|1-—- e(Tp)
n n n
T
1 1 1
=|l1-—=+—-|1-— e(Tp)
n n n
T
1 1 1
We want the quantity |1 — —+ —|1— — to be less than 1, so that we have a decrease
n o n n
Therefore:
1 1 1
l——4+—11-— <le
n o n n
,
1
1-—1] <1
n

which holds. Since we do an analysis in epochs, let's try to providee a bound for what happens
from the last round of an epoch till the last round of the next epoch. We assume that each epoch
lasts L rounds. Then we can give the following loose upper bound:

r

1 1
l——>11--] &
n n
,
1 1 1 1
s |1--] &
n n n n
,
1 1 1 1
1——5>1——+—|1-~
n n n
1
Therefore, if we are at epoch D, we can guarantee that e(Tpy1) < [ 1 — — | e(Tp). Finally,
n

we will examine after how many epochs we can get e-close to the equilibrium point. Following the
proof for the FJ model [[3]], we know that in our model z* = (I — (A + B))~'Cs is the unique
solution. Proceeding further, we need first to bound e(0). First of all it holds that:

11 1 1
A+ Blloo < [ Alloe + 1Blloc 1= — 4 —~ 1-

n  n2 n?
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Using the fact that > A = (I — A)~! we obtain:
n=0

00 00 1
(M= (A+B) | < YIA+ Bl <X [1-— | =n?
k=0 k=0 n

Then due to the fact that s € [0,1]" we have that [[s||,, <1 and
lo*[l o = ([T (A+B)~'Cs|| , < n?(|C]l

Finally, we can conclude that e(0) = ||s — z*|, < 1+ n?||C|| . Using lemma [3.4], we need
2
n?||C
n2 ln H ||OO

epochs to get e-away from the equilibrium point.
€

This concludes the proof.

3.3.2 A randomized asynchronous variant

Next, we are going to analyze a protocol proposed by Frasca et. al [[6]], which is also based on
the seminal FJ model. There are two key differences: First, the update rule includes randomization,
which means that in each round the agents which interact are chosen uniformly at random. Second
the proposed dynamics is asynchronous, in contrast to the models we studied till now, which
assume that all the agents apply the update rule simultaneously. This might be interpreted as an
attempt to capture a more natural behavior in social networks, where the users are not likely to
communicate with all of their neighbors and at the same time. Let's first describe the high level
idea of this opinion formation model: At each time step a randomly chosen agent updates her
opinion according to a convex combination of her own opinion(the one she holds right now), the
opinion of one of her neighbors(also randomly chosen) and her intrinsic belief. The main conclusion
of this approach and what we are going to prove is that the expected dynamics converges to a
stable state and more specifically to the limit opinions of the synchronous dynamics, or in other
words the FJ model. Therefore, we also conclude that the expected beliefs of the agents do not

reach a consensus, which means that agreement in the society is not achieved.

We can formulate this asynchronous model as follows: Each agent starts as usual with her
intrinsic opinion z;(0) = s; € [0, 1]. At each time step ¢, we sample uniformly at random an edge
from the set of all the edges of our graph. Then, the two agents across the selected edge meet and

i updates her opinion according to the rule we described before:
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zi(t + 1) = (1 = Aij)zi(k) + Aijzi (k) + (1 — vi)ui
zj(k+1)=xz;(k) Vj=#i (22)

For the above model, we are going to study the expected dynamics of it. Before proceeding
to the main theorem, we are going to make a strong but useful assumption in order to draw
our conclusions: From now on, we assume that \;; € [0, 1](which makes sense for the convex
combination that we have) for all the edges and more importantly that A is a row-stochastic

matrix.

Theorem 3.6 ([6]). The expected behavior of the above procedure can be viewed as a version of

the FJ model. More specifically, if we examine the matrix form of the update rule it holds that
Elz(t + 1)] = E[A(t)]E[z(¢)] + E[B(t)]s

where:

1
o E[A(t)]=1—- EUD(I —T')+T'(I — A). Here we also define D, which is a diagonal matrix

with each d;; standing for the degree of agent .

1
e E[B(t)] = ED(I[ —T'), where D is defined as before.

Proof. Let's begin by writing the update rule [22] in matrix form. We use the standard basis
vectors to describe the fact that only agent ¢ updates her opinion from this round to the next and

we can easily notice that:
z(t+1)=1—eel I-T))I+ 'yijeie? —vijeiel )z(t) + eiel (I—T)s

Now, as we see, suppose that at time step ¢ the edge (i,j) was chosen. Since we choose

uniformly at random one edge we can write the above in the following simplified form:

x(t+1) = A(t)x(t) + B(t)s

1
——. The expected

where at time step the probability of choosing A;; and B;; respectively is ]

value of the above rule is

Elz(t + 1)] = E[A(t)]E[z(t)] + E[B(t)]s
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and let's calculate the expected value of each matrix separately. For A(t) we have that

1
E[A(t)] = > Ay
(i,5)EE

1
- @Z D (= el ([=T)) I+ yijeie] —vijeie] )
i<j jJEN;

1
= @Z Z (I+ ’Yij(eiejr — eiefLT) — eieg(ﬂ -T) - eieiT(H — F)’Yij(eief _ eieiT)
1<j jEN;

First of all >> > I=|E| L
i<j jEN;

Next we have that > > e;el (1 -T) = Y |d;|e;el (I-T) = DI —-T).
i JEN; i
Similarly, > > —e;el Thjjeiel = 37 —e;elTejel = —T, since we know that I' is a row-

i€V jEN; i€V
stochastic matrix.

Finally, >> > eiefFAijeief =TA.
iEVjGNi

Therefore, we end up with

E[A(t)] =1— |El|(D(]I —T)+T(I-A7)) (23)
If we calculate E[B(t)] similarly: E[B(t)] = i > Bij = i > Y el (I—T) and we
|El ijyer |Eliev jer
obtain
1
E[B(1)] = @D(H -I) (24)

This concludes the proof.

Finally, we can show that the above system converges to an equilibrium point. Working in the

1
same way as in the FJ-model, we have to prove that E[A(¢)] = 1 — E(D(I -I)+TI-A)is
invertible. The short proof for this can be found in [[6]]. Since this holds, then again we have that

the asymptotic behavior of the dynamical system leads to:

= tli)rgo Elz(t)]

= (I—E[A(t)])'E[B(t)]s
=(DI-T)+T(I—-A)'DI-T)s
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We conclude that the expected behavior of the dynamics resembles the behavior of the FJ

model.
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4 Optimization and opinion formation models

In this chapter, we are going to focus mainly on techniques to solve convex optimization
problems, a special class of mathematical optimization problems. Formulating a problem as a
convex optimization problem provides us with great advantages: It is a field which has been
extensively studied for around a century, and by now we already possess several numerical
techniques, which allow us to solve such problems very efficiently. Although at first algorithms for
optimizing over convex functions have been primarily studied for theoretical purposes, throughout
the last decades, a rich field of practical applications has been discovered. Some scientific fields,
where convex optimization has been proven very useful, are, among others, automatic control

systems, data analysis, statistics and finance.

Because of this huge practical interest of optimization algorithms, there has been a vast
development, considering the design of new algorithms, over the last years. The main motivation of
these studies, has been the rapidly developing field of machine learning. At this point, we should
mention the two most fundamental first-order methods and the most well-known second order
method in order to locate a local(or global) optimum of a function: namely gradient descent,
mirror descent and Newton's method. Later on, a lot of attention of the scientific community
switched to the field of online convex optimization, where, as the name implies, we are trying to
optimize over data that we don't know. Our goal is to design efficient algorithms and compare their
behavior with their deterministic equivalent, or in other words, how well our algorithm performs
compare to an optimal one, which has the advantage of knowing all the input data in advance.
Finally, the massive amount of data that we have to handle nowadays when trying to find the
optimal solution in complex problems, led to a revolution in the field of continuous optimization.
Based on the framework of stochastic gradient descent, algorithms which do not examine the
whole input, but rather use randomization in order to avoid the computational burden of huge
datasets, were developed. Surprisingly enough, we now possess techniques which give us much
more computationally efficient algorithms and convergence guarantees which are comparable to

the full information algorithms.

In this chapter, we would like to bridge optimization algorithms and opinion dynamics. The
iterative processes of the seminal optimization algorithms that we are going to describe, could also
apply to opinion formation models and become a powerful tool in the analysis of such dynamical
systems. We are going to start with gradient descent, continue with online convex optimization
and finally discuss how we could borrow ideas from stochastic optimization algorithms in order to

design new randomized protocols in opinion dynamics and analyze their convergence properties.

Also keep in mind that, as we mentioned before, the equilibrium point of a potential game

corresponds to a local minimum of the potential function [Theorem |. Moreover, if there
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exists a potential function and is also strongly convex [Def. |, the equilibrium point is
the (unique) global minimum of the potential function. Since in this chapter we are discussing
about unconstrained minimization, techniques presented can be also helpful in case we attempt

to minimize the potential function and therefore reach an equilibrium point.

Since we are not going very deep into technical details and analysis of all the useful properties,
for a reader who is interested in studying extensively the field of convex optimization, there exist
excellent textbooks [[21], [24], [25]]. Moreover, there is also a nice survey on optimization methods

for large-scale machine learning [|26]].

4.1 Gradient Descent

Since we are referring to descent methods, this means that the algorithms satisfy the condition

f(z*+1) < f(2%). Furthermore, the search direction in a descent method must satisfy V f(z*)7 AzF <

0. Therefore, a selection for the search direction could be the negative gradient and the resulting

method is called gradient descent. The update rule is the following:

Trp1 = 2 — MV f (k) (25)

The term 7y is the step size of our algorithm. If we have a convex function f, imagine the above
iterative process as follows: We start from far away going down a hill, till we reach a "valley".
The step size in each round indicates how fast we are trying to get there. Throughout the whole
convergence analysis, we will assume that the step size is fixed for each round and also relatively
"small", so that we do not take huge steps and end up oscillating, instead of reaching the valley.
Now, we are ready to analyze the well-known convergence properties of gradient descent in the

case that we have a convex function.

Theorem 4.1. Suppose we have a function f : R™ — R which is convex, differentiable and

L-smooth. Then, after k gradient descent iterations with a fixed step size n = 7 also holds for n < —

the following inequality will be satisfied:

L |lzo — z*[|3

flan) = fla”) < S

(26)

L

Proof. Assume the function g : R* — R, which we define as g(z) = —27x — f(z). Because

2
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f(x) is convex, g(z) will also be convex. Due to the convexity of g(x) we have

9(y) 2 9(2) + Vg(2)' (y — 2) &
L

L
STy F) = 5w~ (@) + (Lo = VI @)y - ) &

T L 2
fy) < f@) + V(@) (y = 2) + Slly - =ll2.

If we substitute y = x — nV f(x) in the above inequality and suppose we are at a time step ¢ we

obtain:

L
Flae =V f(2) = f(xesn) < (@) + V() (2 — 0V f(2) — ) + Sllee =0V () — Ak

2L
= () = VT @3+ 51V ()

nL

< fle) —m|1- o ||Vf($t)||§

Since ||V f(x¢)||3 is positive and becomes zero only at the local minima, we notice that if we set

nL
the fixed step size to be relatively small, so that 1 — — does not become negative, then we are
guaranteed decrease at each iteration.
Continuing, we wish to insert in our inequality the distance to the equilibrium point. For this

purpose we now take advantage of the convexity of f(x), which gives us

f@*) > f(ae) = V(z) (2 —2*) &
flae) < f(2") + V fae) (2 — ")

IN

Combining the two inequalities yields:

L
Flaes) = f@) < V@) -2t —n [ 1= 5| IV/Gol3

1
For the simplicity of our analysis, we are going to fix the step size to be n = Z(bUt the proof
naturally does not hold only for this value). Therefore the last inequality will take the following

form:

1
Flae) = £@) < V@) @ - 2) = V@)l
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L
Adding and subtracting 5 | — *||3 results in

T * 1 2 * 112 * (12
Vf(w) (v —2") — ﬁ”vf(xt)’b + ot — 25 — flze — 2|3

2

2
L
2 2
= 5 (llze = 213 = llzess = 213)

Summing for all the k iterations, we obtain:

o

(f(ze41) — f(27)) <

Nt

k—1

2 2
>~ (e = 2" = llzss - a*13) <
t=0

T
(i
|~

L
2 2 2
(kw0 = 113 = llax = &*113) < 5o - "1

(f(@e41) — f(27)) <

~+
Il
o

Since we proved in the beginning that f(z) is guaranteed to decrease after each time step, based

on the above inequality it holds that

Lo —z*|3

flog) — f(2*) < ok

This concludes the proof. We managed to show that gradient descent for convex, differentiable

functions with L-Lipschitz gradients is guaranteed to converge and attains a convergence rate of

O(1/k).
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4.1.1 Best-response dynamics and Gradient Descent

In this subsection, we are going to show how best-response dynamics and gradient descent can

coincide.

Imagine that we have a cost minimization game. This means that each agent has her individual
cost function and at each iteration she plays the best move in order to minimize her cost function
immediately as much as possible. We suppose also, that all agents play simultaneously. Intuitively,
since all players are searching a finite set of moves and try to reach the minima of their cost
functions as fast as possible, they might also contribute to a "common good". In other words,
the agents play their best response and also help the system as a whole to move towards a local
minimum or Nash equilibrium. Therefore, it seems that the above procedure resembles gradient
descent. Of course, the overall progress is still not guaranteed. In some cases, we can imagine that
the selfish choice of move from an agent might increase the cost function of another agent. In any
case, the fact that the agents try each one independently to minimize their cost functions does

not imply an overall progress.

Let's examine a process inspired by the F.J model. Suppose we are given an undirected weighted
graph G(V, E), each agent at each time step expresses an opinion x; € [0,1] and also holds an
intrinsic opinion s; € [0, 1]. In this model, each agents has a cost function of the form Cj(x) =
> wij(z; —:L'j)2+wiz'($z‘ —35;)? and the agents are trying in parallel to minimize their cost functions.
jFi
In this case, we can show that the best-response dynamics is equivalent to performing gradient

descent on the model's potential function.

Then the model admits an exact potential function

O(x) = sz'j(l'i — ;)% + Zwu(l‘z — i) (27)
i=1

1<J

If each agent plays her best response, then for agent i it holds that

0C;(x)
5z 0 2> wij(wi — ;) + 2wii(z; — ;) =0
) y
JFi
Z- WijTj + Wi S5
o= j=#
> wij + wi;
e

Thus, in our opinion formation model the update rule could take the form
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> wij
t+1 J#Z t Wi . .
D c = it =%, Vt>0. Also note that for the potential function and
> Wij + wii > Wij + wi
J J=i
for agent 7 it holds that:

x

0P(xt)
O =2 Zwij —+ w;; :L'f — QZwijl’E — 2wy 8; =
’ i i
0?®(zt)
R i
J#i

Proceeding further, we can rewrite the update rule as follows:

t t
2 (Z Wi T + w;iS; — Z Wi T; — w”xz)

i i

ottt =gt 4

3 T
2 (E Wij + wii>
JFi

0®(z") [ 0?®(a)
dz; |\ (9z;)?

-1

1t
i T

Notice now that this is equivalent to writing x

Therefore, we can write the update rule for the vector to show that it follows a gradient descent

procedure:
xt =x! - T . Vo(x) (28)
20(zt)\
where T is a diagonal matrix with I';; = W and 0 otherwise.
T

The benefit from showing this equivalence is that in order to prove that the game the agents
play converges to an equilibrium point boils down to proving that performing gradient descent
on the strongly conver potential function of our model, converges to the global minimum of the

function.

4.1.2 The FJ-model and Gradient Descent
We return to the undirected FJ-model(the weights are symmetric). We are going to show that

we can also write the update rule of FJ as a gradient descent iterative process. For this purpose,

we define the function f(z)=|x —A-z— B - SH% We make two remarks about this function:
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e It is easy to see that f(x) is a strongly convex function.

e If z* is the equilibrium point of the FJ model, then f(z*) = ||z* — Az* — Bs]||3 = 0. Since
f(z) cannot become negative, we conclude that in any other case we have f(z) > f(z*) and

x* = argmin f(x) is the unique minimizer of f.
x

Therefore, since f(z) = ||(I — A)z — Bs||3 we obtain:

If we try to write the update rule of the undirected FJ model similar to performing gradient

descent on f(z), it will look again like: ' = 2!=! — T'- Vf(a?). Setting ' = (VQf(xt))_1 =

Ay
S A
(1-A)7"
ot =t - — 2((I - Azt — Bs) (I — A)
=27t — (I - Az + Bs
= Az~ + Bs

This concludes the proof, as we managed to obtain the update rule of the FJ model in matrix
form. Note that I" is a matrix which does not change over time(since we assume that the structure
of the underlying graph and the weights on the edges do not change over time), and the elements

in each row result from the inverse of the Hessian Matrix of f(z).

4.2 Online convex optimization

Definition 4.1. An online convex programming problem consists of a feasible set ¥ C R™ and an

infinite sequence ¢!, ¢2, ..., where each ¢! : F — R is a convex function.

At each time step t, an online convex programming algorithm selects a vector x! € F. After

the vector is selected, it receives the cost function c.

Basically in the online case, all the information is not available before decisions are made. In

other words, here we are not aware of the actual value of the convex cost function.

In order to analyze the performance of such algorithms, it makes sense to compare its performance
with the best algorithm in hindsight that knows all of the cost functions and selects one fixed

vector. For this purpose we introduce an important notion, called regret.
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Definition 4.2. Given an algorithm A, and a convex programming problem (F,{f!, f2,...}), if
{x! 22 ...} are the vectors selected by A, then the cost of A until time T is Zthl fi(ah).

The cost of a static feasible solution & € F until time T is Y., f*(x).

The regret of algorithm A until time T is
RA(T) = Y0y f(a") = minger 3, f4(2)

In this section, we are going to link the online convex optimization frameworks with our
opinion formation models. The results that we are going to present have been widely applied,
when studying online decision-making games. From now on, we are going to refer to repeated

games. These work in the following way:

Definition 4.3 (Repeated Games). Suppose that we play repeatedly a game among n agents for

T rounds.At each round ¢t the game proceeds as follows:

e Each agent ¢ picks a probability distribution pf over her set of actions S

e An adversary picks a cost vector f': S — [0,1] for agent i. It is important that the cost

vectors are bounded by a value.

e According to the probability distribution chosen, the agent picks a strategy z!. The agent
suffers a "disagreement cost" equal to f!(x!)(with slight abuse of notation we dropped the

indexes 7).

e Afterwards, the agent usually receives some kind of feedback and re-adapts her strategy for
the next round. We can divide the kind of feedback into two categories that we are going

to examine:

1. The "full information" feedback: Given the actions of the other agents, the whole cost
vector is revealed to ¢ after she suffers the loss. This means that she learns the values

that she would have obtained, had she chosen a different strategy.

2. The "bandit" feedback: Instead of being able to observe all about f?, the player learns
only the value of f(z!).

Now we have a rough description of the type of the problems we are studying. Again we have
a cost-minimization game, where an adversary picks the cost vectors for the agents in each round.
Therefore, the connection to opinion dynamics becomes straightforward. We have a model which

works according to a fixed update rule. If we can define a convex cost function for each agent so
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that the cost-minimization game captures the behavior of the opinion formation model(we saw
such examples in the previous chapters) then with the frameworks that we are going to describe,

we can play a regret minimization game and analyze that way also the online version of the model.

Regret is used as a measure of performance and the common goal is to prove that the average
regret of an algorithm approaches zero. As we said, we compare the cumulative cost we suffer after
T iterations with the best fixed action in hindsight. If the average regret vanishes as the number
of iterations grows, it means that the average cost per iteration of our randomized algorithm
approaches the performance of the best fixed action. Thus, it is a desirable property to obtain.

More formally:

Definition 4.4 (No-regret algorithm). An algorithm is called no regret if for any adversary and
number of rounds 7" it holds that Ra(T") = o(T).

Now we are ready to proceed to the first general framework.

4.2.1 Online Gradient Descent

Let's examine what we can do in the first case, where we receive the "full information"
feedback. We are going to imagine the algorithm as a repeated game between an agent and
an adversary. In the multiagent setting, the agents who try individually and simultaneously to
minimize their cost functions, should simply choose a strategy and use a no-regret algorithm. The
"loss" each one will eventually suffer is an expected cost , dependent on the actions of the other

players.

We are going to focus on online gradient descent, which was introduced by Zinkevich [[27]].
First, we are going to make some assumptions and then proceed to the algorithm and its convergence
rate: Assume S C R™ is a closed convex set of diameter at most D. This simply means that for

every z,z’ € S, ||z —2'||, < D.

Algorithm 1: Online Gradient Descent Algorithm

1 given a convex set S, T’
2 fort=1to T do

3 yt+l = gt — ntVft(ait)

4 xt—&—l — Hs(yt+1)

Theorem 4.2 (Zinkevich '03). Consider any sequence of differentiable functions chosen by the
adversary f1, f2,...,fT : S — R such that HVft(:U)H <Gforany 1 <t <T,x € S, ie Gisan
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upper bound on the gradient magnitudes. Then for the sequence z', 22, ..., 2T where each ! is the

strategy chosen by the decision-maker, and by setting n = %, the regret is bounded as follows:

T T

S (") — min (Z ft(w)> < DGVT (29)
=1 vesS \i=1

Proof. In order not to get into many technical details, we are going to prove the theorem for

the case of linear functions, but essentially the same proof is extended to all convex functions.

Therefore, for the proof consider that if the player chooses a strategy among d available strategies

according to a probability distribution = and she receives a cost vector w € R?, then the cost

T

function becomes w” x and is linear and the update rule could be simply written as 2! = zt —ntw!

and then project onto the convex set. Then:

o+ — | < [l — mt — a7

= th — :U*H2 — 2w’ (2t — :L‘*)2 + ntQHthQ

T
In our case, the best fixed action in hindsight would be ming«cg > w'z*. Therefore, rearranging
i=1
the above inequality and summing over the iterations:

20tm(a’ o) < [|a' = 2" " + g ] ~ [ - 27|

T T 1 9 ,'7t T )
Mutal = uta < ot o+ T3 |
t=1 t=1 277 2 t=1

If we substitute with a fixed step size n = ——= then we get the regret bound.

GVT

Finally, we will explain which are the regret bounds that we get in case the cost functions of
the agents are linear and in case they are strongly convex. We refer to all the cases, because each
model needs an appropriate cost function for the agents, in case it can be described as a repeated

game.

o The linear cost function: As we proved, we have a no regret algorithm, though we can
do even better than online gradient descent. Consider the N different strategy choices, as
"experts" that tell us their opinion about an issue. We consider the following process, which
describes a pretty natural behavior. First of all, when choosing an expert, we should have
a criterion to decide how good they are, otherwise the problem degrades to choosing one
uniformly at random. We should therefore take into account the past actions of the experts,

trust some more than others and make it more likely to choose the "good" ones. This is
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what the multiplicative weights algorithm does [|28], [29]]. We describe the process: Each
expert has a weight factor w!, which represents the "level of trust or preference" that we
have for her. In the beginning, all experts have the same weight. As we proceed, we want to
promote the reliable ones, and punish the bad ones. We normalize the sum of the weights

to be 1 and at each of the T iterations the following happens:

1. Choose an expert according to the distribution zt = wt/ Zl
i=

2. Receive the cost vector ¢! € [0,1]" and suffer the total cost of (') .

N t
w;y.

3. Update the weights of the experts according to the following rule: w!t = w!(1 — €)ci.

i

Note that each expert is chosen with probability proportional to its current weight, that
the probabilities can only decrease and that they decrease at an exponential rate. Note
also that the multiplicative weights algorithm can be viewed as a special case of online
gradient descent, or more precisely, as a mirror descent method [[30]]. Finally, it is shown
that although the regret of this algorithm has the same asymptotic behavior with OGD in
the number of rounds T we play, it behaves much better as the number of experts grows
rapidly [[31]].

The convex cost function: In any case, we can simply perform online gradient descent in
the broader class of convex cost functions and obtain an average regret with a rate of

convergence of O(1/v/T) and thus we are guaranteed a no-regret algorithm.

The strongly convex cost function: In this special case, following a similar analysis, OGD
gives us a logarithmic bound on the regret [[31]]. Thus the average regret has a rate of
convergence of O(log(T)/T)

4.2.2 The bandit version

We can extend the idea of online gradient descent to the "bandit" setting: As we already

mentioned, in this case, in each period only the cost f!(x;) is revealed. In the previous setting,

online gradient descent achieved regret bounds of (’)(\/T ). This type of feedback has also been

extensively studied. in different types of games and for different types of adversaries. We are not

going to expand further in this thesis, though we are just going to describe a seminal algorithm

which has served as a framework: The assumptions are that the cost functions are convex, bounded

and L-Lipschitz, and that the adversary is oblivious: She chooses the functions without knowing

any of the player's moves. In the bandit setting, for the algorithm of Flaxman et.al [[32]] the

expected regret is bounded from O(T/*). Notice that we are still able to achieve a regret of o(T).
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The core of this approach is that we can find a simple approximation of the gradient, just by
evaluating our cost function f!(x!) at a single random point. So, surprisingly, it is possible to use
gradient descent without seeing anything more than the value of the function at a single point.

For the analysis of the algorithm and more details, we refer the reader to [[32]].

4.3 Stochastic optimization
4.3.1 Motivation and history

Although gradient descent enjoys some nice properties, is very simple and admits good convergence
rates it can become impractical in today's complex problems. The rapid development of machine
learning together with the increasing amount of data created new needs: In large-scale machine
learning we have to deal with huge datasets and using full-gradient methods in each iteration can
be computationally very costly. A natural idea instead, is to try to reach the optimal solution by
taking only one, or a small batch, of samples in each iteration. We want these random samples to
be, of course, good estimators of the gradient. Therefore, new methods, called stochastic gradient
methods have been developed and studied extensively over the last years. In this section, we
are going to talk a bit about the stochastic optimization framework and try to link it again
with opinion dynamics. In other words, discuss how we can borrow ideas from the stochastic
optimization literature to incorporate in the design of our models, and how we can analyze the

convergence properties is we assume stochastic variants of models that we have already studied.

Driven from the need to find better algorithms to solve optimization problems where the
information is abundant, Bottou [[33]] and Zhang [|34]] published seminal works where they

examine the performance of SGD methods in different settings.

In general, SGD methods use the following update rule
tan  argmin { Ly — o} + (Ve,p) +0() |
y€ERL
where:

e 7 is the step length as before

° 6;6 is a random vector satisfying E [%] = Vf(zg) and is the term that me defined as

gradient estimator.

In most cases the prozimal function ¥ (y) equals zero and the update rule takes the more

recognizable form zpiq1 +— zp — n%k. Most of the algorithms in the literature choose one sample
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uniformly at random as the unbiased gradient estimator. More formally, we can say that we are

given access to a noisy gradient oracle which we define as
~ ~ ~ 12
O(z1) = Vi s.t. E [vk] = Vf(x1), E [Hka ] <2

The huge advantage of the above idea is that computing the gradient in each iteration is n
times faster compared to the full gradient method, since it is only required to take one sample
in each iteration. Although it is very efficient computational method, the estimator might be far
away from the expected value in some iterations. Thus, the variance hurts the convergence rate
and it is in fact proven that SGD cannot converge at a rate faster than 1/e if we are trying to
get e-close to the minimum, even if the function we are trying to minimize it strongly convex and

smooth.

Since the main problem in designing fast stochastic gradient descent algorithms is exactly the
variance of the stochastic process, the scientific community focused in reducing the variance: If
k is the number of iterations, it is desirable to choose the gradient estimator in such a way, that
the variance approaches to zero as k grows. The well-known variance reduction technique was
introduced by Schmidt et. al [[35]] and was incorporated in their well-known stochastic average
gradient method(SAG). In their seminal work, by using also previous gradient values stored in
a memory, they managed to improve the convergence rates of the stochastic gradient methods.
We usually try to minimize convex minimization problems in the form of the following, which

captures many practical cases in the field of machine learning:

z€ER4

min {F(z) = @)+ 0) = - S file) + wm} (30)
=1

Usually, the assumptions are that f(z) is a convex function and a finite average of n convex,
smooth functions and () is convex as well. What we seek to find is an approximate minimizer
satisfying F'(z) < F(z*) + €.

In this setting(excluding possibly the term ) (x)), Schimdt et. al showed in the general case
that the convergence rate can be improved from O(1/vk) to O(1/k) (where k is the number of
iterations) and in the interesting case where the finite sum is strongly convex, they improved the

convergence rate of O(1/k) to a linear convergence rate of the form O(p").

Around the field of variance-reduction techniques one can find excellent papers, such as
[136], [37], [38]]. Applying such techniques as in [[39]] we can reach an ¢ - minimizer for [30| by
computing O ((n + k) log %) stochastic gradients, where with x we denote the condition number

of the problem.
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The fact that the best iteration complexity known for variance reduction methods has a linear
dependence on the term « is a problem, since as we mentioned also in gradient descent, this exact
number can lead our search direction and speed to go even terribly wrong. Catalyst [[40]] was
a significant advance but it was not until recently that Allen-Zhu [[41]] presented an algorithm

which enjoys an y/k dependency. This factor is also optimal according to [[41]].

4.3.2 A limited information protocol for the FJ model

In this section we are going to view the Friedkin-Johnsen model as a stochastic optimization
problem. In the next chapter, we are going to provide the general framework with more details.
The motivation of the setting we are going to present, is that in social networks it is very rare
for an agent to ask all of her neighbors in order to update her opinion. The FJ model, in order
to establish its convergence properties, assumes that the agents ask all of their neighbors at each
time step and take into account a weighted average of these opinions. In reality, though, it makes
more sense to assume that the agents in each round ask a small subset of their neighbors about
a certain topic and update their opinions. For this purpose, following the work of Fotakis et. al
[[42]], we present a randomized protocol where each agent picks one of her neighbors and updates
her opinion according to a convex combination of her current one and the opinion of the neighbor
she sampled. The main result is that this simple protocol converges in expectation to the stable
state of the FJ model.

First, we will describe the limited information protocol we are going to follow. Given an
undirected graph G(V, E), an initial vector of opinions § and a term ~(¢) € (0,1), the update
rule takes the following form, which states that the opinion of an agent at the next time step is a

convex combination of her previous opinion and the opinion she sampled during this round:

zi(t) = ()it — 1) + (1 = (t))ri(t) (31)

Now, r;(t) is a discrete random variable which works as follows: Each agent samples simultaneously
and randomly the opinion of one neighbor with probability equal to the weight of the respective
n

edge w;j(since for each agent we have normalized the weights to be ) = 1) and sets r;(t) to be:
j=1

Ti(t):{ wi(t—1), ifji

Siy lf]:’L

The expected value of r;(t) is the weighted sum, where each weight represents the possibility

that a certain opinion will be selected:
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E[Tl(t)] = Z wijxj(t — 1) —+ w;i; S;
J#i

Therefore, taking expectation on both sides of the update rule, this implies for the vector of

opinions that:
E[Z(t)] = v(O)E[Z(t —1)] + (1 — v())(AE[Z(t — 1)] + BS) (32)

From now on, we are going to choose the value y(t) = — which yields an adaptive step

size for the iterative process. For simplicity, we are also going to denote y(t) = E[Z(t)]. Therefore,

1
at round t+1 we have y(t + 1) = — y(t) +

. (Ay(t) + Bs). Furthermore, for the equilibrium

t—1 1
st + 7 (Ax* 4+ Bs). We notice about this particular value for

point it also holds that z* =
~(t) the following:

e Ast becomes larger, we put more weight in the previous opinion of the agent and less weight

on the random sample we draw.

e Since, according to the update rule, the variance of the stochastic process does not decrease
as the number of iterations grows, we are obligated to decay the step size as we get closer
to the equilibrium point. This makes the convergence rate slower, as we take smaller steps
as we proceed, but lowers the variance. Our goal is that the system will not oscillate close

to the optimum.

Now, we can state the main theorem (similar as in [[42]]), which shows that in expectation

the randomized protocol, as stated above, converges to the equilibrium point.

t—1
Theorem 4.3. Given an undirected graph G(V, E), choose y(t) = " and denote e(t) =

y(t) — x* as the error vector. Then it holds for the limited information FJ model that:

lim ||E[Z(t)] — 2*||. = 0.

t—o00 o0
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Proof.

) t—1 1A 1B t—1 1A 1B
t -z =ll—y(t) + -A - y(t) + -B-s — At — —
ly(t+1) — 2% oy Ayt + B s - ——a7 —2Aa" = 2B s
o
t—1 lA t—1 1A
— - y(t) + Ay (1) v —cA-a
oo
t—1 1 .
= 1+74| o) -2
t t
o0
t— 1 .
<=1 Al ) -l
o
t—1 Al
<le@®)] [ —+—=
< el | ——+—
1—[|Afl
1—[|A]l —
< €(t) 1—f <e(t)-e t

We conclude that as we proceed in rounds it holds that:

1—[|A]l,
ly(t+1) = 2" < ly(t) — 2" - € t

The first inequality follows from the submultiplicative property, the second from the fact that
|A+ B|| < ||A]| + ||B]| and the fact that in this case the norm of the identity equals 1, and the
third follows from the fact that 1 —x < e™*, when = < 1.

If we apply iteratively the inequality we just derived, we get that:

1= Al 1-llAlle 11— 14l 1—[|A]|
ly(t+1) —z*|| <e t e t=1 e 1=2 ¢ 1 - €(0)

t
(=14l 2 1
i=1 -6(0)

e~ (=l Alloo)-togt . ()

=€

IN

1
= iqar €0

Note that for the last inequality above we used a fact for the harmonic series, which states

N 1
that log(N + 1) < > —. If we take the limit as t — oo, the proof is complete.
n=1T
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4.3.3 Variance reduction and an analysis in epochs

In this section, we are going to present two ideas which appear often in the recent stochastic
optimization literature. These methods are mainly designed for machine learning problems. Although
we cannot directly apply them in our settings, we will briefly present them for the sake of
completeness and hope that their intuition and their high-level description could be potentially
applied also in the analysis of the dynamical systems we study. Motivating these ideas a bit, we
mentioned that we are forced to pick a step size in the update rule which decays over time, since as
we get close to the optimal solution the variance of the random sampling, which remains the same
over time, could prevent the iterative process from converging close to the point we are seeking.
Following the work of Johnson and Zhang [[39]], we are going to present how we can potentially
reduce the variance as the number of iterations grows and how analyzing the convergence of the
proposed algorithm in epochs can be helpful. Here, with the term "epochs", we mean that we
consider stages of fixed length. We let the algorithm run for a number of iterations and then we
examine how the objective function we strive to minimize, is guaranteed to decrease from stage to
stage. An analysis in epochs was included also in the opinion formation model we studied before
[3.3.1].

Consider again the problem of minimizing an objective function as stated in In this case,
we have a separable function, which means that if we sample a random index, which corresponds
to one of its components, then on expectation we have the gradient descent update rule. Consider

now the following update rule:
x(t)=x(t—1)—n (Vfi(x(t = 1)) — Vfi(xzs) + VF(x5))
where:

e 1 €{1,2,...,n} is the random index that we draw

e I is a vector that we update every time after m iterations of the update rule. A choice for

that could be the vector we compute in each m-th iteration.
e F(z) is the full gradient that we compute only once every m iterations. Therefore, before

1 n
we perform again the next m updates, we compute first VF (z;) = - > Vii(zs).
i=1

First we check that this is equivalent to performing stochastic gradient descent. Note that

E [V fi(zs)] = VF(xs) and then:

Elz@)]x(t = 1] = x(t = 1) =mE [V fi(x(t = 1))] = 2(t = 1) = nF(x(t — 1))
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Now, we proceed to show the variance goes to zero as the number of iterations grows. As
and z(t) get close to the equilibrium point, then VF(z,) goes to zero. Furthermore, both the
values of Vf;(z(t — 1)) and V fi(zs) are very close to V f;(z*) and thus under these conditions we

obtain:

Vfi(x(t—1)) = Vfi(zs) + VF(zs) = Vfi(z(t — 1)) = Vfi(z*) = 0

Although, as we mentioned, we cannot now apply this technique in our setting, this technique
enables us to define a larger constant step size and obtain better convergence rates. Since we keep
a vector xs after every m iterations it is convenient for the analysis to bound the progress of the

objective function towards the optimal solution after each epoch of fixed length m.
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5 Stochastic Gradient Descent and the FJ model

In the previous chapter, we explained how algorithmic frameworks of convex optimization can
relate to the opinion formation models and how the former can be applied to the latter in order to
help us analyze how the iterative process evolves over time and state the convergence properties
of these protocols. In this chapter, we continue with the F.J model and the stochastic optimization
framework. First, we are going to describe how we can form as a stochastic optimization problem
an opinion formation model with limited information(a simplified setting of the FJ model). Next,
we are going to study a randomized variant of the FJ model with increased sampling and examine

what guarantees we can provide.

5.1 An opinion formation model with limited information

For simplicity of our analysis, we are going to restrict the FJ-model to an unweighted d-regular
graph. In the model presented, we assume that we are given a social graph and as the agents play
a game in rounds, each agent communicates with her neighborhood. We denote N; the set of
agents who are neighbors of an agent i (i.e. (7,j) € E). The opinions of the agents lie again in the
interval [0, 1].

When the model is deterministic, which means that we know that in each round the agents
ask all of their neighbors about their opinion, the update rule for round ¢ is simply the average
of the opinions in the neighborhood:

t—1
2,
__JEN;

Vo, e Vigl=" 33
! d

Remark 3. We mentioned before that in the FJ-model there is also an intrinsic opinion s;
involved, which never changes. in the above rule, we did not take this intrinsic opinion into
account, as it does not change the analysis that follows if included. One can imagine that there is
a self loop for each agent which points to the intrinsic opinion or that there is a "dummy" vertex
which represents the innate opinion, does not participate in the update rule and is linked to the
corresponding agent. Then, the intrinsic opinion counts as much as each of the opinions of the

neighbors in the update rule, since we are restricted to a d-regular unweighted graph. In this case,
t—1

2. T

JEN;

the update rule would take the form z! = )

have to substitute the term d with d + 1.

. So, for the rest of the analysis, we would just

Now, let's model the randomized protocol with limited information. In each round, all the

agents play simultaneously and each one chooses at round t uniformly at random one neighbor
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J € N; or a subset of the neighbors and learns her/their opinion(s) z;(t — 1). Now the update rule
becomes a conver combination of her previous opinion and the opinion(s) she sampled at round
t:

., t—1 R}

where with R! we denote the opinion that the agent just learned.

For this game, we also introduce a strongly convex function:

P(xt) = > (xf — x§>2

1<j

Remark 4. ®(x) is a potential function for our game.

Proof. According to the definition of the potential function:

O(xj,x_) — O(!

77

=3 (@i—x)" =%

—1

)
(] _%)

1<j 1<j

= > (wi_l’]) > (] _xj)Q
JEN; JEN;

= Ci(zj, ;) — Ci(z}, )

where with C;(x) we denote the cost function of agent i. Therefore, ®(z) captures the behavior
of our game.
. : . 0%(a"T) 1 1
If we take the derivative at round t-1 w.r.t. agent ¢ we obtain: ——— = 2dz; " —2 ) T
Xy JEN;
Also, because of the random sampling, the expected value of the sample equals the average of

the opinions of the neighborhood. By using also the above equation we notice that:

_ 1 09z~
E[R] =1 - — . 222 7
[R] xl 2d 81‘1

We can also re-write the update rule as follows:
e t=1 4 E

T = ;



where S is a random vector: Vi € V: Sf = /7! — R!. Taking the expected value of S? we

obtain:

E[S'] =a"""—E[R]

t—1 _ _t—1 1 ) t—1
=z x +2d Vo (a; )
_ 1 ) t—1
=57 V® (1)

Therefore, we can finally write the update rule as follows:

_ 1 1 _
xt:xf 1—¥St,E[St]:ﬁ-V®(:rt 1)

Therefore, the update rule now is equivalent to performing the stochastic gradient descent

framework on the potential function of our model, since on expectation we obtain gradient descent.

1

The step size is nt = 2t and as we notice, it has again to decay as the number of iterations grows

and we get closer to the equilibrium point.

Before proceeding further we would like to show that while in the full-information FJ model we
know its convergence properties and we know that in each round we get closer to the equilibrium,

here the convergence depends on the variance of the stochastic process.

Let's bound the expected distance to the equilibrium point. Assume that we are at time step

t and we want to relate the expected distance with the previous time step.
1

By applying the update rule and adding and subtracting the term %Vq)(xt_l) we get;:

- 2
t |2 t—1 1 t *
E[Hx—xHJ:E T —=5"—x
t

r 2

Il
=
&{‘b
L
|
<
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&H-
L
+
|~
<
sy
gw
L
Cg
|
He(-

L 2

1 1
=E g Vo) — 2t | — 57 (2d- 5" — Ve (z'1))
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By expanding on the identity and the linearity of expectation:

2

1
E [H:L‘t — :):*HZ} = [l2t7 ! = —QthQ(:ct_l) —z"
2
1 1 ' 1 Vo(xt—h)
I U O B t—1y _ x ) . t—1 o A
2 57 | © 2th<I>(:U )—x (2d-E[S'] - V@) +E " S 54

2

Notice now that 2d - E [St] — V®(2!~1) = 0 and we can also a constant a < 1 to derive the

inequality

a{‘#
|
—
|
<
o
—~~
8
-
L
~
[
8
*
IN

o [t~ a7l

2

This leads to the following upper bound on the progress we make towards the equilibrium in

each round:

2
Vo(zih)

1
] N e

2

As we notice now, the second term is exactly the variance of our random variable St. If we
had no random sampling, but instead a full-information model, the second term would be zero
and we could derive the convergence rate. Note that in the above inequality, if the variance was

zero, we could derive a limear convergence rate.

From the above analysis two questions arise:

e Can we prove that the potential function decreases in expectation round after round? In
other words, can we guarantee something for E [®(z!) | ®(2'~1]? Can we reach with provable

guarantees an e-minimizer of ®(z*)?

e Note that if we increase the number of the samples in each round nothing changes in the

above analysis. What happens though to the convergence rate?

The convergence rate of the potential function is of course affected by the number of samples
we take. If we try to follow this kind of analysis, regarding the convergence on expectation of
the potential function, we can establish a relation between the two. This approach does not yield

any useful results and therefore, we omit the proof. Though, just for the sake of completeness, if
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we follow similar steps to the proofs in the descent methods and bound the variance inserted by
each agent in terms of the number of samples, then we can mention that we can satisfy a linear

convergence rate in each round of the form:
E[®(a") | 2(z")] — (z*) < cle) - (2(a") — (%))

where there must be ¢(g) < 1 and we can make the parameter ¢ arbitrarily small. This happens
d-n

((z') — @(z%)) - &
between the number of samples in each round and how fast we are going to reach the global

if at round t + 1, we take at least dy >

samples. This establishes a tradeoff

minimum. First, the larger the sample size, the faster we move in each round. Moreover, in each
step we are going to have to sample a larger number in order to continue moving towards the global
minimum. Though, the sample size is very large. Sampling in this case might be useful if we start
far away from the equilibrium point. Though, after the value of the potential function decreases
under a threshold value, then we need to take more samples than considering the deterministic

update rule. This makes the random sampling method useless and thus the method not effective.

5.2 A variant of the FJ model with increased sampling

Consider the following protocol: We have the FJ model with limited information and the
agents sample again the opinion of one neighbor in each round. Instead of updating their opinions
at each time step, they wait a number of rounds and continue sampling until they have reached
a close estimation of the actual averaging. In other words, assume that R! is a random variable,
for which it holds that R} = xz-_l with probability 1/d, since we are working on an undirected

d-regular graph. After r rounds we simply take the average of these samples:

1 r
St ¢
Vagentz.xi—;g R
k=1

We are going to study the convergence properties of this model. Before we state these results,
let's model the above simple process. We want for each agent to draw that many samples, so
that the averaging she performs with the samples she draws is with high probability e-close to the
deterministic averaging of the F.J model. This can be written as the FJ model in matrix form with

the additional constraint of keeping our estimation no more than e-far for each agent:

$t+1:A'yt+B‘S

Hyt+1 _xt+1HOO <e
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We suppose that at round ¢ we are at the point y’. Therefore, 2!*! would be our next point
in the deterministic case, and then we demand that all of the agents estimate their coordinate
e-close. Let us assume too, that the additional constraint is satisfied in each round (exclude for
the moment that this happens in each round with high probability). Also notice that if we have

a large but constant sample size, this implies a fixed € in our system.

5.2.1 How close to the equilibrium point can we get?

Ideally, we would like to show that we can get arbitrarily close to the equilibrium point and
prove that once we reach such a state we remain there with high probability. This means that we

want to obtain a characterization of the following form:
t >ty , Prfljat —z*||, > ¢ <n

where 7 is an arbitrarily small positive number.

First, we should ask if such a characterization is even possible to obtain. We give a negative

answer to that.

Lemma 5.1. In our randomized FJ model variant with constant sample size, in the long run we

are guaranteed to converge inside an - ball, for fixed e.

€
1= Al

Proof. We are going again to bound the distance to the equilibrium point. Assume without
loss of generality that we are at time step ¢ + 1. We apply iteratively the update rule along with
the constraint we introduced, in order to relate the distance at this time step or as ¢t grows to
infinity with the initial distance from the equilibrium point, so that we can notice the cumulative

progress we make.

First, by adding and subtracting #'*! and the subadditivity of the 5, norm we get that:

40 =l = 57 =4 < =

Applying the update rule and the constraint that we want to hold with high probability, using
the fact that x* = A - z* + B - s and the submultiplicative property of the norm:

|yt —a*||  <e+||A-y'+B-s—A-a*—B-s|| _ <e+|All,- |y —2*|
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If we follow the same process a second time it yields:

[yt = < et 1Al - [l — 2| + Al - f|2* — 27|
<e (1+[Al) + Al JA-y ' +B-s—A-a*—B-s|__
<e (14 [|Al) + 1AI% - [y =2

o0

Therefore, we can apply iteratively the process t — 1 times and we end up with:
2 t—1 ¢ t+1
- < (|Alloo + 1S + -+ AN + AN + AN - [y — 2]

< e ([ Alle + A + -+ I1AIT +I1AI5) + A1

[yt =] .

The last inequality follows from the fact that Hyo — x*HOO < 1 since all the opinions belong
in the interval [0,1]. Note that since we have assumed that all the agents give some weight to
the intrinsic opinion they hold about a topic(i.e. the elements in the diagonal of B are strictly
positive) then [|A||, < 1. Thus, as t grows the geometric series will eventually converge and we

obtain
€

e e ——— 35
oo = a7 (35)

lim Hy

t—o00

This concludes the proof.

Our final goal is to prove convergence with high probability. We know by now that we cannot
assume that we can get arbitrarily close to the equilibrium point and therefore we cannot use

probabilistic arguments for this case. Instead, the guarantee we have is that our system can reach

a - ball. Next, we ask a simple question: How many rounds are there needed to reach

€
n—

1- Al
this ball around convergence?

Lemma 5.2. After a finite number of rounds ¢ we are guaranteed to reach an - ball,

c-€
1—[|A]l
where ¢ > 1.

Proof. We will follow the previous proof. We bound again the distance Hy”l —z* HOO By the

end of the previous proof at some point we obtained the following inequality:
2 ) -1
[v" ="l <€ ([Allo + Al + - + A + 1Al + 1Al - (0)

where v(0) = Hyo —z* HOO by the start of the iterative process. Here, we are not going to examine

the asymptotic behavior. Instead, using the geometric series we obtain:
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1Al

. + |A Zo-v(())
T, Al

ly" =2l <€

Setting for example our constant ¢ = 2, we want to know when we enter the corresponding ball:

6'%+HAW 0(0) < L@
1—|A]l > 1| A]l

€ €

- <
YO = T ) S Tl

1AIIS

and finally we get the lower bound:

€

T
ln —Ooe
. v(0) — Tjar; 50)
- In[|Af|

Of course, the initial point has to be outside the ball around z*, otherwise the bound does not

make any sense. Since In||A||, < 0, then also it has to hold that:

€
2¢
- Al
—< 1% v(0) > ————
v(0) — T—[A 11— ||A||oo

5.2.2 Convergence with high probability

So now we are ready to prove that starting with an arbitrary vector 3° not close to the

equilibrium point we can converge inside the ball that we are guaranteed.

Lemma 5.3. After ¢t rounds, with probability at least 1 — § we have

In(2nt/d)

c-€
t—x¥|| < —————if we take at least ————— 1 d.
Hy T HOO S T4l if we take at leas 5c2  samples per roun

Proof. For this purpose, we are going to use Hoeffding's inequality . The protocol indicates
that all the agents take one sample at each round simultaneously and they wait r time steps(or

take r samples) till they have an e-close estimation of the deterministic update rule. Therefore in

our case we have:

- X() ¥ X()

JEN;
T d

Pr || > ¢ §2e_27"62
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The above bounds the probability of the bad event for an agent, so that the constraint
|yf — xﬂ < € holds for agent 4. In this section, we return to the analysis of our arguments on
an unweighted d-regular graph. Therefore, the update rule becomes a simple averaging. Since
each agent also holds an intrinsic opinion, imagine, for example that matrix A is a d X d matrix,
which takes the values A;; = ﬁ, if i = j and all the diagonal elements are zero. This way also
the sum of each row of the matrix is less than 1. Then we also put equal weight on the intrinsic
opinion of an agent+ so matrix B takes the values B;; = d—}rl for all the agents and 0 otherwise.

Of course, we want for all the agents to avoid the bad outcome, so that with high probability

|yt — xtHOO holds. In this case we need a union bound on the n agents:

- X() % X() | Zx0 T X6

. j jEN; j=1 jEN;
Pr |d agent ¢ : ! — 2 >e SE Pr | |2 - >
r d r d
=1
< 2n672’r'€2

We need though the constraint to hold for each round in case we want with high probability

to move towards the equilibrium point after each round. As we proved, we are guaranteed to get

€
inside an W - ball after ¢t or more rounds. using again the Hoeffding and Union bound:
oo
r . . r . .
4 1X(z) ZJ:V X (i) t n E%X(z) 21:\7 X (1)
.| J= _JEN; J= O JEN
Pr (3t,i: " 7 > € §ZZPr " 7 > €
i=1 j=1
< 2nte= "¢

Now we want to make that probability arbitrarily small, so assume :

1) 2nt
Inte=2re’ <de - < —sul>h| —| o
2nt )

r > T (37)

This gives a lower bound on the number of samples that we have to take in each round in

order for our analysis to hold with high probability. This concludes the proof.
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It is also common to relate the parameter 6 with the number n of the agents, so we usually

want that § > — , where c is an arbitrary constant, greater than 1. If we also make an assumption
n
about the number of rounds and give a lower bound which is related to the number of agents,

then by substituting in the above inequality we get an expression which is of the form 2 (ln n/ 52).

From the above lemma we can draw another conclusion. An approach with constant sample
size does not work, since we described this case as a linear system, and even if the estimation
error remains smaller than e deterministically, we cannot hope for much. If we follow the analysis
of the previous lemma and we increase the sample size in each round, since it is dependent on ¢

and by readapting €, we can actually get arbitrarily close to the equilibrium point. If we sample

€
more and more, the variance will keep reducing and our system can converge in an ———————ball

1— Al
around the equilibrium point, for any € > 0.
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