n National Technical University of Athens
School of Electrical & Computer Engineering
Division of Communication, Electronic and
Information Engineering

Microprocessors and Digital Systems Lab

£

"\
NE 3
Rt P
:\3‘,"
X
N VPPOPOS

Design Automation and Synthesis Techniques
for Approximate Computing

Ph.D. Thesis
of
Georgios D. Zervakis

Supervisor: Prof. Kiamal Pekmestzi

Submitted in School of Electrical & Computer Engineering of
National Technical University of Athens

Athens, November 2018






RELNEIOR National Technical University of Athens

School of Electrical & Computer Engineering
Division of Communication, Electronic and
Information Engineering

Microprocessors and Digital Systems Lab

! ; {;;3
55

o
IS A
|5
S
o
NPOMHOEVS -
XL
VP POPO

Design Automation and Synthesis Techniques
for Approximate Computing

Ph.D. Thesis
of
Georgios D. Zervakis

Supervising Committee: Kiamal Pekmestzi

Dimitrios Soudris
Michael Huebner

Approved by the advisory committee on November 23, 2018.

Kiamal Pekmestzi  Dimitrios Soudris  Michael Huebner
Professor N.T.U.A  Professor N.-T.U.A  Professor B.T.U

Nectarios Koziris Dionisios Pnevmatikatos
Professor N.T.U.A Professor T.U.C

Dimitris Gizopoulos Muhammad Shafique
Professor U.O.A Professor T.U.W

Athens, November 2018



This Ph.D. Thesis was cofinanced by the E.C. funded projects H2020 AE-
GLE, H2020 FabSpace 2.0, FP-7 Swan i-Care. Also, part of this Ph.D.
Thesis was partially supported by Hellenic Funds and by the European
Regional Development Fund (ERDF) under the Hellenic National Strate-
gic Reference Framework (NSRF) 2007-2013, for the project “THALES-
HOLISTIC”.

The content of this Ph.D. Thesis does not reflect the official opinion of the
National Technical University of Athens. Responsibility for the information
and views expressed in this thesis lies entirely with the author.

Content that is reused from publications that the author has (co-)authored
(excerpts, figures, tables, etc.) is under copyright with the respective pa-
per publishers (IEEE, ACM, Springer etc) and is cited accordingly in the
current text. Content that is reused from third-party publications appears
with the appropriate copyright note. Reuse of any such content by any
interested party requires the publishers’ prior consent, according to the ap-
plicable copyright policies. Content that has not been published before is
copyrighted jointly as follows:

Copyright ©Georgios D Zervakis, 2018
Electrical & Computer Engineer N.T.U.A.
All rights reserved



Edvixd Metodfio Hohuteyvelo

Yyohf Hhextpohdywv Mnyovixwy

& Mnyovixyv Trohoylotov

Topéac Emuxowvwviiv, Hhextpovixrg xau
Yvotnudtewy IIAnpogopixic

Epyatripio Muxpobnoloyiotov

§

‘l\
(3
13 “q/
s KO
)
44
A
X
N VPPOPOS

Avtopatonownuéveg MeBodohoyieg xou Teyvixég
Yxediaong xouw XOveorng Ilpoceyyiotixol Yroloyiopmol
via Evepyeiaxd Anodotixolg Enciepyactéc YAuxol

Awaxtopiny Awtelfn)

TOU
I'ewpyov A. ZepBdxn

EmupBiénov: Kad. Kiapdh Ilexpeoctln

TroPAfinxe otn Lyolr) Hiextpordywy Mnyovixovy
& Mnyavixov Trohoylotomy
Tou Edvixol MetooBou IToduteyveiou

Adfva, NoéuPplog 2018






Edvixé Metoofio Hohuteyvelo

Yy oh) Hhextpohdywy Miyovixdv

& Mnyovixdyv Troloylotodv

Topéac Emuxowvwvioy, Hiextpovinng xau
Yuotnudtev IIAnpogpopixic

Epyatrpio Mixpobnoloyiotdv

6o
¥

3 ) A
Na
7 NPOMHOEVS
3l
nVvPopos

Avtopatonownuéveg MeBodohoyieg xou Teyvixég
Yxediaong xou XOveorng Ilpooceyyiotixod Yroloyiopmol
yia Evepyeiaxd Anodotixolg Encgepyactéc TAuxol

Awaxtopur Awte3y
TOU
I'ewpeyiov ZepBdxn

Yuupouvievtixr Enwtpony:  Kuopdh Hexpeotln
Anuntelog Yolvteng
Michael Huebner

Evyxpldnxe and tny entopen e€etactxr emtpony| tny 23" Noeyfplou 2018.

Kuopd Iexpeotlsy  Anuftpioc Yovvtene  Michael Huebner
Kodnyntic EMII Kodnyntic EMII Professor B.T.U

Nextdproc Kolopne Awoviolog ITvevpotindrog
Kodnyntic EMII Kodnyntic ILK.

Anuiteloc I'aldmourog Muhammad Shafique
Kodnyntic EKIIA Professor T.U.W

Adva, NoduBploc 2018



Feddeyog A. ZepBdxng
Awdxtwe Hiextpohdyog Mnyavinog xaw Mnyavixog Troroyiotedv E.M.IL.

Copyright ©I'ewpyioc A. ZepPdxne, 2018.
Me emupioln navtade dixanwpatoc. All rights reserved.

Anoyopeleton 1 avtiypapn, anodfxeuon xau Slavour tng mapoloag epyasiag,
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TOTWOoY), amoVNXEVOT] Xou OLVOUY Yol OXOTO U1 XEEOOOXOTUXO, EXTIULOEVTIXTC
1) epeuvnTc @OoNg, und TNV TEolNOVEST Var avapEpETAL 1) TNYT TEOEAELONG
xou var dtatneelton To mapdy pivupa. EpwthApata mou agopodv tn yerorn tNng
epyaoiag Yo xepdoox0omIXd oXOTd TEENEL VoL areLYVVOVTOL TEOS TOV CUYY -
pea.

Ou anddelc xan T CUUTEPAOUATA TIOU TEPLEYOVTAUL OE QUTO TO EYYPAUPO EX-
ppdlouy TOV CUYYPUPEN XU BEV TRETEL VoL EUNVELTEL OTL AVTITROCWTEVOLY TIG
enionuec Yéoeig tou Edvixod Metodfiou Iloruteyvelou.



Abstract

Since the failure of Dennard scaling, energy efficiency has become a first-
class design concern in computer systems. Recently, exploiting the intrinsic
error resilience of a large number of application domains, approximate com-
puting has emerged as a design alternative for energy efficient system design,
trading accuracy for significant energy gains. In this thesis, we focus on the
design of hardware approximate accelerators. Existing hardware approx-
imation techniques mainly apply single-level approximation, limiting thus
the potential energy-savings of the approximate computing application. In
this dissertation, in order to max out the benefits of approximate computing
application, we examine, introduce, and enable multi-level approximation
in the design of hardware arithmetic circuits as well as hardware accelera-
tors. In order to enable straightforward and seamless application of approx-
imate computing and multi-level approximation on hardware circuits, we
propose four automated frameworks, i.e., VOSsim, Partial Product Perfo-
ration framework, HAM, and METHADONE. All the proposed frameworks
were extensively experimentally evaluated. We demonstrated their efficiency
and optimality through comparisons against exhaustive design space explo-
ration and related state-of-the-art works. Specifically, we showed that all
the approximate designs produced by the proposed frameworks, outperform
existing state-of-the-art designs in terms of both induced error as well as
power reduction.

Keywords: Approximate Computing, Approximate Synthesis, Arithmetic
Circuits, Design Automation, Hardware Accelerators, Multi-Level Approx-
imation, Voltage Over-Scaling
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[MepiAndn

O teyvoloyleg mhnpogopxrc Beloxovtal TAéovV e pLo ETOYT TTOL Yol Vor Blo-
Tnendel ahhd xan vor Behtiwdel 1 anddoon xoL ATOTEAEOUATIXOTNTA TWV UTO-
AoYIo TGOV cuoTNUATWY elvor avoryxolee ptlIxég aAAAYES CUYXELITIXG YE TIG
napadoctoxéc texvxéc. O mPOGEYYIOTIXOC UTOAOYIOUOC AmOTEREL €Vl YOR0-
©TNelo Td TedTUTo EIIXAC HETOBONTC Tou €xEl EloéAVEL GTO TYEBLAOUO Yol TN
Aertovpyia Twv olYyYeovwY cuctudtwy. H dlate3r auty emxevipovetol oTny
UEAETT Xl OYEBIIOT) TEOCEY VIO TIXWY ETUTAYLYTOV LAoV. Ol undpyouoeg Ue-
Yodoloyiec oyedlaone TEOCEYYIO TIWV XUXAWUATOY EQapuolouy xaTd xUplo
Aoyo Uovo-eninedeg mpooeyyloTxég TexVxé, meplopllovtog €ToL onuavTixd
TaL EVERYELAXA OPERN Al TNV EQUPUOYT] TOU TROCEYYLO TXOV UToAoYLoWoL. O
oTOY0¢ AUTAS TNG dlaTEPrc elval VoL HEYLOTOTOLAGEL ToL EVERYELOXA OQENT] TRV
TPOGEY YLO TIXDV XUXAWUATWY X0l VoL TPOTEVEL GUC TNUATIXES Yedodoloyieg yia
TNV EQPUPUOYT] TOU TEOCEYYLOTIXOU UTOAOYLOUOY, €TOL WOTE Vo emiTeédel TNy
oflonoinoy) Tou otov Touéa TN oyediaong Ynelaxdv cuotnudtey. o va
UEYLOTOTOLACOUUE TNV AOBO0T| TWY TEOCEYYLO TIXMY XUXAOUATLV UEAETAUE,
TEOTEIVOUUE, XL XATACTOUUE BLVATY| TNV EQPAUPUOYY| TOAU-ETUTEOWY TPOCEY-
YIOTIXWY TEYVIXOV YO TNV TOEAYWYT) TOCO TEOCEY YO TIXOV dpLIUNTIXMOY XU-
XAOUATWY OG0 ol ETULTUYLYTOV VA0, To avetépw emtuyydvovion éoo and
Ta TECOEPA AUTOUATOTOLNUE VYL ATl oy Ediaomg xou ohvieomng Tou TpoTelvou-
ue: VOSsim, Partial Product Perforation, HAM, xov METHADONE. Ta
mAadolor auTtd a€lohoyinxay Sle&odixd HEcw EXTEVOUC TELOOUATIXAC Oladixo-
olag xan cuyxplinxay e tig exdotote BEATIOTEG LTdEYOoLVoES Uedodohoyieg xan
TEYVIXES ATOBEIXVVOVTOC TNV ATODOTIXOTNTE TOUC.

AgZeic Khewdid: Apriuntixd Kuxdouota, Avtopatonomuévn Myedloon
Kuxioudtwy, Encepyoactric Thwxol, ITohv-eninedog Ilpooeyyioude, Ilpo-
oeyyloTxdg Yrnoloylouodg, Lovieor lpooeyyiotxwv Kuxhwudtowv, YTrep-
xAudxwon tne Tdong




Extended Abstract

Since the failure of Dennard scaling, energy efficiency has become a first-
class design concern in computer systems. Its potential benefits go beyond
reduced power demands in servers and longer battery life in mobile devices,
since improving energy efficiency has become a requirement due to limits
of device scaling and the well-known “dark silicon” or “power wall” prob-
lem. Recently, exploiting the intrinsic error resilience of a large number of
application domains, approximate computing has emerged as a design al-
ternative for energy efficient system design, trading accuracy for significant
energy gains. In this thesis, we focus on the design of hardware approximate
accelerators. Approximate hardware circuits, on the contrary to software
approximations, offer also transistors reduction, lower dynamic and leak-
age power, lower circuit delay and opportunity for down-sizing. Existing
hardware approximation techniques mainly apply single-level approxima-
tion, limiting thus the potential energy-savings of the approximate com-
puting application. Moreover, the increased requirements for verifying the
circuit’s functionality, as well as operating within the error bounds, greatly
increase the design time cycle of approximate hardware accelerators. In this
dissertation, in order to max out the benefits of approximate computing ap-
plication, we examine, introduce, and enable multi-level approximation in
the design of hardware arithmetic circuits as well as hardware accelera-
tors. Multi-level approximation refers to applying an approximation tech-
nique in every design layer, i.e., the algorithmic, the logic, and the physical
ones. However, multi-level approximate architectures exacerbate the design
complexity due to the diversity of inexact techniques and their impact on
final circuit implementations. In order to enable straightforward and seam-
less application of approximate computing and multi-level approximation
on hardware circuits, we propose four automated frameworks, i.e., VOS-
sim, Partial Product Perforation framework, HAM, and METHADONE.

xi



VOSsim enables very fast and accurate quantification of the power-error
characteristics of approximate circuits under voltage over-scaling. Partial
Product Perforation is a generalized technique that can be, out-of-the-box,
applied to any multiplier circuit, providing known a priori and bound out-
put error values. HAM exploits Partial Product Perforation and introduces
multi-level approximation in the design of approximate multipliers, showing
that multi-level approximation, compared to single-level one, delivers more
efficient solutions in terms of both power and error. Finally, we present
METHADONE an approximate accelerator synthesis framework which en-
ables efficient inexact circuits implementations by leveraging the incorpo-
ration of diverse multi-level approximate techniques. METHADONE in-
corporates all the aforementioned frameworks and given the behavioral de-
scription of a hardware accelerator and an error bound, quickly produces
its power-optimal multi-level approximate counterpart that satisfies the er-
ror bound. METHADONE can be applied to any accelerator circuit and
seamlessly extends typical behavioral and/or RTL synthesis tools by op-
erating on the accelerator’s scheduled data flow graph. The approximate
accelerators produced by METHADONE deliver energy savings that range
from 10% (for 1% error bound) to 70% (for 10% error bound). Compared
to an exhaustive design space exploration METHADONE produces close to
Pareto-optimal multi-level approximate accelerators, while delivering more
than 589x speedup in finding the Pareto-front designs. All the proposed
frameworks were extensively experimentally evaluated. We demonstrated
their efficiency and optimality through comparisons against exhaustive de-
sign space exploration and related state-of-the-art works. Specifically, we
showed that all the approximate designs produced by the proposed frame-
works, outperform existing state-of-the-art designs in terms of both induced
error as well as power reduction.

Keywords: Approximate Computing, Approximate Synthesis, Arithmetic
Circuits, Design Automation, Hardware Accelerators, Multi-Level Approx-
imation, Voltage Over-Scaling
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Ektetopévn MepiAndn

O teyvoloyleg mhnpogopxrc Beloxovtal TAéovV e pLo ETOYT TTOL Yol Vor Blo-
Tnendel ahhd xan vor Behtiwdel 1 anddoon xoL ATOTEAEOUATIXOTNTA TWV UTO-
AoYIo TGOV cuoTNUATWY elvor avoryxolee ptlIxég aAAAYES CUYXELITIXG YE TIG
napadoctoxéc texvxéc. O mPOGEYYIOTIXOC UTOAOYIOUOC AmOTEREL €Vl YOR0-
©TNelo Td TedTUTo EIIXAC HETOBONTC Tou €xEl EloéAVEL GTO TYEBLAOUO Yol TN
Aertovpyio Twv clYYeovVLY cuctudtwy. Bacileton otny 16éa 611 neptopilou-
UE TNV amddOoscT] TWV LTOAOYLOTIXWY CUCTNUATWY e€ovaryxdlovTde Tar vor emi-
TeEhoVV uTohoylouolg yeyahltepng axp(Belag an’ 660 mpaypaTXd YEELdlETAl.
Eiva yeyovée 6t axpBelc anavtioelg Sev elvon eqpuxtée/anopaitntec oe mAn-
Vdpa EPAPUOYOV, OTWS VLo TAPddELYa oToug Topelc Bothde uddnone, dpaong
UTOAOYLO TRV, UnyovixAc wainong x.A.m. ‘Opwe, o Tpocey Yo TixdS UTOAOYL-
ouOG TEETEL VoL eQopUOLETOL UECWL WIoG VO TNENS Xat TUTIXAC uedodoloyiog.
I to Aéyo autd elvar avoryxaio utohoyioTixd emineda apaipeonc mou vo e-
mtpénouy Ty pevodxn pelwon tne urtohoylouxhc axplBeloc xepdilovtog o€
GAAEC UETEES OTWC ETLBOOT] XOU EVEPYELAL.

H SotePn) ot emxevtpdveton otny HEAETN Xou OYESIOCT, TEOCEYYIO TIXWY
emToyUVTOY LAX0U. Ta mpoceyyloTind xuxAOUATA TEOCHEROLY YAUNAOTER
OLVOLXT) AAAG XAl CTATIXY XUTAVAAWGOY oY VOGS, WXEOTERT) XUXAWUNTIXY Ko
Yuotéenom, xadog enlong xou duvatdtnta oulxpuvong. Ou umdpyouvoeg pe-
Yodoloyiec oyedlIONC TEOCEYYIO TIWV XUXAWUATOVY EQupUOlouy xaTd xUplo
AOYO HOVO-ETUNEDES TEOCEYYIOTIXES TEYVIXES, TEELOPLOVTAC ETOL ONUOVTIXG
Ta mavd EVERYELIXE OQEAN OmO TNV EQPUPUOYT| TOU TEOCEYYIOTLXOU UTOAO-
yiopoL. Emnpociétng, ol undpyouoeg pedodoloyieg epapudlovy, we eni to
TAE(CTOV, TPOCEYYIOTIXES TEYVIXEG EWOLXEVPEVES YL TNV EXACTOTE EQPUOUOYT
X0 UE U1 QUTOPATOTIONUEVO TedTo. H oyedlaon tpooey Yo Ty XUXAWUATOY
X0l Ol EQUPUOYO-XEVTELXES Yedodoloyieg mou axohoudolvton ducyepatvouy a-
xOu TEPLEGOTERO TO 10T EEAUEETIXY TOAUTAOXO €070 TNE oYEdlaoNS YrpLoxdy

xiii



CUCTNUATWY, XadMOS 0 OYEBLACTAC TEETEL VoL EAEYYEL TOCO T1 AStToupylol Xau
1 BeATIOTOTOMGON TOU XUXAGUATOS OGO oL VoL TNEEL ToL HpLal TOU GQIALITOS.
O otoyog authc e dTePrc elvon aPeVOS VoL UEYIC TOTOLACEL To EVEQRYELOXS.
OQENT TWV TEOCEYYLOTIXMY XUXAWUATOY Xl APETEPOU VO TPOTEIVEL GUCTY-
Hotég pedodoloyleg yia TNV €QUPUOYY| TOU TEOCEYYLOTXOU UTOAOYIOUOU,
€tolL Hote va emteédel Ty adlomoinon oAk xou eyxadidpuon Tou GTov Topéa
e oyedloone Pnplaxcdy cuotnudtwy. T vo yeyiotonoijoouue v ombdo-
o1} TWV TPOCEYYLIOTIXWY XUXAOUATOY UEAETHUE, TEOTEIVOUUE, XU XUTAO TOVUE
OLVITY| TNV EQPAPUOYY| TOAU-ETUNEDWY TEOCEYYLO TIXWY TEYVIXMY YO TNV THpA-
YOYY TO00 TEOGEYYICTIXOV ApLIUNTIXOY XUXAWUATOV OGO XL ETULTOYUVTLV
vhixol. Me tov 6po mMOAU-ETUNEDEC MEOCEYYIOTIXES TEYVIXES AVAPEQOUAOTE
OTNY EQUPUOYY| LOG TTROCEYYLOTIXAC TEYVIXHC O xdle €va amd To Tplo emime-
dor oyedlaopol, dnhady| To ahyoplduixd, T0 AoYixd, xou T0 XUXALUATXG. Lo
VO AV TLIETOTICOVUE TNV AUENUEVT OYEDAO TIXH BUGKOAX TOV TEOGEYYIO TIXWV
XUXAWUETOY, TOU dUoYEPAUlVETAL AXOUO TEPLOCOTEPO GTOV Y(PO TV TOAU-
eNINEDWV TPOCEYYIOTIXWY ETUTAYUVTOV UALXOU, TEOTEIVOUUE YEVIXEUUEVES Ol
auTtopatononuéve pedodoroyieg yia T oyedlaon xa ovvdeon avtwyv. To
AVOTERE ETUTUY YEVOVTOL UECA MO Tol TECOEQRO AUTOUATOTONUEVA ThafoLa Oye-
dlaong xan cOvieong mou mpoTdUNXAY xou VAOTOUAUNXAY XOTd TNV EXTOVNON
e Swtpdric: VOSsim, Partial Product Perforation, HAM, xouw METHA-
DONE.

To VOSsim eivar 1o mpidTo %o povadixd epyoleio Tpocopoiwone XUXAWUSTWY
oe VYNA6 eninedo (eninedo nLAGY) Tou AowPdver uTéYn Tou TNV TéoT AetToLE-
ylog xou mop€yel T duvatotnTo aAdayic TN TS ™. To VOSsim, Aowmoy,
ETUTEETEL VAL TROCOLOPLO TOLY TOAU YRTY0pa Xal UE UEY AT axplBetar Tar yopoxTn-
PO TS (XUTOVIAWOT], GPIAUN) TWV XUXAOUATOV UTER-XAUOXOVUEVNS THOTG.
To Partial Product Perforation elvou éva autopatonomuévo mhaiclo moporyw-
YHC TEOCEYYIO TV TOMATAACIAC TWOVY TOU ELOAYEL TNV EQAUPUOYY| TEOCEY Y-
OUWY OTNV TAEAY WYY TWV UEPIXWOY Yivouévey. Mropel va egapuootel oe xde
XOUAWUA TOMAATAACLOG TH AVEESETNTAL OO TNV OEYLTEXTOVIXY] TOU X0l TOPEYEL
EX TWV TEOTEPWY YV(OOT TOU TUPUYOUEVOU CPIALATOSC. DTN CUVEYELNL TRO-
tetvetan To mhalolo HAM, 1o onolo yenowonotel to Product Perforation xou
eQapuoleL Yo TeWTN Popd ToAU-eNiNEdES TPOCEY YO TIXES TEYVIXES OTN o) Edia-
OM TEOGEYYIG TV aptduNTXY xUXAwUdtwy. Me to HAM, 8elyvouye enlong
xan TNV TOAD LYMAT) EVEPYELAXT ATOBOTIXOTNTA TOU TOAU-ETUNEDOL TEOCEYYL-
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ouoy CLYXELTIXA UE ToV Topadocloxd epapuolouevo povo-eninedo. Télog,
npoteivoupe to miatolo METHADONE, éva autopatonomuévo miaiolo oOv-
VeoNS TREOCEYYIOTIXWY EMTAYLVTMY UAXOL To omolo xahotd Suvath Ty o-
TOOOTIXY) EQPAUPUOYT) TOAU-ETUTEDOU TEOCEYYIOUOU OTO OYEBLACUO TOAUTAOX WY
xuxAoudtwyv. To METHADONE to emtuyydvel autéd evowuatmvovtag dlo
Ta TpoavVaPERVEVTA TEOTEWOUEVA TAdiota. AEBOUEVNE TNG CUUTERLPORIXTG TiE-
erypopic evog enelepyao T LAXOU (1 ohMdE emLTaUVTH) o eV oplou o@dh-
watog, To METHADONE nogdyel ToAd ypryopa Tov avTloTOLYO EVERYELOXS-
Béhtioto molu-eninedo enc€epyac Tt LA Tou Wavorolel To bplo autd. To
METHADONE Xettoupyel ndvey 6Tov Yed(po pofg DEBOUEVHY TOU EMLTAYUVTH
xou €Tol o) unopel va eqoppooTel o xdie xOxhwuo/emitayuvth VAo xou B)
elvo 1xotvo vor EMEXTEIVEL XAl VoL EVOOUATOVEL ablapavids oTIC TUTIXE Y eToULo-
mololpevee Sladixaoieg ohvieong xou oyedlaong Ynplaxmdy cuctnudtony. To
xuxAouota Tou mapdyovton and to METHADONE yopaxtne(Covton and nold
LPNAG evepyelaxd o@éNT. Luyxpltixd pe 0 0p06 xOxAwua, yopoxtnellovio
and 10% younhotepn xatavdhwon woybog yio wohic 1% o@dhua xou 70% yo-
unhotepn xotovdhwon yio 10% o@dhpa. H newpopotind aliohéynon Seiyvel
6t to METHADONE nogdyet mold yehyopa Aoelc (teptocdtepo and 589 )
oL onoleg PBeloxovton mohd xovtd otic Pareto-Bértioteg. ‘Oha ta mpotetvdueva
mhaiota aglohoyrinxay Sieodixd uéow extevols melpopatixng dtadixactiog xon
ouyxelinxay ue Tic exdotote BEATIoTEC LUTdPYOLoES UeVOBOAOY(EC oL TEYVI-
%€ AMOOEVIOVTUG TNV ATOBOTIXOTNTA TOUG.

Aggeig Khewdud: Apriuntind Kuxddpata, Avtoyoatomoinuévr Lyedlaon
Kuxdoudtwy, Eneepyoacthic Thwxol, ITohu-eninedoc Ilpooeyyiopde, Ilpo-
oeyylonxos Ymohoylouodg, Yovieon Ipooeyyiotndyv Kuxhwudtwy, Yrep-
xhpdxwon tng Tdong
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Chapter 1

Introduction

1.1 Energy Efficiency: “Sine Qua Non”

A prominent example of the importance of energy efficiency are data cen-
ters. Data centers are basically computer warehouses that store very large
amounts of data and support a multitude of applications, systems, and
functions [1] (e.g., streaming media, email, internet content, e-commerce,
social networking [2]). Today, these applications are used more and more
by our computers, mobile devices, sensors, and networks through the ever-
growing cloud [3]. Because of the need to run incessantly [4], data centers
require huge amounts of energy to operate (typical power densities of 538-
2153 W/m?, up to 10 KW/m? [5,6]). A 2013 example shows that U.S. data
centers consumed an estimated 91 billion kWh of electricity [7] (Table 1.1),
a trend that’s only going to grow to an estimated 140 billion kWh by 2020;
to put things into perspective, this translates to the the annual output of 50
power plants, costing American businesses $13 billion annually in electric-
ity bills and emitting nearly 100 million metric tons of carbon pollution per
year. In Europe the respective numbers are 72.5 billion kWh for 2010 and a
projection of 104 billion kWh for 2020 [6]. If we also consider the amount of
data these centers are handling (350m terabytes of data as of 2015 [3]) and
the consequent power consumption (over 100TWh of electricity annually by
2020, the amount of public attention power-hungry data centers have drawn
comes as no surprise.
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Table 1.1: Data centres Energy consumption estimations and projections in TWh
from a European, American and Global perspective. Source [6].

Consumption (TWh) ‘ Reporting Year

EU consumption

18.3 2000
41.3 2005
56 2007
72.5 2010
104 2020
US consumption
91 2013
140 2020
Global consumption
216 2007
269 2012

In addition to data centers, there is another major domain of the infor-
mation and communication technology (ICT) sector that exhibits increased
energy efficiency demands: embedded systems. An embedded system is
an engineering artifact involving computation that is subject to physical
constraints. These constraints affect available processor speeds, power, and
hardware failure rates [8]. Many embedded systems feature very tight power
budget (an order of some Watts) while ultra low-power ones (e.g. wearable
systems) only a few milli watts [9]. The importance of energy efficiency for
embedded systems becomes apparent if we consider the example of mobile
or wearable systems. Although their small size comes with a tight power
budget, they need to perform high performance functions, such as 3G/4G.
If we add into the mix the ever-growing number (Figure 1.1) of embedded
and internet-connected (IoT) devices (15 billion in 2015, est. 75 billion
by 2025), it becomes obvious that the systems’ ability to perform efficient
computations will be absolutely essential.

Lastly, there is also an environmental reason behind the significance of en-
ergy efficiency. Close to 2% of the global COy emissions comes from the
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Figure 1.1: Internet of Things (IoT) connected devices (in billions) installed base
worldwide from 2015 to 2025 (in billions). Source: THS white paper
https://cdn.ihs.com/www/pdf/enabling-IOT.pdf.

Information and Communication Technology (ICT) sector (including data
centers), a percentage which is only projected to grow due to technologi-
cal advances such as the cloud computing, as well as the rapid growth of
the use of Internet services and IoT /internet-connected devices [6]. To put
it into numbers, the ICT industry is forecasted to use 20% of the world’s
electricity by 2025, which also translates to 5.5% of the world’s carbon emis-
sions by then. Therefore, we can easily support that this is an issue that
extends far beyond the ICT sector; it has a global effect on countries and
communities. For example, this is well reflected on EU energy policies [10]
that aim to improve energy efficiency in virtually every sector of the econ-
omy.

1.2 Moore’s Law and Dennard’s Scaling

Moore’s Law [11] has been a fundamental driver of computing for more than
four decades [12]. For the last forty years, industry’s unrelenting focus on
Moore’s Law transistor scaling has constantly delivered increased transistor
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performance and density. Throughout all these years of technology advance-
ments and computer science evolution, leading researchers and technologists
have awaited and forecast the “end of scaling” within one or two next genera-
tions. Nevertheless, every time the technology reached the anticipated tran-
sistor scaling break off, scaling continued (Figures 1.2 and 1.3) [13]. Inspired
and innovative new solutions were developed to further prolong Moore’s Law
and maintain the transistor scaling roadmap [14].

Moore’s law is the observation that the number of transistors in
a dense integrated circuit doubles approximately every two years.
The period is often quoted as 18 months because of Intel executive
David House, who predicted that chip performance would double
every 18 months. — G. E. Moore, 1965 [11].

One of the main challenges of doubling the number of transistors on the
chip is powering them without melting the chip and incurring excessively
expensive cooling costs [12]. Although, considering the Moore’s Law, the
number of transistors in a dense integrated circuit (Figure 1.3) has im-

10nm
100
14nm
Intel
Transistor 22nm q
: % 60/40 NAND+SFF
Density o Density Metric
MTr/mm? 10 L d
45nm

1

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
HVM Wafer Start Date

Figure 1.2: Transistor density improvements continue at a rate of doubling every
2 years. Source [15].
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mensely increased, in the past 40 years, the chip power consumption has
slightly increased. It is remarkable that with the same amount of power
two times more transistors can be driven. In 1974, Robert Dennard [16],
formulated how the transistor fabrication process technology can provide
such physical properties. In fact, Dennard’s theory of scaling is the main
force behind Moore’s Law [12].

Dennard scaling is a scaling law originally formulated for MOS-
FETs (also known as MOSFET scaling). It states, roughly, that
as transistors get smaller their power density stays constant,
so that the power use stays in proportion with area: both volt-
age and current scale (downward) with length.— R. H. Dennard
1974 [16].

With Dennard’s scaling rules, the total chip power for a given area size re-

mained the same from process generation to process generation. Hence, a
new process technology could double the transistors’ count in a fixed chip
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Figure 1.3: Number of transistors with fit into a microprocessor. Source: Karl
Rupp, 42 Years of Microprocessor Trend Data https://github.com/
karlrupp/microprocessor-trend-data.
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size without increasing the power dissipation of the chip. Dennard’s formu-
lation [16] provided to our industry a concrete guide to the future, a way
for setting goals and expectations for the next process technology genera-
tions. This paper, [16], provided a specific transistor scaling formula, needed
to continue Moore’s Law, which was first articulated by Gordon Moore in
1965 and was in effect being followed by the semiconductor industry since
the early 1960’s [17]. Moore’s and Dennard’s papers gave a roadmap to our
industry on how to develop new integrated circuits on a constant pace, that
deliver regularly improved performance and power. Reducing the critical
dimensions while keeping the electrical field constant, yields higher speed
and a reduced power consumption of a digital MOS circuits [16]. Every new
process technology generation was expected to reduce minimum feature size
by approximately 0.7x and it provided roughly a 2x increase in transistor
density [17]. Starting in the mid-1990’s our industry started introducing new
technology generations once every 2 years. The trend of increasing chip size
has slowed due to cost constraints, so we have settled into a trend of doubling
transistor density and count every 2 years [17].

Moore’s law gives us more transistors... Dennard scaling made

them useful. — Bob Colwell, DAC 2013.

1.3 The end of Dennard’s scaling

Voltage scaling was a crucial component of Dennard’s scaling because it
maintains constant electric field, which is important for reliability, and it
lowers transistor power, which is needed to maintain constant power den-
sity [17]. However, voltage scaling has run into lower limits imposed by
threshold voltage (Vr) scaling limits [18]. Dennard’s scaling law assumed
that Vpr would scale along with operating voltage, and thus provide im-
proved performance and power [16]. Nevertheless, Dennard’s scaling did
not consider the impact of sub-threshold leakage. By 1970, sub-threshold
leakage was quite small and its contribution to the total power consump-
tion of the chip was negligible. However, by 2005 Vr has scaled to the
point where sub-threshold leakage has increased more than 10,000x (from
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Figure 1.4: Scaling of processor power over years. Source: Karl Rupp, 42
Years of Microprocessor Trend Data https://github.com/karlrupp/
microprocessor-trend-data.

< 10~ "%mps/mm to > 10~ "amps/um) and further reduction in V7 was not
feasible anymore. Therefore, voltage scaling slowed down, since it was no
longer possible to scale further the threshold voltage due to rising leakage
currents [19]. Furthermore, another limiting factor in Dennard’s scaling law
was the assumption that the ability to scale gate oxide thickness would be
retained. On the contrary, gate oxide thickness scaling reached the point of
five atomic layers and the contribution of direct tunnel leakage current to
the overall chip power highly increased [20,21]. The underlying cause of the
provisioned power growth (Figure 1.4) can be traced to two factors: the fact
that we did not scale power supply voltages at the constant field rate [22],
and the fact that in our quest for performance, we scaled clock frequencies
faster than dictated by constant-field scaling [19].

As long as Dennard’s scaling was still in the spotlight, computer science
leveraged the transistors’ increase to produce higher frequency processors
and equip them with more capabilities to further improve their perfor-
mance [12]. With the end of Dennard’s scaling, power densities in today’s
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integrated circuits are rapidly reaching unmanageable levels. Future tech-
nology generations can sustain the doubling of devices every generation,
but with significantly less improvement in energy efficiency at the device
level. This device scaling trend presages a divergence between energy-
efficiency gains and transistor-density increases [23]. Driven by the reg-
ularly maintained 2x increase in transistors’ count and the failure of Den-
nard scaling power management and efficiency emerges as a primary issue
across most domains of the computing industry and is now essential for
practical realizations. Therefore, the computing industry is forced to ex-
plore and adopt new computing alternatives in order to maintain the power
scaling and increase the energy efficiency of the modern computing sys-
tems.

1.4 Approximate Computing

We are at the threshold of an explosion in new data, produced not only by
large, powerful scientific and commercial computers, but also by the billions
of low-power devices of various kinds [24]. Energy efficiency is now a first-
class design constraint in computer systems. Its potential benefits go beyond
reduced power demands in servers and longer battery life in mobile devices,
since improving energy efficiency has become a requirement due to limits
of device scaling and the so called “dark silicon” [25] or “power /utilization
wall” problem. Computing and information technologies have entered now
the “no-free lunch” era, meaning that radical departures from conventional
approaches are needed to sustain and further improve the performance and
efficiency of the computing systems.

Guaranteed numerical precision of each elementary step in a complex com-
putation has been the mainstay and the fundamental principles of tradi-
tional computing systems for many years. But abstractions with perfect
accuracy come at a cost. This era, fueled by Moore’s law and the constant
exponential improvement in computing efficiency, is at its twilight: from
tiny nodes of the Internet-of-Things, to large-scale HPC computing nodes
and data-centers, energy efficiency has become the paramount concern in
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design of computing systems [26]. To overcome the “power wall”, a shift
from traditional computing paradigms is now mandatory and imposes the
computing society to re-think these principles and investigate new comput-
ing alternatives. While precision is crucial for some tasks, many modern
applications are fundamentally approximate. Recent research by Intel [27],
IBM [28], and Microsoft [29,30] has demonstrated that there is a large body
of resource-hungry applications that exhibit an intrinsic resilience to approx-
imation errors and a significant portion of their functions/computations still
produce outputs that are useful and of acceptable quality for the users.
They observed that, in many modern online services it is acceptable to
approximate rather than produce accurate outputs. Such services include
search engines (Google, Microsoft Bing, Yandex, and Yahoo search), rec-
ommendation systems (Youtube, Facebook, Amazon, and Netflix), speech
recognition (Apple Siri and Google voice search), and computer vision (on-
line games). The “correctness” or quality of output of these services is
defined as providing good enough or sufficient quality of results for users
satisfaction [31]. Perfect answers are unnecessary or even impossible in
several application domains [32,33]. Today’s systems waste time, energy,
and complexity to provide uniformly precise operations for applications that
eventually do not require it. For example, based on the work of Misailovic
et al. [34], the preferred quality loss range is between 0-10% for applications
such as video decoding. Moreover, another research by Park et al. [35], that
recruited 700 users, showed that the level of acceptable quality loss signif-
icantly varies across applications, e.g., to satisfy the 90% of the users, 8%
quality loss is acceptable for jpeg while they tolerate 26% accuracy loss for
audio-enc.

Approzimate computing forms a radical paradigm shift in systems design
and operation, based on the idea that we are hindering computer systems’
efficiency by demanding too much accuracy from them [36]. Approximate
computing trades accuracy of computation for savings in execution time
and/or energy by leveraging the error tolerance of the respective applica-
tions and by exploiting approximation opportunities across the comput-
ing stack [37]. Computing workloads with intrinsic error resilience are all
around us, both in the embedded and cloud worlds, and they include dig-
ital signal processing, multimedia processing (image, video, audio), net-
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work processing, wireless communications, web search and recognition and
data mining [38]. As discussed in [38], the error forgiving nature of these
applications may be attributed to a variety of factors (Figure 1.5), such
as:

e Applications that process data from real world (e.g., inputs from sen-
sors) feature and intrinsic error resilience. The input of those appli-
cations is innately noisy, and thus, they are designed in such a way
to encompass and tolerate this noise in the performed tasks. Hence,
they can be also resilient to inaccuracies in their computations.

e Applications that deal with large input data that feature high redun-
dancy. The nature of such applications enables them to accommodate
errors in their calculations without deteriorating their output quality.

e Applications that feature several satisfactory outputs. In such appli-
cations a perfect output, i.e., single unique result, is not mandatory
or even impossible and multiple results are equivalently adequate.

e Applications that produce outputs for human consumption, e.g., audio
and video media applications. The perceptual systems of the human
exhibit a limited ability in detecting slight degradation in the digital
content produced by such applications. As a result, small inaccuracies
in their calculations produce results of acceptable quality.

e Applications that perform statistical and/or probabilistic computa-
tions. Such applications can mainly tolerate errors in their numerical
calculations due to the nature of the implemented algorithms.

e Applications that perform self-healing computations. Such applica-
tions implement iterative computations where the result in every iter-
ation is refined until meeting a certain threshold or satisfaction test.
In these applications errors occurred in early computations can be
corrected /refined in the later ones.

In the past years significant research activities have been performed in the

10
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Figure 1.5: Various sources of inherently error resilient applications.

field of Stochastic/Probabilistic computing [39,40]. However, approximate
computing should not be confused with them. Stochastic computing uses
random binary bit streams for computation and Probabilistic computing
exploits the intrinsic probabilistic behavior of the underlying circuit fab-
ric. The distinctive feature of Approximate computing is that it does not
involve assumptions on the stochastic nature of any underlying processes im-
plementing the system. It does, however, often utilize statistical properties
of data and algorithms to trade quality for energy reduction. Approximate
computing, hence, employs deterministic designs that produce imprecise
results [37].

Our present treatment of error is unsatisfactory and ad hoc...
Error is viewed (in this work), therefore, not as an extraneous
and misdirected or misdirecting accident, but as an essential part
of the process under consideration—J. von Neumann [40]

Resilient applications are not, however, a license for computers to aban-
don predictability in favor of arbitrary errors. We need abstractions that
incorporate approximate operation in a disciplined way. Applications and
runtime systems should be able to exploit these richer abstractions to treat
accuracy as a resource and trade it of for more traditional resources such as
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Figure 1.6: Adding the error dimension in the Pareto front of systems design. The
produced Power-Area-Error Pareto front of the 16-bit approximate
hardware multipliers is depicted (Chapter 4).

time, space, or energy. Different applications feature varying error resilience
and exhibit different quality requirements [35]. Approximation needs to be
done carefully as it can lead to unacceptable outputs and/or system fail-
ure. Hence, a primary target of approximate computing is to determine
what degrees of approximations are feasible so that the delivered results
are acceptable, albeit possibly different from those obtained using precise
computation [24]. Approximate computing adds a new dimension in the
modern systems design, i.e., the one of the error (Figure 1.6). As shown in
Figure 1.6, the power-area trade-off changes with respect to the error bound.
Under iso-area (iso-power) conditions, increasing the error value results in
a decrease in the power consumption (area complexity). The addition of
this extra dimension induces an extra overhead to the already increased
complexity of efficient systems design, since the design space may increase
exponentially [24,41]. Moreover, the designers have to find the Pareto front
points that optimize the efficiency but also guarantee that the output quality
constraints are satisfied. Therefore, systematic approaches with predictable
(and bound) error characteristics are mandatory in order to enable and ex-
pand the application of approximate computing.

The potential benefits of approximate computing, as previously discussed,
have attracted significant research interest in almost all the computer science
domains. Notably, approximate computing research targets programming
languages, compilers, runtime systems, software applications [30,34,42-55],
hardware circuits/accelerators [56-79], and processor micro-architectures
[29,48]. Hardware level approximation mainly targets arithmetic units, such
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as adders and multipliers and/or accelerator synthesis. Approximate hard-
ware circuits, contrary to software approximations, offer transistors reduc-
tion, lower dynamic and leakage power, lower circuit delay and opportunity
for down-sizing. Moreover, another significant research domain in approxi-
mate computing is the Approximate Software—Hardware Co-design, i.e., how
approximations in the hardware level can be exposed at the software level
and how this synergetic nature of software and hardware approximations
can be efficiently exploited.

1.5 Thesis Scope

In this thesis, we focus on the design of hardware approximate accelera-
tors. In addition to the increased benefits of approximate circuits, it is
also shown that using higher software accuracy and approximate hardware
leads to more efficient solutions in terms of both energy consumption and
delivered output accuracy [80]. With this work, we aim to address the
main inefficiencies and limitations in the field of approximate computing
circuits. The majority of related hardware approximate computing works
provide ad-hoc (per circuit and/or application) solutions, limiting, thus, the
exploitation of these techniques in several circuit implementations and/or
application domains. Moreover, almost all of the proposed techniques do
not leverage the full spectrum of approximate computing. As a result, the
potential gains that could be delivered are limited. Finally, another impor-
tant factor in approximate computing is the satisfaction of the application’s
quality constraints. Increased requirements for verifying functionality, as
well as operating within the error bounds greatly increase design time cycle
of approximate hardware accelerators.

The scope of this thesis is to provide generalized approximation techniques
to enable the automatic generation of efficient hardware approximate accel-
erators that satisfy provided error requirements. Moreover, we aim to utilize
the full potential of approximate computing and, hence, maximize the de-
livered gains while considering the specified error bound. Specifically, in
this dissertation, we employ voltage over-scaling as an ubiquitous approxi-
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mation technique and present a framework to enable very fast and accurate
quantification of the power-error characteristics of voltage over-scaled ap-
proximate circuits. Targeting the generation of efficient approximate arith-
metic circuits, we focus on the exploration of generalized and architecture-
independent techniques for the generation of approximate multipliers (in
contrast to research activities that mainly target approximate adders). In
order to leverage the full spectrum of approximate computing, we exam-
ine multi-level approximation and build an arithmetic library comprising of
multi-level approximate multipliers and adders/subtractors. The proposed
circuits apply approximation techniques at the algorithmic, logic, and cir-
cuit levels, i.e., all the design layers of hardware circuits. In order to enable
and automate the generation of such a library, we present a design frame-
work that uses an heuristic algorithm along with power-error proxies to
rapidly produce close to Pareto-optimal multi-level approximate arithmetic
circuits. Finally, on the basis of the proposed simulator and the multi-
level approximate arithmetic library, we present an automated synthesis
framework that produces multi-level approximate hardware accelerators in
a time efficient manner. The proposed framework seamlessly extends typical
behavioral and/or RTL synthesis tools and, given an error constraint, gen-
erates approximate accelerators that closely follow the power-error Pareto
front. Detailed information regarding the major contributions of this thesis
can be found in Section 2.1.
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1.6 Thesis Organization

The rest of this thesis is organized as follows:

e Chapter 2 briefly summarizes the major contributions of this thesis
and reviews the related state-of-the-art approximate computing re-
search works.

e Chapter 3 presents VOSsim, a framework that enables high level and
very fast simulation of voltage over-scaled approximate computing cir-
cuits for rapidly quantifying their power and error characteristics.

e Chapter 4 introduces efficient approximate hardware multiplier de-
signs by applying for the first time approximations on the partial
product generation.

e Chapter 5 demonstrates the efficiency of multi-level approximation in
the design of approximate circuits and presents HAM, a framework
for generating very fast close to optimal multi-level approximate mul-
tipliers.

e Chapter 6 extends the multi-level approximation for arithmetic cir-
cuits as introduced in Chapter 5 and, by exploiting the techniques
proposed in Chapters 3 and 4, presents METHADONE, a synthesis
framework for generating multi-level approximate hardware accelera-
tors that satisfy a given error bound.

e Chapter 7 concludes this thesis by summarizing the presented results
and discusses the future extensions of this work.
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Chapter 2
Contribution

In this chapter an overview of the respective research activities on approx-
imate computing are presented as well as the major contribution of the
proposed solutions is discussed.

2.1 Ph.D. Thesis Contribution

Two major principles govern the work presented in this thesis for design-
ing hardware approximate accelerators. These principles that guided our
research activities are as follows:

1. Maximize the energy savings delivered by the approximate computing
application while satisfying the error constraints.

2. Propose generalized approximation techniques and automated approx-
imate design frameworks that enable the straightforward application
of approximate computing and require minimum user effort for their
exploitation.

In order to achieve our first goal (principle 1), we examine, demonstrate, and
exploit the efficacy of multi-level approximate accelerators, which are de-
signs that simultaneously apply approximation techniques to all the design
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layers, i.e., the accelerator’s algorithm, the logic implementing the accelera-
tor (truth table), and the circuit implementation of the accelerator (voltage
supply). In regards to our second objective (principle 2), we present the
following automated frameworks (Figure 2.1):

e VOSsim: A very fast high-level voltage-aware simulator that extends

industry strength tools. VOSsim can be seamlessly integrated in any
RTL design flow and enable simulation of Voltage Over-scaled approx-
imate circuits at gate-level.

Partial Product Perforation: A generalized technique for gener-
ating approximate multipliers that can be easily and out-of-the-box
applied to any multiplier architecture. In addition to this technique
we propose a framework that, given an error constraint, extracts the
power-area Pareto-front comprising the multiplier’s architecture and
perforation configuration.

Hybrid Approximate Multipliers (HAM): A novel design frame-
work that exploits multi-level approximation for designing power opti-
mized hybrid approximate multiplier architectures. Given a multiplier
architecture and an error bound, HAM generates the power-optimal
multi-level configuration requiring a small number of syntheses and
simulations. HAM applies the proposed partial product perforation
at the algorithmic level, approximate 4:2 compressors at logic level,
and Voltage Over-Scaling at circuit level. HAM is then extended to
support adders and subtractors, creating thus, a multi-level approxi-
mate library for arithmetic circuits.

Multi-1Evel approximaTe HArDware acceleratOr syNthEsis
(METHADONE): An approximate accelerator synthesis framework
that, given the behavioral description of the hardware accelerator and
an error bound, quickly produces its power-optimal approximate coun-
terpart that satisfies the error bound. METHADONE operates on the
scheduled data-flow graph (DFG) graph of the accelerator and applies
multi-level approximation to the arithmetic nodes of the DFG to build
the final inexact accelerator by exploiting the proposed multi-level ap-
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Figure 2.1: Taxonomy of the design automation and synthesis approximate frame-
works presented in this thesis.

proximate library (HAM) and VOSsim. Moreover, METHADONE ef-
ficiently tackles the Voltage Islands Grouping problem that can occur
when applying voltage over-scaling in such a fine granularity.

Figure 2.2 presents in a qualitative and visual manner the positioning of
this thesis’ contributions in the space of approximate hardware design. In
this figure it is shown how the proposed frameworks advance the respective
research domain and how this thesis overcomes the deficiencies of the exist-
ing state-of-the-art research works. The major contributions of this thesis
are summarized in the following subsections.
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Figure 2.2: Thesis positioning in the space of approximate hardware design. The
black dot refer to existing state-of-the-art works and the red ones
refer to the contributions of this thesis. Next to every black dot a
representative example is cited.

2.1.1 VOSsim
Addressed problem: Increased complexity of quantifying the power-error
characteristics of circuits under VOS.

The increased complexity of performing Spice-level voltage-aware simula-
tions as well as the high simulation time required, prohibit researchers from
incorporating Voltage Over-Scaling in their approximate design works, thus
nullifying the exploitation of its benefits. In order to tackle this inefficiency,

we propose VOSsim.
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2.1 Ph.D. Thesis Contribution

VOSsim:

e seamlessly extends typical digital design flows operating over com-
monly used industry strength tools.

e operates at gate-level and hence, it relieves the designer from the
increased complexity of performing SPICE-level simulations.

e is experimentally evaluated under stressed operating conditions, i.e.,
pipelined designs and operation at critical path delay, in order to
examine the accuracy of proposed framework at a worst-case scenario.

e attains 99.2% output and 98.4% power accuracy on average, with an
average speedup of 32x in simulation time compared to high precision
SPICE simulations.

2.1.2 Partial Product Perforation

Addressed problem: Limited research on approximate multipliers.

Motivated by the limited research on approximate multipliers and explicitly
by the fact that approximate multipliers apply logic-level approximations
and target the accumulation of partial products, we introduce approxima-
tions in the partial product generation and propose the Partial Product
Perforation method that is applied at the algorithmic level of the multi-
plier.

Partial Product Perforation:
e can be seamlessly applied to any multiplier architecture.

e is the first technique that applies approximations at the partial prod-
uct generation.

e delivers optimized design solutions regarding the power—area—error
trade-offs.
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e features predictable and a priori known output error that does not de-
pend on the multiplier’s architecture and is analyzed in a mathemati-
cally rigorous manner. Such a rigorous error analysis for approximate
arithmetic circuits is presented for a first time and enables precise
error estimation over input data distributions.

e is extensively evaluated over several multiplier schemes exposing its
power—area impact on different architectures. This is the first time
that such an exploratory analysis over different approximate multiplier
architectures is offered to the designer.

e and the presented framework enable the selection of the optimum
architecture—perforation configuration for given error constraints.

e outperforms, in terms of power consumption and error, related state-
of-the-art works that target logic-level and circuit-level approxima-
tions.

e outperforms related state-of-the-art works that apply approximations
at the partial product generation and were published beyond the pub-
lication of partial product perforation.

2.1.3 HAM

Addressed problem: FEnable and exploit muli-level approzimation in the
design of approximate arithmetic circuits.

Aiming to maximize the power savings derived by the approximate comput-
ing application on the design of hardware circuits, we examine multi-level
approximation. With the HAM framework we target approximate multi-
plier designs that, given the error bounds, push power gains to the limits.
However, applying multi-level approximation heavily increases the design
complexity since the number of possible configurations grows exponentially.
HAM tackle this limitation by using an heuristic algorithm and employing
pOWer-error proxies.
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HAM:

e introduces multi-level approximation in the design of approximate
arithmetic circuits by incorporating voltage reduction as an approxi-
mation method.

e demonstrates the efficiency of multi-level approximation. By perform-
ing an exhaustive design space exploration, it is shown that applying
multiple techniques simultaneously produces more power-efficient ap-
proximate multiplier designs for same error values.

e can be applied to any multiplier architecture.

e produces multi-level approximate multipliers that closely follow the
power-error Pareto-front derived by the exhaustive design space ex-
ploration.

e requires only a small number of syntheses and simulations, delivering
a speedup of more than 140x compared to the exhaustive exploration.

e is compared with state-of-the-art approximation techniques when ap-
plied in isolation, showing that it outperforms them in terms of power
consumption, area complexity, and output error.

2.1.4 METHADONE

Addressed problem: FEnable and exploit muli-level approzimation in the
design of complex circuits, e.g., accelerators.

Despite the increased benefits of multi-level approximation, as demonstrated
in HAM for arithmetic circuits, the production of multi-level approximate
accelerators that satisfy a given error bound has not been efficiently ad-
dressed in the related literature. The latter is verified by the limited re-
search in multi-level approximate accelerator synthesis (especially the lack
of voltage over-scaling application) and is partially justified by the vast size
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of the respective design space. In order to address this issue, we present
METHADONE.

METHADONE:

e can seamlessly extend typical behavioral and/or RTL synthesis tools
by operating on the accelerator’s DFG.

e applies for the first time multi-level approximation in very fine gran-
ularity in complex hardware accelerator synthesis.

e produces close to power-error Pareto-optimal solutions with respect
to the exhaustive design space exploration.

e provides multi-level approximate accelerators in a time efficient man-
ner. It is noteworthy that, compared to the exhaustive design space
exploration, it delivers more than 589x speedup.

e outperforms single-level state-of-art approximate techniques when ap-
plied in isolation and demonstrates the efficacy of multi-level approx-
imation in the design of approximate hardware accelerator circuits.

2.2 Related Work

2.2.1 Software-level Approximate Computing

A wide research has been conducted in the field of software approximate
techniques, comprising approximate computing languages, compilers, algo-
rithmic transformations as well as quality-aware runtime systems. However,
all the existing state-of-the-art works exhibit intrinsic limitations that pro-
hibit them from fully exploiting the benefits of the approximate computing
application. Approximate programming languages such as EnerJ [42] and
Rely [43] expose approximation to the programmer through language syn-
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tax. EnerJ and Rely let a programmer annotate their program with ap-
proximate type information. In EnerJ, programmer must explicitly delin-
eate flow from approximate data to precise data, while in Rely the compiler
tries to reason statically about how an approximate type flows through to
others. EnerJ automatically maps approximate variables to low-power stor-
age and operations. Rely is an imperative language that enables developers
to specify and verify quantitative reliability specifications for programs that
allocate data in unreliable memory regions and incorporate unreliable arith-
metic/logical operations. Approximate compilers use approximations and
algorithm analyses, to transform and the semantics of programs to trade ac-
curacy for performance and/or energy consumption. Loop perforation is a
software-only technique that modifies the algorithm loops and skips the ex-
ecution of some iterations [34]. A compiler can also automate the placement
of operations that execute on approximate hardware [44]. Moreover, [45,46]
reduce the bit width of floating-point operations at compile increasing the
program’s performance. In [47] the authors lift the semantics of a program
from its concrete operations on values to operations over distributions of
values. In [48] the most intensive part of the algorithm is replaced by an
artificial neural network. The compiler automatically performs the neu-
ral transformation and replaces this part with an invocation of a neural
hardware accelerator. However, all these works apply do not exploit the
synergetic cooperation of multiple approximation techniques. They either
operate over unreliable hardware, lower the operations voltage, simplify the
computations complexity, or reduce the operations’ precision. Moreover,
they are statically applied at compile time and no run-time quality guar-
antees are proposed. Targeting to tackle this inefficiency, several software
approximate techniques are proposed that incorporate a runtime system to
monitor the output quality. In [49] data approximation is proposed and
Spark streaming is extended to operate over representative small samples of
the input data. Similarly, [50] approximates Hadoop MapReduce by operat-
ing over samples of data and/or by not executing some tasks. Nevertheless,
these frameworks are specific to Spark streaming and Hadoop MapReduce.
The Green system [51] supports energy-conscious programming using loop
and function approximations, but it is targeted for streaming applications
in which the system is given a sequence of inputs such as a sequence of
video frames, and the results from processing an input can be used to ad-
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just the approximation settings for succeeding inputs. Uncertain<T> [30],
provide abstractions that encapsulate approximate data within standard
object-oriented programming languages and propagates approximate data
through a program’s variables at runtime. When a program needs to act on
that approximate data (i.e., at a conditional) the Uncertain<T> runtime
uses hypothesis tests to make statistically correct branch choices. Sage [52]
produce approximate CUDA kernels with varying levels of approximation
for applications running on GPUs, by applying selective discarding of atomic
operations, data packing, and thread fusion. Similarly, Paraprox [53] pro-
duces approximate kernels of varying accuracy for OpenCL or CUDA paral-
lel applications kernels by substituting common computation idioms found
in data-parallel programs with approximate ones. At runtime Sage and
Paraprox check the output quality once in every N invocations of the ap-
proximate kernel, in which they compare the quality between approximate
computation and exact computation and adjust the approximate modes for
the subsequent computations accordingly. However, checking the accuracy
every N cycles may lead to unacceptable errors in the meantime, a proper
value of N is application dependent and its selection is not comprehen-
sively examined, remaining unclear. [54] proposed the fuzzy memoization
technique, which records previous inputs and outputs of a code segment
and predicts the output of its current execution with respect to the past
executions with similar inputs. Finally, Capri [55] uses machine learning
to learn cost and error models for a program, and uses these models to
determine, for a desired level of approximation, knob settings that opti-
mize metrics such as running time or energy usage. The error and cost
behaviors are substantially different for different inputs. Nevertheless, al-
though these approximate runtime systems deliver better output quality
and with higher confidence levels the delivered power/performance are still
limited since they apply software-only techniques and do support execution
over approximate hardware and/or voltage over-scaled systems. Moreover,
apart from Capri, the decisions made by these systems are not input-driven,
limiting even further the potential benefits originated by the approximate
computing application.
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2.2.2 Hardware-level Approximate Computing

In this section, related research in the field of hardware approximate com-
puting is discussed [56-69, 76-79,81-87]. Both general-purpose approxi-
mation techniques [56-58] applied to any arithmetic circuit, as well as
circuit-specific approximation either to adder [59-61, 82-84] or multiplier
designs [62-66, 86, 87], have been presented. Finally, approximate design
automation frameworks [58, 76-79, 81] are also proposed targeting to fa-
cilitate the generation approximate circuits that satisfy the quality con-
straints.

Regarding to the general approximation techniques, VOS [57, 67, 85] and
truncation [56,68,69] have been proposed. VOS is applied in any circuit by
lowering the supply voltage below its nominal value. Decreasing the sup-
ply voltage reduces the circuit’s power consumption, but produces errors
caused by the number of paths that fail to meet the delay constraints [67].
In [68], the authors proposed an automated generation of large precision
floating point multipliers in FPGAs, using sophisticated truncation over
underutilized DSPs. In [69], a truncated multiplier with a constant correc-
tion term is proposed, significantly decreasing the error imposed by typical
truncation. [56] proposed a truncated multiplier with variable correction
that outperforms [69] in terms of error.

Extensive research has been conducted targeting the implementation of ap-
proximate adders and multipliers. In [59], the authors developed a prob-
ability proof, estimating that the longest carry chain in an n-bit adder is
logn, and produced a fast inexact adder limiting the carry propagation.
Similarly, in [82], limiting the carry propagation and exploiting several sub-
adder, the authors propose GeAR a quality configurable adder, along with
its associated error probability model, that allows dynamic approximation
according the expected output quality. In [60], approximation is performed
by decomposing the addition circuit in an accurate and an approximate in-
accurate part. In [61] and [83], the authors build imprecise full adder cells,
requiring fewer transistors, by approximating their logic function and then
use them to build imprecise adders. Targeting the generation of approxi-
mate adders optimized for FPGAs, [84] applies logic approximation at the
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full adder’s truth table and proposes a generic methodology to design ap-
proximate adder architectures by analyzing the architectural features and
resources of the target FPGA. Approximate adders are generated in [71] by
reducing the carry chains and then decreasing accordingly the voltage value.
Although the authors propose the use of such adders targeting to build ap-
proximate multipliers, it is not clear how they can be used in different tree
architectures and how their error scales in the case of multi-operand addi-
tion. Targeting the creation of approximate multipliers, [62,86,87] proposed
a simplified approximate 2 x 2 multiplier cells and then use them as build-
ing blocks in larger designs. [63] presented two approximate 4:2 compressors
by modifying the respective accurate truth table, which were then used to
build two approximate multipliers outperforming [62]. The approximate
compressors of [63] are used in Dadda tree with 4:2 reduction. However,
different multiplier architectures were not explored. Based on an approx-
imate adder that limits the carry propagation, [64] presented a fast and
low-power multiplier scheme with higher error than [63]. However, in all
the aforementioned approaches, the imposed error cannot be predicted as it
depends on carry propagation and the circuits’ implementation and requires
simulations over all possible inputs in order to be calculated. The authors
in [72] proposed a multiplier that rounds the input operands into the nearest
exponent of two. [73] replaces the floating-point operations with fixed-point
ones, and by applying the proposed stochastic rounding, achieve good accu-
racy results in training deep neural networks, while delivering high energy
savings by limiting the data precision representation. [65,66] proposed the
use of m x m multipliers to perform an n x n multiplication (with m < n).
In [65] the authors statically split the multiplicand in three m-bit segments
and perform the multiplication utilizing the segment containing the most
significant ‘1’ (leading one). However, as stated in [66], m needs to be at
least n/2 to attain acceptable accuracy, thus limiting the energy savings
and the scalability of this approach. In [66] the authors extended the idea
of leading-one segments to enable dynamic range multiplication and added
a correction term. Although [66] delivers higher accuracy designs than [65]
using smaller values for m, their approach requires the allocation of extra
complex circuitry, i.e. two leading one detectors, two complex multiplexers
for segment selection, one log(n)-bit comparator, a log(n)-bit adder, and
one 2n-bit barrel shifter. These extra components are expected to highly
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increase the circuit’s complexity introducing non trivial delay, area, and
energy overheads that may considerably decrease the approximation ben-
efits [65]. This is expected to be more evident in designs targeting very
small error values, in which the need of larger m values is required. The
modified Booth encoding is commonly used in signed multipliers [74, 75].
Jiang et al. [74] propose an approximate radix-8 booth multiplier that uses
an approximate adder for producing 3 x A, and combine this idea with the
truncation method. Liu et al. [75] designed approximate modified Booth en-
coders by modifying its K-Map, and combined them with the approximate
compressors of [63].

Several recent research works have proposed techniques for automating the
generation of approximate circuits. Probabilistic pruning and logic mini-
mization techniques have been presented in [58], using a greedy approach
to generate approximate circuits. These techniques systematically elimi-
nate circuit’s components and simplify logic complexity according to the
circuit’s activity profile and output significance. Both techniques heavily
depend on the application’s characteristics, and in addition the induced ap-
proximation error are not rigorously bounded. In [76] and [77] the authors
systematically synthesize logic approximate circuits by exploiting the “don’t
care” conditions. [78] applies several approximate transformation operators
on the circuit’s behavioral description and through a greedy approach iden-
tifies their optimal combination. The authors in [79] propose approximate
accelerator synthesis through precision scaling using an integer linear pro-
gramming problem formulation. [81] extends [79] and incorporates also volt-
age scaling to leverage the critical path delay reduction. However, in [71,81]
voltage reduction is not used as an approximation method, mainly due to
the increased complexity of modeling-quantifying errors due to VOS, limit-
ing thus, the potential energy savings obtained by aggressively decreasing
the voltage value. All the aforementioned state-of-the-art works exhibit
several limitations since they are either very time consuming and/or do
not leverage the full spectrum of approximate computing techniques. They
mainly focus on the application of a single type of approximation to avoid
design complexity, neglecting, thus, the potential benefits originated by the
synergetic incorporation of multiple approximation techniques to structure
the final accelerator circuit, e.g., none of these works incorporates logic and
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algorithmic approximations as well as VOS.
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Chapter 3

High-Level and Fast Voltage-Aware
Simulation for Voltage Over-Scaled
Approximate Computing Circuits

Approzimate computing emerges as a new design paradigm for generating
energy efficient computing systems. Voltage Over-scaling (VOS) forms a
very promising technique to generate approrimate circuits and its applica-
tion in cooperation to other approximate techniques is proven to lead to more
efficient solutions. However, the existing design tools fail to provide effective
voltage-aware simulation for early exploration of power-error approximate
design trade-offs. In this chapter, we present VOSsim, a framework that ex-
tends state-of-art industry strength tools to enable fast and accurate simula-
tions of voltage over-scaled circuits. We extensively evaluate VOSsim show-
ing that it attains 99.2% output and 98.4% power accuracy, with an average
speedup of 32x in simulation time compared to high precision SPICE sim-
ulations, i.e., the only available solution today for VOS-aware simulation.
This chapter is based on our publication in [88].
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3.1 Introduction

Since the failure of Dennard scaling [23], power consumption has become
a first class concern in the design of integrated circuits. Recently, approx-
imate computing has emerged as a design alternative for energy efficient
system design, trading accuracy for significant energy gains [89]. Exploit-
ing the intrinsic error resilience of a large number of application domains,
e.g., DSP, statistical or probabilistic computations, and applications related
to the limited human perception [38], approximate computing aggressively
decreases power consumption by relaxing the computations’ numerical cor-
rectness.

In hardware design, approximate computing can be applied in three distinct
layers [41, 58, 86], i.e., the algorithmic level, e.g., omit computations [58],
the logic level, e.g., truth table altering [63], and the circuit level, e.g., Volt-
age Over-scaling [85]. Voltage Over-Scaling (VOS) is one the most widely
used techniques to generate energy efficient approximate circuits. VOS is
applied to any circuit by keeping the operating frequency constant and
decreasing the supply voltage below its nominal value [41]. The voltage
decrease reduces the power consumption significantly, but erroneous out-
puts can be generated due to the circuit paths that fail to meet the time
requirements [85].

Driven by the potential of approximate computing for energy reduction,
high interest is shown in the design of hardware approximate accelera-
tors [41,58,76-79,86]. Recent works [41,86,89] indicate the benefits origi-
nated by the synergistic incorporation of multiple approximate techniques
to construct the final accelerator circuit. Notably, it is demonstrated that
applying VOS in cooperation to other approximate techniques leads to more
efficient solutions. When applying approximations from the logic and algo-
rithmic layers the circuit becomes simpler and usually the number of its crit-
ical paths is reduced and /or its critical path delay decreases [41,58,71,86,89].
Hence, by operating the approximate circuit at the frequency of the respec-
tive accurate one, decreasing the voltage value, can further reduce the power
consumption, at the cost of a small (or zero) error increase, as fewer paths
are affected by this voltage decrease [41,71,77]. Figure 3.1 depicts an in-
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Figure 3.1: Qualitative example of applying Voltage Over-Scaling to a circuit with
and without logic approximation.

tuitive example of this synergetic cooperation of VOS with approximation
techniques from the other layers. In Figure 3.1a the accumulation tree us-
ing 4:2 compressors and final addition of a 6 x 6 multiplier is presented.
In this case all the full adders (FA) are accurate ones. As shown, when
the voltage value is decreased, six output bits are affected. On the other
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hand, Figure 3.1b depicts the same circuit but two of the full adders are
replaced with approximate ones (FA*) from [61]. In these FA* the output
carry is equal to the full adders input A, therefore the delay of the output
carry is zero. Hence, when the same voltage decrease is applied, as qualita-
tively shown in Figure 3.1b, only four output bits are affected by the voltage
decrease.

In order to maximally exploit VOS capabilities, i.e., achieve the highest
power reduction for given error constraint, the power-error trade-off has to
be computed for every circuit architecture and every voltage assignment.
Typically, time consuming Spice simulations are performed in order to com-
pute the circuits’ power consumption and the output errors when applying
VOS [77,85,90]. The errors due to VOS are deterministic in nature: if
the very same computation is performed in the very same context, the very
same faulty result will be produced [91]. In other words, if an error occurs
due to VOS under exactly the same context it is expected to obtain the same
output. The same context refers to all the parameters that may affect the
output value, i.e., voltage value, voltage threshold value, frequency, current
and previous inputs, state of the registers, temperature as well as noise orig-
inated by external sources etc. Therefore, in order to have a good estimation
of a circuit’s error statistics when VOS is applied, large input datasets have
to be used trying to cover all the possible input combinations and transi-
tions (errors due to VOS errors depend on both the current and the previous
inputs). However, the increased time needed to perform Spice simulations
and the vast size of the input datasets make VOS simulation to quickly
become a bottleneck in approximate design tool flows, especially during the
design phase where several architectures with varying configurations are ex-
plored. Moreover, the required designer effort to perform Spice simulations
increases as the system complexity scales up [92].

In [57,92], the authors perform statistical analysis and apply probabilistic
models to calculate computation errors due to VOS, obtaining moderate ac-
curacy results. However, they do not provide a power estimation and cannot
directly extend existing hardware design flows. Furthermore, these models
fail to capture errors originated by other approximation techniques and thus,
cannot be used in multi-level approximation. In the approximate computing
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community, it is more than evident that there is a lack of a VOS specific
methodology that rapidly quantifies VOS errors and power savings, thus
limiting the potential benefits of standalone VOS as well as its cooperation
with other approximation techniques [76,78,79].

In this chapter, we propose VOSsim, a framework that seamlessly extends
typical hardware design flows, enabling for the first time, very fast (an
order of magnitude) and accurate voltage-aware circuit simulation at gate-
level. VOSsim operates over widely used industry strength tools, i.e., Design
Compiler, PrimeTime, and Questasim, and performs voltage dependent gate
level timing simulations, extending Questasim, to produce the circuit’s out-
put and power consumption at the desired voltage value. However, the pro-
posed framework is not bound to these tools and with slight modifications
can be adapted to any tool with similar functionality. Extensive experi-
mental evaluation compared to high precision SPICE simulations, showed
that for 1%-20% voltage decrease, the proposed VOSsim framework achieves
99.2% output and 98.4% power accuracy on average, while achieving an av-
erage speedup of 32x in simulation time. Hence, VOSsim can be used as
an alternative to the traditionally performed SPICE simulations, to extract
very fast but with high confidence the power-error characteristics of circuits
under VOS.

The rest of this chapter is organized as follows: in Section 3.2 we discuss
the limitations of the existing hardware design industry tools that inher-
ently limit high level voltage-aware simulations. Next, in Section 3.3 the
proposed VOSsim framework is described in detail and a discussion on how
it tackles the aforementioned limitations is presented. In addition, this
Section presents an evaluation of the flip flop behavior in the case of tim-
ing violations with respect to varying voltage values. Section 3.4 provides
a qualitative comparison regarding the complexity of performing voltage-
aware simulations with VOSsim against performing SPICE-level ones. In
Section 3.5 the proposed VOSsim framework is experimentally evaluated by
examining i) its accuracy in estimating a circuits power and error values
and ii) the attained simulation time speedup compared to the tradition-
ally performed SPICE-level simulations. Finally, Section 3.6 concludes this
chapter.
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3.2 Limited VOS Support in RTL Design Flows

In this section we identify and discuss the limitations of the existing state-
of-art hardware design tools, that inherently limit non-SPICE VOS simula-
tions.

The existing circuit synthesis tools, e.g., Synopsys Design Compiler and Ca-
dence Encounter RTL compiler, given the hardware description of a circuit
and the design constraints (e.g., frequency and voltage value) synthesize
the circuit and produce its gate level netlist based on a provided technol-
ogy library. However, altering the voltage supply before synthesizing the
circuit can lead to different synthesis implementation and as a result, the
voltage decrease must be applied after the synthesized netlist of the circuit
is produced.

The existing circuit simulators, e.g., Mentor Questasim and Synopsys VCS,
perform behavioral circuit simulations at RTL-level and timing accurate
simulations at gate-level (post-synthesis). However, by default, these tools
do not support the option of voltage (over-)scaling, i.e., only frequency scal-
ing is supported. Therefore, the circuit’s cell delays when VOS is applied,
have to be pre-computed and provided to them before performing a post-
synthesis timing simulation.

Finally, another limiting factor for enabling effective VOS simulation at
gate-level is the flip flop timing violations. These violations occur when the
flip flop input value is not stable during its setup and hold times around the
clock positive edge (Figure 3.2). When applying VOS, the circuit becomes
slower and the paths’ delays increase. Therefore, it is possible that timing
violations occur at the circuit flip flops. In this case, the circuit simulators
will report a timing violation, the flip flop output value will become un-
known and the simulator will produce a “x”. These unknown states cannot
be further interpreted by the simulator and the “x” will be propagated to
all following computations that depend on the flip flop output. The “x”
propagation affects both the simulation output and the switching activity
(e.g., ‘0’ to ‘1’ transitions) and thus, the circuit power consumption calcu-
lation. Hence, during the simulations, special care must be provisioned for
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Figure 3.2: Flip flop setup and hold times. Source [93].

the setup and hold violations.

3.3 High-level VOS-Aware Simulator

3.3.1 The proposed VOSsim Framework

In this section, the proposed framework is described and we demonstrate
how the aforementioned limitations are tackled and how typical hardware
design tools (that initially do not support this functionality) are extended
to enable “precise enough” VOS simulations at gate-level. Note that, all
the tools in our framework are industry strength tools and are widely used
in standard hardware design flows. However, the proposed methodology is
tool agnostic and can straightforwardly be adapted to any RTL synthesis
and gate-level simulation tool-flows.

The proposed framework is illustrated in Figure 3.3 and operates as follows:
the circuit is synthesized at the desired frequency and nominal voltage, and
then its cells delays are calculated for the desired voltage supply. Next, the
circuit’s gate-level netlist and the obtained voltage over-scaled path delays
are fed to the circuit simulator and a violation-aware post-synthesis timing
simulation is performed. Hence, the circuit’s outputs and switching activity
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part is executed only once per library and the online part performs the VOS-aware simulation.
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results, when VOS is applied, are produced. Lastly, using the synthesized
netlist and the obtained switching activity, the circuit’s power consumption
for the respective voltage value is calculated. The proposed framework
is divided in two parts, i.e., the offline and the online. The offline part
comprises the library re-characterization and the flip flop characterization
components and is executed only once per library. The overall VOSsim flow
is described in detail next:

Circuit synthesis: This module is responsible for synthesizing the circuit
and producing its gate-level netlist that is required by the other compo-
nents. Given the circuit’s hardware RTL description and a technology li-
brary (characterized at its nominal voltage value), it uses Synopsys De-
sign Compiler (M-2016.12) to synthesize the circuit at the desired clock
period.

Calculate cell delays under VOS: After synthesis, the gate-level netlist is
obtained and the path delays have to be calculated for the desired volt-
age value. In order to evaluate the delay of all the circuit’s paths when
lowering the voltage supply, we utilize Synopsys Composite Current Source
(CCS) timing model [94]. CCS model is current-based and it is designed
with the intention to be scalable for voltage, temperature and process. It
is proven to deliver very high accuracy (within 2%) compared to HSPICE.
Having a technology library characterized at two different voltage values,
using the CCS model we can sweep at any voltage value in between and
extract timing and power information for the library cells [94]. For more
information regarding the CCS model refer to Section 3.3.3. So, by char-
acterizing the technology library at the minimum and maximum voltage
values that will be used in the VOS analysis, using the CCS model we
obtain the respective information for any voltage in between. The Li-
brary wvoltage re-characterization component performs this task by using
Synopsys SiliconSmart (L-2016.06) to re-characterize a technology library
at the desired voltage value and Synopsys Library Compiler (L-2016.06)
to compile it. During the re-characterization procedure we instruct Sil-
iconSmart to use the CCS model for the output library. Hence, having
available a technology library characterized at two border voltage values,
Vinaz and Vpin, this component uses Synopsys PrimeTime (M-2016.12) and
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Algorithm 1 Flip Flop VOS Characterization

1: for all v € [me, Vmax] # all voltage values

2:  for all F € {Library’'s Flip Flops} # all flip flop types

3 for all TT ¢ [O, 1] # all transition types (i.e., 0—1 and 1—0)
4 for all ¢ €[-setuptime, holdtime] # all violation times
5: x = enforceTimingViolation(TT —(1-TT), t)
6
7
8:

(FFout, Clk-to-Q) = SpectreSimulation(F', v, z)
lookupTableModel(v, F', t, TT) = (FFou, Clk-to-Q)
return lookupTableModel

by exploiting the scalability of CCS model, performs a timing analysis on
the synthesized netlist and calculates the circuit’s cell delays at the se-
lected voltage value. The define_scaling_1ib_group, set_voltage, and
update_timing commands are used, to create the voltage-dependent scaling
space, select the desired voltage value, and extract the circuit’s timing in-
formation at the respective value. Finally, the Unified Power Format (UPF)
is used to express the voltage related circuit parameters and the cells’ VOS
timing information is stored in Standard Delay Format (SDF), in order to
be used in the circuit simulation.

Flip flop VOS characterization: In Section 3.2, the significance of special
consideration for the flip flop timing violations, during the circuit simula-
tion, is discussed. Hence, a core module of the proposed framework is the
characterization of the flip flop behavior when these violations occur. Al-
gorithm 1 is used to model the flip flop’s output in case of setup and hold
violations. When a timing violation occurs, it is not guaranteed that the
flip flop will latch the new value and the clock to output (clock-to-Q) time
increases. Therefore, by modeling the flip flop we refer to estimating both
the value that the flip flop will produce and the clock to output time. We
model the flip flop output with respect to the voltage value, the flip flop
input transition type (‘0’—=‘1’ or ‘1’—=‘0’), and the time that the violation
occurred. As time, we refer to the relative time with reference to the clock
positive edge. Therefore, the setup violations have negative relative time.
In Algorithm 1, for every library’s flip flop, for each examined voltage value,
and for every transition type, we produce timing violations every 1ps in the
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range of [-setup time, hold time] and using Cadence Spectre (14.1.0), i.e.,
SPICE-level accuracy, we compute the flip flop output and the time that it
is produced. The outcome of Algorithm 1 is a model in terms of a lookup
table that given the voltage value, the transition type and the relative time
of the violation, returns the flip flop’s output value as resulted by the Spec-
tre simulation. The produced model is used in VOS simulation to guide
Questasim to produce an appropriate value for the replacement of the “x”,
i.e., unknown values that the simulator generates by default in case of a
timing violation. Studying flip flop meta-stability issues is out of the scope
of VOSsim and other flip flop models can be also seamlessly adopted by our
framework. Using Algorithm 1, we characterize the flip flop’s behavior for
clock periods from 0.1ns up to Ins. We observed that for periods higher
than 0.25ns we obtained similar results regarding the flip flop output value
and the time that it is produced. Hence, since clock periods less than 0.25ns
are considered very small, we use the results obtained at 0.25ns as our flip
flop model. However, this component can also be used in the online part
and extract the flip flop model for a specific period and voltage value with
a negligible time overhead. In general, this component can be moved in the
online part and it can be executed in parallel to the Calculate cell delays
under VOS component. The only reason that the Flip Flop VOS character-
ization component is added in the offline part is based on our observation
that for periods higher than 0.25ns we obtained similar results. Therefore,
without any loss of optimality, the Flip Flop VOS characterization com-
ponent can used in the online part. The user can run the Flip Flop VOS
characterization component for the desired voltage value and period and
extract the respective model with respect to those parameters. Then this
model can be straightforwardly used in the VOS aware gate-level simulation
performed by the proposed framework. The execution of the Flip Flop VOS
characterization component for a voltage value and a specific period requires
about 25 seconds. As a result the induced time overhead is insignificant and
equal to:

[number of different flip flop types in the design

25s.
number of CPU threads -‘ X 255

VOS aware gate-level simulation: This component performs the actual cir-
cuit simulation, at the desired voltage value, based on the outputs of the
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previous components. In the proposed framework, VOS aware simulation
is conducted at gate-level by performing post-synthesis timing simulation
using Questasim (10.4c_5) and a user provided testbench. Questasim simu-
lates the gate netlist produced by the circuit synthesis component and uses
as its timing information the SDF file produced by the module calculate
cell delays under VOS. This SDF file is produced for the desired voltage
value, enabling Questasim to simulate the circuit’s behavior at this voltage.
Moreover, the performed simulation uses the lookup table produced by the
flip flop VOS characterization module, in order treat accordingly the flip
flop timing violations. Before performing the timing simulation, this com-
ponent parses the gate-level netlist and finds all the flip flop instances. For
every flip flop instance, it also parses the SDF file and extracts its setup and
hold times. A tcl script is automatically generated that monitors (at every
period) each flip flop’s input value in the segment [-setup time, hold time]
(around the clock positive edge) every 1ps and detects if a timing violation
occurs based on the input’s previous and current values. In the case of a
violation, it estimates the flip flop’s output value using the previously com-
puted flip flop lookup table. The flip flop type, the input transition type and
the relative time of the violation are used as arguments to fetch a value from
the lookup table. Then, this component sets the flip flop’s output value to
the one obtained from the lookup table, overriding the “x” value that Ques-
tasim would otherwise produce. To monitor a flip flop’s input value we use
the examine command and to set its output the force one. Using force, we
can specify the time that the change will take effect. The generated script
replaces the Questasim run command and therefore, it seamlessly extends
Questasim timing simulation and no testbench modifications are required.
This script is circuit and voltage specific, and is re-generated every time one
of them changes. Having produced the circuit’s timing information under
VOS and the aforementioned script that monitors for setup-hold violations,
we perform a post-synthesis timing simulation with Questasim. Hence, the
circuit’s VOS output and its switching activity for the respective voltage
value are produced. The simulation is normally performed, with the excep-
tion of the [-setup time, hold time] time segments where the flip flops are
monitored.

Calculate power under VOS: The final step of the proposed framework es-
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timates the circuit’s power consumption when VOS is applied. This com-
ponent uses Synopsys PrimeTime and the CCS model to calculate, at the
desired voltage value, the cells’” power consumption of the previously syn-
thesized netlist. Then it reads the switching activity from the conducted
post-synthesis simulation and performs a power analysis to calculate the
circuit’s power consumption at this voltage value.

The proposed framework is divided in two parts, i.e., the online and offline
ones. The online part consists of: i) the circuit’s synthesis, ii) the re-
evaluation of the cells delays when VOS is applied, iii) the VOS aware
post-synthesis timing simulation, and iv) the circuit’s power consumption
calculation. Among these online components the circuit’s synthesis (i) is
performed only once per circuit and the rest (ii-iv) are executed for every
desired voltage value. The offline part comprises the (optional) library re-
characterization and the flip flop VOS characterization modules and has to
be executed only once per technology library. The cell re-characterization
at a voltage value can be executed independently for every library cell.
Similarly, the flip flop VOS characterization can run in parallel for every
flip flop type and/or voltage value. Hence, the Library Re-characterization
and the Flip Flop Characterization components are scalable with respect
to the number of executors (CPU threads). Therefore, the time required
by the offline part is determined by i) the number of the available CPU
threads, ii) the library size, iii) the number of different flip flops types in the
library, and iv) the voltage decrease range. In this evaluation we assigned
16 CPU threads to every one of these components. The re-characterization
of the Nangate 45nm library required 7 minutes, while the characterization
of all the Nangate’s flip flops (16 in total) for 20 voltage values at a specific
clock period required about 8 minutes. In our evaluation we executed the
flip flop characterization for 10 clock periods, resulting in a total time of
80 minutes. Concluding, note that the time required for these processes
can scale down if more CPU threads are available. Moreover, this time is
insignificant compared to the increased time required to perform a SPICE-
accurate simulation, e.g., the SPICE-accurate simulation of the smallest
benchmark (MAC) examined in Section 3.5 required 508 minutes. Finally,
detailed information regarding the time requirements of the online part are
presented in Section 3.5.
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3.3.2 Evaluation of Flip Flops under VOS

In this Section the Flip Flop VOS characterization component of VOSsim
is used to explore the flip flop’s operation and behavior when the voltage
supply is decreased as well as when timing violations occur. The flip flop
setup and hold times depend on the supply voltage, however the setup time
is more sensitive to it and the hold time at nominal voltage is reasonably
pessimistic [93,95].

In Figure 3.4, targeting to examine the impact of the voltage supply on
the flip flop operation, the setup time and Clock-to-Q delay variation with
respect to the voltage value is presented. In order to measure the setup
time and the clock-to-Q delay for different voltage values, we follow the
approach described in the HSPICE Applications Manual and referenced
as “pushout” of the Clock-to-Q delay and state [96]. For every voltage
value, a flip flop simulation is performed where the D input value is altered
half clock cycle before the positive clock edge and the Clock-to-Q delay is
measured. The obtained value is considered to be the nominal Clock-to-
Q delay for the respective voltage value. Following, the input transition
time is moved closer and closer (every 1ps) to the clock’s positive edge.
As a result, a Clock-to-Q delay increase is observed. At the point where
the Clock-to-Q delay becomes 5% greater than the previously measured
nominal value, the segment from the input transition time to the clock’s
positive edge is considered to be be the flip flop’s setup time. In Figure
3.4 both transition types (‘1’=‘0” and ‘0’—‘1’) are considered and two D-
type positive edge Flip-Flops with active low reset of the Nangate 45nm
library are examined, i.e, one with driving strength 1 (DFFR_X1) and
another with strength 2 (DFFR_X2). The increment of Clock-to-Q delay
and setup time is reported as percentage increase with respect to their values
measured at the nominal voltage value (1.10V). As expected, as the voltage
value scales down, the flip flop becomes slower and the Clock-to-Q delay
as well as the setup time increase significantly. The setup time increase
depends on both the transition and the flip flop type. The DFFR_ X2 flip
flop features higher percentage setup time increase than the DFFR,_ X1 for
both transition types. However, the DFFR_ X1 features higher setup time
increase for the ‘1’—‘0’ transition, whereas the DFFR_ X2 exhibits higher
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Figure 3.4: The a) setup time increase and b) the clock-to-Q delay increase as
the voltage value decreases.

setup time increase for the ‘0’—‘1’ transition type. As a result, regarding
the transition type, the setup time of different types of flip flops exhibits
different behavior when lowering the voltage value. On the other hand, the
percentage Clock-to-Q delay increase is almost proportional to the voltage
value and depends more on the transition type and less on the flip flop type.
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Figure 3.5: The probability that the flip flop latches the new value when a timing
violation occurs.

Figure 3.5 presents, for varying voltage values, the probability that the flip
flop latches the new value despite the occurrence of a timing violation. For
every voltage value, we calculate this probability by producing timing vio-
lations every 1ps and measuring the number of violations where the flip flop
latched the new value. On average, the ‘0’—‘1’ transition exhibits lower
probability for both flip flop types. As shown in Figure 3.5, despite the oc-
currence of a timing violations, there is a 36% possibility, on average, that
the flip flop latches the new value. These considerable latching probability
values presented in Figure 3.5, highlight the importance of monitoring the
flip flops for timing violations and estimating precisely their output value
when VOS is applied. Moreover, Figure 3.4 and Figure 3.5 justify the ap-
proach followed in the proposed framework to consider the voltage value,
the transition type, and the flip flop type when estimating the flip flop’s
output value.

Finally, targeting to examine the flip flop’s behavior in case of a timing
violation, Figure 3.6 and Figure 3.7 depict the variation of the Clock-to-Q
delay with respect to the relative time of a setup violation. In Figure 3.6
the DFFR_ X1 flip flop is considered and in Figure 3.6 the DFFR__ X2 one.
In both figures, five different voltage values are examined, corresponding
to 0%, 5%, 10%, 15%, and 20% voltage decrease, respectively. For every
voltage value, the Clock-to-Q delay increase is reported as a percentage in-
crease with respect to its respective nominal value (measured at the nominal
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Figure 3.6: The Clock-to-Q delay increase with respect to the normalized rel-
ative violation time for a) ‘1’—‘0’ and b) ‘0’—‘1’ transition. The
DFFR_ X1 flip flop is examined.
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voltage value and when no violations occur). As the setup time varies with
respect to the voltage value and flip flop type, in Figures 3.6 and 3.7 the
normalized relative time is reported, i.e., the ratio of the relative violation
time over the respective setup time. Hence, the smaller the normalized rela-
tive time is, the closer to the clock’s positive edge the violation occurs. The
Clock-to-Q delay value defines if the flip flop latches the new input value
in the case of a timing violation and becomes infinite when the flip flop
malfunctions (due to the voltage decrease and/or the setup violation) and
is not able to latch it. In both figures, for all the examined voltage values,
as the normalized relative time decreases (the violation occurs closer to the
clock edge) the Clock-to-Q delay increases significantly. For every voltage
value and transition type, it exists a relative time threshold after which,
if a setup violation occurs, the flip flop fails to latch the new value. As
shown in Figures 3.6 and 3.7, this failure threshold depends the flip flop
type, the transition type, and the voltage supply value. For both flip flop
types, the Clock-to-Q delay of the ‘1’—‘0’ transition is more affected by
the violation time, i.e., features higher increase compared to the respective
increase of the ‘0’—‘1’ transition. Among all the examined flip flops and
transition types, the Clock-to-Q delay value of the ‘1’—‘0’ transition of the
DFFR_ X2 flip flop is the most sensitive one, featuring the highest increase
for every examined voltage value. On the contrary, the Clock-to-Q delay of
the ‘0’—‘1’ transition of the same flip flop is the least sensitive one. This
behavior is also confirmed by the latching probabilities presented in Figure
3.5. Concluding, Figures 3.6 and 3.7 justify the significance of consider-
ing the relative violation time when estimating the flip flop’s output under
VOS.

3.3.3 Brief Description of CCS Timing Model

In this Section a brief description of the CCS model (one of the core mod-
ules of the proposed VOSsim framework) is presented. For more detailed
and technical information refer to [97] and [94]. CCS Timing consists of a
driver model and a receiver model. The driver model describes how a tim-
ing arc propagates a transition from input to output, and how it can drive
arbitrary RC networks. The receiver model describes the capacitance that
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an input pin presents to driving cells. The CCS Timing driver model is a
time and voltage dependent current source with an essentially infinite drive-
resistance, which provides high accuracy even when the drive resistance Ry
is much less than the network impedance Z,.;. The model achieves this
accuracy not by modeling the transistor behavior, but by mapping the arbi-
trary transistor behavior for lumped loads to the behavior for an arbitrary
detailed parasitic network. CCS Timing delay calculation uses advanced
interpolation technology to determine a current waveform when the input
slew and/or output load values do not match those used during cell char-
acterization. Additionally, interpolation is used for intermediate values of
Vpbp and temperature by using data from multiple libraries. CCS Timing
delay calculation provides a high accuracy response for cell delay, inter-
connect delay, and pin slew. The CCS Timing receiver model produces
excellent results on single-stage cells with large Miller effect. CCS Timing
stage delay and slew results are typically within 2% of the golden circuit
simulation values. Figure 3.8 shows a comparison of CCS Timing versus
HSPICE for a large number of test cases, including highly-resistive nets.
CCS Timing enables scaling for intermediate Vpp and temperature values.
Library characterization is done for a small number of Vpp values, with
advanced current waveform interpolation at runtime. Calculation can be
done for any instance-specific value in a continuous range of Vpp. This is
a key element of flows considering the timing effect of IR drop, and also
supports multi-Vpp and DVFS (Dynamic Voltage and Frequency Scaling)
designs. CCS Timing scaling also supports delay calculation for arbitrary
temperature values between characterization points. Driver model and re-
ceiver model data are both scaled. In addition, timing check arcs such as
setup, hold, recovery and removal are also scaled.

3.4 VOSsim vs SPICE complexity

In this Section a qualitative discussion regarding the complexity of using
VOSsim as an alternative to SPICE-tools in performing voltage-aware sim-
ulations is presented. The proposed method to perform high level VOS-
aware simulations comprises two parts, i.e., the offline and online ones.
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The first produces all the necessary libraries and models for the opera-
tion of the proposed framework and the latter performs the actual simu-
lation. As aforementioned, the VOSsim’s offline part, i.e., Library Voltage
Re-characterization and Flip Flop VOS Characterization, needs to be exe-
cuted only one time per technology library. Therefore, if the user initially
executes the offline part for all the available libraries, he can seamlessly
change the technology library during the design and simulation phase. The
latter is easily performed by specifying the path to the folder containing
the outputs of the framework’s offline part (re-characterized library and flip
flop model) for the desired library.

In our opinion and based on our experience, re-characterizing a library using
SiliconSmart is not complex, or at least, it is less complex than performing
SPICE-level simulations. Characterizing a new library can be a very com-
plex task. However, if the user has an already characterized library at a spe-
cific voltage value (Liberty Timing File), re-characterizing it at a different
voltage value using SiliconSmart is not a complex task. Using SiliconSmart,
the re-characterization process is performed as follows: is i) create the new
operating conditions (e.g., specify the voltage value) ii) read the existing
library in liberty format and the spice netlists of the library’s cells, iii) run
the characterize command, and iv) write the new library specifying the CCS
model. Note that all these steps are automated in the VOSsim framework
and performed by executing a single script.

Furthermore, the complexity of the flip flop modeling component is insignif-
icant. The flip flop characterization component executes a bash script that
i) generates the timing violations input file, ii) runs the Spectre simulation
using that file and the flip flop’s SPICE netlist, and iii) gathers the results
to create the lookup table. This script is executed for every voltage value
and flip flop type. Regarding the time complexity of the offline part, (as
mentioned in the previous section) we note that both components are scal-
able with respect to the number of executors (CPU threads). SiliconSmart
re-characterizes the library’s cells in parallel, leveraging the fact that this
process is independent for every cell. Similarly, the flip flop characterization
is also executed in parallel for every voltage value and/or flip flop type. Us-
ing 16 threads, the re-characterization of the Nangate 45nm library required
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7 min and the characterization of all the Nangate’s flip flops (16 in total)
for 20 voltage values at a specific clock period required 8min. Therefore,
considering that the offline part needs to be executed only once per library,
its complexity (both from user and time perspective) can be considered
insignificant.

The complexity of the VOSsim’s online part is negligible. The circuit
and voltage specific simulation script generated by VOSsim replaces Qu-
estasim’s run command and therefore, it seamlessly extends the non-VOS
gate-level simulations traditionally performed up to now. No testbench
modifications are required and thus, it induces zero overhead to the user
when switching from non-VOS to VOS-aware simulations. Regarding the
timing complexity of VOSsim’s online part, a detailed discussion is pro-
vided in Section 3.5 showing the high simulation time speedup attained
by VOSsim, compared to SPICE-accurate simulations performed with the
fast SPICE simulator CustomSim. Moreover, for complicity reasons, in
Section 3.5, a discussion on VOSsim’s simulation time overhead with re-
spect to traditional non-VOS simulations Questasim simulations is also pro-

vided.

In addition, SPICE-level simulation also requires an offline part. Every time
the technology library changes, the designer has to reproduce the SPICE-
level netlist that will be simulated. Note that, the required designer effort
to perform SPICE-level simulations increases significantly as the system
complexity scales up [92]. Moreover, the offline part of the SPICE-level
simulations needs to be performed for every new design, as well as every
time a design is modified. One of the major advantages of the proposed
framework is that it extends typical digital design flows and it operates at
gate-level, i.e., relieves the designer from the increased complexity of per-
forming SPICE-level simulations. This advantage of VOSsim (i.e., operat-
ing at gate-level) becomes even more significant during the design phase of
hardware approximate accelerators, where several architectures with vary-
ing configurations are explored [41,77].

Concluding, considering that the offline part of the proposed framework
needs to be executed only once per library, while the offline part of SPICE-
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Table 3.1: Benchmark Implementation Characteristics

Area | Transistors | Flip Flop
Benchmark
(um?) Count Monitored
MAC 829 5097 33
Matrix Multiplication | 2279 13160 82
1-D DCT 5705 33200 128

level simulations must be executed for every new design, design configura-
tion modification, and every time the library changes, we claim that its com-
plexity (compared to the SPICE one) is negligible.

3.5 Experimental Evaluation

In this Section, we experimentally evaluate the accuracy of VOSsim in com-
puting a circuit’s output and power consumption when VOS is applied.
Voltage reduction of 1% to 20% is considered, i.e., typical values in approx-
imate computing [57,92]. Examining near threshold operation is out of the
scope of VOSsim and the proposed framework does not support consider-
ing external parameters (e.g., temperature) nor within-die variability in the
performed simulations. Three different benchmarks are considered, i.e., a
2-stage pipeline Multiply-Accumulate (MAC), a 3-stage pipeline 3x3 ma-
trix multiplication, and an 8-stage pipeline 1-D Discrete Cosine Transform
(DCT). As shown in Table 3.1, these designs feature increased area complex-
ity and transistor count as well as increased number of flip flops that have
to be monitored by the proposed framework. We examine stressed operat-
ing scenarios, i.e., all the designs are pipelined and synthesized-simulated
at their critical path delay. Pipelining a design may increase the number
of critical paths [92] and operating at critical path delay makes the circuit
more prone to small voltage decreases. Furthermore, increasing the number
of flip flops increases the possibility of timing violations under VOS. The
45nm Nangate standard cell library is used in our evaluation. Nangate is
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Table 3.2: The version of all the tools used in our evaluation

Tool Version

Synopsys Design Compiler M-2016.12

Synopsys SiliconSmart L-2016.06
Synopsys Library Compiler L-2016.06
Synopsys PrimeTime M-2016.12
Cadence Spectre 14.1.0
Mentor Questasim 10.4c_5
Mentor Calibre v2015.4 16.11
Synopsys CustomSim M-2017.03

characterized at 1.1V and thus, the Library re-characterization component
is used to characterize Nangate at 0.88V. Finally, the library’s flip flops
are modeled for 1%-20% voltage decrease. Using 16 threads, Library re-
characterization requires 7 min, while the flip flop modeling for 20 voltage
values at a specific period requires 8 min. In order to perform SPICE-level
simulation we follow typical design flows as described in the Synopsys and
Cadence manuals. We use i) Synopsys Design Compiler to synthesize the
design and produce the gate-level netlist, ii) Mentor Calibre to produce the
SPICE-level netlist from the respective gate-level one, and iii) Synopsys
CustomSim to perform the SPICE-level simulation. In Spice simulations,
the logical ‘1’ threshold is set to 0.77V and the logical ‘0’ to 0.33V. 50,000
random generated 8-bit inputs are considered for every benchmark and all
experiments run on a Xeon E5-2650 server with 64GB RAM. The tools and
their respective version that are used in our evaluation are summarized in
Table 3.2

In order to highlight the importance of monitoring the flip flops for timing
violations, we examine the possibility of their occurrences when applying
VOS. In Figure 3.9 the error rate and the violation rate of the examined
benchmarks are explored. As error rate, we denote the number of inputs
that produce erroneous outputs over the total number of inputs when ap-
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Figure 3.9: The a) error rate and b) violation rate of the examined benchmarks
when applying VOS.

plying VOS. Similarly, as violation rate we denote the number of inputs
where at least one flip flop timing violation occurs over the total number
of inputs. As the voltage decreases the error and violation rate increases.
Even for small voltage decrease, erroneous outputs are produced, e.g., at
1% voltage decrease the average error rate of the three benchmarks is 0.5%.
At 20% voltage decrease, the average error rate is 74%. The violation rate
behaves the same way as the error rate but it is possible to have erroneous
outputs without having timing violations. However, it also possible to have
violation rate higher than the error rate. In this case, although a timing
violation occurs, an erroneous output is not necessarily produced. For exam-
ple, at 13% voltage decrease the 1D-DCT benchmark features 21% violation
rate, while the respective error rate is 19%, i.e., 2% smaller. Moreover, it
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is also possible to have erroneous outputs without the occurrence of flip
flop timing violations. For example, for all the examined benchmarks, when
voltage is decreased by 2%, errors are produced but the violation rate is
0%. The high violation rate values in Figure 3.9b (e.g., 65% at 20% voltage
decrease) show the significance of monitoring the circuit’s flip flops for tim-
ing violations and justifies their special consideration implemented in our
framework.

In Figure 3.10, we evaluate the efficacy of the proposed framework and ex-
amine its accuracy in estimating a circuit’s output and power consumption
when when performing VOS simulations. The output and power accuracy
of VOSsim is reported with respect to the simulation outputs and power
consumption obtained by performing SPICE-level simulations using Cus-
tomSim. CustomSim supports several simulation levels (described in Table
3.3) that feature varying performance as well as accuracy. To examine
VOSsim’s efficacy in producing SPICE accurate results, the CustomSim
precision is set to its highest value (level 6). On average, for all the exam-
ined benchmarks and voltage values, the proposed framework attains 98.7%
output and 98.4% power accuracy. As shown in Fig. 3.10a, for small volt-
age decrease the output accuracy is almost 100%, i.e., produces the same
results compared to CustomSim. For voltage decrease up to 12%, where
the violation rate is small, the output accuracy is more than 99%. For
higher voltage decrease, the output accuracy decreases slightly, but even
in the extreme case of 20% voltage decrease, where the average violation
rate is 65%, the attained accuracy is more than 95%. On the other hand,
the power accuracy is less affected by the voltage value and as the voltage
decreases it tends to be constant for every benchmark, i.e, 99.6% for the
MAC, 96.21% for the Matrix Multiplication, and 95.3% for the 1-D DCT.
Therefore, the power accuracy depends more on the cells’ power consump-
tion calculation under VOS and less on the violation rate. The accuracy
of the proposed framework depends on both the re-characterization of the
circuit’s cells (performed using the CCS model) when lowering the voltage
value and on the flip flop’s VOS modeling. However, although the examined
benchmarks feature different number of monitored flip flops and violation
rate, their accuracy values are very high and close enough. The latter shows
with high confidence that the flip flop timing violations are modeled pre-
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Figure 3.10: The a) output and b) power accuracy of VOSsim with respect to
SPICE simulations with CustomSim (level 6).

cisely enough and that the output accuracy is more affected by the cells’
delay calculation at low voltage values. Finally, Figure 3.11 presents the effi-
cacy of VOSsim in estimating the error-power trade-off curve when applying
VOS. As an error metric, we consider the Normalized Mean Error Distance
(NMED) [98] and as power savings metric, the percentage power reduction.
NMED is proven to be an effective metric for quantifying the accuracy of
approximate circuits and also enables the evaluation of different bit-width
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Table 3.3: CustomSim Simulation Levels

CustomSim Level Description

3 Specifies a functional and timing verification of digital,memory,

low-sensitivity analog, mixed-signal, and full-chip circuits.

Specifies a functional, timing and power verification of all circuits,

! especially for small current or low voltage applications.

5 Specifies an accurate timing and power simulation of all circuits,
and block characterization.

6 Specifies a SPICE-like accuracy for timing and power simulation of

all circuits, and cell characterization.

designs [98]. NMED is calculated as follows:

1 YN, (accurateOutput; — approximateOutput,)

NMED =

mazx N ’

where N is the number of inputs (outputs) and max is the circuit’s max-
imum possible output. accurateOutput is the circuit’s output at nominal
voltage and approximateOutput is the circuit’s output when applying VOS.
The Percentage power reduction is obtained from:

Power(accurate)-Power(approximate)

Power Reduction(%) = x 100.

Power(accurate)

For every benchmark, we depict the respective error-power curves produced
by simulations using CustomSim with high precision (simulation level 6)
and VOSsim. As shown in Figure 3.11, for all the examined benchmarks,
the curve produced by VOSsim closely follows the one produced by Custom-
Sim. This is also confirmed by the low Mean Square Error (MSE) values
delivered. The MSE (for the 20 examined voltage values) is calculated
by:

1
MSE :% Z ((NMEDVOSSim(V) - NMEDCustomSim(V))2+
vV

(Power Reductionyossim(V') — Power Reductioncustomsim (V) 2) .
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Figure 3.11: The error-power trade-off obtained by VOSsim and SPICE simula-
tions with CustomSim (level 6).

The MSE for the MAC, Matrix Multiplication and 1-D DCT benchmarks
is 0.00260, 0.00239, and 0.00245, respectively. Therefore, Figure 3.10 and
Figure 3.11 show with high confidence that, for 1%-20% voltage reduction,
VOSsim can be used to obtain a very accurate estimation of the error-
power trade-off delivered by the VOS application on approximate computing
circuits.

As shown in Figure 3.10a the 1-D DCT benchmark features the lowest av-
erage output accuracy among the examined benchmarks. Moreover, it is
observed a small output accuracy decrease, i.e., 96% from 99.5%, at 13%
and 14% voltage reduction. At these voltage values, for some input values,
the proposed framework failed to precisely estimate circuit’s VOS output,
leading to lower output accuracy. As aforementioned, the proposed frame-
work uses two models to perform the VOS-aware simulation. The first one
is the CCS model and is used to re-calculate the cells’ delays (and power)
for the desired voltage value. The second one is the proposed flip flop model
and is used to estimate a flip flop’s output when a timing violation occurs.
The accuracy of both models affects the final VOSsim accuracy. However,
the accuracy of our framework is more affected by the cells’ delays (and
power) re-calculation. The flip flop model, to produce its output, considers
the flip flop type, the transition type and the relative time of the timing
violation. Therefore, errors at the CCS-based delay re-calculation may lead
to erroneous estimations by the flip flop model. At these voltage values, the
delay inaccuracies due to the scaling performed by the CCS models led to
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Figure 3.12: The output accuracy of VOSsim and CustomSim with low precision
for the 1-D DCT benchmark.

some mispredictions by the flip flop model (with respect to high precision
SPICE simulation with CustomSim). This accuracy loss is input (previous
and current) and voltage depended. For this reason, we try to cover all
the possible cases, by using large randomly generated input datasets and
by evaluating the accuracy of VOSsim every 1% voltage decrease. Finally,
it is noteworthy that identical results are obtained when performing low
precision CustomSim simulations (simulation level 3). In Figure 3.12, the
output accuracy of VOSsim and CustomSim with simulation level 3 is pre-
sented. As shown both curves are very close (almost identical) and exhibit
the same accuracy drop at the same voltage values, i.e., the output accu-
racy of both drops to 96% and then increases again. At these voltage values,
both gate-level simulation with VOSsim as well as low precision SPICE sim-
ulation with CustomSim fail to precisely estimate the increased accuracy of
high precision (level 6) CustomSim simulations and deliver lower, but still
very high, output accuracy. High accuracy SPICE simulations may increase
the precision of the performed computations or use more precise models to
reach convergence. Therefore, since both VOSsim and CustomSim with
simulation level 3 feature lower accuracy at 13%/14% voltage decrease, it
might be the case that CustomSim with level 6 used more precise models
and/or computations at these voltage values to overcome convergence is-
sues. Hence, the less accurate simulations (VOSsim and CustomSim with
level 3) fail to precisely estimate this very high computations’ precision, at
some input values, resulting to reduced output accuracy. However, since
in CustomSim’s log files this information (regarding the computations’ ac-
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curacy and models used) is not provided, we cannot determine with high
confidence that this is the case.

The efficacy of VOSsim for 21%-40% voltage decrease is also examined.
Targeting to enable VOS-aware simulation at the RTL level of design ab-
straction, the proposed framework operates on digital standards cell libraries
and uses high-level models such as the CCS and the flip flop ones. Hence,
the accuracy of our framework highly depends on the accuracy of these
models. As a result, since such high-level models are unable to capture
the transistors’ analog behavior at very low voltage values, the accuracy of
the proposed framework drops significantly, especially as we approach the
threshold voltage, i.e., approximating the near-threshold operating region.
This is something already acknowledged by the industry, being already in
a way to extend the Liberty modeling standard to support ultra-low volt-
age ICs. However, we must note that similar results are obtained when
performing low precision simulations using CustomSim (simulation level 3).
Specifically, for 21%-30% decrease, the average output accuracy of VOSsim
drops to 81%, 83%, and 82% for the MAC, Matrix Multiplication, and 1-D
DCT, respectively. For low precision CustomSim, the respective values are
85%, 91%, and 84%. For voltage decrease 31%-40%, the output accuracy
drops even further to 53%, 34%, and 48% for VOSsim and 68%, 25%, and
46% for low precision CustomSim. As a result, in VOS simulations with
voltage decrease higher than 20%, VOSsim and low precision CustomSim
cannot be used as alternatives to high precision SPICE simulations (Cus-
tomSim with level 6).

Finally, we examine the efficiency of VOSsim in terms of simulation time.
Figure 3.13 depicts i) the speedup of VOSsim with respect to SPICE-level
simulation using CustomSim and ii) its slowdown with respect to typical
gate-level simulation using Questasim. Gate-level simulation with Ques-
tasim does not support, by default, VOS and thus it is performed at the
nominal voltage value. Therefore, the slowdown compared to Questasim is
provided only to examine the overhead induced by monitoring the circuit’s
flip flops for timing violations. To evaluate the performance of VOSsim,
we examine the attained speedup compared to both high as well as lower
precision CustomSim simulations. The reported speedups refer to the aver-
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Figure 3.13: The average speedup/slowdown attained by the proposed framework
compared to CustomSim Simulation/non-VOS Questasim simula-
tion.

age speedup over all the examined voltage values. During the experimental
evaluation, we observed a minor time variation for both the CustomSim and
VOSsim simulation time. However, this time variation is not proportional
to the voltage decrease. In other words, as the voltage value decreases, the
simulation time does not necessarily increase. The simulation time coeffi-
cient of variation is 2.6% on average for the CustomSim simulations and
4.4% for the VOSsim ones. The observed time variations are attributed to
the context switch of the running processes by the operating system and to
compensate for this induced random delay, the simulations were repeatedly
evaluated. As the simulation time of VOSsim is significantly smaller than
the CustomSim’s one and as VOSsim operates over several tools (that are
executed at every simulation), its simulation time is slightly more affected.
For every voltage value, the experiments are conducted 3 times and their
average value is the speedup obtained for this voltage value. As shown, the
proposed framework introduces an average overhead of 15x slower simula-
tion compared to the non-VOS typical Questasim simulation. However, as
the circuit complexity increases, this slowdown decreases (even though more
flip flops are monitored). This is explained by the fact that for more com-
plex circuits the time spent at monitoring for timing violations becomes
less significant with respect to the total simulation time. Compared to
high precision CustomSim simulations (level 6), VOSsim attains an average
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32x speedup, while compared to low precision ones (level 3), the average
speedup is 7.6x. As the circuit’s transistor count increases, the CustomSim
simulation becomes significantly slower and thus, VOSsim achieves higher
speedups. The simulation of the MAC, Matrix Multiplication, and 1-D DCT
with VOSsim requires 30 min, 46 min, and 76 min, respectively. Compared
to high precision CustomSim simulations, the delivered speedup scales from
17x for a small circuit as the MAC, to 45x for a quite larger one as the 1-D
DCT. Setting the CustomSim simulation level to 3 or 4, results in signifi-
cantly faster execution compared to level 6 but reduced output and power
accuracy. For the examined benchmarks, simulation level 3 and 4 produced
similar results, regarding both the accuracy and simulation time. For 1%-
20% voltage decrease, compared to CustomSim with level 3 or 4, VOSsim
delivers more than 10% higher power accuracy (lower precision Custom-
Sim considers less circuit detail) and similar output accuracy, i.e., within
2%. For higher voltage decrease (21%-40%), both VOSsim and Custom-
Sim with level 3 or 4 deliver low output accuracy but still VOSsim attains
significantly higher power accuracy. Finally, for 1%-40% voltage decrease,
CustomSim with simulation level 5 delivers very high output and power ac-
curacy (higher than VOSsim). The average speedup of VOSsim compared
to CustomSim with level 3 is 6.0x, 7.7x, and 9.0x for the MAC, Matrix
Multiplication, and 1-D DCT benchmarks, respectively. The respective val-
ues for VOSsim compared to CustomSim with level 4 are 5.8x, 8.0x, and
10.6x. Compared to CustomSim with simulation level 5, VOSsim achieves
an average speedup of 12.3x, 18.8%x, and 24.8x, respectively. Therefore,
even when we lower the simulation precision of CustomSim, we still obtain
significant simulation speedup. Moreover, in the case of simulation level 3 or
4 VOSsim attains higher power accuracy and comparable output accuracy
for more than 5.8x speedup. We would like to underline that CustomSim
is a Fast SPICE simulator and this is the reason why we compare VOS-
sim with CustomSim and not with Spectre or HSPICE. With respect to
Spectre simulation, the delivered speedup by VOSsim is more than 100x
on average.

Concluding, compared to SPICE-level simulation, VOSsim delivers very
high simulation time speedup for very accurate output and power estima-
tion. The accuracy of VOSsim does not depend on the circuit’s complexity
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and the speedup is expected to scale significantly for larger designs. How-
ever, its output accuracy depends on the voltage decrease, dropping from
99% to 95% for voltage decrease scaling from 12% to 20%. For very low
voltage values, VOSsim fails to capture the transistors behavior, delivering
poor output accuracy.

3.6 Conclusion

Approximate computing emerges as a promising paradigm for energy ef-
ficient design by aggressively decreasing power consumption of inherently
error resilient applications. Recent research has pointed out the synergistic
nature of Votage Over-Scaling (VOS) with other approximate techniques.
Approximate techniques from the logic and algorithmic layers produce sim-
pler circuits and can reduce the circuit’s delay and decrease the number
of critical paths. Hence, applying VOS, can further reduce the power con-
sumption, at the cost of a small error increase, as fewer paths are affected
by the voltage decrease. However, the lack of a methodology that rapidly
quantifies the errors and power savings due to VOS (traditionally performed
SPICE-level simulations are very time consuming), restricts it exploitation
in the respective approximate computing works. In this chapter, we propose
VOSsim, a framework that can be seamlessly integrated in typical hardware
design flows and enables very fast VOS-aware simulation. One of the ma-
jor advantages of the proposed framework is that it extends typical digital
design flows and it operates at gate-level, i.e., relieves the designer from the
increased complexity of performing SPICE-level simulations. Compared to
SPICE simulations, for 1%-20% voltage decrease, VOSsim delivers very high
output and power accuracy (more than 98% on average) and reduces the
simulation time from 6x to 45x. All the reported experimental evaluations
examine stressed operating conditions, i.e., pipelined designs and opera-
tion at critical path delay, in order to evaluate the accuracy of proposed
framework at a worst-case scenario. At very high voltage decrease (more
than 20%), the accuracy of VOSsim is very sensitive to small inaccuracies
originated by the cell delay re-calculation under VOS; leading to a notable
output accuracy drop at very low voltage values. However, we underline
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that although VOSsim uses the CCS and the proposed flip flop models, it
is not bound to them. The models used by the proposed framework can be
easily changed without any particular modifications in the rest of the com-
ponents. Therefore, if a more accurate power-delay model and/or a more
sophisticated flip flop model is published, they can be straightforwardly used
by VOSsim in order to improve its accuracy.
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Chapter 4

Efficient Approximate Multiplication
Circuits Through Partial Product
Generation Approximation

Approzimate computing has received significant attention as a promising
strateqy to decrease power consumption of inherently error tolerant appli-
cations. In this chapter, we focus on hardware level approximation by in-
troducing the Partial Product Perforation technique for designing approxi-
mate multiplication circuits. We prove in a mathematically rigorous man-
ner that in partial product perforation the imposed errors are bounded and
predictable, depending only on the input distribution. Through extensive
experimental evaluation, we apply the partial product perforation method
on different multiplier architectures and expose the optimal architecture—
perforation configuration pairs for different error constraints. We show that,
compared with the respective exact design, the partial product perforation de-
livers reductions of up to 50% in power consumption, 45% in area and 35%
in critical delay. Also, the product perforation method is compared with
state-of-the-art approximation techniques, i.e. truncation, Voltage Over-
Scaling and logic approximation, showing that it outperforms them in terms
of power dissipation and error. This chapter is based on our publications
in [99-101].
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4.1 Introduction

In modern embedded electronic devices, power consumption is a first class
design concern. Considering that a large number of application domains
are inherently tolerant to imprecise calculations, e.g. Digital Signal Pro-
cessing (DSP), data analytics and data mining [32] approximate computing
appears as a promising solution to reduce their power dissipation. Such
applications a) process large redundant data sets or noisy input data de-
rived from the real world, b) do not have a “golden" result, ¢) perform sta-
tistical /probabilistic computations and/or d) demand human interaction,
thus, their exactness is relaxed due to limited human perception [38,67].
Approximate computing can be applied at both software and hardware
level.

Hardware level approximation mainly targets arithmetic units, such as adders
and multipliers widely used in portable devices to implement multimedia
algorithms, e.g., image and video processing. Both general-purpose ap-
proximation techniques [56-58] applied to any arithmetic circuit, as well
as circuit-specific approximation either to adder [59-61] or multiplier de-
signs [62-66], have been presented. The most commonly used techniques
for the generation of approximate arithmetic circuits are truncation [56,69],
Voltage Over-Scaling (VOS) [57,67] and simplification of logic complexity
(i.e., alteration of the truth table) [61-63]. Regarding to the general ap-
proximation techniques, VOS [57,67] and truncation [56,68,69] have been
proposed. VOS is applied in any circuit by lowering the supply voltage below
its nominal value. Decreasing the supply voltage reduces the circuit’s power
consumption, but produces errors caused by the number of paths that fail to
meet the delay constraints [67]. In [69], a truncated multiplier with a con-
stant correction term is proposed, significantly decreasing the error imposed
by typical truncation. [56] proposed a truncated multiplier with variable cor-
rection that outperforms [69] in terms of error. Extensive research has been
conducted on approximate adders [57,59-61] providing significant gains in
terms of area and power while exposing small error. Although the authors
propose the use of such adders targeting to build approximate multipli-
ers, it is not clear how they can be used in different tree architectures and
how their error scales in the case of multi-operand addition. Despite the
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extensive research on approximate adders, research activities on approxi-
mate multipliers are still very limited. Efficient approximate multipliers
introduced in [62-64, 68| target the approximation of the partial product
accumulation but do not examine approximations on the partial product
generation. Targeting, approximate accumulation of the partial products,
Momeni et al. [63] presented two approximate 4:2 compressors by modify-
ing the respective accurate truth table. These compressors are used in a
Dadda tree with 4:2 reduction and different multiplier architectures were
not explored. In all the proposed approximate multipliers, the imposed er-
ror cannot be predicted as it depends on carry propagation and the circuits’
implementation and requires simulations over all possible inputs in order to
be calculated Targeting to tackle the limited research on approximate mul-
tipliers, in this chapter, we design of power—error efficient multiplication
circuits. We differentiate from previous works by exploring approximation
on the generation of the partial products. The proposed method can be
easily applied in any multiplier architecture without the need of a special
design, in contrast to related works. In addition, the error imposed by per-
foration depends only on the configuration parameters and, in contrast to
existing work, can be analytically calculated without the need of exhaus-
tive simulations. The latter is critical as, given the input distribution of
the application, a precise estimation of the output quality can be extracted.
Finally, the a priori knowledge of the induced error enables the selection of
the optimal configuration in order maximize the power savings with respect
to the error bound and input distribution.

Approximate hardware circuits, contrary to software approximations, of-
fer transistors reduction, lower dynamic and leakage power, lower circuit
delay and opportunity for down-sizing. Motivated by the limited research
on approximate multipliers, compared to the extensive research on approx-
imate adders, and explicitly the lack of approximate techniques targeting
the partial product generation, we introduce the Partial Product Perfora-
tion method for creating approximate multipliers. Inspired from [102], we
omit the generation of some partial products, thus, reducing the number of
partial products that have to be accumulated, we decrease the area, power
and depth of the accumulation tree. The major contributions of this work
are summarized as follows:
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e We adopt and apply, for the first time, the software based perforation
technique [102], on the design of hardware circuits, obtaining opti-
mized design solutions regarding the power—area—error trade-offs.

e We analyze in a mathematically rigorous manner the arithmetic ac-
curacy of partial product perforation and prove that it delivers a
bounded and predictable output error. Our error analysis is not
bound to a specific multiplier architecture and can be applied with
error guarantees to every multiplication circuit regardless of its archi-
tecture. Such a rigorous analysis enables precise error estimation over
input data distributions.

e We explore and characterize the efficiency of the product perforation
method on several multiplier schemes exposing its power—area impact
on different architectures. This is the first time that such an ex-
ploratory analysis over different approximate multiplier architectures
is offered to the designer, enabling also, the selection of the optimum
architecture—perforation configuration for given error constraints.

e We show that partial product perforation outperforms related state-
of-the-art works in terms of power consumption and error, as well as
output quality, when applied to image processing and data analytics
algorithms.

More specifically, we apply the partial product perforation on 16 differ-
ent multiplier architectures, using industrial strength tools, i.e. Synopsys
Design Compiler and PrimeTime. Through extensive experimental eval-
uation, we present the optimal approximate multiplier configurations for
various error constraints. We show that, compared to the accurate mul-
tiplier, product perforation offers reductions of up to 50% in power con-
sumption, 45% in area and 35% in critical delay for 0.1% normalized mean
error distance [98]. Moreover, it is compared with state-of-the-art approxi-
mate computing works that use either VOS [57], logic approximation [63],
or truncation [56], outperforming them significantly in terms of power dis-
sipation and error. Finally, we examine the scalability of our technique by
applying it on different bit-width multipliers and show that the delivered
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savings increase with the width increase.

The rest of this chapter is organized as follows: Section 4.2 introduces
the partial product perforation technique providing the corresponding error
analysis error and error correction methods. In Section 4.3, we examine
product perforation on different multiplier architectures, exposing the opti-
mal architecture—perforation configuration pairs under differing error con-
straints. Finally, Section 4.4 evaluates the product perforation method by
comparing it with related state-of-the-art works and Section 4.5 concludes
this chapter.

4.2 Analyzing Partial Product Perforation

4.2.1 Method Analysis

In this section, the partial product perforation method for the design of
approximate hardware multipliers is described. Consider two n-bit num-
bers A and B. The result of their multiplication A x B is obtained af-
ter summing all the partial products Ab;, where b; is the i*" bit of B.
Thus,

n—1
Ax B=>Y Ab2", b; €{0,1}. (4.1)
=0

The partial product perforation technique omits the generation of k suc-
cessive partial products starting from the j** one. A perforated partial
product is not inserted in the accumulation tree and hence, n full adders
can be eliminated. Applying product perforation with j and k configu-
ration values on the multiplication A x B produces the approximate re-

sult
n—1

Ax Bl = > Ab2, bie{0,1}. (4.2)
=0,
i¢[5,5+k)
Note that j € [0,n — 1] and k € [1, min(n — j,n — 1)].
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Similarly, when Modified Booth Encoding (MBE) [103] is used for gener-
ating the partial products, the result of the approximate multiplication is
given by:

n/2—1
Ax Bl = Y AbMB4l bMP ¢ {0,+1,42}. (4.3)

7=

0
i€[j,5+k)

Figure 4.1 depicts an example of applying the partial product perforation
method on different 8-bit multipliers with j=2 and k=2 configuration val-
ues. For each architecture, the dot diagrams [103] of the accurate and the
respective perforated tree are presented. The “dots” represent the bits of
the partial products that have to be accumulated, while the “stages” the de-
lay of the reduction process followed by each tree. The dashed boxes with
four dots are 4:2 compressors, those with three are full adders and those
with two are either full- or half-adders. Through the proposed approxima-
tion technique, the power, area and delay of the multiplication circuit are
decreased, making though the computation imprecise. The higher the order
of a perforated partial product, the greater the error imposed at the final
result. Also, since the addition is an associative and commutative opera-
tion, when more than one partial products are perforated, the total error
results from the addition of the errors produced from the perforation of each
partial product separately.

We use the notation DJ[j,k,c]| to label the different approximate multiplier
architectural configurations. The parameter “D" refers to the tree architec-
ture, j is the order of the first perforated partial product and k£ the number of
the perforated partial products. If no j and & are specified, the respective no-
tation refers to the exact design. Finally, ¢ corresponds to the partial prod-
uct generation technique and takes the values “s” for Simple Partial Prod-
ucts (SPP) or “m” for MBE. For example, Figure 4.1a depicts the array][s|
configuration, while Figure 4.1b the array[2,2,s].

Partial product perforation should not be confused with the truncation tech-
nique. Truncation eliminates the circuit that produces specific least sig-
nificant bits (LSB) of the accumulation tree, while perforation skips the
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Figure 4.1: The partial product reduction process for 8x8 multiplication with a)
Accurate Array, b) Approx. Array c¢) Accurate Wallace, d) Approx.
Wallace, e) Accurate Compressor 4:2, f) Approx. Compressor 4:2,
g) Accurate Dadda 4:2 h) Approx. Dadda 4:2. Approximation is
performed by perforating the 3" and 4" partial products. The boxes
with 4 dots are 4:2 compressors, those with 3 are full adders and those
with 2 are full or half adders.

generation of partial products and thus, decreases the number of operands
to be accumulated. For example, in an 8-bit array multiplier, perforating
a partial product removes 8 full adders from the accumulation tree and re-
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duces its delay. In order to attain similar circuit reduction using truncation,
the 6 LSB have to be truncated. However, truncating the 6 LSB does not of-
fer any delay reduction. Moreover, in this example, truncation delivers in all
cases incorrect results, whereas the outputs of perforation are 50% correct.
Finally, perforating one partial product (out of eight) results in a 12.5% loss
of information while truncating the 6 LSB (out of 16) results in a 37.5% in-
formation loss. In Section 4.4, the perforation and truncation techniques are
quantitatively compared in greater detail regarding error and power metrics,
in order to further expose their differences.

4.2.2 Error Analysis

A critical issue for the approximate computing is the error imposed during
computations and how it affects the final result. In this section, an error
evaluation analysis of the partial product perforation technique is presented.
We evaluate error utilizing the error metrics proposed in [98], i.e., Error Dis-
tance (ED), Mean Error Distance (MED) and Normalized MED (NMED),
as effective metrics for quantifying the accuracy of approximate arithmetic
circuits. ED is defined as the absolute distance of the fully accurate product
P and the approximate one P’

ED=|P- P

The MED is the average of EDs for all inputs:

| M
MED = MZW—P@‘/L

=1

where M is the number of inputs.

The Normalized Mean Error Distance (N M E D) is defined as the ratio:

dm
NMED = — [98
D [ ]’

where dm = M ED and D is the maximum possible error that an approxi-
mate circuit can produce. Therefore in the case of n x n multiplication, the
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maximum possible error is (2" — 1) x (2" — 1). For example, consider an
approximate multiplier that always returns zero. In this case multiplying
(2" — 1) by (2" — 1) will return 0 and therefore ED = (2" — 1)? and as a
result, D = (2" — 1)? Hence, in the case of n-bit multiplication NMED is
calculated by:

MRED

NMED = ———
@ -7

Finally, the Relative Error Distance (RED) is defined as:

ED
NMED = —
P

and the Mean RED (MRED) is obtained by:

1 & ED;
MRED = —
2 p;

M i=1

[64].

In this chapter, we try to provide a broad analysis for approximate multi-
plication circuits focusing on more than one error metrics, both for com-
pleteness but also to enable direct comparison with previously published
related research. Note that an error metric may be optimal for an applica-
tion domain but suboptimal for another one. More specifically, in Section
4.2.2 we provide error analysis both on NMED and MRED. In Section
4.3, where we explore the efficiency of partial product perforation technique
(Figure 4.6), we use the NM ED metric in order to be in compliance with
the error metrics used in [63] and [98]. However, the respective M RED val-
ues of Figure 4.6 can be straightforwardly derive using the provided designs
configuration. Finally, in Section 4.4, where we compare partial product
perforation with state-of-the-art works, we provide an extensive discussion
considering both the NMED and M RED values of all the examined ap-
proximate technique.
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Error Evaluation

When applying the product perforation on a n-bit multiplier using SPP
generation, the ED of multiplying two numbers A, B is calculated as fol-
lows:

ED(A,B) = |P — P/|

n—1 n—1
=AY b2 —A > b2
i=0 i=0

gl ) (4.4)
Jtk—1
=AY 2
i=j
= A2ij,
where 2 € [0,2") and
k—1 ) )
zp =Y 2'bj; = |B/27| mod 2~ (4.5)
=0

If p4 and pp are the probability density functions of A and B, respectively,
then the MED is calculated from:

MED = Y pa(A)pp(B)ED(A, B). (4.6)
VA,B

Without loss of generality, the rest of our analysis considers a uniform dis-
tribution over the overall n-bit numbers, i.e., (4,B) € [0,2")%. Hence,
pa(A) = 1/2" VA and pp(B) = 1/2" VB. Therefore, MED is given
from:

ED(A, B)

VA,B

= 2% > > ED(A,B).

VA VB

(4.7)
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Assuming that ED 4 is the sum of EDs VB for a given A, then:

ED, =) ED(A,B)
vB

n—k j
=2""FY " wp2A (4.8)

Vg
2n27 (28 —1)A
2

and the sum of all EDs is:

2727 (28 — 1)A

S EDA=Y
VA VA
_ ek -1 (4.9)
(2 4)
27922k —1)(2" — 1)
— i _

Using (4.9), (4.7) equals:

27220 (2F — 1)(2" — 1)

MED = -
. 274 (4.10)
27 (2F —1)(2" — 1)
— i .
Thus,
MED 272k —1
NMED = _ 2 ). (4.11)
(20 —1)2  4(27 —1)
Similarly,
ED(A,B) xp2
ED(A,B) = = 4.12
RED(A, B) Ax B B (4.12)
and ‘ .
2" .%'BQJ 1'32]
MRED = - > => : (4.13)
2n n
2 VB B VB B
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Previous analysis provide rigorous expressions of error metrics, enabling
fast error analysis of differing product perforation configurations. As shown
later in Section 4.3, these analytical error expressions are used in an ex-
ploration loop for deriving optimized approximate design solutions. The
analytical equations (4.11) and (4.13) consider uniform distribution, thus in
case of differing distributions! they should be adjusted according to the new
probability density functions (PDF), since the power—error efficiency of ap-
proximate designs highly depends on the multiplier’s operands distribution.
Using (4.6) and the input distribution we can calculate the configurations
(4, k) that minimize the error for the respective distribution. In most ap-
plications, e.g. multimedia, the inputs are highly correlated [58]. In order
to provide an initial insight on how the error metrics scale when the in-
puts are correlated (such as in multimedia applications [58]), we assume
the case of differing approximate multipliers adopting correction Method 1
(see Section 4.2.2) with inputs A and B following the same distribution. In
Table 4.1, we evaluate the NMED and M RED metrics when considering
various Normal distributions (N (p, o)) as inputs, usually characterizing the
multimedia applications [58]. For comparison reasons, we also provide the
respective error metrics when the inputs follow a uniform distribution (i)
over all possible inputs and (ii) in the segment [p — 30, 4 + 30]. Table 4.1
shows that the NM ED and M RED error metrics are highly affected by (i)
the type of the distribution, i.e. the input normal distribution derives lower
error values than the uniform, (ii) the distribution’s mean, and (iii) in case
of uniform distribution, the distribution’s range. As an intuitive example,
Figure 4.2a depicts the power—-NMED Pareto graph for a 16-bit Dadda 4:2
multiplier when A, B follow the uniform distribution over the overall range
of n-bit numbers, while Figure 4.2b presents the same graph with inputs
derived from the GSM 06.10 audio benchmark [104]. As shown, increas-
ing k values result to lower power consumption but increased error values,
while the selection of the j value mostly depends on the input distribution.
Intuitively, for a uniform distribution over all possible n-bit numbers (Fig-
ure 4.2a), where all the bits have equal probability of being one or zero,
j should be kept small to minimize the error. This is also confirmed from
Figure 4.2a where the 58% of the Pareto configurations feature j = 0 and

n case of different input distributions, starting from equation (4.6) we apply the
same steps given the respective PDFs of the input operands.
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Table 4.1: Evaluation of the NMED and M RED for Correlated Input Distribu-

tions

j | k | Distribution NMED MRED

0 | 5 | Uniform in [0, 65535] 7.762 x 1075 | 1.640 x 103
0|5 | N(4791, 30) 1.128 x 1077 | 2.110 x 1073
0 | 5 | Uniform in [4701, 4881] 1.093 x 1075 | 2.045 x 1073
0|5 | N(61234, 300) 1.443 x 107* | 1.652 x 1074
0 | 5 | Uniform in [60334, 62034] | 1.455 x 10~% | 1.667 x 10~*
1 | 3 | Uniform in [0, 65535] 3.338 x 1075 | 7.228 x 10~*
1| 3 | N(32767, 7000) 3.320 x 107° | 1.396 x 10~*
1| 3 | Uniform in [11767, 53767] | 3.338 x 107 | 1.583 x 1074
6 | 2 | Uniform in [0, 65535] 4.281 x 1074 | 6.310 x 1073
6 | 2 | N(19250,17) 1.230 x 107 | 1.501 x 1074
6 | 2 | Uniform in [19199, 19301] | 4.205 x 107 | 4.859 x 10~4
6 | 4 | Uniform in [0, 65535] 2.384 x 1073 | 3.161 x 1072
6 | 4 | N(48383,255) 2.555 x 1073 | 4.682 x 1073
6 | 4 | Uniform in [47618, 49148] | 4.566 x 1073 | 8.370 x 103

the 42% j = 1. However, as presented in Figure 4.2b, when the inputs

are correlated without following a uniform distribution, we observe that the
Pareto front is formed by configurations featuring many different j values,
ie., 0, 2, 6, and 15. Previous example shows that there is not a “golden”
value for the j and k perforation variables but their selection highly depends
on the error constraints and the inputs PDF. Thus, (4.6) should be used to
extract the appropriate value for j and k.

Error Correction Methods

In this section, we introduce two methods to decrease the error induced
from the application of partial product perforation. They are implemented
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Figure 4.2: The Pareto power—-NMED graph of a 16-bit Dadda 4:2 multiplier with

a) uniform input distribution in [0,2!%) and b) inputs obtained from
audio benchmarks. All the configurations that feature NMED <

5 x 1075 are presented. Next to each point is denoted the respective
(4, k) configuration.
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as extra components complementing the multiplication circuit, thus their
area, power and delay overheads as well as the error reduction they offer, do
not depend on the architecture of the multiplier. Although multiplication
is commutative, i.e. A x B = B x A, this does not apply in perforated
multipliers. From (4.4), when multiplying A x B, the imposed error is
proportional to the multiplicand A and the term xp and thus, decreasing
one of these operands decreases the error delivered to the output. As a
result, comparing A,B or x4,xp before the multiplication and swapping
accordingly A,B can reduce the error.

e Method 1: Comparing x4, zp

In this method x4, xp are compared before the multiplication and, if xp >
x4, A and B are swapped. Therefore, the imposed error is ED(A, B) =
A2ixp, when x4 > zp, and ED(A, B) = B2/x 4, when x5 > x4. Hence,
MED equals:

MED = Y pa(A)ps(B)ED(A, B)

VA,B
j 4.14
—2( Y pa(Aps(BasA+ Y paAps(BlaaB). Y
VA,B: VA,B:
TAZTB zA<TB
If A, B follow the uniform distribution in [0, 2") (4.14) equals:
Y rpA xsB
MED =2 ( V;B. g v;g‘ 2n2n)
xAéIé $A<7xj3
= 2%( > apA+2 > :cAB).
VA,B: VA,B:
TA=TB rTA<TB

Every number A can be written in the form:

A= MA2j+k —i—xAQj 4+ L4,
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where M4 € [0,27~UHR)) 24 €[0,2%) and L € [0,27).
M4 and L4 are computed similarly to z 4.

The sum (S1(y)) of all numbers A that have x4 =y, where y is a constant
and y € [0,2%), is given by:

Siy)= Y A
VA:
TA=Y

= Z (]\4,42j+l€ —i—a:AQj +LA)

VA:
TA=Y

— j+k j
- Z Z Z (MA2J +xa2 +LA) (4.16)
VMg TA=YVL 4
i (Qn—(j+k’) — 1)2n—(j+k’) otk
2
+ 2n—(j+k)2jy2j+

Gk (2 — DY
=

+ 2"

Supposing that B is fixed and xp = z, we get that:

2x Y waB=2"""2B Y a,4
e rass (4.17)

raA<z
=2""%2(2—-1)B

and

Z zA =z Z A
VA: VA:

TA=2 TA=2

= 251(z).

(4.18)
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By evaluating (4.17) for all B, we obtain:

2 Y xaB= Z2”k z—1)B

VA,B:
IA<IB
- (4.19)
=2k Z (z — 1)51(2).
By evaluating (4.18) for all B, we obtain:
Z LUBA = 237351(.%3)
VA,B: VB
TA=TR
" (4.20)
=k Z 251(z)
z=0
Using (4.19) and (4.20), (4.15) is equal to:
gign—k 2]
MED = 27( ZO 251()) (4.21)
zZ=l
gign—k X1
The sum of all REDs is given by:
S RED(AB)=2( Y i 3 )
’ B A
VA,B VA,B: VA,B:
TAZTH rA<TB
, . (4.23)
=2/( Z Loy )
VA,B: VA,B:
TA=TB $A>7/'B
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Denoting CI = 2F — 1 and using that

.’EB .’EB
xA>a:B l‘A>xB (424)

— % (B2 H(C1 —ap))
and

xB xB
TA=Tp Ta=p (4.25)

B —k‘)
= Z Zonk),
E 4
(4.23) is equal to:

S RED(A, B) = 272"+ <$§(1 +2(CI — m)))

VA,B VB
. (4.26)
— gign—k Z ( (1+2 CI—xB))>
and MRED is calculated as a relation of j and & from:
2j 2" —1
MRED = ¢ Z Z(1+2(C1 - 2p)) ). (4.27)

e Method 2: Comparing A,B

In this method A, B are compared before the multiplication and, if A > B,
A and B are swapped. As a result the induced error ED(A, B) = A2 zp,
when A < Band ED(A, B) = B2/x 4, when A > B.
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Similarly to Method 1:

9]

MED = (> apA+ Y 2aB)

VA,B: VA,B:
A<B A>B

2

= 2%( D waA+2> ) :EAB) (4.28)

VA,B: VA VB:
A=B B<A

9j 21

= S 2 Tad’,
A=1

j N2 —1

NMED = = (4.29)
2 20 xp
and MRED = 5 3" <§ +225). (4.30)
B=1

Figure 4.3 depicts the error improvement achieved by Methods 1 and 2, for
a 16-bit (n=16) multiplier and all the product perforation configurations
(j,k). Figure 4.3a presents the NMED reduction attained by the correc-
tion methods with respect to the NMED of product perforation without
an error correction method. Figure 4.3b illustrates the respective graph for
the MRED metric. The proposed corrective methods offer both NMED and
MRED reduction. Method 1 offers higher NMED reduction, while Method 2
achieves higher MRED reduction. On average, Method 1 offers 30% NMED
and 24% MRED reduction, while Method 2 offers 26% and 50% reduction,
respectively. As a result, the selection of a corrective method depends on
the application in which the perforated multiplier will be used. If the mag-
nitude of the error is more important than its absolute distance from the
accurate result, then Method 2 should be preferred; if not, then Method 1
should be selected. However, the implementation of Method 1 requires a
k-bit comparator, while Method 2 requires a n-bit one and thus, Method
1 induces smaller area and power overheads. As a result, since both meth-
ods offer significant NMED and MRED reductions and Method 1 induces
less power overhead, it should be preferred in the case the application is
unknown.
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Figure 4.3: The percentage reduction of a) NMED and b) MRED achieved by the
correction Methods 1 and 2 with respect to the NMED and MRED

values obtained by product perforation without correction. The x-
axis contains all the [j, k] configurations.
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Figure 4.4: The normalized delay, power and area metrics achieved by applying
product perforation with correction and with j=1 and k=1..8 on a
Dadda 4:2 multiplier, with respect to those of the accurate design.

Methods 1 and 2 decrease the error metrics, but their implementation re-
quires an additional comparator. Figure 4.4 presents the impact of cor-
rection Method 1 or 2 on the delay, power, and area on the Dadda 4:2
multiplier, in respect to the accurate design. Since the complexity of the
comparator is mainly affected by the perforation variable k, Figure 4.4 de-
picts perforation configurations that feature j=1 and k= 1 to 8 (similar
results are obtained for other j and for MBE designs). As expected, using
Method 1 with perforation induces 13% overhead on critical delay, but also
retains 26% and 20%, on average, power and area saving. The respective
values for Method 2 are 20%, 26%, and 17%.

The NMED and MRED analytical relations show that the error imposed by
the product perforation method is bounded and predictable. Therefore, when
the application’s input dataset is determined, it can be used to calculate the
optimal combination of j and % that produce an error less than a desired
upper bound.
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4.3 Exploring the Efficiency of Partial Product
Perforation

In this section, the partial product perforation method is applied to vari-
ous multiplier architectures in order to explore how their power consump-
tion, area, delay, and accuracy behave considering the perforation con-
figuration variables j and k. This analysis targets to expose the optimal
architecture—configuration pair for determined error values regarding both
power dissipation and area complexity. This is critical, since different con-
figurations may not have the same impact on a multiplier architecture,
e.g. an architecture may be the power optimal one when accurate cal-
culations are performed, but suboptimal when partial product perforation
is applied.

Both SPP and MBE techniques are considered in our analysis. Regarding
the accumulation tree, the most common architectures are used: 1) Array,
2) Balanced delay, 3) Compressor 4:2, 4) Counter 7:3, 5) Dadda, 6) Dadda
with 4:2 compressors, 7) Redundant binary and 8) Wallace [103, 105, 106].
The Array is the simplest way to accumulate the partial products. It con-
sists of successive Carry-Save Adders (CSA) and has the least complexity
but the highest delay. The Wallace tree reduces to the least possible the
number of partial products in each layer and is theoretically the fastest
multi-operand adder. However, it has very complex interconnections that
do not permit practical implementations. The Balanced delay tree provides
a more regular routing and minimizes the number of wiring trucks. The
Compressor 4:2 tree has also a regular structure and sums the partial prod-
ucts as a binary tree does, using 4:2 compressors instead of CSAs. Unlike
the Wallace tree, Dadda makes the fewest reductions needed in each layer
and can achieve similar overall delay, but requires less gates. The Dadda
tree is based on 3:2 counters (full adders) but also 2:2 counters (half adders)
to reduce the hardware complexity. The Dadda 4:2 and Counter 7:3 trees
use the same reduction strategy with the Dadda tree using though 4:2 and
7:3 compressors, respectively. In the Redundant binary tree, the partial
products are in a redundant representation and the addition is performed
by redundant binary adders [107] in the form of a binary tree. A Carry
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Look-Ahead adder is used as the final adder in all multipliers. Figure 4.1
depicts some typical reduction schemes of the aforementioned tree architec-
tures and the respective perforated trees with configuration j=k=2. Using
the unit gate model [108], where the area/delay of a full adder is 7 area units
(au)/ 4 time units (tu), of a half adder 3au/2tu and of a 4:2 compressor
14au/6tu, the area of the Array is decreased by 112au and its delay by 8tu.
The respective values for the Wallace tree are 115au and 4tu. The delay of
the Dadda 4:2 and Compressor 4:2 is not decreased but their area decrease
is 127au and 112au, respectively.

Exploration and analysis: The flow used for our evaluation is summa-
rized in Figure 4.5. For our analysis, 16-bit unsigned multiplier architectures
are considered. Note that applying product perforation to signed multipli-
cation is performed similar to the unsigned one, except that we do not
perforate the last partial product. Therefore, no extra circuit is needed and
similar results are expected. They examined multipliers implemented in
structural Verilog and synthesized using Synopsys Design Compiler and the
TSMC 65nm standard cell library. We simulate the designs using Modelsim
and calculate their power consumption with Synopsys PrimeTime trigger-
ing the average mode of calculation. All the possible combinations of j and
k are explored and 1376 architectural configurations are examined in total.
The metrics measured for each design are the NMED, MRED, minimum
delay and, at the relaxed period of 2ns, its power consumption and area
complexity. In [101], a detailed power, area and delay characterization and
analysis of the examined perforated multiplier architectures has been per-
formed showing that the aforementioned metrics are scaling gracefully, i.e.
average slope -0.16%, -242% and -0.03% respectively, for increased values of
k.

Since power, area, and delay metrics scale differently for each multiplier
architecture when different error values are considered, we illustrate in Fig-
ure 4.6 the power—area Pareto curves for different NMED values in order
to distinguish the optimal designs. Pareto optimality is used for multi-
objective optimization of either synergetic or conflicting objectives. In this
case, the power and the area objectives are synergetic. However, as dif-
ferent multiplier architectures exhibit different gains when partial prod-
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Figure 4.5: The flow used to evaluate the Partial Product Perforation method on
different multiplier architectures.

uct perforation is applied to them, we plot Figure 4.6 that presents the
power—area Pareto optimal points under differing error bounds, consider-
ing as parameters the applied perforation configuration and the multiplier
architecture. As a result, for the presented error constraints, Figure 4.6
enables the selection of the optimal perforation configuration—multiplier
architecture pair concerning the desired metric (power or area). We con-
sider the NMED values of 107%,5x 10~% and 10~ which enclose a large
set of different partial product perforation configurations while keeping the
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Figure 4.6: The Power—Area Pareto curves for different NMED values.

error small. The respective MRED values of the designs can be derived
in a straightforward manner from the error equations presented in Section
4.2.2 utilizing the annotated j and k parameter values. The Dadda4:2[m]
architecture appears in all curves but with different product perforation con-
figuration (i.e., different j and k values), depending on the NMED bound.
The Dadda|0,2,m], Dadda4:2[0,3,m] and Dadda4:2]0,4,m| designs offer the
best power-area tradeoff when NMED takes the values 1074, 5x1074, and
1073, respectively.

The partial product perforation method offers significant power, area, and
delay savings depending on the error bound and the multiplier architecture.
It can achieve up to 50% power, 45% area and 35% delay reductions for
only 0.1% error (i.e., NMED < 1073). For example, when concerning the
Dadda4:2[m]| architecture, the configurations appearing in the Pareto curves
(Figure 4.6) have area and power savings of 20% and 26% for NMED <
1074, 32% and 37% for NMED < 5x10~* and 44% and 49% for NMED <
1073, respectively.

Aiming to elucidate the impact of partial product perforation on each multi-
plier architecture, we examine their power variation (i.e., the range of power
values) for a bounded error. Figure 4.7 presents the box plot diagram for all
the architectures with regard to power, considering all the product perfora-
tion configurations that result to NMED < 5x10~%. We plot Figure 4.7 in
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Figure 4.7: Box plots of power consumption for NMED < 5 x 1074,

order to characterize the impact of product perforation, i.e., differing perfo-
ration levels, in each multiplier architecture through its power distribution.
For presentation reasons, in the specific boxplot graph we excluded designs
considered as outliers. However, the outliers that are located lower than the
minimum whisker line, are forming the actual optimal design configurations.
The MBE-based architectures exhibit smaller variation and lower median
than the respective SPP-based ones. The lowest median and variation values
are observed for the counter7:3[m] architecture. Thus, its power consump-
tion for various perforation configurations is concentrated in a smaller range,
making its power behavior more predictable. The same conclusion is con-
firmed in Figure 4.6 where the counter7:3[m] for NMED values 5x10~% and
1073 is the Pareto optimal point with the lowest power. In Sections 4.4.1
and 4.4.1, the analysis considers the Dadda 4:2 architecture. The Dadda
4:2 appears in all the Pareto curves of Fig. 4.6 and achieves the lowest (or
close to the lowest) power consumption, among all the tree architectures
examined, for all perforation configurations.
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4.4 Experimental Evaluation

In this section, we extensively evaluate the efficacy of partial product perfo-
ration regarding both the circuit level implementation of approximate multi-
pliers as well as its application on real-life use cases.

4.4.1 Comparative Study on Circuit Level

In this section, we evaluate the efficiency of partial product perforation in
terms of power, area, and error, and we compare it with state-of-the-art
approximation techniques, which apply either truncation [56], logic approx-
imation [63] or the VOS technique [57]. Using the two inexact 4:2 com-
pressors of [63] at the 16 LSB columns, two approximate 16-bit multipliers
ACM1 and ACM2 are implemented in structural Verilog and synthesized
at 2ns using Synopsys Design Complier and PrimeTime. Error metrics cal-
culation is performed through exhaustive Matlab simulation. In order to
compare the partial product perforation with the VOS technique, we use
the Synopsys Composite Current Source model (CCS) [94]. CCS models are
proven to deliver signoff-level accuracy to within 2% of HSPICE simulation,
are designed to be scalable for voltage, temperature and process, and offer
better accuracy than the Non-Linear Delay and Power Models [94]. For
the exact multiplier architectures of Section 4.3, we scale the supply volt-
age from 1V (nominal) to 0.80V and measure their power consumption and
error metrics using 10° randomly generated inputs. Regarding truncation,
two truncated multipliers with variable correction [56] that use the Dadda
4:2 tree to accumulate the partial products are implemented. In the first
one (TR10) the 10 LSBs are truncated while in the second (TR16) the 16
ones. For the perforated multipliers, the error correction Method 1 (Section
4.2.2) is used.

Figure 4.8 presents comparative results on the power, area, NMED, and
MRED metrics after applying: i) the four different partial product perfora-
tion configurations, ii) the approximate compressors according to the tech-
nique presented in [63] (ACM1 and ACM2), iii) the VOS technique and iv)
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Figure 4.8: Comparison of partial product perforation with ACM1, ACM2 [63],
TR10, TR16 [56], and VOS [57] for (a) SPP and (b) MBE architec-
tures.
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the truncation (TR10 and TR16) on a 16-bit Dadda 4:2 multiplier using SPP
(Figure 4.8a) and MBE (Figure 4.8b). The examined perforated designs ex-
hibit different order of perforation (j variable) and they are on (designs
Dadda4:2[0,8,s] and Dadda4:2[1,5,s]) or close to (designs Dadda4:2[2,2,s]
and Dadda4:2[3,4,s]) the power-NMED Pareto optimal curve of the Dadda
4:2 architecture. Similar selection has been performed for the MBE-based
designs.

The proposed Partial Product Perforation for the SPP-based de-
signs, included in Figure 4.8a, delivers power savings of up to 49% and
area reduction of up to 40% compared to the respective accurate design,
while the NMED value is 6.5x10™% at most and the MRED one goes up
to 1.1x1072. The respective values for MBE-based configurations (Figure
4.8b) are 47% power savings, 38% area reduction, NMED 1.8x1073, and
MRED 2.5x1072. The approximate compressors multipliers ACM1,
ACM2 [63] with SPP (Figure 4.8a) have 15%, 20% power and 15%, 18% area
savings, respectively, over the accurate Dadda 4:2 multiplier. Their NMED
values are 2x107° and 1.5x107°, while their MRED ones are 5.3x1073
and 5.6x1073, respectively. For the MBE (Figure 4.8b), ACM1, ACM2
have 16%, 23% power savings and 8%, 11% area reduction, respectively,
over the accurate Dadda 4:2 multiplier. Their NMED values are 2.4x107%
and 1.6x10~* while their MRED ones are 17 and 24 respectively. Regard-
ing the MBE-based designs, [63] is less efficient since less partial products
compared to the SPP technique are accumulated in the tree and and an
error occurring in one column has a greater impact on the output. VOS
does not deliver any area reduction, offering though significant power sav-
ings compared to the accurate design. When decreasing the supply voltage
of the SPP-based design to 0.80V (Figure 4.8a), the power consumption
is 1.06mW (i.e., 37.9% less than the accurate one). Similarly, the power
consumption of the MBE-based design (Figure 4.8b) is 0.94mW (i.e., 37.7%
less than the precise design). However, even for small power savings (10%
at 0.95V), the NMED and MRED values of VOS are too large, more than
0.65 and 10 respectively, as VOS errors are mainly impacting MSBs, re-
sulting to large ED. The truncated multipliers TR10 and TR16 [56],
when SPP is used, offer 14%, 46% power savings and 18%, 44% area re-
duction for 1.1x1077, 1.2x10~! NMED and 0.4, 0.8 MRED, respectively.
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Figure 4.9: a)The Probability Density Function of the ED for the ACM2 [63] and
the partial product perforation Dadda 4:2 multiplier with j = 1 and
k = 5. ED is in the Q0.32 number format (fixed point representation
of 32-bit integers in the range [0:1)). b) The respective Probability
Density Function of the RED.

The respective values for the MBE-based designs are 15%, 44% power sav-
ings, 20%, 46% area reduction, 2 x 107°, 5.0x10~* NMED and 4.2, 4.3
MRED.

On average, the partial product perforation configurations, illustrated in
Figure 4.8, exhibit lower MRED values than ACM2, but higher NMED.
The large NMED value of partial product perforation implies that it may
produce large ED. However, the small value of MRED shows that such
large ED is insignificant compared to the accurate result. The aforemen-
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Table 4.2: Ranking of the Savings and Errors of the Approximate Multipliers

Design Power Gain | Area Gain NMED MRED
SPP | MBE | SPP | MBE | SPP | MBE | SPP | MBE | SPP | MBE
085 | [04m] | 1 1 2 2 8 7 6 3

TR16 2 2 1 1 11 8 11 9

VOS 0.80 3 3 1| 11 | 10 | 11 9 7
VOS 0.85 4 5 11| 11 9 9 8 6
1,55 | [1,2m] | 5 6 3 6 5 3 2 2

ACM?2 6 8 5 7 2 4 5 11
345 | [0,2m] [ 7 7 7 5 6 1 3 1

ACMI1 8 9 6 8 3 5 4 10

TR10 9 10 | 4 3 1 2 10 8
2,25 | [23m] | 10 | 4 8 4 4 10 1 4

VOS 0.95 i | 11 | 1| o1 7 6 7

tioned points can be further explained based on the error analysis of Section
4.2.2. As shown, the ED is proportional to the inputs and, thus, it can be as
large as the input numbers. However, RED = x52’//B and since few par-
tial products are removed, the nominator is much smaller than B, resulting
to small relative error values. On the other hand, [63] produces smaller
ED, but its errors are of greater significance compared to the exact results.
This behavior is also captured by Figure 4.9 where the Probability Den-
sity Function (PDF) of the ED and RED for ACM2 and Dadda4:2[1,5,s]
is presented. ACM2 exhibits lower NMED but higher MRED compared
with Dadda4:2[1,5,s]. Figure 4.9a depicts the PDF of the ED for the afore-
mentioned multipliers. ACMZ2 has significantly greater error probability,
but its probable error values are concentrated in a smaller range. In con-
trast, the Daddad4:2[1,5,s] errors are spread to a wider range and have al-
most equal, but very low, probability to appear. Figure 4.9b depicts the
same graph for the RED metric. As presented in Figure 4.9b, ACM2[s]
produces larger RED values than Dadda4:2[1,5,s] and with greater proba-
bility.
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To summarize, the partial product perforation technique shows significant
gains compared to the accurate design and state-of-the-art approximate
techniques. On average, compared to VOS, partial product perforation
configurations attain 3% lower power consumption and 96% lower MRED,
when SPP is used, and 9% and 99%, respectively, when MBE is used. Com-
pared to [63] for SPP schemes, their power consumption and their MRED
are 6% and 9% lower, respectively. For MBE schemes, the respective values
are 17% lower power and 3 orders of magnitude lower MRED. Compared
with the SPP truncation [56], the perforated multipliers of Figure 4.8 de-
liver on average 3% higher power for 99% lower MRED, while for MBE
the respective values are 4% lower power and 2 orders of magnitude lower
MRED. Finally, Table 4.2 offers a more straightforward comparison among
the examined approximation schemes, by ranking them according to their
savings and error metrics. The examined designs have been grouped in four
sub-groups each one with designs exposing similar power and/or error char-
acteristics. In each sub-group, the perforated multipliers deliver the lowest
power and MRED values and, in most cases, the lowest NMED and area as
well.

4.4.2 Comparative Study on Real Life Applications

In this section, we evaluate the efficiency of the proposed technique on real-
life use cases from the image processing and data analytics domains. For our
analysis, we consider the Canny edge detection [109] and Geometric Mean
filters from the image processing domain and the K-means clustering [110)]
from the data analytics domain, respectively. All the examined algorithms
are implemented in C++, while for the image processing ones, OpenCV
library is used.

Geometric mean filter removes noise from images, offering better results
than the arithmetic mean filter for Gaussian type noise. The geometric
mean filter with parameter r filters an image by replacing each pixel’s value
by the geometric mean of the values of all the neighboring pixels that are in-
side a (2r41) x (2r+1) block centred on that pixel. For our evaluation, the r
parameter is set to 3. We approximate the Geometric mean by replacing the
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Figure 4.10: The a) 16-bit input image and the result of the geometric mean fil-
ter using the b) accurate multiplier Dadda4:2[s], ¢) Dadda4:2[1,5,s]
w/o correction, d) Dadda4:2[1,5,s] w/ correction Method 1, e)
Dadda4:2[3,4,s] without correction, f) Dadda4:2[3,4,s] with correc-
tion Method 1 and g) ACM2.
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| (2)

Figure 4.11: The a) 16-bit input image and the result of the Canny edge detec-
tion using the b) accurate multiplier Dadda4:2[s], ¢) Dadda4:2[1,5,s]
w/o correction, d) Dadda4:2[1,5,s] w/ correction Method 1, e)
Dadda4:2[3,4,s] without correction, f) Dadda4:2[3,4,s] with correc-
tion Method 1 and g) ACM2.
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multiplication between the pixels with an approximate 16 x 16 multiplier.
We used as input the 16 bits (16 bits/pixel) grayscale image depicted in Fig-
ure 4.10a. To evaluate the accuracy of the output images of the Geometric
mean we use the Peak Signal Noise Ratio (PSNR).

Canny edge detection [109] filter, is considered to be an optimal edge de-
tector. Specifically, i) it masks the image by applying a Gaussian filter
to remove the noise, ii) it calculates the gradient of the image to find the
edge strength, iii) it applies a non-maximum suppression to keep only the
local maxima, iv) it determines the potential edges by thresholding, v) and,
finally, it tracks edges by hysteresis, i.e, suppresses all the edges that are
weak and not connected to strong edges. The size of the Gaussian kernel
is 7 x 7 with 1.1 standard deviation value and uses 16-bit fixed point arith-
metic. We approximate Canny edge by replacing the multiplication in the
Gaussian filter with an approximate 16 x 16 multiplier. We used as input
the 16 bits grayscale image depicted in Figure 4.11a. The percentage of the
edges detected using the approximate multiplier over those detected using
the accurate one is used as our quality metric.

K-means is a popular algorithm for clustering data points from a multi-
dimensional space into k clusters. It uses a two phase iterative method and
aims to partition the data points into sets, so as to minimize the within-
cluster sum of distance functions of each point in the cluster to the center.
We use the Euclidean distance as a distance function. We approximate the
K-means algorithm by replacing the multiplications in the calculation of
the Euclidean distance with an approximate 16 x 16 multiplier. We use a
random generated input dataset of 100,000 4-dimensional points with 16
bits per dimension. The input dataset is clustered in 100 clusters. To
evaluate the accuracy of the K-means algorithm we use the average relative

L.2-Norm, i.e <—‘xa°°_xapp’°xl2>
,ie., :

|xacc |2

Similar to [60, 63|, the approximate multiplier is considered as part of a
general processing system that implements the aforementioned algorithms.
The rest of hardware components (except the multiplier) are considered to
deliver accurate results and thus, any applications inaccuracy and energy
savings result from the usage of the approximate multiplier. The energy
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values of each multiplication operation are delivered by post-synthesis sim-
ulations of the approximate multipliers on the input data traces extracted
by the applications execution. Note that in the Canny edge detection and
Geometric mean algorithms the number of the multiplications depends only
on the image size and thus, it is the same for the accurate as well as the
approximate version of the algorithm. On the other hand, the iterations
performed by the K-means algorithm are not constant and as a result, the
number of multiplications in the accurate may differ from the ones in the
approximate version.

Figure 4.10 depicts both the input image and the output image of the ge-
ometric mean filter when using the accurate multiplier Dadda4:2[s], the
perforated multipliers Dadda4:2[1,5,s] and Dadda4:2[3,4,s] with and with-
out any correction method, and the approximate multiplier ACM2. Figure
4.11 shows the same images for the Canny edge detection. Table 4.3 summa-
rizes the values of the energy savings and quality metrics of each application
when using the aforementioned multipliers.

The use of the Dadda4:2[1,5,s] multiplier results in 85.95 dB PSNR for the
geometric mean and 91.04% edges detected for the Canny edge detection.
The application of the corrective Method 1 with the Dadda4:2[1,5,s] results
in a small decrease of the energy savings (7.41%), but delivers better out-
puts as the PSNR increases by 2.9% and the edges detected by 7.6%. The
Dadda4:2[3,4,s] multiplier detects the 84.79% of the edges and its PSNR is
89.93 dB. The use of correction Method 1 with the Dadda4:2[3,4,s] decreases
the energy reduction by 10%, detects 16.6% more edges, and increases its
PSNR by 3.1%. When ACM2]s] [63] is used, the output image has 86 dB
PSNR and 97.85% edges detected. When we compare Dadda4:2[1,5,s] with
ACM2, we observe that the former offers 25.6% higher energy reduction,
detects 7% less edges, and has the same PSNR as the latter. When we
compare ACM2[s] with Dadda4:2[3,4,s] using Method 1, we find that the
latter delivers 18.6% lower energy savings, detects 1.8% more edges, and
has 7.8% higher PSNR. Finally, when we compare Dadda4:2[1,5,s] using
Method 1 with ACMZ2[s|, the former achieves 16.3% higher energy reduc-
tion, detects 0.5% more edges, and has 2.8% higher PSNR. Regarding to
the K-means algorithm, using a correction Method with product perfora-
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Table 4.3: Evaluation of Partial Product Perforation in Image Process-
ing and Data Analytics Algorithms

Canny Edge
Multiplier PSNR Energy Gain
(dB) (mJ)
Accurate Daddad4:2[s]“ Inf. 0
Dadda4:2[1,5,s] 85.95 1.18 x 1073
Dadda4:2[1,5,s] - Meth. 1 88.45 1.09 x 1073
Dadda4:2[3,4,s] 89.93 8.51 x 107*
Dadda4:2[3,4,s] - Meth. 1 92.75 7.63 x 107*
ACM2[s] 86.00 9.38 x 107*
Geometric Mean
Edges Detected Energy Gain
(%) (mJ)
Accurate Dadda4:2[s] 100.00 0
Dadda4:2[1,5,s] 91.04 1.94 x 1072
Dadda4:2[1,5,s] - Meth. 1 98.33 1.79 x 1072
Dadda4:2[3,4,s] 84.79 1.40 x 1072
Dadda4:2[3,4,s] - Meth. 1 99.58 1.25 x 1072
ACM2[s] 97.85 1.54 x 1072
K-Means
avg. Relative L2-Norm | Energy Gain
(%) (mJ)
Accurate Dadda4:2]s] 0 0
Dadda4:2[1,5,s] 5.08 18.94
Dadda4:2[1,5,s] - Meth. 1 5.08 18.04
Dadda4:2[3,4,s] 7.18 9.13
Daddad4:2[3,4,s] - Meth. 1 7.18 8.04
ACM2[s] 8.97 -6.06

“The energy required for the accurate multiplication process in the Canny
Edge, the Geometric mean, and the K-means algorithm is 3.73 x 10 3mJ,
6.13 x 10~ ?mJ, and 45.14mJ, respectively.
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tion does not deliver any quality improvement. This is explained by the
fact that in the Euclidean distance the multiplier is used as a squarer and
as a result swapping the multiplicands does not decrease the multiplica-
tion’s error. Moreover, we observe that using ACM2[s| in the K-means
algorithm does not offer any energy reduction. The implementation of the
K-means algorithm with ACM2[s] fails to converge and exits after reaching
a maximum number of allowed iterations. As a result, although ACM2([s]
has lower power consumption compared with the accurate multiplier, the
increased number of multiplications results in an energy increase of the K-
means algorithm.

4.4.3 Impact of Bit-width Scaling

In this section, we examine the scalability of the proposed technique in terms
of increased multiplier’s bit-width. More specifically, we study the impact
of scaled bit-widths, i.e. 16- up to 128-bits, on the proposed perforation
technique focusing on the delivered accuracy (NMED, MRED) and power
and area gains. We consider the Dadda 4:2 as our driver architecture solu-
tion and NMED < 10~* as our quality constraint. Figure 4.12a depicts for
each of the examined bit-widths the power and area reduction delivered by
the perforated Dadda 4:2 solutions in respect to their accurate designs. In
a complementary manner and for the same scaled bit-widths, Figure 4.12b
presents the NMED and MRED values when targeting 50% power reduc-
tion. Specifically, for NMED < 10~*, the power and area gains for 16-bit
width is 21% and 31%, respectively. The respective gains in the case of 128-
bit width design scales up to 74% and 91% regarding to power and area,
respectively. Similarly, Figure 4.12b shows that for the same relative power
gain, i.e. 50%, the 16-bit solution delivers an NMED and MRED value of
1.95 x 1073 and 2.61 x 1072, respectively. For the 128-bit solution, NMED
and MRED reduce to 1.73 x 1078 and 2.05 x 10716, respectively. Thus,
partial product perforation offers better results as the multiplier’s bit-width
increases, i.e., higher power and area reduction for the same error constraints
or lower error values for the same power savings.

This good scaling behavior for increased multiplier’s bit-widths can be also
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Figure 4.12: Impact of multiplier’s bit-width scaling on partial product perfora-
tion. a) Power and area gains for NMED < 10~ and b) NMED
and MRED values when targeting 50% power savings.
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theoretically confirmed utilizing the error analysis of Section 4.2.2. Let
us assume two multipliers My, My with different bit-widths nq, no with
n1 < ng having the same j value for the partial product perforation. For
both multipliers to achieve the same NMFED the following relation should
hold, according to Eq. (4.11):

PR —1) 2@k -1) (2= -1) _ (2=-1)
A2 —1)  a@m—1)  @m-1) (2h_1) (4.31)

Given that n; < no = k1 < ko. High k values imply the perforation
of more partial products. Thus, for two approximate multipliers with the
same NMED but different bit-widths, the higher the multiplier’s bit-width
the higher the the number of partial products that should be perforated,
and thus the higher the power gains achieved in respect to their accurate
counterparts.

4.4.4 Comparison with Approximate Partial Product Generation
Multipliers

In our publication in [101] we introduced the generation of approximate
multipliers by altering the multiplication algorithm and approximating the
partial product generation. Beyond our publication in [101], several works
were published that applied approximations on the partial products in or-
der to produce power-efficient approximate multipliers. In this section we
compare partial product perforation with the most notable and efficient (ac-
cording to the respective scientific literature) among them, i.e., [74,75,100].
For complicity reasons, we also incorporate in our comparison [66] that
similar to our technique modifies the multiplication algorithm to produce
approximate designs. Jiang et al. [74] proposed the RERABM imprecise mul-
tipliers. [74] presented an approximate radix-8 booth multiplier that uses
an approximate adder for producing the 3 x A partial product and uses the
truncation technique in the accumulation tree. Liu et al. [75], in order to
build the R4ABM approximate multiplier, designed approximate modified
(radix-4) Booth encoders by altering accordingly the respective K-Map and
used the approximate 4:2 compressors [63] in the accumulation tree. Since
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Figure 4.13: Comparison of 16-bit approximate multipliers that apply approxi-
mations on the partial product generation and/or the multiplication
algorithm. Several configurations per approximate multiplier are
considered. A color code is used to distinguish the configuration of
the different architectures.

approximations in partial product generation and in the partial product ac-
cumulation are synergetic, in the following comparative evaluation we focus
only on the approximations related to the generation of the partial products.
In [66] the DRUM multiplier is presented extending the idea of [65]. DRUM
modifies the multiplication algorithm and performs 6-bit multiplication in-
stead of 16-bit one. The latter is achieved by multiplying the multiplicand’s
and multiplier’s 6-bit segments that contain (and start with) the most sig-
nificant ‘1’ (leading one). In [100] we introduced a novel approximate hybrid
high radix encoding and proposed the imprecise RAD multipliers. In the
RAD multipliers the Most Significant Bits of the multiplicand are encoded
using the radix-4 encoding, whereas the k Least Significant Bits are encoded
using a radix-2F (with k > 4) encoding and we approximate the latter by
modifying accordingly its truth table. For more detailed information re-
garding these approximate multipliers [66,74,75,100] and their evaluation
refer to our publication in [100]. In Figure 4.13 the energy—error trade-off
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of the examined multipliers is presented. As an error metric the MRED is
used and as an energy savings metric the relative energy with respect to the
accurate design. For every multiplier architecture several different config-
urations are considered with varying energy and error characteristics. All
the different configurations of every approximate multiplier (that refer to
the same technique) are color coded and depicted with the same color. For
example, the partial product perforation multipliers are colored in green.
The dashed grey line represents the Pareto front of the examined config-
urations, i.e., the configurations that feature the best energy savings-error
tradeoff. As shown in Figure 4.13, the Pareto front comprises only the par-
tial product perforation configurations and two of the RAD multipliers that
we proposed in [100]. Therefore, even compared with multipliers published
beyond our publication in [101] that also target the approximation of the
partial product generation, the proposed product perforation multipliers
constitute the most efficient approximate multiplier solutions in terms of
energy and error.

4.5 Conclusion

In this chapter, we presented the partial product perforation technique for
producing approximate hardware multiplier circuits. The proposed tech-
nique, by omitting the generation of a number of partial products, delivers
high area and power savings, while retaining high accuracy. Although the
code perforation is a well-known technique for software approximation, it is
applied for the first time on the design of hardware circuits, delivering, as
presented, very satisfactory and interesting results regarding to the power-
area-error trade-offs. Moreover, to the best of our knowledge, targeting
to create hardware approximate multipliers, our technique explored for the
first time approximations at the partial product generation. Through an er-
ror analysis, we analytically characterised the induced error metrics proving
that the error is bounded and predictable and we proposed two error correc-
tion methods that trade a small increase in power for high error reduction.
Regarding to the introduced error analysis, we manage to rigorously model
and analyze the induced perforation error for any input dataset-distribution,
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perforation configuration, and multiplier size. To the best of our knowledge,
such a rigorous analysis enabling error estimation over input data distribu-
tions, is presented for the first time. On top of that we can accurately
predict, for the first time, the output error (i.e., maximum, average, and
each multiplication’s separately) in an approximate multiplier circuit with-
out the need of simulation. In addition, the introduced error analysis is
not bound to a specific multiplier architecture and thus, it can be trans-
parently applied to every hardware multiplication scheme. This forms an
extremely important feature of product perforation technique, which un-
like other state-of-art approximation techniques, can be applied with error
guarantees to every multiplication circuit regardless of its architecture. Fur-
thermore, we provide an extensive experimental power-area analysis, on the
impact of the proposed product perforation technique over the design space
of the various multiplication architectures. To the best of our knowledge,
his is the first time that such an exploratory analysis over different approx-
imate multiplier architectures is offered to the reader/designer. Such an
exploration campaign, allows the designer not only to evaluate the tech-
nique and explore the savings it offers in each multiplier, but also to select
the optimum architecture — partial product perforation configuration com-
bination — for given error constraints. Moreover, this chapter offers a direct
comparison among a large set of the state-of-art different-level approxima-
tion techniques. We consider that through this extensive comparative study,
we offer to the prospective reader/designer the possibility to cross-validate
the efficiency of the currently available approximation techniques. Partial
product perforation is applied at the algorithmic level of the multiplica-
tion and more specifically at the generation of the partial products. In our
experimental evaluation we compare it with both techniques that target
the accumulation of the partial products (logic level [63], [69]) and tech-
niques that are applied at the circuit level (VOS [57]). We also compare
partial product perforation with approximate computing works published
beyond our publication in [101] that also target the approximation of the
partial product generation (i.e., [74,75,100]). In our experimental evalua-
tion, we showed that the proposed approach outperforms these state-of-the-
art works, achieving significant gains in power, area, and quality metrics of
image processing and data analytics algorithms. Finally, we showed that
partial product perforation is a scalable approximation technique, delivering
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better results as the multiplier’s size increases.
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Chapter 5

Multi-Level Approximate Arithmetic
Library: Hybrid Approximate
Multipliers

Approzimate computing forms a promising design alternative for inherently
error resilient applications, trading accuracy for power savings. In this chap-
ter, we exploit multi-level approximation, i.e. at the algorithmic, the logic
and the circuit levels, to design low power approximate arithmetic architec-
tures for hardware multipliers. Motivated from the limited power savings
that approrimation techniques can achieve in isolation, we explore hybrid
methods that apply simultaneously more than one techniques from different
layers. We apply partial product perforation for approximations at the mul-
tiplier’s algorithmic layer and we explore the newly defined design space of
hybrid approximate multipliers (HAM) showing that it leads to lower power
consumption at every examined error range. To address the increased com-
plexity of the target design space, we introduce an heuristic optimization
technique and the corresponding design HAM framework that automatically
generates hybrid approrimate multipliers requiring a small number of design
evaluations, i.e. synthesis, simulation, power and timing analysis. Through
extensive experimentation, we show that HAM converges towards optimal
solutions and delivers approximate designs that are always more efficient
with respect to state-of-art approaches. Power savings of more than 30%
are reported moderate error bounds. This chapter is based on our publica-
tions in [41, 99, 101].
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5.1 Introduction

Power consumption is considered as a first class design concern of mod-
ern embedded electronic devices. Digital Signal Processing (DSP) units are
widely used in portable devices to implement multimedia algorithms, e.g.
image and video processing. Given that such applications produce outputs
for human consumption, their exactness is highly relaxed due to limited
human perception [67]. This inherent error resilience of these applications
allow approximate calculations to be performed by relaxing the numerical
exactness of such applications, thus significantly reducing their power dissi-
pation.

Arithmetic units such as adders and multipliers constitute the main units of
DSPs. Up to now, extensive research has been conducted on approximate
adders [57,59-61]. In [59], the authors showed that the statistically longest
carry chain in an n-bit adder is logen, and produced a fast approximate
implementation limiting the carry propagation. An approximate adder de-
sign has been proposed in [60] comprising two partitions, an accurate and
an inaccurate one. However, research activities on approximate multipliers
are limited mainly due to their increased circuit complexity. Recently, [111]
proposed a systematic method to compensate the error of approximate arith-
metic circuits and applied it on a truncated multiplier, improving its error
metrics compared with related truncation schemes. [62] proposed an im-
precise 2x2 multiplier cell used as the basic block for constructing larger
multiplier architectures. In [63], the authors presented approximate 4:2
compressors, by modifying the respective accurate truth table, which were
then used to build two approximate multipliers outperforming [62]. Utilizing
approximate adders that limit carry propagation, [64] proposed a fast low-
power multiplier but with higher error than [63].

In this chapter, we target approximate multiplier designs that, given the
error bounds, push power gains to the limits. We introduce the adoption
of perforation technique [102], originally used in software, for approximate
multiplier design and then, we present HAM, a novel design framework,
that exploits multi-level approximation for designing power optimized hy-
brid approximate multiplier architectures. We show that even when ap-
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plying state-of-the-art approximation techniques in isolation, limited power
reductions are delivered. Motivated by this fact, we propose the explo-
ration of hybrid approximation techniques that apply simultaneously more
than one techniques. Through extensive experimentation, we prove that
for any given error range, the usage of the proposed hybrid approxima-
tion techniques delivers, in all cases, approximate multiplier circuits with
smaller power consumption than multiplier designs following the state-of-
art approximation strategies. We define the design problem of finding the
power-optimal hybrid approximate multiplier architecture subject to max-
imum error constraint and we show that its complexity is equivalent to
the “nonlinear nonseparable bounded integer” KNAPSACK [112]. We de-
vised an heuristic optimization procedure that exploits power-error ana-
lytical fitting models to produce optimized hybrid approximate multiplier
designs without resorting to costly synthesis, simulation and power calcula-
tion steps. For small error values, the designs produced by HAM consume
up to 11% less power than those with a single state-of-art approximation
technique, while for relaxed error values they deliver more than 30% power
savings.

The rest of this chapter is organized as follows: In Section 5.2, we intro-
duce the adaptation of perforation technique for approximate multiplier
design and we provide an overview of approximation techniques. In Sec-
tion 5.3, the problem of designing power efficient approximate arithmetic
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Physical-Circuit Over-clocking

Figure 5.1: The approximation layers.
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circuits subject to error constraints is defined and the proposed cross-layer
design framework (HAM) for optimized hybrid multiplier architectures is
analysed. In Section 5.4, we experimentally evaluate our techniques prov-
ing their significance on moving towards more optimized solutions, exhibit-
ing better power-error trade-offs in respect to state-of-art approximation
approaches available in the literature. Finally, Section 5 summarizes this
chapter.

5.2 Analyzing the Design Space of Approximation
Techniques for Arithmetic Circuits

Approximation techniques can be applied over a set of different design lev-
els (Figure 5.1), i.e. (i) algorithmic-architectural, (ii) bit-structural and (iii)
circuit. Lower layers are enclosed in the upper ones, since the application of
approximate techniques in the former depends on decisions made in the lat-
ter. Algorithmic-architectural level approximation is achieved by modifying
the algorithm accordingly, namely by substituting some instructions with
simpler ones or even by avoiding to execute them [102]. In the bit-structural
level, the correctness of some circuits’ components is relaxed, thus, lower-
ing their power consumption, but producing imprecise outputs [60,61,63].
Approximation techniques at circuit level can be applied once the circuit
is implemented, i.e. the approximation is achieved by over-clocking or by
voltage over-scaling [57,67]. The rest of the section analyses the approxi-
mation techniques associated with each of the aforementioned design lev-
els.

Driver circuit design: Without loss of generality, we considered the cir-
cuit of a Dadda multiplier implemented with 4:2 compressor tree [103] and
a carry look-ahead adder as the final adder (Figure 5.2). Both Simple Par-
tial Product (SPP) and Modified Booth Encoding (MBE) are considered
in our analysis. All the designs discussed hereafter are synthesized using
the Synopsys Design Compiler and the TSMC 65nm standard cell library
at a b00Mhz frequency. The designs are simulated using Modelsim and
their power consumption is calculated by Synopsys PrimeTime. For the
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Figure 5.2: Reduction strategy of an accurate 8-bit Dadda tree using 4:2 com-
pressors. The boxes with four dots are the 4:2 compressors, while
those with two are either full or half adders. The arrows represent
the output carries.

error evaluation, the metrics of Error Distance (ED)!, Mean Error Dis-
tance (MED)? and Normalized MED (NMED)?3 are considered as effective
metrics for quantifying the accuracy of approximate circuits [98]. Finally,
for the error calculation, an exhaustive simulation of all possible inputs is
performed.

5.2.1 Algorithmic Approximation

At the algorithmic level, approximation is performed through the omission
of instructions, i.e. the execution of a subset of the original operations. Tar-
geting this method of approximation, [102] proposed the loop perforation
technique which skips a number of loop iterations and results in executing

The ED metric is defined as the absolute distance of the accurate product P and the
approximate one P, ED = |P — P'|.

2The MED is the average of all EDs.

SNMED = MED/Praz, where Praz = (2" — 1)2 in the case of an n-bit multiplier
[64].
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Stage 1

Figure 5.3: The Dadda 4:2 accumulation tree after perforating the 2"¢ and 4"
partial products.

less computations, thus saving time and power, but producing inaccurate
outputs. Driven by the fact that hardware multiplication algorithms are
inherently iterative, we propose the adaptation of perforation techniques
for approximate multiplier design [101]. The result A x B of multiplying
two m-bit numbers A and B, is obtained after summing all the partial prod-
ucts Ab;, where b; is the i** bit of B, thus A x B = nzl Ab;2'. Inspired
i=0
from [102], we apply the perforation technique on a hardware multiplier. A
first approach would be to examine the removal of some bits from the par-
tial products (remove some dots from stage 1 in Figure 5.2) and to explore
all the possible combinations. However, this approach leads to an explosion
of the solution space. Therefore, we select and explore a more coarse grain
method, the perforation on entire partial products, in which the generation
of some products is omitted. If the j**, k** and m** partial products are per-

forated, the approximate multiplication result is Ax B = nzl Ab;2¢. In
ig (s em}
Figure 5.3 the accumulation tree of a Dadda 4:2 multiplier after perforating
the 2"¢ and 4 partial products is illustrated. The minimum order of the
perforated partial products is the order of perforation and their cardinality
is the length of perforation. A perforated partial product is not inserted in
the accumulation tree and, as a result, n full adders can be removed from
the tree, reducing its power consumption while producing approximate re-
sults. The greater the length of perforation, the greater the power decreases
and the error increases. Moreover, as the order of a perforated partial prod-
uct increases, so does the imposed error, as it affects more significant bits.
Trying to minimize the induced error when perforating with length more
than one, we perforate on successive partial products. There is no upper
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bound on the power reduction that can be achieved using the perforation
method (all the partial products can be perforated), however, perforating
on many partial products makes the error enormous, rendering it infeasi-
ble. In Figure 5.4a the variation of the power consumption respectfully to
NMED when applying the perforation technique on the Dadda 4:2 multi-
plier is depicted. All the possible combinations of perforation that lead to
NMED < 1072 are presented. The spikes in the graph are caused by the
increase in the order of perforation while its length is one and, at these
points, the power and error are greater than those at the previous adjacent
points. For this reason, for the rest of this chapter we consider an order of
perforation as reference and vary its length in order to retain the monotony
of the power-error curve. For more information regarding partial product
perforation refer to Chapter 4

5.2.2 Logic Approximation

A widely used technique is the logic approximation applied to the structural
level. This method targets mainly the simplification of a component’s logic
complexity (i.e. alteration of the truth table). The simplification of a unit’s
complexity reduces its power consumption, but induces computational er-
rors. In order to apply the logic approximation on a multiplier, we use
the approximate 4:2 compressor of [63]. Figure 5.5 depicts the gate level
representation of both the accurate [113] as well as the approximate [63]
4:2 compressor. Note that in the approximate one the output carry is not
calculated and is always ‘0’. Moreover, the accurate compressor features 52
transistors while the approximate one 26 [63], i.e., 50% transistor reduction.
The carry and sum values of the approximate 4:2 compressor are calculated
by:

sum =zl @ a2+ 23 @ 24 (5.1)
carry = xlx2 + x3z4 (5.2)

By replacing the accurate compressors (the boxes containing four dots in
Figure 5.2) in a column of the Dadda 4:2 with imprecise ones, its power
consumption decreases, however so does the accuracy of the multiplier; the
more significant the column in which the compressors are replaced, the
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Figure 5.5: The gate level implementation of the a) accurate [113] and b) approx-
imate [63] 4:2 compressor

larger the error in the output. As a result, increasing the approximated
columns decreases the power by increasing the error. Figure 5.4b illustrates
the variation of the power consumption with respect to NMED and confirms
that the NMED increases and the power decreases with the increase of the
approximated columns. At lower error values of Figure 5.4b, the power de-
crease is faster than the error increase. This is explained by the architecture
of the Dadda 4:2 tree. Moving from the right to the center of the tree, the
number of the 4:2 compressors increases, while only the Least Significant
Bits (LSB) are affected. As a result, the power reduction benefits more than
the error increase. In contrast, moving from the center to the left, the num-
ber of the compressors in the columns decreases while the Most Significant
Bits (MSB) are approximated. Thus, the error increase is more significant
than the achieved power reduction. Finally, the power reduction attained
by the application of approximate compressors is bounded. Even when all
columns are approximated, the power consumption is 1.11 and 1.57 mW for
the SPP and MBE designs respectively.
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5.2.3 Voltage Over-Scaling

Voltage over-scaling (VOS) is applied at the circuit level. Unlike the other
two techniques, VOS can be applied to every circuit without the need of
special design or algorithm modification. VOS lowers the supply voltage
below its nominal value. Decreasing the supply voltage reduces the circuit’s
power consumption, but produces errors caused by the number of paths that
fail to meet the delay constraints [67], as qualitatively shown in Figure 5.6.
The number of paths that violate these constraints varies and depends on
the circuit’s architecture. However, the paths that cannot reach the delay
constraints are the longest ones and usually those that affect the MSBs of
the output. As a result, when errors are produced by the application of
VOS, they are of great significance compared to the accurate output. We
implemented the VOS technique on the Dadda 4:2 multiplier, by using the
Synopsys Composite Current Source model (CCS) [94]. CCS models have
been proven to deliver signoff-level accuracy to within 2% of HSPICE simu-
lation and are designed to be scalable for voltage, temperature and process
parameters. In addition, they offer better accuracy than the Non-Linear De-
lay and Power models [94]. Retaining the original path timing constraints,
we use CCS model to scale the supply voltage from 1V (nominal) to 0.80V
and measure its power consumption and error metrics. Figure 5.4c shows
the variation of the power consumption with respect to NMED. In average,

v
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Figure 5.6: Example of path violation when applying VOS.
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VOS delivers around 95% accurate results. However, whenever an error
occurs its magnitude is high. Finally, the power reduction is bounded by
the fact that the voltage supply cannot take lower values than the threshold
voltage.

5.2.4 The need for hybrid approximation techniques

Previous analysis indicated that the approximation methods described above
exhibit a variety of characteristics and power optimization potentialities.
More specifically:

e The VOS technique, despite delivering more than 95% exact results,
requires high decrease of the supply voltage in order to attain high
power reduction, inducing high error in the output.

e Logic approximation offers moderate, though considerable, power re-
duction for small error values when some LSB columns are approxi-
mated. However, approximating more than the half columns is prof-
itless, because it results in much faster error increase than the power
decreases. As a result, despite the fact that the approximate com-
pressors technique delivers small error, the achieved power reduction
is limited. Furthermore, the logic approximation shows worse be-
havior when the MBE technique is preferred for the partial product
generation.

e Finally, the introduced perforation method delivers significant power
reduction in exchange for a considerable error. More specifically,
for the MBE designs, it offers better results than the approximate
4:2 compressors. However, for the SPP designs and at smaller error
bounds, the approximate 4:2 compressors achieve lower power values.

Taking into consideration the limited power reduction offered by the afore-
mentioned approximation techniques, when they applied in isolation, we
have been highly motivated to examine the power optimization potential
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of hybrid designs generated by effective coordination of the aforementioned
techniques.

5.3 HAM: Design Optimization Framework for Hybrid
Approximate Multipliers

In this section we describe HAM, the proposed design framework that ex-
ploits multi-level approximation techniques to produce hybrid, low power
approximate multipliers. The target design optimization problem can be
formulated as follows:

Xmeig{ Power(x) } (5.3)
subject to
| NMED(x) | < | Maz_NMED |, (5.4)

where the optimization goal is to find the configuration x, i.e. combination
of approximation techniques that defines the overall design space D, that
minimizes power consumption for a given error constraint.

The computational complexity of our optimization problem increases signif-
icantly due to the need for an exhaustive search of all possible configurations
of each technique. To assess its complexity, our problem can be viewed as
a generalization of the well-known NP-complete KNAPSACK problem, i.e.
the “nonlinear nonseparable bounded integer” KNAPSACK [112]. We can
re-formulate the combinatorial problem of Eq. (1)-(2), by considering the
mazimization of power reduction rather than the minimization of power.
The problem can be re-formulated as follows: given a knapsack (multiplier),
select an integer number of objects (each object maps to a specific configura-
tion of an approximation technique from each layer), each one with distinct
cost (multiplier error) and gain (power savings), such that their collection
will maximize the multiplier’s power savings under a given constraint on its
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output error. We consider that each object belongs to one of three categories
(VOS, perforation and imprecise compressors) and that when applied to the
multiplier (added to our knapsack), it has its own distinct effect on power
and accuracy. In contrast to the conventional KNAPSACK, the cost/gain
of each object is not constant and depends on the objects already placed in
the knapsack. Thus, we use:

X =< 1, X9, 23 >€ N3

to denote the objects selected and we formulate:

1;16{:%{{ Power__Reduction(x) } (5.5)
subject to
| NMED(x) | < | Maz_NMED |, (5.6)

where the nonlinear Power Reduction(z) € R denotes the total power re-
duction and the nonlinear NM ED(z) € R the total error. This formulation
corresponds to the definition of the nonlinear KNAPSACK problem. We
note that the functions Power Reduction(x) and NMED(x) are not sep-
arable, as they depend on the combination of z;’s. Overall, the increased
complexity of this little-studied version of KNAPSACK problem mandates
the use of heuristic algorithms in practice [112].

In order to tackle the high computational cost, we developed an heuris-
tic optimization algorithm that approximates the optimal solutions after
a small number of synthesis/simulation runs. The proposed heuristic ex-
ploits/devises problem specific models to capture the behavior of the pa-
rameter space, i.e., configurations of approximation techniques, which are
subsequently used during iterative optimization. The goal of the regressive
models is to form an estimation proxy of the error and power to be further
used during optimization search and not to be an accurate calculation of
the error/power.

Error proxy of hybrid multipliers: Let us assume Ep, E¢, Ey and Op,
Oc¢, Oy to be the error functions and the multiplier output after applying
the perforation, the approximate compressors, and the VOS techniques. O 4

123



HAM

refers to the output of an accurate design, while E refers to the error of the
hybrid design when the three approximation techniques are applied. The
perforation of some of the partial products results in skipping their genera-
tion and thus, they are not inserted in the accumulation tree. As a result a
new, smaller tree that performs correct calculations is used to accumulate
the remaining partial products and hence:

Os=0Op+ Ep. (5.7)

Applying logic approximation to the new tree, i.e., replacing its exact 4:2
compressors with the approximate ones in some of its columns, induces a
new error to the accurate output of the new tree and O A becomes:

04 = (0O¢ + E¢) + Ep. (5.8)

As mentioned in Section 5.2.3, VOS produces errors that mainly affect the
critical paths, which in multipliers are formed at the MSBs, while logic
approximation and perforation mainly affect the LSBs. Under this heuris-
tic assumption that VOS generates errors in higher bit-rankings, we can
write:

O4 = (Oy + Ey) + Ec + Ep. (5.9)

Hence, the final error Eg of the hybrid design with the three techniques,
can be estimated by:

Ey =04—0Oy

(5.10)
= Ep -+ EC —+ Ev.

Power proxy of hybrid multipliers: Assume that RPp, RPc and RPy
are the respective Relative Power (RP) functions of applying the perfo-
ration, the approximate compressors, and VOS. For example the relative
power when applying only perforation is:
Pp
RPp = —,
P Pa
where Pp is the power of the design when applying perforation and P4 the
power of the accurate one.
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Similarly, for the RP, the perforation of some of the partial products re-
duces the power of the tree by a percentage that depends on the length of
the perforation. The application of logic approximation on the new tree
further reduces its power by a percentage that depends on the number of
the compressors that are replaced, i.e., for A\ approximated compressors over
N compressors in total:

A
and thus:
P,
RPy = ?C
4 (5.12)
= RPP X —

Finally, applying VOS on a circuit decreases its power consumption by a
factor k:
k=W/Vo)?,

where Vj is the nominal voltage and V; is the decreased voltage, that de-
pends only on the percentage of its supply voltage decrease.

Therefore, applying VOS on the previous approximated tree with perfora-
tion and logic approximation will deliver a relative power for the hybrid
design:

PH =k x Pc. (5.13)
Hence,

A
RPy =k x N x RPp
:RPV X RPC X RPP.

(5.14)

Validation of error and power proxies: In order to evaluate the accu-
racy of our regressive estimators, we calculate through synthesis and simu-
lations the error and power of every hybrid model and compare it with the
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Figure 5.7: The proposed HAM framework. Its inputs are the multiplier archi-
tecture and the error bound W.
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values obtained from the proposed estimators. The resulting mean square
error (MSE) for the error estimator Fy is 1.2 x 1079 and that of the RP
estimator RPy is 6.7 x 10~*. Taking into account that the error of all
hybrid designs is greater than 3.8 x 107% and their RP is greater than
2 x 1071, the proposed estimators are considered to offer satisfactory accu-
racy.

Design exploration and optimization: In Figure 5.7 the proposed
framework is presented. The first step of HAM is to calculate the error
and the RP functions of each approximation technique. We synthesize and
simulate the accurate multiplier and four different configurations for each
(single) technique and measure their power consumption and error. Using
the points created, a regression curve is calculated to estimate each of the
aforementioned functions. Since each of the examined approximation tech-
niques preserves monotony and convexity regarding to the error and power
values, the four points sampling is considered enough to produce accurate
regression. For a 16-bit Dadda 4:2 multiplier with SPP, Figure 5.8 illus-
trates the measured points (black dots) and the regression lines (red ones)
for each function . Table 5.1 presents the resulted regression lines and their
respective MSFEs. The MSFE of each regression line is very low, verifying
that the error and RP of each technique can be estimated precisely with
only four points.

In Table 5.2 the accuracy of the proposed error/power estimators using as
inputs the resulted regression lines from Table 5.1 are evaluated in compar-
ison with: i) the same estimators trained with the overall design space, and
ii) with well known regression techniques, i.e. Quadratic and Linear Re-
gression, Regression Trees and a Neural Network with 10 neurons, trained
with 13 points. As expected, the proposed estimators, have larger MSFE
when they use the regression lines than when they use the real measured
power and error of the single technique approximate multipliers. Neverthe-
less, their MSE is still very small. Moreover, estimators using the regression
lines require only 13 synthesis/simulation runs for training. In comparison
with the rest estimators, trained with 13 hybrid designs, it is shown that
these generalized regression models attain worse accuracy than the proposed
estimators using the regression lines. Finally, we have to note that in order
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to solve the hybrid approximate multipliers’ optimization problem, retain-
ing the relative order (in terms of power-error) of the hybrid designs is more
important than precisely estimating their exact error and power values. The
Pearson correlation coeflicient of the proposed error and power estimators
(using the regression lines as inputs) is 0.86 and 0.97, respectively. These
very high correlation values show that our estimators exhibit a strong uphill
linear relationship with the estimated values and that they efficiently cap-
ture the power-error ranking of the hybrid designs.

Table 5.1: Regression Lines of a 16-bit Dadda 4:2 Multiplier

Regression Lines MSE
El(p)® =2 x 107607 1.3 x 10710
RPb(p) = —0.057p 4 1.003 7.5 % 1075
B (v)b =2 x 107 40-16v 7.4 %1077
RP{;(v) = —0.019v + 0.9826 1.6 x 107°
El(c)¢ =6 x 107 11e0-7e 55x 1078
RP[(c) = —0.0015¢% + 0.013¢ 4+ 0.97 | 1.4 x 1073

“p is the length of the perforation.
by is the percentage decrease of the voltage vupply.
c is the number of columns where logic approximation is applied.

Table 5.2: Comparison of the Error and RP Estimators

Estimator Error-MSE | RP-MSE
Proposed Estimators using 19%10-° | 6.7 x 10~
measured power/error
Propos'ed Estimators using 59 % 10-7 1.0 x 10-3
regression lines
Quadratic regression 1.3 6.1
Linear regression 7.2x 1071 1.0 x 1071
Regression Trees 2.4 x 1071 1.1
Neural Network 6.5 x 1071 5.6 x 107!
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Algorithm 2 is an heuristic optimizer used to find the quasi-optimal configu-
ration of approximation techniques for the specified error bound. This algo-
rithm estimates the power and error of all the possible configurations of the
hybrid designs using the proposed estimators and the previously calculated
regression lines. The evaluation of their power and error characteristics is
performed over the analytical RPy and Ep proxies, and thus is performed
very fast (i.e., a matter of seconds using Matlab). Then having estimated
the error and power values of all the designs, Algorithm 2 sorts them in
ascending error values. After the sort procedure, te first hybrid design with
estimated error less than or equal to the error bound is extracted. This
design is synthesized and simulated in order to evaluate its “real” error. In
the case that its “real” error is not less than the upper bound, an iterative
modified binary search procedure is invoked, in order to efficiently find the
first hybrid design F' that features “real” error (calculated through simula-
tion) less than or equal to the error bound. Then, among the hybrid designs
with estimated error less than or equal to the estimated error of F', those
with the least estimated RP (if more than one) are synthesized and simu-
lated. Finally, among all the synthesized and simulated hybrid designs (with
“real” error less than the error bound) during this procedure, the one with
the the minimum “real” power is the output of the algorithm/framework.

The proposed HAM framework does not depend on the multiplier’s archi-
tecture nor the multiplier’s width. The perforation and VOS techniques are
directly applied on any architecture while the 4:2 compressors can replace
any two successive full adders of the accumulation tree. The multiplier’s
width affects only the number of different configurations, and the only in-
teraction between HAM and the input architecture is during the performed
syntheses-simulations. In addition, the proposed optimization is scalable
since searching is performed over analytical regression models. The sam-
pling for training the models could be amenable to scalability issues. How-
ever, the error and power functions of each technique are strictly monotone
retaining convexity independently from the bitwidth, thus, accurate regres-
sion can still be performed with a limited number of samples. Hence, the
proposed HAM framework can be applied to any multiplier architecture and
size without any efficiency loss.

130



5.3 Design Optimization Framework for Hybrid Approximate Multipliers

Algorithm 2 Returns quasi-optimal hybrid designs for specified error
bounds
INPUT: Estimator Functions: Eg(p,c,v), RPg(p,c,v)
perforation values: p € [Pmin, Pmaz)
logic approximation values: I € [lymin, lmaz]
VOS values: v € [Umin, Vmaz]
Error Bound: MaxError

# FEstimate the error and RP of every hybrid design
1: for all p,c,v do
2: AllHybrids<—add(new Hybrid(p, ¢,v, Ex(p, ¢,v), RPu(p, ¢, v)))
3: end for
# Sort the hybrid designs for ascending error
4: SortedError «+ sort(AllHybrids, error)
# Find the first hybrid design with estimated error < MaxError
5: f < search(SortedError, MaxError)
# Among the hybrid designs with estimated error < MaxError,
# find the first design F with “real” error < MaxError

6: SimT < synth&sim(SortedError[f])

7: if SimT.Error > MaxError then

8: imin + 0, imax <+ f

9: while imin < imax do

10: imid « (imin-+imax)/2

11: SimR < synth&sim(SortedError[imid])

12: (SimR.Error < MaxError)? imin < imid + l:imax < imid - 1
13: end while

14: f < imid

15: end if

# Among the designs with estimated error < estimated error of F,
# find those with the minimum RP and synthesize-simulate them
16: SortedPower < sort(SortedError[0:f], power)
17: for i<-0 to f do
18: if SortedPower[i]. RP = SortedPower[0].RP then

19: powerCandidates.add (synth&sim(SortedPower][i]))
20: end if
21: end for

22: return min (powerCandidates, power)
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5.4 Experimental evaluation

In this section we experimentally evaluate the efficiency of the proposed
techniques, by providing comparative results against an exhaustive full-
search exploration of all the possible hybrid designs, thus, proving the ne-
cessity and optimization potentials exposed by the adoption of hybrid ap-
proximation solutions. Moreover, we examine the efficacy of the proposed
methodology to fastly extract (close to) Pareto optimal hybrid multipliers.
Finally, we evaluate the efficacy of multi-level approximate multipliers by
comparing them with the single-technique ones for specific error bounds. In
the full-search exploration, more than 7000 hybrid designs in total (includ-
ing both the SPP and MBE designs) have been evaluated, which translate
to more than 3 weeks of experiments on an intel i7-2600k workstation with
16GB of RAM.

To create a hybrid approximate multiplier, first we select the perforation
configuration, we perforate the selected partial products and generate the
new accumulation tree. Then, we select the number of columns to be further
approximated with logic approximation and in these columns we replace all
the exact 4:2 compressors with the approximate ones. Finally, we synthesize
the circuit that resulted from the previous two steps and decrease the supply
voltage to the desired value. If only two approximate techniques of the
possible three are applied, the respective step from the previous ones is
omitted.

Figure 5.9 depicts the power - error (NMED) results of: i) all the explored
hybrid designs, and ii) all the designs with only one approximate tech-
nique, that feature NMED < 1072, Each point in the graph represents a
design with different configuration for each approximate method, grouped
through the use of different colors. The points with the same color cor-
respond to the application of the same approximate techniques, e.g. the
yellow point constitute the application of both the perforation and the ap-
proximate 4:2 compressors on the multiplier. Different yellow points repre-
sent approximate hybrid designs with different configuration for either the
perforation or the number of columns in which the imprecise compressors
are used.
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The blue line is the output of HAM. As shown in Figure 5.9, for both the
SPP and the MBE designs, the application of hybrid approximate techniques
exhibits higher quality design solutions. For the same error value, the lowest
power is achieved by a hybrid design and there is no error region in which
a single approximate technique achieves a (local) minimum. The hybrid
designs produced by the framework are close to the optimal ones (Pareto
points of Figure 5.9) that resulted from the conducted exploration, and are
always below (or equal to) the approximate design with only one technique.
For example, for the SPP designs and for error bound NMED = 3 x 1075
the hybrid multiplier produced from HAM, consumes 11% less power than
the single-technique design with the least power. For NMED = 3 x 1074
and NMED =7 x 1072 the power savings are 30% and 48% respectively.
When the MBE is preferred, for error bound NMED > 5 x 10~* the power
savings are more than 41%. For the error bounds examined in Figure 5.9
the proposed framework required 13 syntheses-simulations to calculate the
regression lines and then an average of 4.71 syntheses-simulations to pro-
duce its output. The latter translates to an average speedup of 254 x for the
SPP hybrid designs and 140x for the MBE ones. The delivered speedup
is defined by the different number of configurations that have to be ex-
plored in the exhaustive exploration, i.e., multiplier’s width and the partial
product generation method. For larger, multiplier sizes this speedup is ex-
pected to increase significantly. Finally, for low error values, hybrid models
with two approximate techniques exhibit the lowest power values, while
for larger ones, the hybrid designs that apply all three techniques attain
the minimum power consumption. In conclusion, for small error values,
the hybrid designs achieve lower power values than those with only one
technique and for larger error values, they can offer further power reduc-
tion.

In Table 5.3, for two different error bounds, the hybrid designs produced
by HAM are directly compared with the approximate designs that apply
the state-of-art techniques of [63] and [57]. For maximum error 3.0 x 107°,
among the single-technique designs, logic approximation on 17 columns of-
fers lower area and power than perforation (with length 3), while VOS is
not applicable as it cannot offer error less than this bound. The output of
HAM is a hybrid design that applies perforation with length 3 and logic
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Table 5.3: Evaluation of the Hybrid Designs at 500Mhz

Error Bound Design Area (um?) | Power (mW)
Hybrid (3,16,1.00) 2340 1.46
3.0 x 10-5 Logic Approx. (17) 2737 1.64
Product Perforation (3) 2842 1.86
VOS - -
Hybrid (7,17,0.85) 1615 0.72
40 x 10-3 Logic Approx. (25) 2261 1.17
Product Perforation (10) 1507 0.92
VOS (0.82) 3401 1.12

approximation on 16 columns but does not apply VOS. This hybrid design
attains 15% and 18% lower area than logic approximation and perfora-
tion and its power consumption is 11% and 22% lower, respectively. For
higher error bound (4.0 x 1073), among the single-technique designs, VOS
with 0.82V supply voltage achieves lower power than logic approximation
on 25 columns, while perforation with length 10 delivers the lowest area
and power. The hybrid design resulting from HAM applies perforation with
length 7, logic approximation on 17 columns and VOS with 0.85V. Compar-
ing this hybrid design with VOS and logic approximation, it achieves 53%
and 29% lower area and 36% and 38% lower power respectively. Finally,
compared with perforation, the hybrid design delivers 22% lower power but
7% more area.

Concluding, as shown in Figure 5.9 and Table 5.3 the hybrid multipliers
constitute more efficient approximate design solutions compared to the sin-
gle technique ones, delivering more energy and area efficient solutions for
the same error bounds. The attained power and area savings depend on
the error bound and as the quality requirements become more relaxed the
hybrid multipliers are expected to deliver significantly higher gains. How-
ever, as shown, the induced complexity of generating optimal multi-level
approximate multiplication circuits that satisfy an error bound is very high.
The proposed methodology and the proposed power and error proxies tackle
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this limitation and deliver very fast (more than 140x faster) close to opti-
mal solutions. Finally, this delivered speedup is expected scale up as the
multipliers size increases.

5.5 Conclusion

In this chapter, we address the problem of power-optimal approximate hard-
ware multipliers that, for given error bounds, push power gains to the limits.
We introduce multi-level approximation in the design of approximate com-
puting arithmetic circuits and explore hybrid techniques that apply more
than one approximate methods. The proposed hybrid approximate mul-
tipliers apply partial product perforation at the algorithmic level, approx-
imate 4:2 compressors at the logic level, and voltage over-scaling at the
circuit level. The design efficiency of the hybrid multipliers is evaluated by
performing an exhaustive design exploration of all the hybrid and single-
technique designs; showing that multi-level approximation (based on the
error bound, applying two or three techniques simultaneously) produces
more efficient approximate multiplier solutions. For the same error values,
compared to the single-technique ones, the hybrid multipliers feature less
power consumption as well as area complexity. Moreover, the delivered
gains of the hybrid multipliers are expected to scale up as the multiplier’s
size and/or the error bound increase. Although the multi-level approximate
multipliers are proven to constitute more efficient solutions, the design com-
plexity of generating optimal approximate hybrid multipliers that satisfy an
error constraint is very high. As shown, the size of the design space of hy-
brid multipliers (i.e., the number of the all the possible combinations of per
technique configuration) is vast, even for a small 16-bit multiplier. Further-
more, the size of the design space increases significantly with respect to the
circuit’s (multiplier’s) width. In this chapter, we presented the HAM frame-
work, a design optimization framework that requires only a small number
of synthesis and simulation runs to provide quasi-optimal solutions. We
extensively evaluated the proposed heuristic framework and showed that
it produces hybrid multiplier designs that closely follow the Pareto-front
curve. HAM operates over analytical models using the proposed power-
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error proxies and thus, all the evaluations are performed very fast. Com-
pared to the exhaustive exploration, the HAM delivers very high speedup
(more than 140x) in producing quasi-optimal hybrid designs. Our method-
ology can be applied to any multiplier architecture and, as presented in our
experimental evaluation, produces hybrid designs that feature significantly
less power consumption compared to existing state-of-the-art approximate
multipliers. Finally, in a similar manner, HAM can be extended to sup-
port other arithmetic operators such as adders and subtractors (refer to
Chapter 6) enabling the generation of a multi-level approximate arithmetic
library.
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Chapter 6

Multi-Level Approximate Hardware
Accelerator Synthesis

Approximate computing forms a promising paradigm shift for energy ef-
ficient design by aggressively decreasing power consumption of inherently
error tolerant applications. However, approrimate computing architectures
exacerbate the design complexity due to the diversity of ineract techniques
and their impact on final circuit implementations. In this chapter, we intro-
duce approrimate accelerator synthesis which enables efficient inexact cir-
cuits implementations by leveraging the incorporation of diverse multi-level
approximate techniques. We show the high efficiency of multi-level approx-
imate accelerators and present METHADONE, a systematic approach for
integrating multi-level approrimation in accelerator synthesis under error
and voltage island constraints. METHADONE applies multi-level approxi-
mation in very fine granularity in complex accelerator synthesis and, com-
pared to the exhaustive exploration, produces, more than 589x faster, close
to Pareto-optimal solutions. Additionally, METHADONE provides an ef-
ficient solution to the Voltage Islands Grouping problem originating from
applying voltage over-scaling in such a fine granularity. METHADONE
seamlessly extends typical behavioral/RTL synthesis tools and automatically
selects the optimal multi-level configuration, relieving the programmer of
this burden. The optimality and efficiency of METHADONE is evaluated
against exhaustive design space exploration, showing, also, that it outper-
forms related state-of-the-art single-level techniques. This chapter is based
on our publication in [88, 114, 115].
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6.1 Introduction

Approximate computing has gained a lot of attention for energy efficient sys-
tem design. Considering that a large number of application domains exhibit
an intrinsic error resilience, approximate computing appears as a promising
solution to improve their energy profile [86]. In such applications the 70%,
on average, of their energy consumption is spent in amenable to approxi-
mation computations [116]. The key idea of approximate computing is to
exploit this intrinsic error resilience and relax the accuracy of those compu-
tations to attain significant energy savings [117]. Recently, high interest is
shown in the design of hardware approximate accelerators [41,58,76-79,86].
It is demonstrated that applying multiple approximation techniques in a co-
ordinated manner leads to extremely improved circuit implementations in
terms of energy efficiency [41,86]. Notably, applying Voltage Over-Scaling
(VOS) in cooperation to other approximate techniques leads to more ef-
ficient solutions [41]. The logic and algorithmic approximate techniques
reduce the circuit’s delay and decrease the number of critical paths [71].
Hence, applying VOS can further reduce the power consumption, at the
cost of a small error increase, since fewer paths are affected by the voltage
decrease [41,81]. Despite the high efficiency of multi-level approximation, its
exploitation in the hardware approximate accelerator synthesis still remains
an open issue due to the increased complexity and non-trivial interference
effects among the differing approximations.

Hardware approximation mainly targets arithmetic circuits [41, 61, 63, 86,
117,118], while research activities on more complex circuits, e.g., accelera-
tors, are limited. Designing approximate hardware accelerators under error
constraints heavily increases design time cycle due to the increased require-
ments for verifying both functionality as well as operating within the error
bounds. To address this complexity, recent research focuses on automating
the generation of approximate circuits. Given a set of feasible approxima-
tions, an approximate synthesis framework has to solve the optimization
problem of assigning to the circuit components the respective approximate
techniques and their configuration that minimize the energy, while satisfy-
ing the overall error bound. In example, when considering precision scaling,
approximate synthesis has to annotate every arithmetic operation with the

140



6.1 Introduction

respective numerical accuracy so that the energy is minimized and the er-
ror constraint is respected. Probabilistic pruning and logic minimization
techniques are presented in [58], using a greedy algorithm to generate ap-
proximate circuits. These techniques eliminate circuit’s components and
simplify logic complexity according to the circuit’s activity profile and out-
put significance. Approximate adders are generated in [71] by reducing the
carry chains and then decreasing accordingly the voltage value. In [99] the
authors build architecture independent approximate multipliers by skipping
the generation and addition of some partial products. In [76] and [77] the
authors systematically synthesize logic approximate circuits by exploiting
the “don’t care” conditions. [78] applies several approximate transforma-
tion operators on the circuit’s behavioral description and through a greedy
approach identifies their optimal combination. The authors in [79] propose
approximate accelerator synthesis through precision scaling using an integer
linear programming problem formulation. [81] extends [79] and incorporates
also voltage scaling to leverage the critical path delay reduction. However,
in [71,81] voltage reduction is not used as an approximation method, mainly
due to the increased complexity of modeling-quantifying errors due to VOS,
limiting thus, the potential energy savings obtained by aggressively decreas-
ing the voltage value. All the aforementioned state-of-the-art works exhibit
several limitations since they are either very time consuming and/or do
not leverage the full spectrum of approximate computing techniques. They
mainly focus on the application of a single type of approximation to avoid
design complexity, neglecting, thus, the potential benefits originated by the
synergetic incorporation of multiple approximation techniques to structure
the final accelerator circuit, e.g., none of these works incorporates logic and
algorithmic approximations as well as VOS.

In this chapter, we leverage multi-level approximation to be effectively ex-
ploited in accelerator synthesis, thus drastically extending its scope. We
present METHADONE, a framework for approximate accelerator synthesis,
that given a behavioral specification and an error constraint produces the re-
spective power-optimal multi-level approximate accelerator. The major con-
tributions of this chapter are summarized as follows:

e We show that in the design of hardware approximate accelerators,
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multi-level approximate designs constitute more efficient solutions com-
pared to single-level ones in terms of both power and error solutions.

e We extend multi-level approximate arithmetic library of [41] to sup-
port addition and subtraction operators.

e We introduce fast and efficient techniques for fine-grained exploration
and synthesis of multi-level approximate accelerators.

e We enable optimized accelerator implementations under voltage island
constraints.

The proposed framework seamlessly extends typical behavioral and/or RTL
synthesis tools by operating on the scheduled Data Flow Graph. We show
that it provides significant speedup in synthesis time, more than 589x, de-
livering approximate accelerator solutions that follow closely the “exact”
Power-Error Pareto-optimal design curve. Moreover, for the same error
bounds, it delivers more power efficient solutions, 34% on average, compared
to single level state-of-the-art approximate techniques.

The rest of this chapter is organized as follows: Section 6.2 describes the ap-
proximate arithmetic library that is used in the proposed METHADONE
framework. Section 6.3 discusses the optimization problem of generating
multi-level approximate accelerators, presents METHADONE and describes
the approach we followed to address this problem. In Section 6.4 we ex-
perimentally evaluate the proposed framework in terms of optimality and
performance in generating Pareto-optimal solutions as well as examining
the efficiency of multi-level approximate solutions. Finally, Section 6.5 con-
cludes this chapter, summarizing our findings and the major contributions
of the proposed framework.
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6.2 Multi-Level Approximate Arithmetic Library

At the core of the proposed approximate accelerator synthesis framework
is a library of approximate arithmetic components. For each arithmetic
module, the library contains a set of feasible implementations with differing
power-error characteristics. To generate the library components, we extend
the approach presented in [41] and given the accurate circuit description
of an arithmetic operator and an error constraint, we return the respective
power-optimal multi-level approximate design that satisfies the error bound.
The approximate library supports also adders and subtractors, in addition
to multipliers [41]. Approximation is applied in three distinct layers, i.e.,
the algorithmic, the logic, and the circuit. For the approximate multipliers,
partial product perforation [99] is applied in the algorithmic level, while
in logic level, inexact 4:2 compressor of [63] is used. For the approximate
adders/subtractors, truncation is used in the algorithmic level and the ap-
proximate full adder of [61] is used in the logic level. In both cases, VOS is
applied for approximations in the circuit level. VOS is applied to any circuit
by keeping the operating frequency constant and decreasing the supply volt-
age below its nominal value [41]. The voltage decrease reduces the power
consumption significantly, but erroneous outputs are generated due to the
circuit paths that fail to meet the time requirements [92]. Figure 6.1a depicts
the transistor implementation of the accurate full adder and Figure 6.1b the
respective one of approximate full adder used in our library. As shown, the
accurate full adder requires 24 transistors while the utilized approximate one
only 11, i.e., 54% transistors reduction. The accurate outputs (Sum and
Cout) of a full adder (Figure 6.1a) are given by:

Sum =A® B & Cy, (6.1)

and
Cout = AB + BCyy, + ACy,. (6.2)

On the other hand, the Sum and C,,; of the approximate full adder (Figure
6.1b) are calculated as follows:

Sum’ = ACyy, + BC;y, (6.3)
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and

L= A (6.4)

out —

Equations 6.3 and 6.4 result to three errors in the calculation of the Sum
output and two errors in the C,,; computation.

VDD VDD

Ad[ B[ B Aqﬁ B[ Cind
ﬂ Al
Cin N Cout’ L{

A{L B B4 A{[ B[ CinA FA

(a) Accurate [61]

VDD
AL B vpp
b Cin
- Sum’
A out |—| F Cin
Cin FA

(b) Approximate [61]

Figure 6.1: The transistor level implementation of the a) accurate [61] and b)
approximate [61] full adder.
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In the proposed METHADONE framework, to avoid the design space ex-
plosion of the possible approximate configurations, only one state-of-the-art
technique is used at every layer to build the final approximate accelerator.
However, in a similar manner and without loss of optimality, METHADONE
can be extended to support more than one approximate techniques at every
layer. Note that the approximate techniques adopted in our library can be
straightforwardly applied to any multiplier and adder/subtractor architec-
tures. Partial product perforation [99] and truncation [56] are independent
of the circuit’s architecture and can be applied out-of-the-box to the re-
spective circuit. The approximate full adders [61] can be seamlessly used
instead of any accurate full adder and the approximate 4:2 compressors [63]
can replace any accurate 4:2 compressors or two consecutive full adders.
Finally, Voltage Over-Scaling [88] is a general approximate technique that
can be transparently applied to any circuit.

Similar to the analysis presented in Chapter 5 for the hymbrid approxi-
mate multipliers (Figure 5.9), Figure 6.2 depicts, for a 16-bit ripple carry
adder, the power - error (NMED) results of: i) all the hybrid adder designs,
and ii) all the designs with only one approximation technique, that feature
NMED < 1072. Each point in the graph represents a design with differ-
ent configuration for each approximate method, grouped through the use of
different colors. Furthermore, the blue line is the output of the proposed
framework. As shown in Figure 6.2, similar to the hybrid approximate
multipliers (Figure 5.9), the application of multi-level approximation tech-
niques in the design of approximate adders produces higher quality design
solutions. For the same error value, the lowest power is achieved by a hybrid
approximate adder and there is no error region in which a single approxi-
mate technique achieves a (local) minimum. Moreover, as illustrated, the
proposed framework (blue line) efficiently captures the power-error Pareto
front derived by the exhaustive design space exploration. In the case of the
approximate adders (Figure 6.2), the Mean Square Error value of the error
(NMED) and power estimators is 2.95 x 107> and 2.19 x 1073, respectively.
Finally, the respective Pearson correlation coefficients are 0.87 and 0.99,
showing that the proposed estimators efficiently capture the power-error
ranking of the hybrid approximate adders.
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Figure 6.2: The power and error of all the single technique and hybrid approxi-
mate designs with NMFED < 0.01 for a 16-bit ripple carry adder.

Figure 6.3 shows the derived Pareto optimal configurations with Mean Rel-
ative Error Distance [99] (MRED)<10%, for an 8-bit Dada multiplier [63]
and a 16-bit ripple carry adder. For readability reasons, in every segment
(e.g. between 5% and 6%), if more than one configurations exist, only the
one with the lowest relative power is depicted. The vector [L, A, V] de-
clares the approximate configuration, i.e. L: number of columns (starting
from the Least Significant Bit (LSB)) where logic approximation is ap-
plied, A: number of the perforated LSB partial products (truncated LSB)
in multiplication (addition), and V: Voltage supply (Vdd) applied, with
1V being the nominal Vdd. As shown, the majority of the Pareto con-
figurations apply approximations in every approximate computing layer,
i.e., proving the importance of multi-level approximation in circuit effi-
ciency.

The approximate arithmetic library of METHADONE supports adder, sub-
tractor, and multiplier circuits. However, in similar manner, it can be ex-
tended to support also dividers. Adders, subtractors, multipliers, and di-
viders constitute the core and most complex components of all the Digital
Signal Processing (DSP) applications [119] and, considering that DSPs are
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perfect candidates for applying approximate computing [86], we cover a wide
range of approximate computing applications.
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Figure 6.3: Pareto optimal configurations for MRED< 10%, of a) an 8-bit Dada

multiplier and b) a 16-bit ripple carry adder. The vector [L, A, V]
denotes the multi-layer approximate configuration, i.e., level of logic,
algorithmic approximation (L, A) and Voltage supply (V) (nominal
Voltage: 1V).
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6.3 METHADONE: Multi-IEvel approximaTe
HArDware acceleratOr syNthEsis framework

The proposed framework, presented in Figure 6.4, accepts i) the behavioral
specification of the kernel, ii) the global error bound of the accelerator, and
iii) the number of the supported voltage islands and produces a power op-
timized approximate accelerator design operating within the specified error
bounds.

Given the hardware description of the accelerator, METHADONE operates
on its scheduled Data Flow Graph (DFG), that can be provided either man-
ually by the designer or produced by HLS tools [120] after the scheduling
and biding is performed. Each node of the DFG corresponds to a potential
hardware operator. At first, the global error constraint of the the overall
accelerator is distributed to the different nodes of the DFG. Targeting to
exploit the efficiency of multi-level approximation, after the completion of
the error distribution phase, a selection of the approximation techniques
and their configuration is applied to every DFG node. Finally, a voltage is-
land formation step is performed delivering a power optimized approximate
accelerator design compliant with the respective error and voltage island
constraints. The proposed framework is described more comprehensively as
follows:

Error Distribution and Multi-Level Approximation Selection: In
METHADONE, we combine the tasks of error distribution and selection of
the multi-level approximation. Algorithm 3 assigns an approximate multi-
level configuration to every node so that the DFG error bound is satisfied
and its power dissipation is minimized. Each node’s approximate configu-
ration defines the node’s unbiased error value, i.e., the node’s error value
when its inputs are accurate. Therefore, having assigned an error value to
every node, we estimate how the error is propagated in the DFG by gener-
ating a DFG specific analytical error model, Errorprg. The output error
of a node is related to its own unbiased error (the error produced by the
node when its inputs are accurate, i.e., unbiased from the error propagated
to the node by its inputs) and to the error value of its inputs (error gener-
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Figure 6.4: The proposed framework for multi-level approximate accelerators.
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ated by previous approximate nodes). For this reason, to model the error
propagation among the DFG nodes, we train an Artificial Neural Network
(ANN), exploiting its ability to capture efficiently both linear and non-linear
error distributions. In order to accomplish this, we leverage the fact that,
after assigning a multi-level approximate configuration to a DFG node, we
know its error when its inputs are accurate (form the approximate library).
Therefore, to estimate the error propagation in the DFG, we generate sev-
eral (but a limited number) different DFG configurations (aka nodes with
differing multi-level approximation configurations) and calculate the overall
DFG output error. The ANN model is trained on realistic DFG output
errors, produced by first synthesizing the approximate (algorithmic, logic)
DFG configuration and then applying a VOS-aware simulation on the post-
synthesis gate-level netlist. The obtained results in coordination with the
unbiased error value of every node are used to train the ANN to predict the
DFG output error with respect to the unbiased error of every node. In order
to fast and accurately estimate the power and error characteristics of circuits
under VOS, we use the Synopsys Composite Current Source model (that
delivers within 2% HSPICE accuracy) and our proposed simulator in [88]
and extensively described in Chapter 3. The latter enables VOS-aware cir-
cuit simulations at gate-level and compared to SPICE accurate simulations
delivers very high power/error accuracy (more than 98% on average) while
attaining significant simulation time speedup (32x on average). Consider-
ing the vast variety of the different multi-level approximate configurations
and high latency SPICE simulations [92], using [88] is mandatory in the
implementation of METHADONE.

Generalized error distribution techniques [44] can be utilized straightfor-
wardly. However, in this work, we leverage the basic principle of Pareto
optimality found in multi-level approximate arithmetic library! to further
reduce the execution runtime by pruning (without loss of optimality) the
design space of approximate DFG configurations. The latter is achieved by
limiting each DFG node to be configured only with an error-power Pareto
configuration of the corresponding multi-level approximate arithmetic li-
brary generated using [41].

IPareto optimality ensures no other configuration to exhibit lower power consumption
for the same error constraint
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In more detail, Algorithm 3 generates the multi-level approximate arith-
metic library [41] of every DFG arithmetic node. It then produces K dif-
fering DFG instances by randomly sampling separately the configuration of
each DFG node over the Pareto frontier associated with the respective DFG
node. Each of the K DFG instances is synthesized and simulated using VOS-
sim [88] to obtain its ‘power and error values. Then, the aforementioned
ANN is trained to model the overall DFG’s output error as a function of the
DFG’s nodes unbiased error values (which are obtained from the arithmetic
library). For estimating the overall DFG’s power consumption, P, = >~;(F;)
is used as a power proxy, where P; is the power dissipation of DFG node 7,
taken from the arithmetic library. The approximate power-error Pareto set
of the overall DFG is derived by iteratively searching over the Errorppg
and P, analytical models. Specifically, a binary search is employed on this
power-error Pareto front to identify the configuration with error less or

Algorithm 3 Power optimized DFG nodes error annotation and multi-level
approximation assignment

Input: 1. DFG,
2. Error Bound ep,
3. Power model P,
4. Training size K

1: ArithmeticLibrary < For every DFG node generate the power-error
Pareto-optimal multi-level approximate configurations according to [41]
2: TrainConfigurations <— generate K random DFG configurations by as-
signing to every node a Pareto configuration from the ArithmeticLibrary
3: DFGsimulation < Synthesize & Simulate TrainConfigurations to com-
pute the DFG error and power.
Errorprg < train ANN over [TrainConfigurations, DFGsimulation]
Estimate power & error of all DFG configurations using (Errorpra,Pp)
DFGParetoCurve < extract the Pareto front using the estimated values
DFG,p < Binary search over the DFGParetoCurve. Find the DFG
configuration with highest error e, s.t. e, < ep. In each step of the
binary search, the DFG is synthesized and simulated to compute its
“exact” error.
return DF G,
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equal to the error bound. Convergence towards optimality of the proposed
algorithm is guaranteed through the inherent monotonicity of Pareto spaces
and the high accuracy of the utilized models. During the binary search, a
SPICE-accurate simulation of the DFG configuration under investigation is
performed to accurately compute its error value.

Finally, we note that syntheses and simulations are invoked only for gener-
ating the approximate library, for training the ANN, and during the binary
search. All the rest of the evaluations are performed over the analytical
models, being thus, very fast.

Voltage island formation: Supporting operators with VOS approxima-
tion introduces voltage heterogeneity, since different inexact components
may feature different Vy; values. However, the maximum number of al-
located voltage islands is usually constrained by either technological or
area/power efficiency constraints. Voltage Island Grouping (VIG) forms
the final step of METHADONE aiming to limit the number of accelerator’s
voltage islands in a power efficient manner. Considering that decreasing
the Vyq of a component increases its assigned error (i.e., violating the error
constraint), VIG is only allowed to increase a component’s Vgg. Thus, VIG
solves the optimization problem of grouping and assigning the Vy; of the
different approximate arithmetic units in voltage islands, while minimizing
the power increase due to their Vg increase. The VIG optimization problem
is formulated as follows:

min (Porc(VY, .., Vi) = Ppra(Vis -, Vi) (6.5)

subject to:
V1, ... Vo < IC and V| >V, (6.6)

where n is the number of the DFG nodes, IC is the voltage island constraint,
Ppra is the power consumption of the DFG, V; is the known V4 of node
i given from Algorithm 3, and V; is the decision variable, i.e., the new Vyq
assigned to the node 7 for the grouping process. In order to reduce the
time-complexity of this optimization problem, we reformulate it as follows:
the power proxy of Algorithm 3 P, = }_,(F;) is reused in order to prohibit
the optimizer to resort to costly syntheses, simulations, and power analyses.
However, although P;(V;) has been computed in the first step of Algorithm 3
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Algorithm 4 Power optimized VIG under error constraints

Input: [IC: Voltage island constraint,

2. Vi,.ooy Vi Vg assigned to the DFG nodes from Algorithm 3,
n: number of the DFG nodes

/*I is the set of all the possible V4 values®/
I + {distinct(V4, ..., V) }
/%S is the set of the Vyq values after VIG. S C 1.

2: S « {max(I)}
3: for r=1; r < IC; r++ do

10:

11:

12:
13:

/*IC Vyq values can be selected in total*/
for all vel do
/*examine if v will be included in the solution™/
for i=1; i <n; i++ do
V!=min(te S U{v} s.t. t>V])
/*since max(Vy,...,V,,) €S there is always a valid value for V! */

end for
evaluate P (VY, ..., V)
end for

/*select the v that minimizes PBS}?G */

k + v that minimizes P&

/*add it to the solution set*/
S« SU{k}

/*remove it from the next iteration’s possible values*/
I« I/{k}

end for

return S, V/=min(t€ S s.t. t>V;)

(arithmetic libraries generation), P;(V;) is unknown. Therefore, P;(V/) is
approximated by the model used in [41] for estimating a circuit’s power
consumption under VOS, i.e., P;(V) = ¢; x V2. Hence, Pprg(V/,..., V) is
estimated by:

Phta(Vi, ey Vi) = D (i x V). (6.7)

%
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Finally, c; is replaced by P;(V;)/V;? and (6.5) is written as:

min (ZZ Pi(V;) x (“2)2 — ZZ Pz(%)) (6.8)

Since V! > V;, (6.5)-(6.6) are reformulated as follows:

. V/\2
min}~, (Vi) % (31) (6.9)
subject to:
{V{, ...V} < IC and V] > V. (6.10)

We solve this optimization problem using the greedy Algorithm 4 where
we have to select IC different Vj;y values and the cost of the selection is
given by Pgh.. The output of Algorithm 4 is a set S of IC' distinct values
and the voltage value of every DFG node ¢ (V/) after VIG is given by
V! =min(t € S s.t. t>V;). Briefly, Algorithm 4 iterates IC times (line 3)
and in each iteration evaluates the selection cost (6.9) for all the possible
voltage values, i.e., Vv € I (line 4). In every iteration, it selects the element
k that minimizes the selection cost (line 10), adds & to the solution set and
removes it from the possible voltage values of the next iteration (lines 11-
12). Solving the VIG optimization problem using exhaustive exploration, in
the worst case where all the nodes feature a different V4 value, requires n!
circuit simulations. On the other hand, Algorithm 4 requires, in the worst
case, (n—1) x...x (n—IC+1) evaluations of Pgf.

6.4 Experimental Evaluation

In this section, we experimentally evaluate the efficiency and optimality
of METHADONE by providing comparative results with respect to both
i) conventional approximate accelerator design considering only single-level
approximation, as well as ii) multi-level approximate accelerators derived
by exhaustive full-search exploration strategy.
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The following benchmarks are considered: i) a 3 stage pipelined 3x3 matrix
multiplication [63], ii) a 5 stage pipelined sobel filter [116], and iii) a 8 stage
pipelined 1-D Discrete Cosine Transform (DCT) [61]. These benchmarks are
representative approximate computing use cases, widely used in state-of-the-
art works [86,116]. Matrix multiplication is a core kernel of machine learning
and digital signal processing [63, 116], while sobel and DCT are typical
image processing benchmarks [61,116]. These domains exhibit high error
resilience [86], being thus, perfect candidates for approximate computing.
For every benchmark, two random generated input datasets of 50,000 inputs
are used (one for the training and one for the evaluation of our framework).
All the experiments are conducted on a cluster of 3 dual Intel Xeon E5-
2658A servers with 128GB RAM each. The logical ’1’ is set to 0.7V, the
logical ’0” to 0.3V and voltage related information (e.g., voltage islands and
value) is described using the Unified Power Format (UPF). Although UPF
supports level shifters, they are not used in our implementations in order
to avoid the induced overhead. Approximate configurations that result to
unknown states due to VOS, are considered to have infinite error value.
Industrial strength tools are used for the syntheses and simulations, i.e.,
Synopsys Design Compiler and Prime Time, Mentor Questasim, and the
TSMC 65nm standard cell library. For every design, its relative power is
reported with reference to the respective accurate one and its error value
is calculated through exhaustive VOS-aware simulation. All the designs
are synthesized and simulated at the critical path delay of the respective
accurate one and the compile ultra command is used for the synthesis. When
applying VOS the voltage value (Vy,) is decreased by 1%-20%, i.e, typical
values in approximate computing [92].

In order to evaluate the optimality of the proposed framework, we compare
the designs produced by METHADONE with the “exact” Pareto-optimal
designs derived through exhaustive full-search design space exploration, i.e.,
solving the optimization problem of finding the power optimal multi-level
approximate configuration that satisfies the error bound with brute force.
For error bounds ranging from 1% up to 10%, Figure 6.5 compares in a
graphical manner the DFG configurations produced by METHADONE with
the Pareto-optimal ones provided by exhaustive design space exploration
for the sobel filter and matrix multiplication benchmarks. In the exhaus-
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Figure 6.5: The power-error Pareto optimal DFG configurations, for error bounds
from 1% to 10%, produced by the proposed framework and by exhaus-
tive design space exploration for the Sobel and matrix multiplication
benchmarks.

tive exploration, the designs’ power and error characteristics are obtained
by performing SPICE-accurate simulations (i.e., golden result) [71,81,92]
using Synopsys CustomSim. In our optimization framework, we precisely
estimate the power and error values of the examined designs by performing
post-synthesis VOS-aware timing simulations using [88]. Then the designs
extracted by METHADONE are simulated using CustomSim to obtain their
“exact” power and error values. In order to perform SPICE simulations the
gate-level netlist produced by Design Compiler is fed to Mentor Calibre to
generate the SPICE netlist and the latter is simulated using CustomSim.
To focus on the effectiveness of the optimization Algorithm 3, no voltage
island constraints are considered in Figure 6.5. It is observed that for both
benchmarks the designs produced by the proposed METHADONE frame-
work are very close to the ones derived by exhaustive exploration. This is
also confirmed by the low Mean Square Error (MSE) values of the utilized
error and the power analytical models, i.e., 9 x 107 and 6 x 10~7 and the
respective Pearson correlation coefficients are 0.90 and 0.98. The MSE and
Pearson values of the error and power models of the proposed framework are
evaluated over the overall design space of the exhaustive exploration. Com-
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pared to the exhaustive exploration, for the matrix multiplication bench-
mark, METHADONE trained with 120 configurations attained a speedup
of 589x. The respective speedup for the the Sobel filter, trained with 200
configurations, is 1827x. The speedup gain mainly depends on the DFG
size (i.e., DFG configurations that must be synthesized and simulated in
the exhaustive exploration), the number of the configurations used to train
the ANN, and the simulation time speedup delivered by [88]. As a result,
for accelerators with larger DFGs, higher speedups are expected. Selecting
the size of the ANN training dataset is subject to machine learning the-
ory, but we show that even for small training sizes (120 configurations in
matrix multiplication and 200 configurations in the Sobel filter) the MSE
values of the error estimator are very small. Note that without using [88] to
perform VOS-aware simulations, the delivered speedups would drop to 34x
and 63x, respectively. Considering the increased time needed to perform
SPICE-accurate simulations for the DCT benchmark (58h per simulation)
and the large number of its possible multi-level approximate configurations,
we haven’t performed an exhaustive design space exploration for this bench-
mark.

In Figures 6.6 and 6.7, the efficiency of applying multi-level approximation
for inexact accelerator design is evaluated by comparing it with existing
state-of-art single level techniques, i.e., logic approximation (approximate
full adders [61], approximate 4:2 compressors [63]), algorithmic approxima-
tion (perforation [99], truncation), and VOS, when applied in isolation. We
note that among these techniques, only the algorithmic approximation can
be applied directly on the circuit’s DFG without the need of our frame-
work. In Figure 6.6, for the matrix multiplication and sobel benchmarks,
we depict all the multi-level configurations as well as the single-level ones
that resulted from the exhaustive exploration and feature an error value of
5% < MRED < 10%. As shown, for both benchmarks, the multi-level ap-
proximate designs (coloured in grey) constitute far more efficient solutions
compared to the single-technique ones (coloured in black). In Figure 6.6,
for every error value it always exists a multi-level approximate design that
features at least 10% less power consumption compared to the most effi-
cient single-technique one. In Figure 6.6, similar to Figure 6.5, no voltage
islands constraint is considered. On the other hand, in Figure 6.7, different
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marks that exhibit error value (MRED) between 5% and 10%.
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Error Bound: 10%
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Figure 6.7: Comparison of METHADONE (with varying IC values) with state-
of-art single layer techniques for error bounds 5% and 10%. The pro-
posed solutions apply inexact techniques from every approximation
layer.

voltage island constraints are examined. For error bounds 5% and 10%, the
relative power (power of approximate/power of accurate) of the designs pro-
vided by METHADONE is compared against the single level approximation
techniques. In single level approximation, an exhaustive exploration is per-
formed in order to find the best single-level DFG configuration, i.e., satisfies
the error bound and delivers the highest power reduction. As shown, for
every benchmark and error bound, the solutions provided by the framework
outperform the single-level techniques even in the worst case, where only
one voltage island is permitted (IC=1). For example, for error bound 5%
and when no island constraint is applied, the designs produced by METHA-
DONE exhibit 61%, 40%, and 49% less power consumption compared to the
accurate design for the Sobel, matrix multiplication and DCT benchmarks,
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respectively. Compared to the most efficient single-level approximate tech-
nique the respective values are 24%, 9%, and 20% less power consumption.
When IC=1 the respective power gains slightly decrease, attaining the val-
ues of 60%, 39%, 48.5% and 22%, 8%, 19%. For error bound 10% and for no
IC contain, the proposed framework produces solutions with 71%, 57%, and
57% lower power consumption than the accurate design and 43%, 21%, and
30% less power consumption compared with the most efficient single-level
approximation. Finally, note that even for very small DFG graphs, e.g.,
graphs with only one node, the proposed METHADONE framework pro-
duces more efficient solutions, e.g., as shown in Figure 6.3 the Pareto front
of both the approximate adders as well as multipliers consists of multi-level
approximate configurations.

The Sobel filter, that mainly uses adders and subtractors, achieves higher
power reduction compared to the other two benchmarks. This is because ad-
dition attains higher power savings compared to multiplication when multi-
level approximation is applied, as presented in Figure 6.3. Finally, Sobel and
DCT that feature larger DFGs than matrix multiplication, exhibit higher
power reduction compared to the single-level approximation techniques. As
shown in Figure 6.3, multi-level approximation of arithmetic components
is more efficient than the single-level one and for the same error bounds
achieves higher power reduction. Therefore, the more arithmetic nodes in
a DFG, the more efficient solutions METHADONE can produce compared
to single-level approximation.

Finally, for the matrix multiplication benchmark, Table 6.1 presents an
example of the Vg values assigned from VIG (Algorithm 4) to every DFG
node. Compared with the exhaustive exploration for solving the voltage
islands grouping problem, the MSE value of P& used in VIG is 7.81x 1077,
Furthermore, for the specific benchmark and the error bounds, Algorithm
4 returned exactly the same solutions with the exhaustive exploration. For
error bound 10%, Algorithm 3 produced a solution with 4 different Vyq
values (in 5 nodes). Applying VIG with IC' 3 down to 1 increases the
power consumption by 0.2%, 1%, and 3%, respectively, compared to the
design with no voltage islands constraint. Similarly, for error bound 5%,
the initial solution comprises 3 voltage islands and when VIG is applied
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Table 6.1: V,; assigned from VIG to the Matrix Multiplication DFG.

Error Bound | IC | M1¢ | M2 | M3 | A1 | A2 | Power Overhead

no | 0.98 [ 0.98 | 0.98 | 0.92 | 0.94 -

59% 3 | 098 [0.98|0.98 | 0.92 | 0.94 0%

0.98 | 0.98 | 0.98 | 0.94 | 0.94 0.5%

1 0.98 | 0.98 | 0.98 | 0.98 | 0.98 2%
no | 0.97 [ 0.97 | 0.95 | 0.91 | 0.93 -

10% 3 | 097 [ 097|095 ] 0.93 | 0.93 0.2%

0.97 | 097 | 0.97 | 0.93 | 0.93 1%

1 0.97 | 097 | 0.97 | 0.97 | 0.97 3%

“M1-M3 are multipliers and A1-A2 adders. Power Overhead is reported with respect
to the configuration with no island constraint.

with IC' 2 and 1, the power consumption is increased by 0.5% and 2%,
respectively.

6.5 Conclusion

In this chapter we propose METHADONE, an approximate synthesis frame-
work that leverages the efficiency of multi-level approximation for producing
energy optimal hardware accelerators. The proposed framework takes into
consideration both error and voltage island constraints, exploits analytical
power and error models to distribute the error budget to the data flow graph
(DFG) nodes, and produces their approximate counterpart. METHADONE
extends the approximate framework HAM, presented in [41], to support also
multi-level approximate addition and subtraction besides the originally tar-
geted multiplication. However, and most importantly, this does not form
the main contribution of this chapter. Specifically, even though multi-level
approximation is proposed in [41] for a specific family arithmetic circuits, i.e.
multiplier, its possible benefits haven’t been yet explored in larger and more
complex hardware designs like accelerators. The application of multi-level
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approximation in the hardware accelerator design is not trivial and hasn’t
been comprehensively analyzed in the related literature. Although some-
one could make assumptions regarding the possible benefits of multi-level
approximate accelerators, the production of multi-level approximate accel-
erators that satisfy a given error bound has not been efficiently addressed.
The latter is verified by the limited research in multi-level approximate ac-
celerator synthesis (especially the lack of VOS application) and by the size
of the design space of multi-level approximate accelerator synthesis. We
further note that the design space size can explode according to the acceler-
ator’s DFG size, thus we strongly believe that the introduction of automated
exploration, optimization and synthesis techniques for efficient approximate
accelerator architectures are considered of great importance in the design
and approximate computing community. The main novelties and contri-
butions of this work can be summarized as follows: We apply for the first
time multi-level approximation in very fine granularity in complex hardware
accelerator synthesis and demonstrate its efficiency. Furthermore, we pro-
vide a synthesis framework (METHADONE) to support efficient multi-level
approximation in accelerator design, producing very fast (more than 589x)
close to optimal solutions (with respect to the exhaustive design space explo-
ration). Additionally, we propose an efficient solution to the Voltage Islands
Grouping problem originating from the VOS application in such a fine gran-
ularity. Finally, the proposed framework can seamlessly extend typical be-
havioral and/or RTL synthesis tools (it operates on the circuit’s DFG) and
automatically selects the optimal approximate configuration, relieving the
programmer of this burden. The optimality and efficiency of the proposed
framework is compared with respect to exhaustive design space exploration,
showing, also, that it outperforms single-level state-of-art approximate tech-
niques and proving the efficacy of multi-level approximation in the design
of approximate hardware accelerator circuits.
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Chapter 7
Conclusions

This chapter discusses the conclusions derived from this Ph.D. Thesis. It
also summarizes the novelties and presents the future extensions of the
dissertation.

7.1 Summary of Ph.D. Thesis

We are at the threshold of an explosion in new data, produced not only by
large, powerful scientific and commercial computers, but also by the billions
of low-power devices of internet connected devices. Energy efficiency is now
a first-class design constraint in the ICT domain and radical departures
from conventional approaches are needed to sustain and further improve
the performance and efficiency of the computing systems. Approximate
computing forms a radical paradigm shift in systems design and operation,
based on the idea that we are hindering computer systems’ efficiency by
demanding too much accuracy from them. Considering that a large num-
ber of application domains are inherently tolerant to imprecise calculations,
approximate computing appears as a promising solution to reduce their
power dissipation. This inherent error resilience of these applications allows
approximate calculations to be performed by relaxing the numerical exact-
ness of such applications, thus significantly reducing their energy profile.
However, resilient applications are not a license for computing systems to
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abandon predictability in favour of arbitrary errors. Approximate comput-
ing should be carefully applied, in a disciplined manner, delivering accuracy
guarantees. In this thesis, we focus on the design of hardware approximate
accelerators and our goal is to efficiently address some of the major problems
and limitations of the respective field:

e Limited research on energy efficient approximate multiplication cir-
cuits.

e Provide architecture/circuit independent approximation techniques.

e Maximize the energy savings of an approximate accelerator with re-
spect to satisfying the error constraints.

e The increased requirements for verifying functionality, as well as op-
erating within the error bounds greatly increase the design time cycle
of approximate hardware accelerators.

e Design automation of power-optimal approximate hardware accelera-
tors under error constraints.

In this thesis, motivated by these limitations and having as our main objec-
tive to provide automated solutions that enable efficient and straightforward
application of approximate computing in the design of imprecise hardware
accelerators; we presented a general approximation technique for generating
approximate multipliers, i.e., Partial Product Perforation, and four auto-
mated frameworks, i.e., VOSsim, Partial Product Perforation framework,
HAM, and METHADONE.

Hereafter, we present a brief summary of our work, the introduced nov-
elties and how through the proposed frameworks we addressed the afore-
mentioned problems. VOSsim operates over widely used, industry strength
tools and can seamlessly extend typical hardware design flows. VOSsim can
be used as an alternative to SPICE-level simulations, and by performing
voltage-aware simulations at gate-level, it delivers very fast (34x faster on
average) and accurate quantification of the power-error characteristics of
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voltage over-scaled approximate circuits. Applying logic and algorithmic
approximations leads to simpler circuits with fewer critical paths and de-
creased critical path delay, hence, applying also voltage over-scaling, can
further reduce the power consumption, at the cost of a small error increase,
as fewer paths are affected by this voltage decrease. However, the increased
complexity of performing a SPICE simulation and the high simulation time
it requires, restrict the voltage over-scaling application as an approximation
method. VOSsim enables the approximate computing research community
to incorporate voltage over-scaling in their works and exploit its synergetic
cooperation with approximation techniques from the logic and algorithmic
layers to produce more efficient approximate circuits. In order to address
the limited research activity on approximate multipliers we proposed Par-
tial Product Perforation and HAM. Partial Product Perforation is a general
approximation technique for generating imprecise multipliers and can be
applied with error guarantees to any multiplier architecture. Product Per-
foration is applied to any multiplication circuit in exactly the same way,
without depending on its architecture, and the imposed error depends only
on the perforation configuration. A significant advantage of this technique
is that the produced error is analyzed in a mathematically rigorous man-
ner, being predictable and bounded. However, although the output error
is independent of the multiplier architecture, the delivered power-area sav-
ings vary. For this reason, we proposed the Partial Product Perforation
framework that, given an error bound, extracts the power-area Pareto opti-
mal multiplier architecture-perforation configurations that satisfy this error
bound. Similar to the Partial Product Perforation, HAM is an automated
framework that generates approximate multipliers that satisfy user provided
error constraints and can be applied to any multiplier circuit. HAM aims
to maximize the power gains of the approximate hardware multipliers by
examining and applying multi-level approximation. HAM introduces the
Hybrid Approximate Multipliers that apply Partial Product Perforation at
the algorithmic level, approximate compressors at the logic level, and volt-
age over-scaling at the circuit level. HAM demonstrates that, for the same
error bounds, multi-level approximate multipliers are more power efficient
solutions compared to the single-level ones, demonstrating, thus, the effi-
ciency of multi-level approximation. Considering the vast number of differ-
ent multi-level approximate configurations, the design complexity of power
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optimal hybrid multipliers under error constraints increases significantly.
The HAM framework exploits power-error proxies and uses an heuristic algo-
rithm to produce close to optimal (compared to an exhaustive design space
exploration) hybrid multipliers, requiring only a small number of syntheses
and simulations. Following the impressive results of multi-level approxi-
mation for generating approximate multipliers (demonstrated in HAM), we
extended the proposed framework to also support the addition and subtrac-
tion operations and we produce a multi-level approximate arithmetic library.
The METHADONE synthesis framework uses this library and VOSsim to
enable the application of multi-level approximation in more complex cir-
cuits, i.e., hardware accelerators. METHADONE operates on the data flow
graph of the accelerator and thus, it can be applied to any accelerator circuit.
The proposed framework seamlessly extends typical behavioral and/or RTL
synthesis tools and given the behavioral specification of an accelerator, it
applies multi-level approximation in a very fine granularity. METHADODE
uses power-error proxies and trains an error propagation model in order to
distribute the overall error budget to the data flow graph arithmetic nodes.
Then, using the proposed approximate multi-level library, it assigns an ap-
proximate multi-level configuration to every node. METHADONE produces
close to power-optimal multi-level approximate accelerators, achieving more
than 589 speedup compared to the exhaustive design space exploration.
As shown, the multi-level accelerators produced by METHADONE out-
perform the state-of-the-art single-level ones, regarding both output error
as well as power consumption. Moreover, the METHADONE’s attained
speedup as well as the power gains of multi-level accelerators (compared to
the single-level ones) are expected to significantly increase as the size of the
data flow graph (i.e., the accelerator’s complexity) increases. Concluding,
all the proposed frameworks operate in an automated manner, extending
typical hardware design tools and/or flows, and require minimum user effort
for their application. Furthermore, in order to maximize the benefits of the
approximate computing application, we introduce and enable the applica-
tion of multi-level approximation in the design of approximate arithmetic
circuits and accelerators. Additionally, all the proposed design frameworks
are compared against the respective exhaustive design space exploration to
demonstrate their efficacy and it is shown that they produce, very fast, close
to Pareto optimal solutions. Finally, all the approximate designs produced
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by the proposed frameworks are extensively evaluated against related state-
of-the-art works demonstrating, their efficiency in terms of induced error as
well as power reduction.

7.2 Future Extensions

The increased benefits of approximate computing in energy efficient systems
design have attracted significant research interest in almost all the com-
puter science domains. Approximate computing research targets program-
ming languages, compilers, runtime systems, software applications, hard-
ware circuits/accelerators, and processor micro-architectures. In this the-
sis, through the proposed frameworks and especially METHADONE that
incorporates all the other ones, we have efficiently addressed the design
of energy-optimal approximate hardware accelerators that satisfy provided
error constraints. However, in order to exploit the full potential of approx-
imate computing and maximize its delivered energy reduction, a system-
level holistic approach is required. In order to address this problem, an
extension of this work would be to adopt and apply the methodology fol-
lowed in METHADONE at application level. Given a software application
and an error bound, distribute the error budget to the application’s data
flow graph nodes and apply state-of-the-art software approximations at the
nodes that are executed at software-level and use METHADONE to produce
the respective approximate accelerators of the hardware accelerated nodes.
Moreover, we propose to leverage the fact that, in approximate computing,
the imposed error highly depends on the input characteristics. Although,
some inputs distributions may tolerate higher degrees of approximation,
approximate computing is usually applied based on mean or worst—case
scenarios, limiting the potential energy saving and performance speedup.
In approximate computing research area, there is a significant lack of run-
time systems that apply dynamic and input-driven approximations. Such a
runtime system could exploit the ability of METHADONE to produce very
fast energy-optimal approximate accelerators that satisfy error bounds and
thus, produce hardware accelerators with varying error characteristics based
on the requirements of the input distribution.
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Figure 7.1: An abstract overview of the proposed extension of this thesis. Re-

search Project “A Framework for Input-Specific Multi-level Approxi-
mate Computing on Heterogeneous Platforms”, MIS: 5005377.

A holistic approach to address energy-optimal approximate application ex-
ecution under error guarantees is a framework that would extend the ME-
THADONE’s methodology and comprise the following components:

Extract the application Data Flow Graph (DFG).

Application profiling and software-hardware partitioning of the DFG
nodes.

Application error-power modeling and then error distribution to the
DFG nodes.

Generate varying software approximate knobs of the software nodes
based on the assigned error values.

Generate varying approximate accelerator kernels, using the proposed
METHADONE framework, of the hardware nodes based on the as-
signed error values.

A runtime system that based on the input distribution will select for
execution the appropriate software knobs and hardware kernels.
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An abstract overview of such a framework is presented in Figure 7.1. The
proposed extension of this thesis, as described in this section, has been
accepted for granting by the Operational Program “Human Resources De-
velopment, Education and Lifelong Learning” and is co-financed by the Eu-
ropean Union (European Social Fund) and Greek national funds under the
name “A Framework for Input-Specific Multi-level Approximate Computing
on Heterogeneous Platforms” and MIS: 5005377.
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Chapter 8

2 vvoTtttikn leprypopn Twv
[Mpotewdpevov MebodoloyLwv
oto. EAAnviIk

8.1 Ewooywrn

And ta yéoa g dexoetiac tou 2000 6ToV GTOUATNOE VoL LoYUEL 1) XAUULAXW-
on tou Dennard, 1 evepyeloxr anddoorn TwV UTOAOYICTIXWY CUCTAUATGY
anotéhece TEOTNS TEENG oyedlaoTixd meploplold.  AauPdvovtac emlong u-
6N 1o yapaxtnpioTixd mopdderypa tou Dark Silicon («oxotewd mupitioy)
Tou elofydnxe ota cUYYEove UTOAOYLO TS cuoThuata, ptlixéc alhayéc (o€
oyéon Ue Ti¢ mapadootoxés Texvixés mou axohovdolvtal orjucpa) elvar TAEOV
avoryxaleg yior var Slotnendel xou v BeATiwdel 1 anddoon TwV UTOAOYLO TIXGDY
cuoTnudTwy. T'a o Aéyo autd, 1 Blounyovixy) XoL €T TNUOVIXY| XOWVOTY-
Ta €xelL OTPAPEl OTN UERETY XAl YENOWOTOMOT) EVUAAIXTIXDV EYLTEXTOVIXWY
xaL TEY VXYV uTohoyiopoL. Hlpdogata, yeydho evdiagpépov eupavilet 1 épeuva
7oL BLEEAYETAL GTOV TOUEN TWV TEYVIXWY TOU TPOGEYYLO X0V unoloylouol. O
TPOCEYYLO TIXOS UTOAOYLOUOG Umopel Vo egapuoctel 1600 oto AoYLouxd 6co
X0l OTO LAXO, Xal YohopdvovTag Ty axpifela Tov utoloylouwy (oe amnode-
%18 oV eQopoY Thaiola), Teoo@épel eEaupeTXd anoteNéopata (LeYahdTERY
tou 30%) t600 oTNY EMTAYUVON GCO XaL OTNY PEIOT TNG XATAVEADONG TWY
EQPAUPUOY WV XL TWV XUXAWUATWY.
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Brief Description of the Proposed Frameworks in Greek

H épeuva mou exmovidnxe o auty| 0 SLaTELfr), EMXEVTIPOVETAUL OTT UEAETT Ko
oyedloN TEOCEY YO TIXMY EmToyLVTMY LAXoU (Approximate Hardware Ac-
celerators). Ta TEOCEYYIOTIXG XUXADUATO TPOGPEEOLY YOUNAOTEEY SUVOXY
OAAG XolL O TATIX XATAVIAWOT Loy D0C, UXEOTERT XUXAWUATIXY XduC TERNOT),
xadwg emlong xouw duvatoétnTa ouixpuvong. O mpooeyyioe, otn oyedloon
TPOCEYYLOTIXWDV XUXAOUATWY, UTOopOLY Vo eQupuocToly ot Telo aveldptnto
eninedo:

o Alyopiuixé eninedo: tpomonoinom tou ahyopiduou Tou uhomotel o emt-
T LVTHSC VA0,

o Aoywxd eninedo: tpomonoinon tou mivaxo ahR¥ELog TOU XUXADUTOS.

o Kuxhoyotixd eninedo: LTEEUAUIXWON TN TAONS XU LTEEXALUIXWON
NG oLYVOTNTUG Aettoupyiag

O undpyouceg pedodoroyieg oyedlUONE TEOCEYYIOTIXDV XUXAOUATWY EQAE-
uolouv xatd x0Oplo AoYO povo-eninedec mpooeYYIoTES TeXVIXES, Teptopilo-
VTAG €TOL ONUAVTIXG To T OVE EVERYELOXS OQENT) U0 TNV EQPUPUOYT| TOU TRO-
oeyylo ol unohoylouol. Emnpociétng, ol undpyouoeg uedodoroyieg epap-
uolouyv, w¢ eni 10 TAElOTOV, TEOCEYYIOTIXES TEYVIXESC ELDXEUUEVES YLoL TNV
EXQOTOTE EQUPUOYT Xou UE U1 auToUatoTolnuévo Teono. H oyedlaon mpooey-
VIO TIXWY XUXAOUATODY XL Ol EQUPUOYO-XEVTELXES peEV0BONOYIEC TOU oXONOU-
Yolvtan, duoyepaivouy axdua TeplocdTERO TO 101 eEopETIXE TOAOTAOXO €pYO
e oyedlaong Pnelaxdy cuoTNUATLY, WS 0 OYEBIC TG TEENEL VoL ENEY-
XEL TO00 TN Aettovpylo xan TN BEATICTOTOMOY TOU XUXADUATOS OGO XU TNV
THENOT TWV 0plwV ToL o@dipatog. Xe avtideon ye Tig undpyouoes pedodolo-
vieg oty emotnpove Bihoypagpia, n tpotewouevn uedodoroyio epapudlel
TOAD-eTNEDES, YEVIXEVUEVES, XOU AUTOUATOTIOLNUEVES TTPOCEYYIO TIXES TEYVIXEC.
O otoyoc authic Tne dlaTePrc elvon Vo UEYIO TOTIOLOEL APEVOS TU EVERYELOXS.
OQENT) TWV TPOCEYYLOTIXMY XUXAOUATWDY XU APETEQOU VAL TTROTEIVEL CUC TN
Txég Ledodoloyieg Yoo TNV EQUPUOYT TOU TEOGEYYLO TIXOU UTOAOYLOUOU, (OGTE
vo emitpédel Ty o&lonoinon oAl xou eyxodidpuoy| Tou oTov Topéa TN oyedia-
one Pnploxdv cuotnudtey. I'a va yeyiotonoioouue Ty andédoor Ty Teo-
OEYYLO XDV XUXAWUATOV UEAETAUE, TEOTEVOUUE, XAl XATAC TOUUE BUVITY TNV
EQUPUOYY) TONU-ETINEDMY TEOCEYYIOTIXWY TEYVIXOV YIoL TNV TOQUYwYT TOG0
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8.2

TPOGEYYLO TIXDV ORLIUNTIXWY XUXAOUATWY 000 Yo ETULTOYLUVTOV UALXoD. Me
TOV 6p0 TOAU-ETNEDES TPOCEY VIO TIXEG TEYVIXES OVUPEROUIAC TE OTNY EPUQUOYY
HLOC TEOCEY YO TG TEYVIXNC OE xde €va and Ta Tpla enineda oyedlocuol, on-
Aodn) To ohyoprduixd, To Aoyixd, xou To xuxhwuatixd. I vo avtipetwnicovue
NV aUENUEVT OYEDLC TIXT] BUGKOAOL TWV TREOGEYYLOTIXWY XUXAWUATWY, TOU
OUOYEQUUVETOL UXOUO TIEQLOCOTEPO GTOV YWEO TWV TOAU-ETUTEDWY TPOCEYYL-
O TV ETUTOYUVTWY UNXOU, TEOTEIVOUUE YEVIXEUUEVES X0 AUTOUXTOTOLNUEVES
uedodoloyiec yia T oyedloon xou clvieon autidv. To avwtépw emtuyydvo-
VTl Yoo amod To TECOoEPA auTopaTOTOMUEVA TAaloLa oyedlaong xar clvieong
ToU TEOTAUMXAY Xou LAoTOW UMMy xatd TNV exmovnon g dwteng: VOS-
sim, Partial Product Perforation, HAM, xoo METHADONE. Y¢ auté to
AEPANUO TOPOVCLACETAL ot CUVOTTIXY TEQLYRUPT] TNG XAVE TEOTEWVOUEVNC UE-
Yodoloylag, Tou mpolAAuaTog Tou xaheltar va avtigetwrioer xooe eniong,
XL TOL ATMOTEAECUATA NS EXTEVOUC TELRUUATIXAS aElOAGYNONS Tou SLelriyin
v x&0e €va amd To TPOTEWOUEVA AUTd ThadoLo.

8.2 MAaioto VOSsim

H evénza avtrj Baoiletar otn dnpooiecvon pag [88] oto mepodiké Trans. on
VLSI 2018.

H vrepxhpdnwon e tdone (Voltage Over-Scaling | VOS) eivon wiot yevixo
OXOTIOV XUXAWUATLIXOU EMTEDOU TPOCEYYLO TIXT) TEYVIXT| XOU UTOREL VoL EQPOpUO-
otel oe xde xOxhopo. H urnepxhpdnwon e tdone (epedhic Vo avopépeto
wc VOS) egapudletar ywpelc vo tponotomdel to xOxhwyud, dTnedvtog Thy
ouyvoTnTa Aettovpyiog otadept] XaL HEWWVOVTAC TNV TAoN X4Tw an’ TNV ovo-
pao T TS Tr. Mewdvovtag tny Tr Tne Tdone eEmTUY YAvEToL YUUNAOTERT
AATAVIAWOT) oY VOC OAAG TO XOXAWUO YIVETOL THO opYO Xou €TOL TOEAYOVTOL
A&0n oty €€060 AOYW® TWV UOVOTATIOY TOU XUXAOUTOS Tou TopofLldlouy
g ypovég amoutioeic. A&ilel va onuewwdel 6Tt to VOS emdeviel pa ou-
VERYATIXY OYECT UE TIC MPOCEYYIOTXES TEYVIXEC TV GAAWY emmédwy. Ot
npooeyyloelg ahyoptduxol xat Aoyixod emmédou YeLdVouY TNy xaducTéenon
TOU %p(OLWOU HOVOTIATION TOU XUXAOUATOS Xadd¢ emiong xat Tov aptiud Twv
xplowwwy yovoratidyyv. 2¢ ex to0tou, epapuolovtog emmhéov autedy xou VOS,
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UTOPOVUE VO UELCOVUE TEQOUTERE TNV XATAUVAAWGT Loy VO ALEAVOVTAC EAYL-
OTOL TO TOROYOUEVO QAU XIS AYOTEPA HOoVOTdTIaL ENNEEGLOVTAL OO TNV
uelwon tne tdone (oe oyéon e to oxpBéc xOxhwyua). o napdderypo epap-
uolovtag VOS oe évay o1 mpooeyylotixd adpolotr) 16-bit umopel va yeidoet
™Y xatavdhwon woyvoc xatd 15% audvovtag to moapayOUEVO o@dhua xaTd

wokic 0.1% [115].

Molovétt to VOS elvon plor and TiG O ANOTEAECUATIXES TEOCEYYIOTIXEG TE-
YYES OTNV HElWOY TNC XATAVAAWOTE LoYV0G EVOC XUXADUATOS, 1) EQUOUOYT
Tou VOS otov npoceyyioTixd unoloyiopd etvor mohl meploplopévn. O Aoyog
mou cupPaivel auTé aPopd wS el Tw TAEloTOV TNV TOAD auEnuévn Suoxohio
VO TROGOLOPLO TOLY ol Vo TocoTixoTol oLy Tor Addr Tou TapdyovTal and Tny
e@apuoyy) Tou VOS. H uovn dwndéowun Adon mou undpyel ofuepa yiar var Ue-
TEOOUUE TNV XATAVIAWOT] X0l TO GQIAUN TWV XUXAWUITWY OTo OTolo €EL
epapuooctel VOS, elvan va extedéooupe mpooopowwoec SPICE. ‘Oupwg, 7 e-
xtéheon SPICE npocopoudoewy elvor €vor Tohd mohdmAoxo xou mohd ypeovo-
Bopo €pyo mou meplopilel xou SUoYERUIVEL GNUAVTIXE TNV EQUPUOYT| X AELOTO-
{nom ou VOS 10V 6YEBLAOUS TEOGEY VIO TIXWY XUXAWUATWY.

To mpotewdpevo mhatolo VOSsim avtipetonilel autd ta HeloVEXTHUATE xord-
OTOVTOS SUVITH TNV EXTENEDT] TPOCOUOLOOEWY o€ ENinedo TUAMY (gate-level)
mou Aopfdvouy unodw v tdon. H extéheon npocopoidoeny oe eninedo nu-
AV elvar TOAD o ypryoen xat TOAU mo e0xoAn and TN dielaywyr SPICE
TEocOopOoLWoEwY. Molatadta o uTdEyovTa EpYaheia TYEBLUCUOV HUXAWULTLY
OlémovTtal amd XJMOLOUG TEELOPLOUONE oL OeV emTEEmouy TNy anculeiag e-
XTENECT] TPOCOUOIWOEWY OE NINEDO TUAGY TOL Aofdvouv UTOYY TNV Tdom.
Ot xupLotepol Teploplopol ebvan 6Tt €€ oplopol 1 Yelwon tng Tdong TeEmel Vo
e@apuoo Tel PETA TN oUVUEST] TOU XUXAOUATOS xou ETlong Wialtepn uetayelplon
yeerdlovtan ot mapoBdoel ypoviopol twy xatoywentodv (Flip-flop timing vio-
lations). ‘Otov pewdhveton 1 tdon Aettoupyiog tor xuxhdpata yivovtal o apyd
x €101, %xoTd TN Oudpxelor Tng mpooouoiwong, Ya cuufolv Flip-flop timing
violations. ‘Opwc oL mpocopontéc ot eninedo TUAGY (m.y. Questasim) €&’
oplopol Bev dloyelpllovTal TETOLES TEPLTTMOELS XU AVT oUTOD TUTVOLY Vol
uivupe Addog xon VETouv TNV T TOU CHUUTOS GE Wial AY VWO TN XUTAC TAUOT
“x”. Auth n dyveotn xatdotaon Sladidetal oe GAOUC TOU UTOAOLTOUS UTOAO-
YiopoUS xou €YEL WG amoTEAEGUA Vo Uny elvan duvatd va utohoylotel 1) €€0dog
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8.2 VOSsim

Vinin »Vmax llcchm\h\g\ library
= circuit hdl description

technology libraries characterized at (V)

Library Voltage
Re-characterization

border (Vmin, Vmax) voltage values (.db) clock period

(SiliconSmart &
Library Compiler)

il Circuit Synthesis Voltage

oltage DS 2
T i gate level netlist (Design Compiler) ai
3 (v)
Flip Flop VOS model
Characterization COOIpIIE) i testbench
)

(Spectre)

Calculate Power
under VOS
(PrimeTime)

VOS aware
gate-level simulation
(Questasim)

Calculate cell delays
under VOS
(Prime Time)

switching
activity file
(.ved)

standard delay
format

flip flop spice netlist

(.sdf)

(.spi)

Online part
Offline part (runs synthesis once per design VOS Simulation Power
(runs only once per technology library) and the other components for every voltage value) output Consumption

Yxhua 8.1: To mpotewdpevo miaioto VOSsim. Me xdxxwvo ypwuo @oalvovton ol
eloodol Tou mhausiou.

O 1) XATAUVAIAWOTNG Loy D0 TOU XUXAWUATOG.

To npotewodpevo mhaiolo VOSsim avtinopépyetar autoldc ToUS TEPLOPLOHOUS
XenouLomodvTog 600 povtéha udniol eminédou. To medto elvar To Synopsys
CCS povtéro [94] mou yenoyloToleiton Yo Vor Yapax TneloeL T0 XOXAWUOL OF LaL
emduunth Ty tdong. To dedtepo elvon to mpotewvouevo Flip-flop povtého
T0 omolo YENOWOTOLETAL YLl VO AVTIXATAOTHOEL TIC QYVWOTES XATAOTACELS
“x” mou mapdyovtar xatd tny mpocopoiwoy. To Flip-flop povtéro eivan €vog
ivaxog avalAtnone mou déyeton cav eloodo: 1) tnv T e Tdong, ii) Tov
tono tou Flip-flop, iii) tn oyetn ypovixn otiypn we mpog v Yetinn oxun
TOU POAOYLOU ToU cLVERN N TaEdPoon, xau iv) T petdBaon 0 oe 1 ¥ 1 oe 0 xou
EMOTEEPEL Uiat XU TIAANAT Buodxr Ty 0 1 1 yior Vo avTiXaTao THOEL TNV TN
“x7. T va mapayvel to Flip-flop yovtéro, exterodue SPICE npocopouwnoeig
yia x&e tono Flip-flop otn Bihiodrinn xou yia xdde e&etalouevn Ty tdong.

Y10 Eyfpa 8.1 anewxovileton to mpotewouevo mhaioto VOSsim. To VOSsim
xwelleton oe dVo uéen. To mpdto exteelton povo pla popd yio xde PiBAio-
Opn xow ebvon LTEDYUVO YAl VoL TPOETOWBGEL TOL LOVTEAN TIOU YEYNOLLOTOLEL
7o VOSsim. To 8eltepo pépog elvon autd mou emiteAel TNV TEOGOUOIWST) %ol
extelelton Yoo xdde wOxhwyo xou T tdonc. Ev cuvtoplo to dedtepo pépog
oLVUETEL TOo AOxhwpa oTNY eTLUNTY CUYVOTNTA AELTOVEYlOC XoL GTNY Ou-
VEyELo ETLTENEL avdALOT YpoViopol Tou cuvieuévou xuxhouatoc (Static Tim-
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0.10 MAC-CustomSim —%— 1-D DCT-CustomSim
=— MAC-VOSsim —&— 1-D DCT-VOSsim

—A— Matrix Multiplication-CustomSim

—w— Matrix Multiplication-VOSsim

Power Reduction (%)

Eyhpo 8.2: H xoundhn o@IAUatoc-Xxatovdhwons 1oy 0og TwV XUXAWUATOY UTER-
YAPoXoVUEYNS Tdomg 6mwe maprydnooay and to VOSsim xa 1o Cus-
tomSim.

ing Analysis) yenowonowvtac to poviého CCS xau Zavo-yoapoxtneilet tny
xaUC TEENON TWV XENDY TOU XUXAGUATOC 0Ty emduunty tdor. Encita emi-
tehel mpooouoiwor oe eNiNEdO TUAGY YETOULOTOWVTIC TIC VEEC XAIUC TERHOELS
xan og xdie xOxho eréyyet v Flip-flop timing violations. ¥e neplntworn nou
wo TapdPBaon ouufel yenowomnolel to poviého Flip-flop xan avtixodiotd tny
Gyvwotn T “x” pe auth Tou emoTeéPel To Yoviérlo. Metd and adto ToO
oTddLo €xel mapay Vel 1 €é€0d0¢ Tou xUXAGUATOE 0Ty emduunTy tdor. Télog,
extelel pla avdhuom woybog tou cuvdeuévou xuxhduotos (Power Analysis)
xenoylomoidvtog to wovtého CCS xou Eava-yapaxtnellel TNy XaTavdAmoT Twy
XENLDV TOU XUXAOUATOC oTNY emuunTy Tdom.

Awohoynooue to mhaloo VOSsim ypnowonoudvtog telo XxUxAOUata ooy orn-
uelor avapopdc tor omola yapaxtnellovton and adZov oprtud teaviicTop xou
Flip-flop. Ta xUxA®UAToL TOU YENCWOTOWOAUUE GTNY AvVAALCY| pag elvol To
MAC, Hohhamhaotaopog véxwy, xoa 1-D DCT. Ta xuxhdpota autd elvou
YOLOXTNELO TLXA TAPOBELY AT TPOGEYYLO TIXOU UTOAOYLGHOU Ol Y PTOULOTIOLOV-
VT EUREWS OTNY 0ELOAGYNON TROCEYYIO TV TeyVixwy. Katd tnv avdiuvon
tou VOSsim peletroope 1660 Ny axpifeid tou atov utohoyiowd tng e£680u
O TNG HATAVIAWONG LOYVOC XUXAWUATWY UE UTERXALLOXOVUEVT) TAOT) OGO %ol
TNV EMUTAY VYO TOL YEOVOU TPOCGOUOIWOTE oL ETLTUY YAVEL. Tlot Tov Adyo auTod
T0 ouyxplvouye pe ta anoteréopata Tou Yeryopou SPICE npocopowwtr Cus-
tomSim. ¥to Xyruo 8.2 ancixoviCetar, yio Oheg Tig e&etaldueves epapuoyec,
N XOUTOAT] CPAAUATOG-XATAVIAWONG LoYVOC TWV XUXAWUATWY UTERXALLAXOVUE-
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8.2 VOSsim

100 4
99 -
98 -
97 -
96 -
95 -
94 , : . . , . . . .

T
2 4 6 8 10 12 14 16 18 20
Voltage decrease (%)

Output Accuracy (%)

—@— MAC —A— Matrix Multiplication—%— 1-D DCT

()

100
99 4
98 4
97 4
96
95 4
94 T T T T T T T T T

T
2 4 6 8 10 12 14 16 18 20
Voltage decrease (%)

Power Accuracy (%)

—@— MAC —A— Matrix Multiplicatior—%— 1-D DCT
®)
EyxApa 8.3: H axpifeia tou VOSsim oto va utohoyilel o) tnv €080 xou ') tnv xa-
TAVIAWOT] XUXAWUATWDY UTEEUAUUXOVUEVNC TAOTS OE CUYXQLOT UE TNV

extéleon vPniic oxplBelac SPICE npocopoiwoewy ye to CustomSim
(level 6).

VN¢ Tdomne omwe mapydnoay and to VOSsim xa to CustomSim. Avtictouya,
oto Uyfua 8.3 ancixoviCetar 1 axplBeia Tou VOSsim oto va unohoy(let tny
€000 o XATAVIAWOT toYVOC TWV XUXAOUATODY UTERXALUAXOVUEVNG TAoNC.
‘Onwe BAémouye 1 xoumdAN mou mapdyel To VOSsim elvon ToAD xovtd o auth
mou Tapdyet o CustomSim Selyvovtag Ty xavotnta Tou VOSsim v umo-
hoy(lel pe peydhn axplBelar T YopoXTNELOTIXG CPANLITOS XU XUTAVIAWONG
TV XLXABUATOVY UTepxaxoluevne tdone. Iho ouyxexpwévo (Eyhua 8.3)
0 VOSsim vnohoyilel to o@dhua pe axpiBeta tepinou 99% xon Ty xotavéhe-
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50

40 -

30 A

20 A

10 -

MAC Matrix Multiplication 1D-DCT

Slowdown w.r.t non VOS gate-level simulation
BB Speedup w.r.t CustomSim - level 3 ¢ Speedup w.r.t CustomSim - level 5
EE Speedup w.r.t CustomSim - level 4 BB Speedup w.r.t CustomSim - level 6

Yxhua 8.4: H emtdyvvon tou xpdvou Tpocouolwons Tou EmTuYydveTon ond 1o
VOSsim og obyxpon pe to CustomSim. Eniong, yioa Adyouc mhn-
péNTae, anewovileton xou 1 emBpdduvon oe oYEoT YE TIC TPOGOUOL-
ooew e 1o Questasim mou dev unocTNEIlouy GUWE UTEEXAUIXWGT)
e tdone (gate-level non-VOS simulations).

on woyvoc pe axplPeia 98%. Téhoc aiohoyhoope TNV ETLTEYLVOT) TOL YPOHVOL
Tpocouolwong mou emtuyydvel To VOSsim oe oyéon ye tny extéleon uPnirg
axp{Belag SPICE npocopoiwoewy pe to CustomSim. ‘Onwe anewxoviletar 6o
Yyfua 8.4 n mpocopolwon pe to VOSsim elvon 35 gopéc yenyopdtepr, xatd
wéoo 6po, oe oyéon ye o CustomSim. H emrtdyvvon auth xuyalveton amd
17x vy 0 moAs uixpd MAC xbxhwpo uéyer 45X yio T0 Alyo ueyoldTtepo
1-D DCT xon avopéveton vo elvon TOAD UeYaADTERT OGO 1) TOAUTAOXOTNTA TOU
HUUAOUATOS AUEAVEL.
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8.3

8.3 MA\aiowo Partial Product Perforation

H evérnra avtn Paoiletar otn dnpooicvon pag [99] oo nepodixé Trans. on

VLSI 2016.

Or adpototég xou TOAAATAAGLOG TEC AMOTENOLY TIC BooIXEG HOVAOES TV EMLTA-
XLUVTOV LALXoU xau xadopilouy entl To TAElGTOV TNV XATAVIAWDGT) XOU TNV XUXAG-
woter} Toug xaduo tépnon. MohovoTl undpyel exTEVC €pEUVA GE TROCEYYLOTI-
%x00¢ adpoloTég, N avTlOTOLY T €PELVA OE TPOCEYYLOTIXOUEC TOANATAACLUGC TEC
elvon TOAD Teploplopévn), xotd Bdon Aoyw TG aUENUEVNS XUXAWUATIXAS TO-
AumhoxotnTag Tou Tohamhactac . Evae moAamiaclac ¢ anotehelton amd
Tplo oTddL TV TopAY WYY TV YEpXOY Yivopévwy (partial product gener-
ation), tn cucohpevoN TWV PERXMOY Yvouévwy (partial product accumula-
tion), xou v tehxn ddpoton (final addition). O undpyoucec npooey Yo TnéS
TEYVIXES EQdppolay TPOCEYYIOES OTO GTABLO TNG CUCCWEEVONS TWV UEPLXWY
YVOUEVLY XAl XAUTE TAELOVOTNTA HTUV JOENXTA CUVOESEUEVES UE TNV OPYLTEXTO-
vixt) Tou ToAlamhactac Ty Tov onolo egétalay. Enlong, dheg autéc ol teyvinég
xeetdlovTay ypovoPopes GUVIEGELS XAl TEOCOUOLOOELS (OTE VoL YoRuX TNElcouY
OTATIOTIXE TO CQIAUN TOU TEOGEYYLOTIXOU TOMAATAACLICTY. XE oUTH TNV
evotnta mogouctdlovue Ty teywixy Partial Product Perforation. Me tnyv
teyvixt) Partial Product Perforation mpoteivape xou e@apudocoue yior mptn
(popd TPOGCEYYIOES 0TO OTABL0 NG TAPAYWYNS TWV UePX®Y Yvouévwy. To
Partial Product Perforation efvor piar odyoptduiny) mpooeyyio Tiny| Tevixn xo-
V¢ tponomolel Tov ahy6pLluo Tou TOAATAACLACUO) TUPUAEITOVTAC TNV MO
YY) 0pLOUEVOL 0ELIOU CUVEYOUEVLV UERIXMDY YIVOUEVKY. §2¢ ATOTEAECUA TO
Partial Product Perforation ynopel va egapuoctel oe xdlde nolhaniociacth
aveEdpotnta amd Ty apyttextovixy|. Emnpoc¥étwe, to opdhua mou mopdyeTto
NoYw tne egopuoync Tou Partial Product Perforation unopel vo yopoxtnpet-
otel auotned padnuotixd. o mapddetypa, eved o axelB3hic ToANamAACIAoUOS
olvetan and v oyéon:
n—1
Ax B=>Y Ab2', b; €{0,1}. (8.1)

1=0

otav eqopuolouvpe Partial Product Perforation pe petaffintéc j xou k to
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ywouevo A X B diveton amo:

n—1
AX Bl = > Ab2, b €{0,1}. (8.2)
i=0,
i¢[5,5+k)
‘Onou j elvon T0 TpWTo Uepxd Ywvopevo mou Yo amakeldoupe xou k elvon to

TARUOC TWY PEPIXMV YWVOUEVWY ToU Oev mopdyovTol. To amdluto o@diua,
howndv, tou Partial Product Perforation .ooltou pe:

ED(A,B) = |P — P/|

n—1 n—1
=AY b2 —A > b2
i=0 i=0

igljj+h) (8.3)
jHk—=1
=AY 2
i=j
= A2ij,
6mou zp € [0,2%) xou
k—1 ) ]
zp =Y 2'bj; = |B/27| mod 2~ (8.4)
=0

’ 7 7 7 7 /4 4
Eoctw howndv 61t A xouw B axohovdolv TNV opolouop®n xatovouy), To u€co
amOhUTO GPIAUa Blvetan omo:

27227 (2k — 1)(2" — 1)

MED =
22n4
ok (8.5)
228 -1)(2" -1)
= 1 .
%0l TO HECO OYETUO CPIAUAL and:
2"~ zp2 zp2!
MRED = - =Y : (8.6)
2
2" B v 2'B

‘Onwe palvetan oTic aveTépw eELIOMOELS, TO oAU antd TNV e@apuoyn Tou Par-
tial Product Perforation e€optdton amoxheio tixd xou udvo and tic yetoBAntég
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Tree
Architectt&» Partial Product "
SPP/ Perforated -~ ]
MBE ™ Multiplier Generator k
Approximate
Multiplier
Y Netlist
Design Compiler & SDF Modelsim
(Synthesis) (Gate Simulation)
SPP/MBE b1 Simulation
l l lj ln Delay Area Activity File
Y \ 4
. Prime Time
Error Analysis (Power Calculation)
NMED A\ A\
MRED Pareto Power
| Analysis |

l Pareto Front
Gk tree)

Yxhua 8.5: To mhaioo Partial Product Perforation.

J xou k. ‘Evoag tétolog andhuTtog Lordnuotinos YopaxTnelolog EMTEETEL EX TWV
TEOTERWY YVWOT TOL o@dhuatog Tng Teyvixc tou Partial Product Perfora-
tion oAA& xau emAoyh e BéATIoTNG dapdppwone (configuration) tou Partial
Product Perforation 6edouévng tne xatavourc elo6dou.

Molovott 1o o@dipa mou TpoxUNTEL and TNy epopuoyr tou Partial Product
Perforation e€aptdton uévo and tic yetoBAntég j xou k, tor moporydUevVo xEpdT
(xatavdhwon, xaduotépnon, ywewxr tokuthoxdtnta) euptdvTon and TV op-
YLTEXTOVIXT] TOL ToAAamAactao . T Tov Adyo autd mpotelvouue to mAaioto
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14
13 —A— NMED=10"* array[0,7.s]
’ —%— NMED=5 x10°4 compressor4:2[0,2,m]

12 —— —10-3
= NMED=10 Dadda[0,2,m]
g 1.1
g compressor4:2[0,3,m] Dadda4:2[0,2,m]
z 1.0 1
~ Dadda4:2[0,3 :

09 - array[0,4,m] adda4:2[0,3,m] counter7:3[0,3,m]

08 - | Dadda4:2[0,4,m]

counter7:3[0,4,m]
0.7 T T T T
1600 1800 2. 2000 2200

Area (um”)

Yxhua 8.6: To Pareto pétwno yio SLd(popec TWWES XOVOVIXOTONUEVOU ATOAUTOU
oxetol opdipotoc NMED. Ytov d€ova y omewoviletar 1 xoto-
véwon oyboc xou oTov dEova X 1) Ywetxh Tolumhoxotnta.  Almha
oe xdde Pareto onuelo avoypdpetan 0 cUVBLUCUOSC UPYITEXTOVIXAC
ToAATAAGLAGTA-Blopopprang g teyvixng Partial Product Perfora-
tion.

Partial Product Perforation nou dedouyévou evog oplou opdhuatog tapdyet To
BélTioTo cuvdLaous Bladppwone tou Partial Product Perforation - opyute-
xtovixiic TolhamAaotoc . To mpotevduevo mhaioto anewovileton 6to Lyrjuo
8.5 xou ev ouvtopia Aettovpyel we e€ng: Emidel Tic e€loddoelg opdhuatog Tou
Partial Product Perforation xau unoloyilel toug cuvduaouol Twv UETABAN-
TGV J xou k oL IXavoTolovy To 6plo CPIAUATOS. 2TT) CUVEYELXL, BOCUEVNE UL
BBAoUAXNC AEYLTEXTOVIXWY TOMATAACLIAC TGV, CUVUETEL X0l TEOCOUOUDVEL
TOUC CLVBUAOUOUC TIOU UTOAOYIGTNXAY TEONYOUPEVKS, YLOL VO UETEHOEL TNV
AATAVEAWOT), TNV xDUGTEENON), X TNV YweixT| Toug Tohuthoxotnta. Télog,
emitehel wia Pareto avdluon v va utoloyloel to avtictoryo Pareto pétwmno.
INo mopdderypo, oto Xyfuo 8.6 gaivovton tor Pareto yétwno mou moprydn-
cav and to mialowo Partial Product Perforation yia tpla dlagpopetind dpo
opdlpatog. ‘Onwe golvetan oto Lyhua 8.6, avdloyo Ue T0 6pl0 GQIAUATOG
olapopeTixol molhamhaciaotég Ye Sapopetixy| Partial Product Perforation
dlaoppwon epgaviCovton oe xdde Pareto yétwno.

Awohoynooue mewpopatixd tny teyvixy Partial Product Perforation yenouuo-
nowdvtag évayv 16-bit DAdda 4:2 molamhaotaoth (Zymua 8.7) xou tnv ou-
yxpivope pe i) Tov 0pd6d nolhanhaciao Ty, ii) pe d0o uTdpyOUoES TROCEYYL-
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Eyhpa 8.7: Liyxplon tng teyvixric Partial Product Perforation ye ACM1, ACM2
[63], TR10, TR16 [56] xou VOS [57]
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Yxhua 8.8: Egapuoyy tne teyviniic Partial Product Perforation oe »xhipoxolue-
vou peyédoug todamhaoctaotéc. o) H pelwon tne xatavdhwone -
oyvog xan empdvela Yoo o@dhua NMED < 10’4, xon ) ot Tiéc
opdhpotoc NMED xow MRED vy 50% peiowon tne xatavéAwong.

OTXEC TEYVIXEC TIOL £QapUOloUV TPOCEYYIOEC 0TO GTABO TNC CUCCWEEVCTG
TWV UEPIXMV YWVOPEVWV: TNV TeEXVIXY Tne amoxoric [56] (truncation) xou tnv
TEY VXY TOV TROCEYYIo XMV 4:2 cupriectdy [63] (approximate 4:2 compres-
sors), xou iii) ye v undpyovoa xuxhwpatxf TpooeyyloTtxh texvix VOS.
Eniong, yehethioope tnv enextaoydtnto (Lyhuo 8.8) ahhd xou dlatnenotddtn-
o (Eyfua 8.9) tne mpotewdpevne TEXVIXAC. Luyxpitixd e tov 0pdd TOA-
Aamhootoo T 1 tex vy Partial Product Perforation emtuyydver 50% pelwon
e xatavdhwong toylog xou 40% peinon e ywehc ETQAEVELXS YLot HONG
1% ypeoo oyetxd opdipo (M RED < 1%). ‘Onwe goiveton oto Lyhuo 8.7,
o€ oUYXELOTN PE TIC UTdpyouoes teyVixég truncation xou VOS, 1 mpotewvoue-
vn teyvix) Partial Product Perforation emtuyydvel (dieq Tipée xotavihe-
ong oyLog xaL EMPAVELNS AN TO TopayOUEVO o@dipa Tou (NMED xou
MRED) eivan té&eic peyédoug uxpdtepo and autd twv truncation xou VOS.
Ye obyxplon e tnv undpyouca teyvix) ACM [63], o Partial Product Perfo-
ration efvon Ay6tepo amodotind yiot TOAD WxEES TWES OQIAUATOS, OAAd uéco
oyewxd opdhuya (MRED = 1%) emtuyydver 30% younhotepn xatovdhmon.
3TN oLVEYELD, UEAETHOOUE TNV EMEXTACLUOTNTA TNS TPOTEWOUEVNS TEYVIXNC
Partial Product Perforation eZetdlovtag tnv e@apuoyy| g oc SLopopeTixol
ueyédouc mtoAamiacloctéc. ‘Onwe gaivetar oto Xyfua 8.8 1 teyvixy| Partial
Product Perforation efvon enextdoun xodode o) yio otodepy| Tiur opdipotos
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SxApo 8.9: Xiyxplon 16-bit tpoceyYIoTIXGOY TOAMATAACLAG TGV TOV, OTWS XKoL TO
Partial Product Perforation, eqopuélouv npoceyyiceic 610 6tddio
TOPUYWYNS TV UEPIXMY YIVOUEVKDV xat/f oTov alydplduo Tou Toh-
hamhaotaopob. Ilodamhactactée pe Blo ypwua epopudlouvy v Bia
TEYVIXY HE BLapopeTiny| Bladppman).

600 auZdveton To PEYEVOC TOU TOANATANGLAO TH AUEGVOUY Yol TOL TPy OUEVOL
x€pdn (uelwon xotavdhwong xu emupdvelas) xou B) yio otadept| uelwon xarta-
VEAwoNg 660 augdvetar To péyedog ToL TOANATAACLAC T UELDVETOL 1) TYLH| TOU
o@dhpatoc (NMED xow MRED). Téhoc, ouyxpivaye tny teyvixy, Partial
Product Perforation ye mpooeyyloTixéc Te)Vixég TOU BNUOCIELTNXAY UETH TO
Partial Product Perforation [66, 74,75, 100] xou enione eqopudélouv mpooey-
yioewc 010 0TABI0 TNG TAPAYWYAS TWV UEPIXWY YIVOUEVWY H/XaL TPOTOTOL00Y
Tov alyoprdpo tou moAlamhactacpol. ‘Onwe gaivetar oto Xyrua 8.9 dhol oL
TpooeYYLo TIXol ToAaTAacLAo TEC TTOL aviixouy oTo Pareto pétwno elvan tpdot-
va xou pumhe onuelo. To mpdowa onueio egapuolouvy tnv npotewvouevr Partial
Product Perforation teyvuxr xou ta umie onuela ebvar oo RAD noAlomhacia-
otéc mou mpoteivape oto [100]. Luvende, 1o Lyfua 8.9 deiyvel tnv amodo-
TdTNTA oA xou datnenowdtnto tou Partial Product Perforation oyetxd
UE TN OMuloupyiol EVERYELOXA ATOBOTIXWY TEOCEYYIC TIXWY TOAAATAACIAC TOV.
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Brief Description of the Proposed Frameworks in Greek

8.4 Mhaiowo Hybrid Approximate Multipliers (HAM)

H evétnra averj Baoiletar otn dnpooievon pag [41] oto ovvédpio ISLPED.

‘Onwe eldope oty netpopatiey a&lohdynon tne teyvixic Partial Product Per-
foration, otov oyedlaoud TEOGEYYIOTIXDOV TOAATAACLUC TV UTOPOVUUE VAL -
papubéoouye o) Partial Product Perforation oto olyoptduxd eninedo, B) va
Yenotonotiooupe tou mpooeyyloTuxols 4:2 cuvumeotés (4:2 compressors)
[63] ot0 hoyixd eninedo, xou v) v epopudéooupe VOS 610 xuxhwpotixd enine-
00. Ou teyvixéc auTtég e@apuolovion O BLIPORETIXA TEOCEYYLOTIXA eNinEDdN
xan potdlouv vo elvar «opdoyWVIECY 0ANS o VoL UTOPOUY VoL EQUPUOG TOVUY GU-
vepyatxd. Molatadto, oL Uy OUGES TEOCEY YO TIXEC TEYVIXES EQapuolouy
xotd x0plo Aoyo mpooeyyioelc og €va TPOCEYYIOTIXO ETINEBO 0ONYWVTUG OF
TEpLopIoUEVT Yelwon Tne xatavdiwaong woyvog. Me atdyo va au&hooupe Ty
EVEQYELAXT| AMOB00T) TOU TROCEYYLOTIX0) UTOAOYIoHOU e€eTdlOUE TNV EQap-
HOYY| TROCEYYIOTIXWVY TEYVIXWYV ot xdde eminedo xou mpotelvouue Toug LPEL-
dixolg mpooeyyloTixoie toamhactactéc (Hybrid Approximate Multipliers
or HAM). 'Onwe anewovileton evdeixtxd oto Lyfuo 8.10, dedouévou evog
opYol moAhamhactac Ty, epoapuolovpe Partial Product Perforation oto oh-
yopuuixd eninedo. 110 0€VTPO TOL TEOXVTTEL, AvTXAICTOVUE Toug 0pYolg
4:2 compressors 1; d0o cuveyoduevoug tAfpelc adpototéc (full adders) pe Toug
npooeyyloTixolg 4:2 compressors. Télog, oTo MPOXUTTOV XUXAWUA ATO -
16 10 0TddL0, epapudlovpe VOS cav mpoceyYLoTiXr TEYVIXY OTO XUAOUOTIXG
eninedo.

To meéBinua mou xahobuacte va Abcoupe elvon v Bpolue to BEATIOTO GLV-
duooud avaopixd Ye TN dladppworn tou Partial Product Perforation, to
TARYoc TV oTNA®Y Tou Vo YENOLLOTOCOUUE TOUC TEOCEYYLoTIX0oUG 4:2
COMPressors, xol TNV T e Uelwone tdong. Autd to mpdfBinua Belti-
otornoinone pnopel vo yovtehonomdel we e€hic: Bpeg tov cuvbuooud x o
omolog EAXYLOTOTOIEL TNV XATAVIAWOT] oY V0G o G€BeTon TO Oplo GPAAUA-
ToC.

Igéig[ Power(x) }

subject to:
| NMED(x) | < | Maz NMED |,
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Brief Description of the Proposed Frameworks in Greek

IoodOvapa puropel va ypagptel wg e&hc:
X =< T1,T2,T3 >C NS

max[ Power_Reduction(x) }
xeD

subject to:
| NMED(x) | < | Maz NMED |,

6mou M un yeopuxr cuvdptnon Power_Reduction(x) € R unodnhédver tny
oY) UELWOT TNG XATAVAAWOTNE TOU UBELOLXOU TOAATANACLIG T XOU 1) Y1) YEO-
wxh ouvdptnon NMED(x) € R 10 ohxd tou o@dhpa. To mpdBinua ow-
T6 elvan €var cuvduaoTIXG TEOPBANUa xan efvan Loodlvopo pe to NP-mArjpeg
TeOBANUo Tou axépatou un yeopuxol coxdiou (integer non-linear KNAP-
SACK problem) [112]. H augnuévn molumhoxdtnta authic e €x300Ne Tou
TEOBANUATOS TOU Goxidlou X Td amAEAiTNTY TN XENOWOTOMOT) EVELC TIXWY
alyopituwy. Enlong, npénel va avagepdel 611 1 aglordynon xdlde onuelou tou
X WeoL oyedlacuol elvon Tohd ypovoflopa Sadixacia xadde amoutel ohvieon
TOU XUXAWUITOS XU TTROGOUOIwoT Ue uTEpXALaxoluevn Tdor. o tny enihu-
01| TOU YENOWOTOLNCOUE 000 LOVTEN VIOl VO EXTUHACOUUE TO GPAAUA XOU TNV
oyeTx xatavdAwon (AGYog TNE XUTAVIAWMGNE TOL TEOCEY YIO TIXOU TOMNATAO-
OLIG TH KC TPOS TNV XATAVIAKOT TOU 0300 TOAAATAAGIAC T) TWV TEOTEVOUE-
vov UBedwdY tolhaniactactoyv. To povtého By = Ep+ Ec + Ey yenoyo-
molelton Yot TNV extiunon tou o@dipatoc 6nov Ep, Ec, xou By eival ol Tiég
OPIAHATOS OTAY EPUPUOLOVUE EEYWELOTA TNV XAVE ULO TROCEYYLO TIXT| TEYVLXY
ue oxpBade v (Bl Slopdpgwon. To poviého RPy = RPp x RPc x RPy
XENOWOTOLETOL YLt TNV EXTUNOT TNS OYETIXNAC XATAVIAWONS TOU LBELBLXOL
nolomhaolac T onouv RPp, RPo xou RPy elvon 1 oyetns) xatavdAwor 6toy
e@apudleton EEYWELOTA N x&UE Uiot TPOCEYYLO TIXT TEYVIXT| UE axelBKS TNV (Blat
Slopoppwon. Téhog yenowonolovue mohvdpounon (regression) yio vor exti-
unooupe tic Twwéc twv Ep, Ec, Ey, RPp, RPc xou RPy. Agdopévou 6tL ol
CUVOPTAOEL TOU GYAAUATOS XU TNG OYETIXAG XUTAVIAWONG Elvol LOVOTOVES
xan Slatneolv xuptdtnTa, wévo Ayo onuelor ypetdlovton Lo Vo eEXTUdEUTOUY
o TpoTEWVOUEVY wovTEAa. o mapddelyyo otny tepinTtworn evog 16-bit moho-
TAaclac T Yenotdonolooue Lovo 4 onueto avd teyviny|. Ipénel va onpetwdet
6Tl 07T0 MEOPBANUa BehtioTomolnong mou xaholuacTe Vo AOGOLUE, 1 exTiunon
NS XATETENS TV UBEWBXOY TOAATAACIACTOV EVAL TLO GNUAVTIXH OTd TNV
o1 eXTIUNON TOV TWOV CPIAUATOS X XATAVIAWOHE TOuG. Xe alyXpLon

188
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\ Calc. Error
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Select min A=y ==H

l Hybrid Approximate
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YyApo 8.11: To npotewopevo mhaioto HAM.
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ue TNV TAfen e€EpENVNOT TOU YWEOL TKV LBELOIXMY TOANATAACLAC TV, To TRO-
Tewvoépeva povtéla yopoxtneilovtar and mohd uPnhé deixtn Pearson(Pearson
correlation coefficient). O Seixtng Pearson tou extunt Ex eivon 0.86 xou
o avtiotolyog tou RPy eivon 0.97. Ou mohd udmiéc autéc Twée (uéyloto 1)
OELYVOLY OTL TA TPOTEWVOUEVA LOVTEAN UTOPOVY VAL EXTIUACOLY UE TOAD UEYSAN
oxp{Bela T SLdtadn Twv VBEWWGY ToAarhactacToyv. Eriong, n axplBeia twv
Ex xo RPp 010 vou exTigoly TV Ty ToU CPIMIATOS Xl TNG OYETLXNG Kot
TAVIAWONS TV LBEWIXGOY ToAATAACIHo TGV elvon €€loou LdNAr, xodde to
uéoo tetpayovind opdhua (MSE) tou Eg ebvor 5.9 X 1077 xou tou RPy etvou
1.0 x 1073,

To mpotewopevo mhaioto HAM v tnyv mopoywyr evepyelaxd-BEATIOTWY L-
BEWOIXOY TEOCEYYIOTIXWY TOAATAACIAC TGV anewxovileton oto Xyfua 8.11
xan Aertovpyel wg axohollwe.  Aedopévou evoc oplol TolAamAACLIGTY €-
popuoloupe xdde TEOTEYYIOTIXY TEYVIXY| EEYWELOTA Kol TTEOYUATOTOLOVUE Lot
detypatohndio yior vor exToudEDCOVUE To TEOTEWVOUEV LOVTENA CPAAIATOS Ol
OYETXNG XATAVIAWONG. LTH GUVEYELN EXTEAOVUE Lol EUPLO TIXT] SLodixactior Yo
vo e€dyoupue Tov LPBEWLXSG ToAhamiactacTh. Kotd tn Sidpxeia tng eupto Tixig
dladaciog yenoudomoleiton wa Tponomonuévr duadixr| avalTnoT GTov YHeo
Nooewv mou xadoplleton and o TEOTEWVOUEVA AVaAUTXS povTéha B xaw RPy
€tol wote va e€ayvel Ypriyopa 1 Slopdppwon Tou UPedo) TOAATAACLAC TY.
‘Eneita, enoAndedetor 1 Abor auty) cUVIETOVTAS Xl TEOGOUOWIVOVTIS TOV O-
viioTtolo UPedind molhamhaciooth mou e€fyin étol wote va uyetendel To
TEAYHATIXO TOL o@dAUa. e Tepintwon nou napaBidleton T0 6plo Tou G-
wotog, Eavo-extelelton 1 euploTIXY Bladxasia.

To npotevouevo TAololo a&lohoYUNXE TELQOUATIXG EXTEVAS UEAETOVTAS TOCO
TNV ATOBOTIXOTNTU TWV TOAU-ETUNEDRY TEOCEYYIoEWY OGO XU TNV XAVOTN T
tou HAM va Bploxel Béhtioteg Aoeic. Xty melpouotiny diadixaoior Tou e-
xteréotnxe, To mhatolo HAM cuyxpeldnxe tdéc0 ye undpyouvoeg povo-eninedeg
TEYVXEC 0G0 XL PE TNV eEaVTANTIXY €€EpElVNOT] TOU YDEOV OYEDACUOU UECH
e TEYVXAC TG TApous avalitnong (full search design space exploration).
Ity metpopatnd alohdynon yenotponotdnxe évag 16-bit Dadda 4:2 nok-
hamhootao Thc. 210 Lyfua 8.12 anewxoviCovto 6hot oL ovo-eninedol xan Tohu-
eninedol LBELWBLIXOl ToAamhaclac Tég Tou e&nydnoay and tnv Thren elepebvn-
OT) TOU YWEOL GYEBACUOD X0l £YOUV XAVOVIXOTONUEVO UECO ATONUTO GOAAUL
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Yxhua 8.12: To o@dhyo xaL 1 OYETIXY XATAVIAWOT toY00C OAWY TWV HOVO-
eninedwy xou TOAU-ETUNMED®Y UBELOLXGY TOANATAACLAGTOV HE T
opdlpatoc NMED < 0.01.

NMED < 0.01. 'Oha o onpeio Tou Uyruatog 8.12 eivar opadoroinuéva ye
Yewua Ue Bdom TI¢ TEOCEYYIOTIXES TEYVIXES oL eqapuolouv. T'o mopddery-
wor ot podpee xouxideg elvon ot LBEWIXO! ToARATAUCIACTEG OV EPapUOLoLY
XL TIC TRELG TEYVIXEG EVE Ta YXEL, Uwf, xou pol onuela elvon oL uTdpyovTeg
novo-eninedol npooeyyloTixol ToManiaciactéc. Eniong, n umhe ypouuy| etvan
n €€odo¢ tou mpotewvouevou thaciov HAM. Onwe anewovileton oto Myfuo
8.12 o1 uBpLdLxol Tohu-eninedol toAanhactac tég oynuatilouvy to Pareto yétw-
To anotehwvTac TIC BéATioteg Aoeg. Emnlong, nopatneeiton 6t 1 é€080¢ TOU
Tpotewvouevou Thatctou cuyxAivel oto axpi3éc Pareto pétwmo mou mopdydn-
xe and TNy mAReN e€epelvnoT TOU YOEOU OYESLCUOD. NUYXEWVOUEVO UE TNV
TAYjen e€epeivnon To mpoTevouevo Thaioto meTuyakvel 254 popég YenyopdTeen
avaltnomn xou ot Aoelg Tou e&dyet elvon oo 97% Twv BélTiIoTwy ANoewy. Xe
cUYXELOT HE TOV 0p 00 TOAATAAGLIGTY| Ol TOANATAAGLIC TEC TOU TAEAY OVl
and 1o HAM éyouv and 35% upéypl xou 72% yopunhotepn xotavdinor. e
oUYXELOT UE TOUC LUTIAPYOVTES LOVO-ETUTEOOUS TPOGEY YLO TIXOUS TOAATAAGLA-
otéc, oL avtiotolyeg Tyéc eivan 11%-48%.
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8.5 MAaioro METHADONE

H evétnra avtn Paoiletar otn dnuooievon pas [115] oto nepodixd Trans. on
Circuits and Systems II 2018.

‘Onwe TpoavapEépUUE 0 TROCEYYLOTIXOE UTOAOYIOUOS ELGAYEL T1) Bldo TAOT TOU
OPIAUATOS xou duoyepaivel To 1dN 80O%0NO €0Y0 TOU OYEDLAOUOU HUXAW-
wdtwv. H nodumhoxdtnto autr augdvel axdua neplocdtepo dtay e@opuolouvye
noAu-eninedec mpooeyyloele xadwe To Yéyevog Tou Yweou oyedlaong yiyo-
viwvetol. MohovoTl 0 GYeEBICUOC TEOGEY VIO TIXWY opLIUNTIXWY HOVAOWY EYEL
XEVTPIOEL TO EPELVNTIXG EVOLUPEQOV, EPELYNTIXEC DPACTNELOTNTES OV CTOYE-
VoLV oTY BNULIOLEYI TPOCEYYLOTIXWOY ETTAYLVTOV LALXOU elvor TOAD TEpLo-
plouéveg Aoyw e awdnuévng molumhoxotntag. Emimpooiétng, xauio and
T undpyouces Yedodolroyieg xou TeEYVIXES BEV EQUPUOLEL TOAV-ETUTEDES TPO-
oeyyloeic oe emtayuvTéC UAX00. ‘Oung, dtwe eldaue otny tepauatixy oflo-
roynon tou HAM, ol Béhtiotec Moeg e€aoparilovTal 6Tay YenoylonolodvToL
nohv-eninedec mpooeyyloelc. Me otoéyo va xahbdouye autéc Tic eAeldelc,
npoteivoupe to mhaiclo METHADONE to onolo, 8edoyévne tne cupnepLpopt-
A TEPLYPAPTG EVOC ETUTAYLVTY| UAXOU X0 EVOS 0plou GPAMIATOS, TUPAYEL UE
€VOL QUTOUUTOTIOLNUEVO TEOTO TOV AVTIGTOLYO TPOCEYYLOTIXO ETUTUYLVTY| TOU
neel To Boouévo opdiua xoun epapUdlel Tohu-eninedeg npoceyyioelC Yl Vo Ue-
yioTOTOWoEL Ta evepYELlaxd o@éRn. To mpotewvduevo mhalolo Aettoupyel Tdve
0TO YPAPo PONC BEBOUEVLV TOU EMLTOYUVTY ot eQapUolel TOAU-ETnEdES TpO-
oeyyioelg oTic apuiunTxég Tou povdades. Me autd Tov TEOTO, TO TEOTEWOUEVO
mhaioto pnopel vo e@appoctel oe xde xOxAUAL.

INo v vhomoinon tou METHADONE 1o npoto npdypa mou xdvoyue Rty vo
enexTelvoupe To Tpotevouevo miaioto HAM xou vo dnuovpyroouue to HAMA
(Hybrid Approximate Multipliers & Adders) to onolo extdc and nolhanha-
olaotéc unootnellel adpoiotéc xou agoupétes. Ilapduolo ye to HAM, oto
oyedlooud molv-eninedwy adpolotdv epapuélovye amoxonr ato ahyoptduixo
eT{NEDO, YENOWOTOLOVUE TOV TPooEYYLo TG AN adpolsth [61] oto hoyi-
%6 eninedo, xou epapudlovpe VOS 610 xuxhwyatixd eninedo. ‘Onwe gaiveto
oto Lyfua 8.13, 6mee xou otoug LBELB0VE TOAATAACLIAC TES, THEOUE Ta (BLlot
amoteréopata.  Ov uBpdxol adpoiotéc oynuatilouv to Pareto pétwno xou
aroterolv TiC BéhTioteg Aoeg. To mhaioto HAMA ocuyxhivel oto Pareto
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Yxhua 8.13: To o@dhyo xaL 1 OYETIXY XATAVAAWOT toYV0C OAWY TWV HOVO-
eninedwy xou Tolv-eminedwy VBEWBWMY adpootdv (16-bit) pe Ty
opdhgotoc NMED < 0.01.

HETWTO NG TAYPoUS eEEEEVYNONC TOU YWEOU GYEBLACUO) X0 TEOGHEREL ETL-
Tdyuvon oto Ypovo avalhtnong xatd 250 gopéc. Avtictouya pue to HAM o
eEXTUNTAC o@dhuatoc Tou VBedwol adpoloty €yel deixtn Pearson 0.87 xou
uéoo teTpayovixd oedhpa 2.95 x 1072, Ou avtiotoyes Tywéc Yo Tov exTL-
unt TS oyeTwic xatavdhoone eivon 0.99 o 2.19 x 107°. Xe olyxplon ue
Tov optd adpoioth or adpoiotéc mou mapdyovion and o HAMA éyouv and
36% wéypr xan 80% younhotepn xatavdhwon. e olyxplon YE Toug UTdpYo-
VTEC HOVO-ETinedoue TpooeyyloTixols adpoloTés, ol avtioTolyes Twée elvou
6%-40%.

Exyetodievdpevol to mialoro HAMA, unopolue, agou aviyveboouue 6Aoug
TOUG TOAATAUGLAO TEC Xat a)pOloTEC/APAUEETES OTO YPAPO PONC SEBOUEVLY
TOU EMUTAYUVTH, VO TO YENOLLOTO|COUUE YO VOl TOPEEOUUE UL TTONV-ETiNEDT,
mpooey Yo x| BBAo07xm Yo xdde aprduntind x6ufo tou yedgou. To mpdBin-
wo Bedtio Tonolong mou xahoVUac TE va AUooUE, elvon va Bpolue T Slopoppw-
on tov ypdpou (Tmolu-eninedn Tpooeyyio TN dlaubdppwon tou xdde x6uBou)
1 onolo. EAAYLOTOTOLEL TNY XATAVAAWOT) oY V0C OAOU TOU YRAUPOU EVE ToEAA-
Anha tneel xou To 6pL0 ToL opdiuatoc. Xenowonowviag to HAMA Eépouue
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yio xdde xOUPo TO OQAAUN XU TNV XATAVIAWGT| oY VOC TOU, oG BEV oS
Tapéy el xoplo TANEopopla YLol TO OMXO GOAIAUN XL TNV OAMXT) XATAVIAWST) TOU
yedgpou. T to Aéyo autd mpoTelvouue Vo EXTWWACOUUE TO GQPIAUA Kol TNV
AATAVEAWOT TOL Yedpou pe Bdon ta aviioTorya Twv xoufwy. H xatavdiwon
1oy Vog Tou YEdpou unopel vo extyuniel and Eva ypouuixd cuVBUACUS TNG Xa-
TAVIAWONS TV xOUPwVv xadng 8ev mapdyeTton Loy g UECH OTO XUXAWUA XAk 1|
oMY XaTavaAwo tpooeyyileton and To GUEOIoUN TWV XATAVIADTEWY TWV U-
TOXUXAOUATOV. (2¢ €X TOUTOU YENOULOTOOVUE YEOUUIXT] TUAVOROUNOT] Yial Vol
EXTIUNOOVPE TNV OAMXT| XATAVIAWGT] TOU YRAPOU Ue BACT TNV XATAVIAKCY) TOU
xade xouPou. T o opdhua Tou Yedpou duws dev Eyouue xouio extiunon ylo
70 T¢ SLadideTon 6TO YEdPo xou e avTio Taduileton 6TouC SLdpPoEOUE TEOGEY-
Y10 TIX0UE XOUPOUC oL VLol AUTO YENOWOTOLOVUE EVOL VELPWVIXO BiXTUO Yia Vol
EXTIUNOOLUE TO OAXO oAU pe Bdom To opdiua Tou xdde xéuBou. Exteléoa-
e wio tuyako derypatondia SlopopPOoEmY Tou Yedpou Tic onoleg cuviécopue
X0l T(POCOUOLOCOUE YL VO UETEHICOUHUE TO GQPAAUO XOUL TNV XATUVIAWCT, TOU
YEAPOU o EXTAOEVCUUE TOUS TEOTEWOUEVOUS eXTWNTES. O exTunthc Tou
opdiuatog Tou yedpou €xel Pearson deixtn 0.90 xou péoo tetpaywvind cpdh-
wot 9 x 1075, Ou avtlototyec THéC Y10l TOV EXTIUNTA TNC XATUVEAWOTNC Loy DOg
ToU Yedpou eivar 0.98 xon 6 x 1077, O Tohd udhmhéc Tyée detyvouv 6Tt Ta Tpo-
TEWOUEVA HOVTERA UTOPOVY VAL EXTIUNCOLY UE UEYIAN axpifeia 1660 To opdhuo
OG0 ol TNV XATAVIAWOT XIS xou TN DIATAEN TV TOAU-ETINEDWY TPOOEY-
yioTxwv yedpwy. To mpotevduevo mhalolo anewxoviletan oto Lyrua 8.14.
Aedopévou tou Ypdpou potg dedouévey, e€dyel Toug aptiunTxols xéuBoug
xan yenowonotel to HAMA vy vo mapdet o mohu-eninedrn npooeyylotixy
BPBMoORxn yior Tov xodéva. Ltny cuvéyeta extehel pla Tuyaio deryportorndlo
2Ol EXTILOEVEL TOUG EXTWUNTES OPAAUUTOG Xou xaTavdhwong. Katd tn didpxeia
e exmaidevong, to mhaiclo VOSsim yernowwomoieiton Yo Tny extéleon Ohwv
TWV TPOCOUOLWOEWY UTERXALUOXOVUEVNG TAONC. 2T CUVEYEL exTEAElTOL Wiat
eupto Ty dadxaoio (tpononomuévn duadixr avaltnon xou Pareto avdhuor)
OTOV Yo oyediacuol mou oplletal and T TEOTELVOUEVO OVOAUTIXE LOVTEAX
xou e€dryeton 1 Aoon (mohu-eninedn mpooeyyio TNy Blaubdppwaon Tou Yedpou).
H Noon auth emakndedeton cuvIETOVToC Xl TEOGOUOLOVOVTAS T1) DLALORPWOT)
Tou Ypdpou mou eyl €tol WoTe va Yetenlel To TEAYHATIXG TOU GQAAUOL.
Katd tnv enodfdcuom, ol Tpocouoldoelc UTEPXALLOXOVUEVNS TAOTS YivovTol
ue tov SPICE npocopownthy CustomSim. e neplntwon nou mopafidleto
T0 6plo TOU oPdApaTOC, Eava-exTeheltal 1) TEONYOUUEYY) eLplo TixY Sadixacio.
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Yxhua 8.14: To mpotewoduevo mialolo METHADONE vy oUvdeorn mohu-
eninedwWVY EMTAYLVTOV LAXOD.
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YxhAua 8.15: To Pareto yétwno twv noAV-eminedmY TPOCEYYLIO TIXWY ETUTUYLYTOV,
v Gpla opdhpatoc and 1% péyer 10%, énwc elhiydnoav and o
npotewopevo thaiolo METHADONE xou tv mAfien avalritnor tou
Y Oeou oyedlacuol yia To @gihtpo Sobel xou Tov ToAamAdGIacUS T
VAXWV.

Télog, ouumephdPBape xL €var 0TAB0 PEIWONG TV TUWWY TAGELS TOU OTOLTO-
Ovtan. H 1600 Aemtouepic eqapuoyt tng unepxhipdxwons tne tdone (ovd
oprdunTnd x6uPo) unopel va odnyfoer ot peydhn mowhio oy tdoewy. H
amafTnom Yo TOG0 TOAAES DLUPOPETINES TWES TdoNg Umopel elte v unv elvou
eQXTH, AOYW TEPLOpIoU®Y TN TEYVoloYiag, elte va unv elvar amodotxr yuo
oyedlootixole hoyouc. O pdhoc homdv awtod Tou teheutalou otadiou elvar
var opadonotioel Pe TETolo TPOTO TIC AmaTOVUEVES YNoideg tdong (voltage is-
lands) ®ote va YeEWDOEL AmodoTXE TOV opIIUd TWV oVayXolwV BLPOPETIXY
TWOV TWV TACEWY.

To npotewvoyevo TAololo alohoYUNXE TELEOUATIXG EXTEVAS UEAETOVTAS TOCO
TNV AmOSOTIXOTNTA TWV TOAU-ETUTESWY EMTAYUVTHOY LAXOU Tou e&dyel 600
xaL TV ovodTNTd Tou va e€dyel Pareto Béitioteg Aoeic. Mty meipopaTi-
%1} Sodixacio mou exteréotnxe, To mthaioto METHADONE cuyxeldnxe té6c0
UE UTAPYOUCES HOVO-ETUNEDES TEYVIXEC OO0 o Ue TNV eEavTANTIXY e€epelvn-
oM TOL YWOEOL oYEdLoUol Yéow NG TEYVIXAC TN TAfpous avalitnone (full
search design space exploration). T tnv mewpopotiy allohdynon yenot-
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Error Bound: 10%

Relative Power

Relative Power

sobel matrix multiplication dct

M proposed framework IC: no proposed framework IC: 3 M proposed framework IC: 1

@ Only Logic Approximation & Only Algorithmic Approximation B Only VOS

IxAna 8.16: X0yxplon TV TOA-ETUNEDNDY TEOCEYYIOTOY UAXOV TOU TapdyovTaL
an6 1o npotewoduevo nhaiclo METHADONE pe undpyovoeg povo-
eninedec mpooeyyiotxés teyvinéc. Opto opdhpoatoc 5% xa 10%
efetdlovTou.

pomotinxay TEElS TUTIXES EQUPUOYES TOU TEOGEYYLOTIXOU UTOAOYIOHOU: TO
pihtpo Sobel, o toAamhaciaoudg mvdxwy, xou to 1-D DCT. Y10 Xyfua 8.15,
v To @ihtpo Sobel xau Tov mOAamAaCLCoUS TVEXWY, anewxovileton Pareto
HETWTO TWV TOAV-ETUNEDWY TEOCEY VIO TIXWY ETUTAYVVTOY, Lo OPLO GPIALATOS
and 1% péyer 10%, nou mopfydnoay and o) to npotewvduevo mthaioro METHA-
DONE xou ) v nhfien avalfitnon tou yoeou oyediaopot. Onwe BAénouye,
xan Yo T 800 EQopuoYES oL 5U0 xoumUAEG etvon TOAD xovTd. Xe o0YXELoT UE
v Thien avalrtnon tou yweou oyediacuol, to METHADONE unogel vo
TopdEel Ye peydhn axpeifeio mohu-eninedoug emToyLYTEG LAXOD XOVTE GTOUG
Pareto-Bértiotouc tpoogépovtac emtdyuvon 1208 gopéc (xatd uéoo bpo) oto
Xpovo avalhtnong. Xto Lyrua 8.16 e€etdloupe TNV anodoTixoTNTa TwY TOAU-
eMIMESWY TPOGEY YO TIXDV ETUTAYUVTOV LAXOU Xl GUYXEIVOUUE ToL XUXADUALTO
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nou nopdyovtow and to METHADONE pe undpyouoec povo-eninedec mpo-
oeyyloTxég TeEYVIXES. Xe olyxplom Ue To 0pd6 xUxhwuo to METHADONE
emutuyYaver 50%-62% yaunhoTepn XATAVAANMOT EVE OE oUYXELON UE TIC UTdp-
YOLOEC TEYVIXEC Tal x€pdN elvan 18%-31% younhotepn xotovdAwoT. Luunepo-
ouotixd, o METHADONE pnoget yéow piog autopatonoimnuévng diadixactiog
Vo TopdEel Tdpal TOAL Yeriyopa xovid otoug Pareto-BéAtioTouc Tohu-eninedoug
TEOCEYYLOTIXOUC ETUTOYUVTES UAXOD Ol OTOlOL ETUTUYYAVOUY TTOAD PEYSA €-
VERYELOXA OQENT) OE OYEOT) UE TO 0PV XUXAWUA XAl OE GYECT] UE UTIERY OUCES
HOVO-ETNEDES TEOCEYYIOTIXES TEYVIXEC.
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Accurate Circuit Op96 xOxhwua. To xOxhwua avagopds, ywels Ty
EQPOPUOYY| TROCEYYLOTIXWY TEYVIXDV.

Approximate To npooeyyioTind wOxAwua. To xOxhwpo mou mpo-

Circuit x0OTTEL and TNV €QapUoYY| TpooeyYicewy oto 0pYod
HOXADUOL.

Approximate [Ipoceyywotixde Tmohoyiopds.  Ebfvow pia teyvinn

Computing OYEDLAOUO) UTOAOYICTIXWY CUCTNUATWY XL EQPUL-

noywv. O IpooceyyioTtinde TrRoAOYIOUOS YOAAPWVEL
NV oxp{Bela TV EXTEAOVUEVKY UTOAOYLOUMDY Yol VoL
ETLPEREL XEEDT O GANEC UETEES OIS XATAVAAWOT)
oy vog xou /Y amddoon.

Behavioral [Tepuypapy| xuxAOUATOC GE eNINEBO CUUTERLPORAS.
Description

Behavioral Y0vieon xUAAOUATOC TEQLYPOUUEVO OF ETUTEDO GL-
Synthesis UTEQLPORAC.

Circuit H dwdixootio cOvieone tou xuxhoyotoc. o mo-
Synthesis EABELYUAL 1) TOQAYWYT) TNS TEPLYPAPTS TOU XUXAWUO-

TOC O€ EMUMESO AOYIXWY TUAWY BEBOUEVNC TNE TEQPL-
YEUPNS TOU XUXAWUTOG OE ENINEDO UETAPOQRAS %Oo-
TOLY WENTWV.
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Critical Path
Delay

Data Flow
Graph (DFG)

Design Space
Exploration

(DSE)

Error Distance
(ED)

Error value

Flip Flop

Flip Flop Timing
Violation

Gate-level
Description

Kaduotépnomn xeloyou povomatioh Tou XxuxAOUaTog.

I'edpog Porgc Aedopévwy.

E&epetivnon tou yweou oyedlaong.

Andhutn Andotoon. Ebvaw yetpun o@dhyatog xau
op{letan w¢ 1 amOALTY T TNS BLaPoPdS TOL OTO-
teléopatoc (6£080¢) tou opdol xUXAOUATOC Uelov
auThc Tou avtioTolyou tpoceyyoTixol. ED = |P —
P'|, 6nou P eivar 10 0p06 omotéheopo xan P’ to
TPOCEYYIOTIXO.

To c@dlpa Tou TEOCEYYIGTIXOU XUXAOUATOG. Y-
nohoyileton ouyxplvovtag v €Zodo tou optold
XUXAOUATOS X0l TOU avVTOTOLYOU TEOCEYYIGTIXOU,
YENOWOTOLOVTUC Lol XAUTIAANAT, UETELXY| TOLOTH-
o /axpiBetag.

Koataywentig. X0yypova axohoudiaxd xuxAOUATA.
Y QANLOTA YPOVIOUOU TWV XOUTUY WETNTHOV.

[Tepvypapn xuxhmuatog oe Eninedo Aoyixdyv ITUAGY.
H rmepuypagy) auty| urnopel vo nopoydel ye tnv clv-

Yeon e RTL neprypoapric evOC XUXAOUATOS VLol Widl
oedouévn teyvohoyu BBAodxn.
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Gate-level
Timing
Simulation

Hardware
Accelerator

High-level
Synthesis

Linear
Regression

Mean Error
Distance (MED)

Mean Relative
Error Distance
(MRED)

Multi-level
Approximation

[Tpooopolwon xuxAOUATOS TEPLYPOUUEVOL OF eine-
00 AoYdY TUAGY Tou Aowfdvel uTddn Tov yeovioud
TWV TUAGY. DuvAdwg egopuoleton YT TN olvieon
TOU XUXAGUITOC.

Kopa eldnold oxonol/cuvenelepyaothic UAXOD
Tou oyedidleton/ yenolomolelton Yia THY ETLTAYLVOT
wac eqopuoyic/dtadixasciog.

Yiovideon xuxhopatog and VAL eninedo oyedLoC TI-
xN\¢ apoalpeomg.

Am\ yeauuuxr TaAvdpduno.

Méorn Anoiutn Andotoor. Elvou 1 uéon iy tne o-
nolvtng anéotaone (ED) yio tnv e€etalbuevn xato-
vou1 eto660u xou opileton we MED = ﬁ SM|\P—
P!|, 6nou P; eivon t0 0p96 anotéleopa, P! to mpo-
oEYYLOTIXO anoTtéheopa, xar M to maidog twv ano-

TEAEOUATWV.

Méorn Eyewuxry Andéotaon. Elvou n péon tun e
oyeuxfc andéotaone (RED) vy v eZetaldye-
VN xotovopy) ewoédov xan oplletn wg MRED =
= M |P’"%ﬁl|, 6nou P; elvou 10 0pd6 anotéleoua,
P! o npooceyyiotind anotéheopa, xou M to nhfdoc

TWV AMOTEAECUATWY.

H teyvuer) tng egapuoync moANamAoy xan omd dlo-
(POPETIXA EMIMEDN MEOCEYYICTIXWY TEYVIXWYV. XTOV
OYEDACHUO TROGEYYLO TLXWV XUXAWUATLY, Ol TPOCEY-
yioec umopolyv va e@apuooToLy 6To alyoptduixd, To
AOYIXO, X0 TO XUXAWUATIXG eNinedo.
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Normalized
Mean Error
Distance (RED)

Pareto front

Partial Product
Generation with
Modified Booth

Encoding
(MBE)

Register
Transfer Level
(RTL)
Description

Relative Error
Distance (RED)

Simple Partial
Product (SPP)

Generation

Kavovixonomuévn Méon Andlutn Andotoaor. Ei-
vou UETEWXY opdApaTog xan oplleton wg 1 Yo TN
e andlutne andotaone (MED) we npog tn uéyt-
ot mdavy T Tou opdipatog. o nopdderypa oe
éva n-bit 1 uéyiotn mboavy] T Touv o@diuatog etvor
2". NMED = MED/D énouv D eivow 10 péyioto
SOl INVIR

Métwno Pareto. ¥e npoBAfuata BeAtictononong ye
Tohhamhd xpitipla, ot Pareto Béltioteg Aoelg elvou
AUTES YA TIC OTOLES 1) BEATIOTOTOINOT TOU EVOS XpL-
nelou pnopel va emteuydel povo av yewpotepedoel
TOUAGYLOTOV €Val GANO XpLTrplo.

[Topory wY N TV HEEIXWY YIVOUEVWY TOU TOMATAAGLO-
ool e TNV Tpomonolnuévn TexVixY Tou Booth.

[Tepuypagy) xuxhopatog oe Eninedo Metagopds Ko-
TAY WENTOV.

Yyetn) Anootoorn. Elvow yetpur ogdiyoatog xou
oplletan wg 1 amOALTN TWH TOU AOYOU OBLaPOPUC
T0L anoTEAEGPATOS (€£080¢) TOL 0pYO) XUNADUATOS
petov auTAC Tou AVTIoTOLOLU TPOCEYYLOTIXOV TPOS
To anotéheoua Tou opUol xuxhwyoatog. RED =
|(P — P")/P|, 6mou P eivor 10 0pd6 amotéheoypa ot
P’ 7o mpooeyylotind.

[Mopoywyh TV UEQIXOV YIVOUEVWY TOU TOANATAC-
OLIoUo0 UE TNV TOEABOCLOXY| TEYVIXT) TOU BLOAoXETOL
07O ONuUoTIXS Gy OAElo.
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SPICE Awedvég mpdTuTo ohyoplluwY Yot TEOGOUOlWwaT XU-
xhwpdtwy ot eninedo tpaviicTop.

Volage Trepxhudnwon tne tdone. Ilpooeyylotind teyvi-
Over-Scaling x| mou e@apudleton 6To XUXALUATXG eninedo. H
(VOS) TEYVIXY QUTY EQopUOleTal BLATNEMOVTAC TO XUXAWUA

xaL TN oL VOTNTA Aeltovpylog Tou oTadepd xou UeL-
OVoVTaS TNV TdoT Asttoupyiag younhétepa amd TNy
OVOUAOTIXN TNS TIT.

Volage Islands Nrnoldec Tdong.
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