NATIONAL TECHNICAL UNIVERSITY OF ATHENS
SCHOOL OF ELECTRICAL AND COMPUTER ENGINEERING
DIVISION OF INFORMATION TRANSMISSION AND
MATERIAL TECHNOLOGY

Optical Satellite Networks Performance:
Channel Modeling, Mitigation Techniques
& Optimization

PhD Thesis

Nikolaos K. Lyras
Electrical & Computer Engineer, NTUA

05/07/2019

Athens, Greece



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

Eniooon Ontikaov Aopveopitk®@v AKTO®V:
Movtelonoinon Atodrov, Teyvikéc
AupAivvonc Awoielyemv & BeAtiotomoinon

A00KTOPIKN AtaTpifin

Nwkoraog K. Avpog
Hiektporoyoc Mnyavikog & Mnyovikog YaoA0YIGTAOV
EMII

Emprénov: ABavaciog A. Ilavaydmoviog

Avominpotig Kabnyntc, EMII

05/07/2019
AOva, EALada



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

Eniooon Ontikawv Aopveopitk®v AKTOmV:
Movtelomoinon Atadrov, Teyvikég
AupAivvonc Awoieiyemv & BeAtiotomoinon

Al0aKTOpPIKN AtaTpif)

Nwoéraog K. Avpag

Tpyeig ZopPovrevtiky @ AbBoavdiciog A. Iavaydmoviog
Emtpom Movayuwng Kottng
I'edpyloc ducumpng

Emrponn EEétaong

A. A. Ilavoayémovirog II. Kottig I'. ®uwaopng
Av. KaOnynmig, EMII KaOnyntig, EMII KaOnynmg, EMII
LA. Poopeghang X. Kawyaing H. ABpoapodmoviog
Ka0nynmig, EMII KaOnyntig, EMII KaOnynmg, EMII

E. Nvotalaxng
Av. KaOnyntig, EKITA

05/07/2019
AOva, EALdda



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

Copyright © Nwoioog K. Avpac, 2019 Me emodraén movioc dwonmdporoc. All rights reserved.
Amayopgvetor 1 ovTiypoaer, omodnkevon Koidlovoun g mopovoas epyooiog, €E0AOKANPOL 1 TUNUOTOS
OVTNG, Y. gumopikd  okomd. Emtpémetar m ovatummon, omwofnkevon Kol Slovoun  YieoKomd  un
KEPOOOKOMIKO, EKTOLOEVTIKNG T EPELVVNTIKNC GVONC, VITO TNV TPoHTOOHEo Va. avoQEPETAL ) TNYN TPOEAEVGNC
Kot va. dratnpeiton 1o wapdv unvoue. Epotiuoate wov a@opodyv Tn ¥pNnon e Epyacioc Yo KEPSOTKOMKO
okomd TPEMEL Vo, amevBivovTal TPoC ToV oLYYpopén. Ot omOWELS Kol T0. GUUTEPAGLOTO TTOV TEPLEYOVTAL O
oVTo 10 £yYpoQo KQEPALOVV TOV GLYYPAQE0 Kol dEV TPEMEL VO EpUNVELOEL OTL OVTITPOGMOTEVOVV TIC ETIGTUES
0éocic Tov Efvikod MetooBiov IToAvteyveiov.




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

Table of Contents

AADSEFACT ...ttt bbb E bR R £ e R bR bbbttt
Hepidny........
Evyoprotieg
KEPAMIIO 1 ELGOYEYI 1.ttt h bbb b e eh b £ bkt h b et e s e b e bt bt bt et e et et e b e e st ebenbe b nnan 27
Kepdrawo 2 Atpocoarpikd @arvopeva [ov Exnpealovy TV OTTIKN ZeVEN .....ooovvvviiiiiiiiiiiiic e 28
Kepdrawo 3 Movrehomoinon tov KdOetov Oloxinpopatog tg Ileprektikéotntog o Yypo Nepd tov veQav
(TEWVC) ettt b e b e e b b e E b h e E e E b E R R bR R b bbbt 29
Kepdhao 4  XovOeon Xpovoosipdv EEac0ivnong Tov Xipatog Adym Nepdv — ZovOeon CFLOS Xpovocepdv.32
Kepdhoao 5 Ocopntik) Movtehomoinon CFLOS IIIOOVOTITOUG ... ...coveviiieieiiiieriesienecieeeie ettt 34
Kepdhawo 6 Mnvwwia CFLOS ZXrtotietikd Xopoktnpotikd - AlkyopiOpor Bektiotomoinons ywe ™
Ao TOGLOTOIN G OTTUKOU ETTIYEIO0 AUKTUOU ...ttt bbbt b e bbbt e bt e re e nne e 35
Kepdrawo 7 Movrteromoinon Arddoong Ontikod Xpotog — ATHOGQUIPUKOL ZTPOPIAIGHOL ..o 36
Kepdhao 8 Avaivon ORTiK®V ZeOEe@V BOOEOG AVUGTIILOTOS ......cveuviniiiiciiiiiiiesieite ettt 38
KEQAMIIO 9 TUPTTEPGOILOT ...ceeveeiteeeeeeeie ettt sttt s e bt e bttt e b et eh e e b e bt ekt s bt b e e e a e e s £ e b £ e bt e bt e b e nb et et entebeabeebesbeebennan 40
L INEFOTUCTION L.oiiaiiteece btttk H bbb bbbt e bbbttt b bbbt 43
2 Propagation Impairments Due to Atmosphere - Literature REVIEW ...........ccoovieiiiiinineincsee e 49
2.1.1  Transmittance Of the aMOSPREIE ..ot ettt bbbt b n e neenes 49
2.1.2  TranSMISSION WINGOWS. .....c.vviuiieiiiiietetet etttk bbbkttt bbbttt bbbkttt 50
2.2 CHOUGS ...ttt bbb e E bRk e R bbbkttt 51
2.2.1 108 COUGS ... vt bbbt h b E bbb b bbb 51
2.2.2 WALET CIOUDS ...ttt bbb bbb h bt e bbbttt bbbttt 52
2.3 TUIDUIBINCE ...t bbbt bbb bbbt e bbbt bbbkt 56
2.3 1 SCIMEITATION . c...cuti ettt bbb bbb bbbt e bbbt b bbbttt 58
2.3.2 BEAM WAANUET ...ttt b bbb bbbt e bbbttt bbbttt 59
P TG T = 1= 11 1S o1 =T Vo OO 60
2.34  BRAM JIEEI ..oevieiieeeeee e et 60
2.3.5  Mitigation TeChNIQUES- TUFDUIBNCE .......cviuiiiiiiitiite bbbttt bbb ettt be st nne 60
3 ILWC SPACE-TIME SYNTNESIZET ..ottt bbbttt b e bbb et a e bbb nan 63
3.1 TLWWC 2D SYNENESIZEN ... ettt bbbt b bt bbb e e s £ bt ekt e bt bt s b et et ea b e b e e bt ebe s b b nan 63
3.2 TLWC 3D SYNENESIZET ......cueeiiieieieieiete ettt bbbttt bt bbb e s bt bt e bt e b e b e bt e n e e b e e bt ebe et b nan 67
3.3 LIWC time series SYNtheSizer VAlIAATION ...........ccooiiiiiiiiiiii et b e 70
4 Cloud Attenuation-Cloud Free Line of Sight Time Series GENerators...........ccoeiiiireirinenese e 73
4.1 Cloud Attenuation from Ka to OPtiCal BANG ...........coiiiiiiiiiiiiiree et 73
4.1.1 Validation of Cloud Attenuation time SEries SYNtNESIZEN ..........cccoiiiiiiiiiiiie e
4.1.2 Cloud Attenuation Numerical Results ..................
4.2  Cloud Free Line of Sight Time Series Generator
4.3 Employment of space time synthesizers 0n NGSO SYSIEMS ........cciririiiiiriiirie e et 82
4.4 Single and JOINt CFLOS NUMETICAI FESUILS ........couiiuiiiieieieeieie ettt ettt b et b e 83
4.4.1 Single and Joint CFLOS numerical results-GEO SAEIIITe...........ccoiiiiiiiiiiiieiere s 84
4.4.2 Single and Joint CFLOS numerical results - LEO SAtellite ..........cccooiiiiiiiiiiiee e 84
4.4.3 Single and Joint CFLOS numerical results — MEO cONSLEllation ... 87
4.5 OGSN SWITCNES ...ttt E R e R bR e R R Rt E et n et 91
5 Cloud Free Line of Sight Theoretical MOGeliNg ..........coooiiiiiiiiie e 93
5.1 CFLOS Theoretical Modelling for Single Optical Satellite HNK..........cccooooiiiiiiiiii e 93
5.2 CFLOS Theoretical Modeling for Multiple Optical Satellite INKS ...........coiiiiiiiiie e 96
5.3 Simultaneously Joint CFLOS Statistics fOr an OGS ...........ccooiiiiiiiiieieeeie e 98
5.4 CFLOS Theoretical Modeling SimuUlation RESUIS...........ciiiiiiiiieieie ettt 98
6 CFLOS Monthly StatisticS-OGSN DiMENSIONING .......oviiiiiiiieitiniesie ettt bbb b e s 101
6.1 ILWC Monthly StatiSticS-DiStrIULION. ..........oiiiiiiiieee et 102
6.2 CFLOS Time Series Based on Monthly ILWEC StAtISTICS .......c.couiiiririeieiicniesiesie e e 103
6.3 OGSN Dimensioning-Monthly CFLOS fOrMUIALION ..........cviiiiiiieieee e e 106



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &

Optimization”
6.3.1 CFLOS Analytical Formulas-Monthly STAtISTICS ........c.coveiiiiiiiie e 106
6.3.2 Exhaustive Search AIGOrthm (ESA) ...t ettt st b ettt neebesbe e s 107
6.3.3  Cost function-based Heuristic AlIGOrithm (CHA) ..o e 108
6.3.4  ACLIVE OGSS PEF MONTN ...ttt ettt ettt b et e e et e st et e b e ebese e be e ems et e ebe et e sbeebeneensaseeneateabeabeneenes 108
6.3.5 OGSN Dimensioning NUMEFCAl RESUILS............coiiiiiii e ettt 108
7 Atmospheric Turbulence Modeling and Validation with Experimental Measurements .............cccccoveeeeieienenene 111
7.1 Recap of ARTEMIS EXperimental CamPaiG ........coorerueieiiieiesiesieseesie ettt seesaeseensesesneeresresaeseenes 112
7.1.1  ARTEMIS Campaign General INFOrMation ...........cooooiiiiiiiie ettt 112
7.1.2 ARTEMIS Campaign DATA Investigation (ESA’s Terminal)..........ccccoevriiiiiiiiieiccenneseee e 114
7.1.3 ARTEMIS Campaign DATA Investigation (LUCE Terminal).........ccccooiiiiiiiiineieieesese e e 117
7.14  ARTEMIS DATA CIBANING ....vcutiiuiiiiteieieietseseets ettt ettt bbbkt e bbbttt b bbbt e bbb 119
7.15  Cleaning PrOCESS SUMMAIY .......coiiiiiiieiaieteateetestesteseeseeseaseetestestesseseeseaseeteaseabeseesseseensaseaseabeseeaaeseensaseaneatesbeseeneenes 120
7.2 Aperture Averaging Factor-Central ODSCUIALION ..........couiiiiiiiieiiie ettt sttt see e s 120
7.2.1  Aperture Averaging Factor-Central Obscuration-Validation ............ccccoeooiiiiiiieneieeseee e 121
7.3 Received Irradiance/Power Time Series for Optical Uplink GEO Satellite Feeder Links ...........ccocoovvveiniiicinnnnn. 123
7.3.1  Turbulence Conditions ESLIMALION. .........ccuiriiriiiiiiciit ettt bbbt 126
7.3.2 Received Irradiance/Power Time Series Uplink Synthesiser Validation ReSUIS...........cccoeovieiiriiniciniiicen 127
7.3.3  Uplink Received Irradiance NUMEFICAl RESUILS ..........cveiiiiiriiiiiiiesie s 131
8 Deep Space OPLICAl LINK DESIGN. .....coiiiiiiiieiieie sttt eb bt nn s 135
8.1 Deep Space Link BUAGEL ANGIYSIS. .......cviriiireiiriitiiiteiesieisee sttt bbbt b bt e 137
8.1.1 Signaling-Optical Modulation and COAING .........ccurueiiiirieirier et 137
8.1.2 Deep Space Link Losses-Before the photo GEtECLOT...........ccvviuiriiiriiiiieirce s 138
8.1.3 Detector Dependent Losses-Signaling DEPENUENT ...........ceiiriirneiieiieereee e 142
8.1.4  INOISE CONIIIDULION. ......cuitieitetiieit ettt bbbt bbbt b et b bbbt bbbt n e et 147
8.2  Estimation of Capacity, Symbol Error Rate and Bit Error RAte...........ccooieiriiiiiiiieece s 151
8.2.1 Estimation of Capacity, Symbol Error Rate and Bit Error Rate for APD deteCtors .........c.cecvvvvrerereiineeinsesenienns 153
8.3 UNIES CONVETSION ...tttk h bbbt b et b bbb bbbt h et b bbbt bbbttt nn s 153
8.4 Determination of PPM order SIot Width COUING FALE........cciveiriiiiieieiecee e 154
8.5 Capacity vs Distance - single photon COUNtING AELECLON. .......c.coviuiriiririiieiiee st 156
8.5.1  SNR VS DiStANCE-APD ELECION .......veieieieiieieriit ettt bbbt ne bbb bt r e nn s 156
8.8 INUMEIICAI RESUITS. ..ottt bbbt bbbt b ettt r e e 157
9 CoNnClUSIONS AN FULUFE WOTK ......cuiiiiiiiitiiitee sttt b bt 165
9.1 GENEIAI CONCIUSIONS ...ttt bbbkt b b e bbb bbbt b et b bbbt r et e 165
0.2 FULUIE WOTK. ..ot h bbb h e bbbt bbb bttt b ettt r et 168
10 APPENDIX .ttt bbb E bR bbb e e bbbttt bbbt 169
L1 REFEIENCIES .eveteiieeee ettt bbbt b s bbb bt e bbb e bbb e e bbbt h b bt e bbb bt r e 171
12 PUBDHCAEIONS LLIST.....cuititiiitieiiteiiite ettt bbb b bbbt b e bt b bbbt b bt e bt n e 179
Table of Tables
Table 1: CloudS ClaSSTTICATION ..........iiiiiiiiteii bbb et r et nr et 51
Table 2: Vertical extent of the four cloud types employed in the Mmethodology ... 74
Table 3: ¢, b, y parameters for the particle size distribution of cloud droplets...........cccoeiriiiiiiiii 74
Table 4: Link Characteristics, Cloud Attenuation-Optical FrEQUENCIES..........couiiiiiiiiieie e 80
Table 5: CFLOS statistics multiple stations in Greece- ASTRA GEO Satellite........ccccovviiiieiiiiiiiicese e 84
Table 6: CFLOS probability for single links, LEO satellite communication SYStEM ...........cccoveiiiiiirineiiene e 86
Table 7: CFLOS probability, single links, MEO constellation satellite communication SYStem ............cccooeieiiriniiniiene e 88
Table 8: 1% OGSN JOINE CFLOS STAISIICS...........vvevvceeeecerciesstses ettt see st ss et st st es s bbb b e s ssessessess s sen s, 90
Table 9: 2" OGSN JOINt CFLOS SAISHCS ..........cvvvorveeereeeeesteeseesseessssesessesss s ssseess s sess e s sseses s s sssess s esssessssessseseessneses 90
Table 10: 3™ OGSN JOINt CFLOS SEALISHCS ........vvveorveeereeeossseeseesseeesssesssessssesssseessssessssesssessssesssssssssesssssessssesssessssessssessseseesssneses 90
Table 11: Percentage of time each OGS is selected - OGSNH2, MEO ........ccccouiiiiiiiiiieie ettt ene s 92

8



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &

Optimization”

Table 12: Percentage of time each OGS is selected - OGSN#3, MEO .........ccooiiiiiiiiiiee et 92

Table 13: SINGIE OGSS CFLOS ...ttt ettt ettt e te et e e e ae e £t ekt e be st et a2 em e e b e e Rt ebeebeebe s emseseeneabesbeabentenbeneeneeneanea 99

Table 14: JOINt CFLOS, OGSN GIECE ......cucutviiriitititeitiii sttt ab bbb bbbttt e bbbttt b b bbbttt b bbbt b b 100

Table 15: Average RMS error-ILWC monthly diStribDULION............c.coiiiiiicc e 102

Table 16: Hypothetical OGS-Different HEMISPREIES ........oviiiiieiiee ettt sttt ne e 104

Table 17: OGS POOI-OGSN DIMENSIONING ...c.veuviviiieitiiteitetetet ettt se et e e e st e st e st et e e e st teebesbesbesbe s ensesseseebesbesbesaenseseeneeseans 109

Table 18: Active stations Per MONtN ( Pir; =99.990) ... ee et s et ee s ee e seeen e 110

Table 19: ESA’S OGS TeChNICAl DELAIIS .....cueiuiiiiieiieiieiieiti ettt ettt b e e b bt e bt e seeab e et e nbeebe e b e eneenbeennens

Table 20: Artemis GEO Satellite Technical Details (OPALE termMinal).........cccooiiiiiiiiieieieese e

Table 21: LUCE Terminal TeChNICal DELAIS ..........c.euiuiiiiiiiiieiiiiiri et

Table 22: Experimental Validation- Aperture Averaging Factor-Central ObSCUration.............coooviireieienenieicesese e

Table 23: Irradiance-Validation INputs 24/5/2003 17:00 .........ccueiiiiiiiieierieie ettt sae et ee s restesbeseesnens

Table 24: Irradiance-Validation INputs 24/7/2003 00:15........ccuoeiiriirieerieieieieesiee ettt ettt se et abe s ene e snns

Table 25: Irradiance-Validation INputs 16/9/2003 20:10 .........ccuiueiriirieieriiieisree ettt

Table 26: Deep Space Link Inputs-One single deteCtor (NO arTay)........cccoeiriireiiiiineiesee et 158

Table 27: Deep Space Link Budget Outputs-4m receiver, 0.3 /0.7/1.3 AU range, 15W/m?/um/sr radiance..........c..ccocoevevveereennns 159

Table 28: Deep Space Link Budget Outputs-4m receiver, 0.3/0.7/1.3 AU range, 15W/m2/pm/sr radiance.-Detector Array
K TP TP TP OO PT PR PP PP 161
Table of Figures

Fig. 1: Global Ka-band GEO HTS Bandwidth Demand by Application (source [NSRL5]) .....cccureirirrnineierieneeresenesienns 43

Fig. 2: Global Non-GEO HTS Bandwidth Demand by Application (Source [NSRL5]).......ccovrivriiriiiieineesee e 44

Fig. 3: Different Types of Space Optical Links (source: [HEMMALILL]) .....covivriiieiiriiiieinceee e 47

Fig. 4: Transmittance vs Wavelength

Fig. 5: Percentage of cloud coverage (0-1) for year 2009 for Madrid (North Hemisphere) and Santiago (South Hemisphere)
............................................................................................................................................................................................................... 55

Fig. 6: Point ahead angle and isoplanatic angle configuration (source: [Leonard16] and [Dimitrov15].......ccccceoviirivninnne 62

Fig. 7: TLWC Map CONTIGUIALION .....oueiiiiiitiitiitet ettt bbbt b bt e b bt et e e ebe et b b e e 64

Fig. 8: Snapshots of ILWC maps correlated on spatial and temporal domain, a) t=ty, b) t=to+60min ..........cccoeviriiirennne 67

Fig. 9: LWC VErtiCal EXIENT TIME SEIIES ....cc.eitiititeieiieteetiete sttt ettt h bttt b bt e bt e e b e bt ke st e e bt st e e e ene e bt e beebe e e 68

Fig. 10: Snapshots of ILWC 2-D maps correlated on spatial and temporal domain up: t=t,, down t=ty+60min .................. 69

Fig. 11: Snapshots of 3D maps correlated on spatial and temporal domain-Vertical Extent up:t=t,, down: t=t,+60min .....70

Fig. 12: First order statistics validation of the ILWC synthesizer, Rhodes, Kalamata Greece. ............ccoceverereininenencnienn 71

Fig. 13: First order statistics validation of the ILWC synthesizer, Rome, Italy, Toulouse, France..........c.ccocccoevvvnienicncnnnnn 71

Fig. 14: Cloud attenuation time series at 40GHz, 40deg, Milan, Htaly .........ccccoooeririiiiiiiiii e 76

Fig. 15: Cloud attenuation time series at 1550nm, 40deg, Milan, Ialy .........cccccoveiiiiiiiiiiiie e 76

Fig. 16: RF validation of Cloud Attenuation Space Time Synthesizer with data at 30 GHZ ............cccccociiiiiiiiinincc 77

Fig. 17: Validation of Cloud Attenuation Space Time Synthesizer with data at 10.6um wavelength ..........c.ccccovceiiiiiene 78

Fig. 18: Cloud Attenuation CCDFs with elevation angles 20deg, 40GHZ, 90GHZ ............cccovriiiiiniiniereeee e 79

Fig. 19: Cloud Attenuation CCDFs with elevation angles 40deg, 40GHZ, Q0GHZ ..........cccooiiiiiiiiiiiiiiee e 79

Fig. 20: Cloud Attenuation CCDF, wavelength: L550NM .......ciiiiiiiiiiiiiieie sttt 80

Fig. 21: Optical Satellite Link -CFLOS calculation (elevation angle, high altitude). ..........ccccoeciiiniiniine 81

Fig. 22: ClOUA IMASK TIIME SEIIES ... .cueiuieieitietesteste ettt sttt ettt b e besa e b et st e b e eb e e bt sb et e e e at e b e bt ek e ebeebeneenbebeebeabeebeabe e s 82



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &

Optimization”
Fig. 23: CFLOS vs Elevation Angle — Hypothetical OGS IN NAXOS........c.cieiirieirieeriee et 82
Fig. 24: Hypothetical OGS Network Greece, LEO Satellite SCENAIO .........coveieirieiiiie e 85
Fig. 25: Elevation Angle PDF Heraklion-Iridium LEO Sat..........ccccuiviiiiiiiiiierieieieie sttt 86
Fig. 26: PDF of elevation angle for three different OGSs with 12 MEOQ Satellites. ..........ccccovvevieieiiiiieii e 87
Fig. 27: 1% & 2" OGSN-MEO CONSIEIALION ... eeeeeeee e eeeseee e ee s eeee s es s se e ee s eeses e e ee e ee s eneenens 89
Fig. 28: 39 OGSN-MEQ CONSLEIALION ...ttt s e s e s e ee s se s e 89
Fig. 29: Slant path configuration — Cloud vertical extent SNAPSNOL ...........cccoviiiiiiicei e 94
Fig. 30: Vertical extent OF CLOUAS VS TLWWC .......c..oiiiiiiiee ettt sttt ettt e bt neebe b e ebe e s 95
Fig. 31: CFLOS probability vs. elevation angle for single links: 0-Paphos, *-Madrid, +-Lyon, x-Stockholm....................... 99
Fig. 32: Cloud Coverage Monthly (M)-Yearly(Y), North/South HEMISPhEre...........ccccooiiiieiiiice e 101
Fig. 33: Monthly ILWC CCDF derived from ERA Interim database for Lyon France .........cocooeeiiiiieneniencieceee e 103
Fig. 34: Monthly CFLOS Probability using annual and monthly statistical parameters (North/South hemisphere)............ 104
Fig. 35: Joint Monthly CFLOS Probability for double diversity scenario (annual and statistical parameters are used). .....105
Fig. 36: Joint Monthly CFLOS Probability for triple and quadruple spatial diversity scenario (annual and statistical
L L L0 (o G LT UL | RSOOSR SO PSP 105
Fig. 37: The number of selected OGSs k vs Pa‘:ai, for the proposed optimization algorithms ...........ccccceovvinniencienienne 109
Fig. 38: Uplink time series after subtracting the offset value-Raw data ARTEMIS Campaign..........ccocoeevrvennieniennenns 116
Fig. 39: Time series of irradiance for a downlink session-Raw data ARTEMIS Campaign..........ccovevreiniienninsennneens 116
Fig. 40: Time series of irradiance for a downlink session after filtering-Raw data ARTEMIS Campaign........ccccocecevvruenene 117
Fig. 41: Irradiance time series using LUCE terminal as transmitter and receiver- ARTEMIS Campaign.........ccccoceeevvruenene 118
Fig. 42: Downlink time series (LUCE, ESA’s OGS) — 09/09/2003 23:30-ARTEMIS Campaign............ccooo.cosvvvesrrvernneees 118
Fig. 43: Overexposed OPALE data-ARTEMIS CaMPAIGN .....ceviuiiiiririeiiieisieeniete sttt ettt ssenesnerens 119
Fig. 44: Normalized Received Irradiance for Session on 24/05/2003 17:00 Experimental PDF vs Synthesized PDF ........ 129
Fig. 45: Normalized Received Irradiance for Session on 24/07/2003 00:15 Experimental PDF vs Synthesized PDF ........ 130
Fig. 46: Normalized Received Irradiance for Session on 16/09/2003 20:10 Experimental PDF vs Synthesized PDF ........ 131
Fig. 47: Received Power CDFs for various atmospheric turbulence CONitions.............ccooeieiriiieniienene e 132
Fig. 48: Received Power CDFS for various Deam radiUus ..........cooerieiiiiiiiiisiieesee e 132
Fig. 49: Configuration of Deep Space-Link Budget Design EleMENTS..........cceoiiiiiiiiiieneeeeee e 136
Fig. 50: M-PPM CONFIGUIALION ......uiiiiiiiteitite etttk b bbbt b e bbb et e et b e bt e bt nbe b nean 137
Fig. 51: Blocking Loss Explanation (SOUrCe [DOIINGAIT) .....ccoveiriiriiieiiiiieersese e 143
Fig. 52: Blocking Loss using the approXimated MEthOT...........coiiiiiiiiiiiere e 144
Fig. 53: BIOCKING LOSS, QBLECLOT AITAY ......eiueiteteteseetieteetistestest ettt ettt sttt b s bt b e b b et e e e st et e eb et sb et e e ene et e ebeebesbenbennan 145
Fig. 54: Detector Jitter Explanation (SOUrCe [DOIINAIT) .....c.viveiiriiiiiieiieii et 146
Fig. 55 JItEr ABIECION 10SS... vttt bbb bbbt bbbt b bt e bbbt et enr e 146
Fig. 56: Block Diagram of Direct Detection Receiver showing the noise contributions for APD-PIN detectors................ 149
Fig. 57: Signalling ValUues ESLIMALION .........ccoiiiiiiiiiteiiciee etttk bbbt nrene
Fig. 58: Data Rate vs Range, H,=15 W/m%um/sr , Different Receivers, No Array
Fig. 59: Data Rate vs Range, H,=85 W/m?/um/sr , Different Receivers, No Array
Fig. 60: Data Rate vs Range, Hy=15 W/m%um/sr , Different Receivers, Detector Array Size 32 ........ccoeeevrererermrerersnneonn. 162
Fig. 61: Data Rate vs Range, H,=85 W/m%um/sr , Different Receivers, Detector Array Size 32 .........ccoeevvrrmreinreersnneonn. 162
Fig. 62: Data Rate Slope versus Distance, Detector Array Size 32, 10M RECEIVET ........ccceruiieririiienine e 163
Fig. 63: Data Rate Slope versus Distance, Different transmitters, Detector Array size 32, 6m Receiver ...........c.ccocveennenne. 163
Fig. 64: Data Rate Slope versus Distance, Different transmitters, Detector Array size 32, 10m ReCEIVEr ..........ccovvrirvenne 164

10




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

[Tivakoc Zynuitov

Zynua 1: Zrypudtona Siodidototov ILWC yaptav: TTave: ) ypovikn otiypn t=ty , Kéto: 60 Aentd apydtepa ......

Synua 2: Zrrypudtuna tpedidotatov ILWC yaptdov: TIavo: m gpovikn otrypn t=tp , Kdte: 60 Aentd apydtepa

Zynua 3: Zoykpion apotevopevns pebodoroyiag yio T dnpovpyio xpovocelpmv omdcPecng onTikoy onpatog eEoutiog

TOV VEQDOV UE GESOUEVOL OTTO TN BUBALOYPOUPIO ...ttt etttk sb et bbb bbb e e b e e b b e b e b e e s b e e b e b et sb e b be e b s 34
Zynua 4: Mnvwoio kot Etowe ITiBavomta Neeokdhoyng, BOpelo/NOTIO HILGQOIPLO ..c.vevvevieiiiiiiiiiiiiericieeesie e 36
Zynua 5 X0kpion mpotewvouevng pebodoroyiag (cuveyng ypapun) yo tm onpovpyic.  ¥povoceElpdv AopPovopevng
axtwoPolriag pe dedopévo amd T0 TEIPUUO ARTEMIS (KOKAOL) «..eviviiiiiiiiieieees e 38
Zynua 6 Iopdpetpot mov omoitodvIoL Yo TO VITOAOYIGHO TOL TPOVTOAOYIGUOV 1GYVOG MOG OTTIKAG S0pLPOopKNg Levéng
39

POUOEOGC GUAGTILLOTOC v veueeteetee st esee bt et st e st ekt ese e s bt e s ekt esbesb e es s e b e e e b e bt e s e e b e 4R e e b€ 28 e £ b £ 4R s e A b £ 2 h e ek £ 4R b e AE €2 h e £ E £ 4H b e AH £ e b £ e b e e R b e nb e e b e e bt eh b e nbeeb e e abeenbenbeaneea

11



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &

MNwoocdpilo

Optimization”

Ayyhké

Elnvika

Adaptive Optics

[TpocappooTiKd OnTIKA GLGTAH AT

Aperture averaging factor

[apdyovtag péong AMyng onpatog

Beam

Aéoun

Beam Spreading

E&dmhwon onuatog

Beam wander

AmoKAGN TOVL KEVTPOV TNG OTTIKNG OEGUNG

Bit error rate

PuOudc havbaouévov bit

Capacity Xopnrikotnra
Clouds TOvvepa
Cloud free line of sight A146061M OTTTIKOD GLLOTOG YMPIG VEPN
Code rate PuOuodg kmwducomoinong
Cumulative distribution function ABpo16TIKN GUVAPTNOT KOTAVOUNG
Data rate PuBpuodg dedopévav
Deep Space Babb Atdotnpa
Diffraction [Tepibiaon
Downlink Koatepyouevn {evén
Elevation angle T'owvia avoymong
GEO Satellite I'ewotatikdg Aopvedpog
Ice clouds ZOVveEQa. TiyoL
Integrated liquid water content Ké&Beto ohokpmpo. TG TEPLEKTIKOTNTAS GE VYPO vEPD
TOV VEQDV
Intensity modulation ZyAuo S1opope®oNS EVTOoNS
Irradiance AxtwvoPolio
Link budget ITpotmoroyiouds 1oydog
LEO satellite Aopv@OPOg YOUNANG TPOYIAG

Liquid water content

[leprextcdOTNTa 6€ LYPO VEPD TOV VEQDOV

Lognormal distribution

A0YyoplOoKOVOVIKT KOTOVOU

MEO satellite AopvpoOpog HECTC TPOYLAG
Mitigation Techniques Teyvikég aupivvong drokelyewv
Modulation Aopdpomon
Normal distribution Kavovikn katavoun
Obscuration Ykioon
Optical ground station Ontikdg otabuos Phong
Power Ioybg
Pointing error YAl XTOXELoNG
Probability IMBavotTo
Probability density function Zuvaptnon mokvotntag mbavotnTag
Propagation A1adoon
Pulse position modulation Awapodpemon Béong Tokpo
Receiver Aéxng
Refractive index Agixktng 6160 aomg g atudsPapag
Satellite Aopvpodpog
Scintillation ZrvOnpiopdc

Scintillation index

Agiktng omvOnpiopod

Serial concatenated convolutional

YeproKol GuVEMKTIKOT KOOKES

codes
Single photon counting detectors AViveLTEC LETPNONG LELOVOLEVOV QOTOVIMY
Slant path Kerxhpévog dpopog d1a8oonc

12




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &

Optimization”

Spatial correlation

Xwpkn cucyETion

Spatial diversity

Awpopiopog Béong

Spectrum

Ddopa

Stochastic differential equations

2TOY0OTIKEG dLUPOPIKES EEI0CDGELG

Symbol error rate

PvOuog AavBacpévav cuppforiov

Temporal correlation

Xpovikn GuGYETIoN

Time series XpovooepEg
Transmitter IMopmog
Transmitter diversity Al0QOpIGOG TOUTOD
Turbulence 2pofMopdg
Uplink Avepyouevn (evén
Water clouds ZOVVEQQ VEPOD

13




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

14



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

Abstract

The scope of this Thesis is the study of satellite communication systems operating at optical
frequencies and the development of accurate channel models required for the reliable design and evaluation
of the performance of these systems. The growing developments in information and telecommunication
technology have led to the everyday increasing usage of high speed internet and multimedia applications,
revealing the demand for higher data rates and larger bandwidth. To satisfy these demands, the new
designed high throughput satellite communication systems are shifting to higher frequency bands for both
Near Earth and Deep Space satellite (for distances greater than Moon) communication systems. A promising
solution is the utilization of optical frequencies for satellite communication systems. Free space optical
(FSO) satellite communication systems exhibit a great variety of advantages compared to RF satellite
systems like the higher data rates, the more spectral bandwidth, the less power consumption, mass and size
and the improved security among others.

However, when optical beam propagates through the earth’s atmosphere it is mainly affected, but not
limited to, by atmospheric turbulence and clouds. Cloud coverage is the dominant prohibitive phenomenon
for the operation of optical satellite communication systems. The induced attenuation due to clouds causes
the blockage of the link with the presence of clouds. On the other hand, for cloud free line of sight (CFLOS)
conditions (no clouds) atmospheric turbulence contains the key attenuation factor. For the mitigation of these
phenomena several fade mitigation techniques have been proposed. This Thesis is mostly concentrated on
the modeling of cloud coverage and atmospheric turbulence for optical satellite communication links and the
mitigation of these phenomena.

Firstly in the first Chapter a state of the art review of optical satellite communication systems is
reported. Additionally, a variety of experimental measurement campaigns that have so far been conducted
are briefly exhibited. In the second Chapter the propagation phenomena that affect the optical beam are
presented and a review of the propagation models is exhibited. In addition, the proposed fade mitigation
techniques for each propagation phenomenon are reported.

The Chapters three four and five are devoted to the methodologies developed at the framework of
this Thesis for modelling of cloud coverage and cloud attenuation. To begin with, it is described in this
Thesis that cloud coverage can be modelled employing Integrated Liquid Water Content (ILWC) statistics
while ILWC can be modeled according to lognormal distribution.

In Chapter 3, a methodology for the generation of 2 and 3 Dimensions ILWC time series correlated
both on temporal and on spatial domains is proposed. The proposed methodology employs multi-
dimensional stochastic differential equations (SDEs) for the time series synthesis and incorporates the
temporal and spatial behaviour of ILWC. Additionally, the 3D ILWC space time synthesizer incorporates the

vertical extent of clouds.
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In Chapter 4, the 2D and 3D synthesizers proposed in Chapter 3 are employed for the estimation of
cloud attenuation and cloud free line of sight (CFLOS) probability for single and joint slant paths. Clouds are
classified based on the cloud vertical extent and using the microphysical properties of clouds and the well-
known Mie scattering theory, a unified space-time model for the prediction of induced attenuation due to
clouds for frequencies above Ka [26.5-40 GHz] band up to optical range is presented. To continue, assuming
an on/off channel with cloud occurrence a methodology for the generation of CFLOS time series correlated
on temporal and spatial domain for both single and joint slant paths is presented. Both synthesizers take into
account the elevation angle and the altitude of the station (for high altitude stations) for the estimation of
cloud attenuation and CFLOS respectively and are employed for both GEO satellite communication systems
and non-GEO satellites i.e. with time dependent elevation angles as space segment. Finally the space time
CFLOS generator is employed in order valuable statistics from the system point of view for an OGS network
(OGSN), like the average number of OGS switches etc. are derived.

In Chapter 5, a simple physical and mathematical theoretical model for the prediction of CFLOS
probability along a single slant path and for separated on spatial domain multiple optical satellite links is
presented. For the accurate evaluation of CFLOS the elevation angle of the slant path, the altitude of ground
stations and the spatial variability of clouds are considered. In addition, CFLOS probability for
simultaneously available optical links for the application of spatial multiplexing transmission techniques is
estimated.

The Chapter 6 of this Thesis is devoted on the development of novel optimization algorithms for the
selection of OGSs forming an OGSN for mitigation of cloud coverage. These algorithms are aware of the
clouds monthly variability and take advantage of the hemisphere differences. Additionally, in this chapter it
is proved that ILWC monthly statistics can be sufficiently described by lognormal distribution. Moreover,
the methodologies developed in Chapters 4 and 5 are transformed in order the monthly and hemisphere
variations of ILWC are incorporated. Finally, an optimization algorithm for the identification of active
stations per month in an OGSN is also proposed.

The Chapter 7 is concentrated on modeling of turbulence effects under CFLOS conditions for optical
satellite communications. In this chapter a methodology for the estimation of aperture averaging factor for a
central obscured aperture is presented. Additionally, a unified methodology for the generation of received
irradiance/power time series for an optical uplink GEO satellite feeder link is presented. The proposed
methodology takes into account the turbulence and miss-pointing effects among others, while it benefits of
the use of Stochastic Differential Equations (SDESs) for the incorporation of the scintillation effects. For the
validation of the methodologies proposed in this chapter measurements from the ARTEMIS bi-directional
optical satellite link campaign are used.

The Chapter 8 of this Thesis is devoted to the design of a deep space optical link. In this chapter a

tool for the estimation of the link budget for deep space missions based on the CCSDS (Consultative
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Committee for Space Data Systems) standards is presented. The main elements that are taken into account in
the deep space link budget tool are exhibited. Additionally, a practical methodology, for the selection of the
main signalling parameters (modulation order, code rate, slot width) without resorting to lengthy coded Bit
Error Rate (BER) evaluations is presented. Finally, employing the proposed tool a sensitivity analysis of
various hypothetical deep space missions is presented.

In the last Chapter of this Thesis some general and interesting conclusions are drawn and presented
and finally some ideas for future work based on the models and the results of this Thesis are presented.
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Iepiinyn

H mopovca Awatpipn) emkevipdvetal ot HEAETN TOV SOPLPOPIKAOY GUGTNUATOV ETKOIVOVIDV TOV
AgrtovpyovV 6TO PAGHA TOV OTTIKOV cLyvoTHT®V. [T1o cuyKeKpiéva, acyoleltol pe TV HOVTEAOTOINGT TOVL
OMTIKOV O1WA0V M omole amatteiTol Yo ToV a&OMOTO GYESIAGHO Kot TNV aSloAdynon g anddoong Tov
cvotnuatov ovtdv. H ovveyng avdmruén otig teyvoAoyieg TANPOPOPLOV Kol TNAETKOWAOVIDV EYOLV
odnynoel oty kafnuepvd ovEOVOUEVT YPNON TOV EQOPUOYDV JOIKTOOL VYNANG TOXOTNTOG KOl
TOAVUEC®OV, PEPVOVTOS OTNV EMPAVELD TI LEYOAN OVAYKN Y10 DYNAOTEPOVS PLOLOVG HETADOCTG OEDOUEVMV
Kot pueyaAvtepo gupog Lovng. [ v tkavomoinon Tov amuitioeny auT®dV, KPIVETUL OvVayKaio 1 LETOTOTION
TOV VEOV GUGTNUATOV S0PLPOPIKMV EMKOWVOVIOV VYNANG amddoong o€ vynAdtepeg (DVEG cLYVOTHTOV,
TOGO Y10 GUGTAHLOTA SOPLPOPIKAOY emKOveVIOV Kovtd otn I'm (Near Earth), 660 ot yio cvotiuota
dopLPOopIKOY emkovavidv PBabéoc daotiuatog (Deep Space). Mo moAld vmooyouevn Avomn eivor M
YPNOUYOTOINGN TOV OTTIKOV ACVPUOTOV ETKOWOVIOV glevbépov ydpov (Free Space Optics, FSO) yw
d0PLPOPIKA GLGTAUATO ETKOVOVING. Ta OTTIKG S0PVEOPIKE CLUGTALOTH ETIKOWVAOVIOV EAEVOEPOV YDPOV
AELTOVPYOVV GTO PAGHUO TOV OTXTIKOV GUYVOTHTOV Kol TOPOVCIAlovV HEYOAN TOWKIAIL TAEOVEKTNUATOV
EvavTl TOV S0pLEOPIKAOV GLGTNUATOV ToL Agttovpyovv otnv {mvrn padiocvyvotntov (Radio Frequency,
RF), 6nwg or vynidtepor pubpoi petddoong, to peyordtepo dabéoipo eacpatikd evpog Ldvng, n Ayodtepn
KaTavaA®on evépyelag, 1 tkpotepn pala, o pikpdTePOg 0YKOG Kat 1) feATimon otov Topéa TG acPAAELOC.

Qo1660, 6Tav TO ONTIKO oo S1adideTan HEG® TNG ATUOGPAPAS TG VNS, EMNPedleTal Kuping aAld
Oyl HOVO, OO TIC OTHOCQOIPIKEG OVATOPAEELS Kot To ovuvvepa. H vepoxdivym omotelel 10 mAEOV
TEPLOPIOTIKO (POVOLEVO Y10, TN AELTOLPYID TOV CLGTNUATMV OTTIKMY S0PLPOPIKAOV EMKOWMOVIDV, KAONDS M
e€aocBévnon mov VEIGTATOL TO OTTTIKO GTHA LLE TNV TOPOVCIN TOV VEPAOV glval TOGO PeYGATN, TOVL TPpoKaAEiTOL
n oakomn tng (evéne. Emmpdobeta, o cuvbnkeg diadoong ympic vépn, 1060 1N TPog T MOV, OGO Kol 1M
pog T KAT® omtikn {evén enmpedlovtal amd TO QOIVOUEVO TOV ATUOCOUIPIKGV oTpoPiicumv. ['a Tov
TEPLOPICUO TOV QUIVOUEVEDY ATV &xovv mpotabel didpopeg TeyViKég avtiotabuone. Qg ex tovTov, N
Topovco, AP ETIKEVIPOVETOL KUPI®G OTNV UOVTEAOTOINGT TOV VEQOV KOl TOV OTHOCPUIPIKOV
oTPOPIMGUOV Y1 OTTTIKEG SOPLPOPTKES (EVEEIC Kal GTOVG TPOTOVG AVTIUETOTIONS TOV PALVOUEVAOV OVTMV.

Apycd, oto Tpmdto Kepdrato tng mapovcag Alatpipng, mapovctaleTol Uia, EXIGKOTNOT TOV OTTIKOV
S0PLPOPIKAOY GLOTNUATOV ETKOIVOVIOV KOl YIVETAL AvVOQOPA, UE TN YPTON CUYYPOVOV TAPUSEIYLUATOV GTNV
avaykn vy, vynAdtEPOLS PLOUODS UETASOONC OEJOUEVOV KOl HEYOADTEPO QACUHATIKO £Opog {dvrg.
Hopaiinia, ToapatiBeviol SaQopec TEWPOUATIKEG peAéTeg oV Exovv oleloybel g TOPO GYETIKA e Ta
OTTIKG, SOPLPOPIKA dikTvo emkovovidy. Xt0 KepdAiaio 2, mapovoidlovral 1o eavopeve diadoong, To
omoia emnpedlovv TO OTTIKO SOPLPOPIKO GO, KOl OTVOVTOL TO KUPLOTEPA UOVTEAQ SLAG0CNG OV EYOVV
npotadel og topa ot PProypagica. Térog, Yo kaBe povopevo Tapovcidlovtorl ot TexVIKES dupfivvong

dtokeiyemv mov £govv mpotabet.
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Ta Kepdrowa 3, 4 ko 5 eotidlovv otig pebBodoroyieg mov avantdydnkoyv 610 TAaiclo g Tapovcag
€PELVOC GYETIKA LE TN MOVIEAOTOINGT TNG VEQPOKAALYNG Kol Tng eEachévnong tov onuatog e€attiag tov
vepav. Onmwg mapovoidletor ommv  mapovoa  datpiPr, T VEEN UTOPOLV Vo LOVIEAOTOINHovV
YPNOUYLOTOIDOVTOS GTOTIOTIKG otoryeia Tov Kdbetov OloxAnpopatog g Ilepiektikdtnrog oe Yypd Nepd
tov vepav (Integrated Liquid Water Content, ILWC).

Y10 Kepdrato 3, mapovoidletarl 1 pebodoroyio mov avamtdiybnke yuo TNV Topaymyn YPOVOGEIPOV
dedldoToTOV Kot Tpiedidctatov tedinv Tov Kabetov Oloxdinpouatog g [epiektikotnrog o€ Yypod Nepo
(ILWC) twv vepmv. H pebodoroyio avt Aappdvel voyn 1060 TNy Xpovikni 0G0 Kol Y®PIKN GUGYETICN TOV
ILWC. Tw ™ dnuiovpyic tov ypovoceipmv 1 mpotewvopevn pebodoroyia emmeeleitor amd TN ypnon
TOALSLACTOTOV GTOYUCTIKOV dpopikdV e&lo®@oewv. TELOC, 0TO YOPOYPOVIKO HOVTELO 3 SL0GTAGEWDY TOL
npoteivetal 1 KAOeTN EKTOON TOV VEQOV AapBaveTol vdym.

Y10 Kepdiaio 4, 1o yopoypovikd pHoviédo 000 kol TpidV Ol0oTdcewmv, TTov Tpotddnkav oTo
Kepdrawo 3, ypnopomotodvtat yio Tov VTOAOYIGHO Kol TV TPOPAeyn tng eacBévnong Tov onpatog Ady®
vepov kot ¢ mhavotntag v ontikn (evén ywpig véen (Cloud Free Line of Sight, CFLOS), 1660 Y
LEHOVOLEVES OGO Kol Yo TOALOTTAEG (e0&elg (Stapopiopdg Béong, amd Kool GTATIGTIKA YOPOKTNPLOTIKA).
Apywcd, ta. oOVVEPO KOTNYOplomolovvTal He Paon v kabetn €ktacrn tovg Kot AapPdvoviag vmoyn Tig
LIKPOPLOIKES WO0TNTES TOV VEQPAOV Kol T Yvoot) Bewpia okédoong Mie, mpoteivetan éva  kabolkd
YOPOYPOVIKO LOVTEAO Y10 TOV LTOAOYIOUO Kol TPOPAeYM TG ££00BEVNONG TOL GNUATOG AOY® VEPOV Yo
ovyvotnteg peyaAvtepeg g Ka umavrag [26,5 - 40GHz] pe epappoyn €og kot tig ontikég ovyvotntec. H
poteWoOueVT pebodoroyio. ocvykpivetar pe dedopéva mov  AauPavovior amd T PifAoypaeia,
napovoidlovrog oAb evlappuviikd anoteléouata. Zvveyilovtog, vrobétovtag Eva avoryto/kielotd (on/off)
OMTIKO KOVOAL, WE TNV TAPOLGIO, TOV VEQP®OV, ONAadN av vmadpyer ocvvvepo, m (eb6&n OdakdmTeT,
napovotdleton pio véa pebodoroyior ywoo ™ ovvleon ypovikd kot ympikd ocvoyetiopévov CFLOS
YPOVOGEPDOV, TOGO Yo UEHOVOUEVES, 000 Kot Yoo moAlomAég (ebfeic. Kar ot o000 mpotevoueveg
uebodoroyiec Aapupdvouv vdyn 1060 T yovio aviymone g {evéng 660 KAl VYOUETPO TOV GTAOUMV
Baong (yio otobpote Pdong o€ peydio vyoueTpo) kot Qopuolovial T0G0 GE GLOTHIATO UE YEDCTUTIKOVS
d0pLPOPOVE OGO KOl GE GLUGTIHLOTU UE UN-YEDGTATIKODS S0pLOOPOLS, OOV 1) Y®Vio, aviywong e (evéng
elvar ypovikad petaforiouevn. Térog, n Tpotevouevn y@poypoviky pebodoroyia cvvieonc cuoyeTiIcUévVEOY
CFLOS ypovooceipdv ypnowomoteitor  yio v Eayoyr YPNOU®OV  GLOTNUIK®OV  GTOTIOTIKOV
YOPOUKTNPIOTIKOV Yo €va SIKTLO ONTIKAOV oTofpmv Pdoemg, 6mwg o aplBuds tov evailaydv (switches)
HeTa&D TV ONTIKOV oTOOUMV BAcE®C.

Y10 Kepdhao 5 mapovoialetar éva pobnuotikd PovtéAo yio Tov Be@pnTikd VTOAOYIGUO Kol TNV
poPreym g mBavotntag CFLOS, 1660 Yo pepovouévn ontikny dopueopikn (e0EN 660 Kot Y10 TOAAATAEG
YOPIKA CLOYETIOUEVEG OmTkEG dopvpopikés Cevleic. T'n tov a&omioto vmoroyiopud g CFLOS

mBavotnrag, 1 yovie avdymong g Levéng kot o vyoueTpo tov otafuov Pacong Aappdvovior vIoOy.
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EmumAéov, vmoroyiletar n CFLOS amd kotvov mBovotnta yia tavtdypova drobéotpeg ontikés (evEelg yio v
EPUPLOYT TEYVIKDV LETASOOTG XOPIKNG TOALTAEE G

To Kepdhowo 6 g mapodoog Atpipig EMKEVIPOVETOL otV  oviamtuén  aAdyopiBuwv
BeAtioTomoinong ylo TV EMTAOYN TOV OTTIK®V 6TafUdv Bacong, mov oynuotilovv éva cuvdedepévo diktvo
YOO TNV OVTIUETOTIOY] TNG VEQPOKAALYNG. ApPYIKA, € OUTO TO KEQPAANO OTOOEIKVOETAL OTL TO. Unvidia
OTUTIOTIKA YopaKTNPLoTikd Tov ILWC pmopovv va meptypa@obyv ETapKOG e Tr AOYOPIOLIKT KOTAVOUT. XTn
ouvéyela, ot pebodoroyieg mov avamrtoydnkov oto Kepdlota 4 kot 5 petooynuotifovror pe pdon ta unviaio
OTOTIOTIKA Yopaktnplotikd tov ILWC kot o¢ ek toutov 1 punvicio SoKOUAVeT TG VEQPOKAALYNG Kol Ol
unviaieg dtopopéc HETa&d Tov BOPEIOV KO TOL VOTIOL MUoeopiov Aappdvovtar veoyrn. Ov aiyopiBuot
BeAtiotomoinong mov mpoteivovtal Aapfdvovy vaoyn T pnvicio. SOKOLUOVOT TNG VEQOKOAALYNG Kol
eKHETOAAEVOVTOL TIG Unviaies dtapopés peta&d Popetov kot votiov nuiceapiov. Télog, mpoteivetan évag
alyopBpog PeATIOTOTOINGNG Y10l TOV VITOAOYIGHO TOV avayKaiov aptBpod Tov evepydv oTabudv ové punvo
o€ £€va d1KTLO OTTIK®V 6TafudV Bdomng.

To Kepdhowo 7 g mapodoog AlaTpifng ETIKEVIPAOVETAL GTNV OVATTUEN VE®V HOVTEA®V KOVOALOD
Y T 6148061 TOV OMTIKOL CNUOTOG KAT® amd cuvlnkeg diddoons ywpig véen, Aopfdavovioag vmoyn To
(QOVOUEVO TOV OTUOCOUPIK®OV oTpofiiicudv. T ™ peAétn ovth yivetor aviAvor HETpNoE®V amd TO
ontikd dopveopikd meipapo. ARTEMIS. 210 kepdioto ovtd mapovoidletor po pebodoroyior yia Tov
VTOAOYIGUO TOL Tapdyovto péong ANyng onuatog (aperture averaging factor) yi omtikoOg O€kteg Le
KeVTPIKN okioor yo katepyopevn (ebén. Emmpocbeta, mpoteivetoan po pebodoroyia yuo n dnpovpyio
xpovocelpdv  AouPoavouevng  oktvoPfoAiag/ioxbog Yo avepyoueveg omtikéc (eDEEI  YEMOTOTIKGOV
dopueoptkdv cuatnudtwv. H mpotevouevn uebodoroyio Aapfdvel vmoym TI¢ ENMTMOGELS TOV ONULOVPYOVV
oTN 100G TOL GNUATOG Ol ATUOGPALPLKOT 6TPOoPiAicuol Kot To cpdipata otoyevons. Emmiéov, n mopodoa
uebodoroyio emmeeleiton omd TN YPNON OTOYOCTIKOV OloPOPIKGOV €EICMOED®V Yol TNV TOPOYOYN
YPOVOGEPOV GTIVOMPIGUOV TOL TAATOVG TOV GNUaTOC. To amoTeEAEGUATO TOV TPOTEWVOUEVOY pebodoroyiny
oLYKpivovTol pE TPAyUaTIKE dedopéva omd To omtikd dopupopikd meipoua ARTEMIS, moapoveialovtog
TOAD eVOAPPLVTIKG, ATOTEAEGATO.

To Kepdiaio 8 g mopovcag AaTpiic EXIKEVIPOVETOL GTO GYEOINGUO OTTIK®V (g0&ewv Pabéog
SLloTNUOTOG. XT0 KEQPAAaO avTd mapovstaletat pa pedodoroyia yio Tov VITOAOYIGUO TOV TPOHTOAOYIGUOD
woyvoc ontikng Cevéng, 1o Cevéelg Pabéog dwwotnuatog. EmmAéov, mpoteivetan o véa pébBodog yo v
EMAOYN TOV TOPAUETPOV oNUATOdOTNONG (PLOUOG KmduoToinoNg, didpkelo. CLUPBOAOL K.A.) TNG OTTIKNG
{evéng. Xpnowomowwvtag Tig mpotevopeveg pebodoroyieg e€etdletor n anddoorn TV onTikdV (edéemv
Babéog daothpatoc.

Téhog, oto KepdAaio 9, mapovcialovtol GOUTEPACUATO, KOl TPOTACELS Y10 LEALOVTIKT £pEVVA.
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Aé€erc Kherona:

AopLQOPIKEG EMKOIVOVIES, OCVPUATEG OTTIKESG EMKOVMVIES, PEATIGTOTOINGT, LOVTEAOTTOINGT), GTOYAGTIKA
LOVTELQ, CTOTIOTIKA LOVIEAQ, VEQT], S1A00GT OTTIKOV GNLOTOS XWPIG VEPT, TEPLEKTIKOTNTA GE VYPO vEPD TMV
VEQP®OV, KAOETO OAOKNPOLULA TNG TEPLEKTIKOTNTAS GE VYPH VEPO TOV VEPDV, ATULOGPUIPIKOL GTPORIAMGLOL.
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Evyoprotieg

Me v mapovoa gvotnta, Bo Nlela va ekppdom TG gvyaplotieg Lov oe OAa ekeiva Ta dTopa To
omola cuvéParav gite €govtag cupPovievtikd polo, €ite LEG® CLVEPYACLOV €ite TPOCOEPOVTOS MO
vrooTNPEN dote va oAokANpwbei 1 wapovoa datpifP.

Apywd, Ba NBeda va guyoplotom Beppd Tov emPArémovta Koyt TS TOPoLGAS ALOAKTOPIKNG
Awpipng, tov kOplo ABovdacio A. [Mavayomovdo, TOGO Yio TNV amodoyn HOL MG VIOYNPLO SOUKTOPA TNG
GYOANG, 000 KOl Y10, TNV EUTIGTOGVUV OV UoV €dg1Ee OA0 awtd To dtdotnua. O koplog [Havaydomovrog, pe
v e€aipetn aKadNUOTK TOL YVAOOT Kol EUTEPia, pe Pondnce otnV mEPATMON OVTHG HECH TOV ELCTOYMV
TOPOTNPNCEDY, GUUPBOVA®Y Kot Topakivice®v tov. Emmpocheta, Bo Beha va tov uyopiotiom yuo Ty
evkapioc OV HOL £dMOE VO EPYOOT® TAVED GE 1OWHTEPN EVOLAPEPOVTA, EPEVVNTIKG TPOYPELUOTA,
EMTPETOVTIAC LOV LE OLTOV TOV TPOTO VO EUTAOVTIOM TIC YVAGELS LOL TAVM GTO OVTIKEILEVO TG SLoTpIPnc
OAAG KOL VO €Y@ TNV OTOPALTNTI OIKOVOULKT VTOGTNPIEN Yo TNV oAokAfpwon ¢ [lapdAinia, n aicnon
dkatoovvng kot To Hog mov tov dwokpivovy, cuvéfaray kaboploTikd ot dnuovpyics EVOG KOTAAANAOD
nepPaiiovtog yia v ekmovnorn g Awaktopikng Atatpipne. Télog, Oa H0eda va tov guyapiothcm Bepud
Yy TNV Eumpoktn oTPIEn kot Ponbea Tov Hov TPOGEPEPE TOGO GE EMAYYEAUATIKO OGO KOl GE TPOCMOTIKO
eminedo.

Emumpdcbeta, Ba 0eha va evyapiomnom tov Ap. Xapirao Kovpdyimpya, yio T cuvepyasio pog OAa
avTd T Xpovia, Yo TG GVUPOVAES, TV KaBodynor, TV yuxoroyikn otpién, t6co og NOd 660 Kot og
TPOCHOTIKO EMIMEDO, Kt TNV evBdppvvon mov pov npocepepe. To NBog kot 1o aicOnua Tpoceopdg Tov Tov
dwakpivel, Tov kabiotovv évayv e€aipeto cuvepydrn kot eido. H Borfeid tov, 1000 o€ emayyelpatikd 660 Kot
0€ TPOCHOTIKO EMIMEDO, NTAV 1OLOUTEPX GTLLOVTIK.

Oa NBera va eVYAPIOTHC® TOVG GLVVEPYATEG Kot gidove, Ap. ITavtedr| Apdnoyiov, Ap. Kwvotavtivo
AwwAn, Ap. I'edpyro [Titorddn, Ap. Ztavpodra Bacocdkrn, Ap. Mdpro Tlovddxn, Ap. Ztavpo ZaykpidTn,
Apydpn Povpehmtn, Amoctoro Ilomagpoykakn kot Xpioto Eepoin. Me 1t ovvepyacio pog oe
EMOYYEALOTIKO EMIMESO KOL TNV VTOCTNPIEN TOLEC KATAPEPO Vo PEP® €15 TEPAG TNV €pguva pov. Tovg
EVYOPIOTM Y10 TN CLUTAPAGTACT| TOVG, TN PoN 01l TOVG KA TIG EVYAPISTEG MPEC TTOL TEPdoaue nali.

>10 onueio awtd, Ha NOera Vo EKPPAC® TIG EVYOPLOTIEG LOV KL GTOLG PIAOVG OV EKTOC EPYOCING,
UE TOVG OTOIOVG LOPOCTNKAUE GKEWYELS, OVNOLYIES KOl SVOKOAIEG, OAAG TAVTOYPOVA TEPACUUE OLOPPES
TPOCOTIKEG OTIYUEG KAVOVTOG EVYAPLOTN TNV KoOnuepvoTnTo, Kot TV mopeia uéxpt e6m.

OlokAnpadvovtag, o H0ela vo T TO O UEYAAD EVYAPIOTM GTNV OLKOYEVELD LoV Yio, TN oTthPIEn,
TNV QyGm KoL TV EUTIGTOGUV TOVG, Ao T TPMTO KIOAAS Prinatd pov. H vrootipién toug nrav ko ivor
KkaOoploTIKNAG onuociag Yo TV enitevén TV 6TOXOV LoV, OELA®m Vo ELYOPLOTACE® TOVG YOVELS WOV,
Kovotavtivo kot Xtavpovda, yioo 0iec 115 Oucieg mov €yovv kdver Kot yio TIg PACELG KOl TO YoyKd

amofépata e To ool e £XOVV EQOJACEL, MGTE Vo, cLVEYIL® Vo TpooTafd PEpL TNV enitevén TV 0TOY®OV
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pov. ‘Eva peydro gvyxopiotd otov adep@d pov lodvyn, yio m ompién Kot v Umetosvv tov dha ovtd to
ypovia. Kieivovtag, 06Am va apiep@cm v mopovca Aldaktopiki Atpip otn UNTépa Lov, 6ToV adEPPO

LOV KO GTY] LWVHUN TOV TOTEPO, LLOV.
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oty UNTEPO. LoV XTOVPODIA,
aTov 0.0eppo pov lwadvvy

Kol aTh UViun T00 TTOTEPO, LoD

Kovoravrivoo
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Extetapévn Hepiinyn

KE®AAAIO 1 EIZATQI'H

H ovveyng avamtuén oty teyvoroyio Tov TANPoeopidv Kot tev podtocvyvotitov (Radio
Frequencies, RF) éyovv odnynoet otnv kabnueptvd av&ovopevn xpron tov epapuoydv S10dtktion VYning
TayOTNTOG Kol moAvpécwv. Kabe yprotmg mopdyel ko petodidel kobnuepvd peydlo OyKo OedopEVEOV
(ktvnTd MAéowva, oeOnmpeg KAT.), evd og Alya ypovia TpoPrémetatl 6Tt OYKOG TV dEOUEVOV avT®dV Bal
avEnBel dpapaTIKd, EEPVOVIOG OTNV EMPAVELR TN UEYAAN ovaykn Yo vynAdtepovs puBuods petdadoong
dedopévev kol peyoAivtepo e0pog Covne. [MapdAinio, oTIC VEEC APYITEKTOVIKES TMV TNAETIKOW®MVIOKOV
OIKTV®V LILAPYOVY OMALTHOELS Y10 EVPVLMVIKEG Kt SLadPACTIKEG SOPLPOPIKES VINPEGiES. ZOUPOVA UE TNV
Evponoaiky ynewxn atévro [EU Broadband] mov dnpoocietbnke to 2010 éyovv tebel tpeig 610101 o)eTIKG
pe 10 gvpulvikd S1adikTvo: 0) 1N KAALYN TOL GLVOAOL TOL EVPOTAIKOD TANBLGHOD e VPLLOVIKES
emikowvovieg pe tayvreg péxpt 30Mbps péypt o 2013 (viomomibnke), B) N kGAvyn TOL GLVOLOL TOL
eVPOTAIKOL TANOLoPOD pE gVPLLOVIKEG emKOWV®ViEG HE ToOTNTEG peyaAdTepeg tv 30Mbps péyxpt o
2020 ot y) tovidywotov 10 50% tOL gLpwTAikoD TANBLopoy va éxel gvpvlmvikég emkowvmvieg L
TayOTNTEG HEYoADTEPES TV 100Mbps uéypt to 2020.

[MopdTt Tapatnpeitor TPO0SOC GYETIKA TOVS GTOXOVG OVTOVE, CVOUEVETOL VO, UV DTTAPYEL TANPNG
emitevén uéypt o 2020 [EU Broadband]. T v emtitevén tov otéy@v autdv Kot e01kotepO vo, yivouy
OLKOVOUIKA EPIKTOL, TO SOPLPOPIKE GVCTHUATO ETKOVOVIOV Do Taiovy onuavTiKd poOAO Kot 1O104TEPO. YLO!
SVGTPOGITEC KOl OPALOKATOIKNUEVES TTEPLOYEG. 26TOGO TAPOAO TTOL 1 ADGT TOV S0PVPOPIKDV ETKOIVOVIDV
TAEOVEKTEL OTNV KOADYTN TOV OVOYKOV OVTOV GE €VPEi0. YEMYPOQIKT €KTOOT, Yo VO TOPUUEivovY
OVTOYOVIOTIKEG EVOVTL TOV EMIYEIOV OIKTO®V, KPIVETOL avaykaio 1 cuveyng abENon TG TPOSPEPOUEVNG
YOPNTIKOTNTOG.

[Na v wavomoinon TV onAITHCE®V OVTOV, Kpivetor avaykoio 1 HeTOTOMION TV VEQV
GUOTNUATOV SOPLPOPIKMV ETKOWAOVIOV VYNANG anddoong oe vynAotepeg {dveg cuyvottev, TOGO Yo
GLGTHLATO SOPLPOPIKDOV EMKOVOVIOV Kovtd otn I'n (Near Earth), 660 kot yia yio cuotiuata Sopueopikmv
emkowoviov Babéog daotiuatog (Deep Space). Mo moALd vooydpevn Avon ival 1 xpnoLonoinon Tov
OTTIKOV QCUPUATOV ETKOWVOVIOV glevBépov ydpov (Free Space Optics, FSO) ywo opvpopikd cuetipato
emkowvmviag. To orTikd d0puEOPIKE GUCTHUATO ETIKOWVOVIOV EAEVOEPOL YDPOV AEITOLPYOVV GTO (OGO
TOV OMTIKAOV GLUYVOTNTOV KOl TAPOLCIALOUV HEYAAN TOKIAIN TAEOVEKTNUATOV EVOVTL TOV S0PLOOPIKAOV
ovoTNUdTOV OV Asttovpyobv otny {dvn padtocvyvotitov (RF), énmg ot vymidtepor pubuoi petddoong, 1o
UEYOADTEPO SLOOECIUO PAGHATIKO €0POC LDVNG, 1 AyOTEPT KATAVAAW®OT] EVEPYELNG, 1| MKPOTEPN LAL0 KOl O

HKPOTEPOG OYKOG Kat 1 PeAticon otov Topén g acpdretog peta&y dlmv [Kaushall7].
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Ta dopvepopikd cuotipate EMKOWVOVIOY cupmeplapnfavouy apeidpopes (evéelg petasd I'mg kot
lswotatikav Aopveopav, Aopvedpav Méong kot Xauning tpoyldg, Mikpo-Aopv@dpwyv, eTOVOP®UEVOV
Kot un evaéplov oxnuatov kabong kol (evéelg eite petald tov Sopueopmv €ite T®V dOPLPOPOV KOl TOV
EMOVOPOUEVMV KOL [UT] EVOEPL®V OYNUATOV.

Agdopévou OTL 1 YPNOYOTOINGT TOL OTTIKOD PACUATOS GTA SOPLPOPIKE GUGTNIATO ETIKOIVOVIDOV
OmOTEAEL Ol EAKVOTIKT AVGT], €X0LV 1O TTpoyuaTtomombel SIAPopeg TEPAUATIKEG LEAETEG E OTOYXO TNV
avéAvon BlocUoTNTOG TOV GVOTNUATOV AVT®V, KOOMG Kol TN HLEAETN TOV ATUOCOUPIKMY QUVOUEVOY TOV
emnpealel TNy acHppon peTddoon tov omtikov onpotog [Kaushall7], [Romba04], [Toyoshima08].

E&aitiog g adlomotiog kot g avénuévng ooQAAELNG TOV TPOGOEPOVLY Ol OTTIKEG SOPLPOPIKEG
EMKOWMVIEC, TO TEAELTOIO O1AGTNUA VTAPYEL OLENUEVO EVOLPEPOV VIO TNV EPELVA KOl VAOTOINGT
gpoppoydv dovouns kpavtikov kiewiov (Quantum Key Distribution) amd dopvpdpo yopmAng tpoyidg.

EmnpocOeta, non kamoleg etopeieg 6mmg m Laser Light Communications (www.laserlightcomms.com/)

€Youv TPOdLYpAWEL TNV VAOTOINGTN TAYKOGUIOU OTTIKOD SIKTUOL EMIKOWVMVIMY HE TN YPNon dopuedpwv
péong tpoyudg [Brumleyl6]. Téhog, diaitepo evolapépov £xel avomtuydel yuo T ¥pnon TV acOPUATOV
OMTIKOV EMKOWOVIOV Yo (evéelg Pabéog daotipatoc. Xtn Piprloypaeio yiveror ektevig ovapopd Ge

LEAETEG Y10l TN XPNOT| TOV OTTIKOV oNatog o€ (evéelg Pabéog daoTnhpatoc.

KE®AAAIO 2 ATMOX®PAIPIKA ®AINOMENA IIOY EINHPEAZOYN THN OIITIKH
ZEYZEH

Otav 10 omtikd onua dadidetal pEow TG atudoEOIpAg TG YNG ernpedletal omd ddpopa
QOVOUEVO, OTOC TO, COUATION TNG ATUOCPALPAS, TO GOVVEQPE, VEPOD, TO. GUVVEQO, TAyov (Cirrus clouds) kat
TOVG  OTHOGPUIPIKOVG otpofiiiopods petaéd alimv [Kaushall7], [CCSDS17a]. T tov o&idmioto
OYEOLOGLO TV GLUGTIUATOV OTTIKOV S0PLPOPIKMV ETIKOVOVIDV, 1] EXIOPACT] AVTMOV TOV POLVOUEV®V TPETEL
Vo LTOAOYIoTEL e akpifetla. XTo mopov KEPAANO TOPOVGLALOVTaL Ol KOPLOL TAPGYOVTES TOV EMNPEALOVV TN
S14006M TOV OTTIKOV GUATOC LEGO, OTTO TNV OTHOCPULPO, KAOMDC Kal ot TeEXVIKEG dupfAlvvong ddelyemv Tov
éyovv mpotabel Yo kdbe mepintoon. Emmpdobeta, divoviar ta kuptdtEPH UOVTELN O1A600MG TTOL £YOVV
npotadel ¢ Tdpa ot oYeTIKN d1ebvn PifMoypaoeia.

Metald tv @avopévev autdv, 1 vepokdivyn (cOvvepa vepol) amotedel 10 TALOV TEPLOPIGTIKS
(OIVOLEVO Y10 T1 AEITOVPYIO TOV GUGTNUATOV OTTIKMOV S0PLPOPIKMOV ETIKOWVOVIOV, Kabdc 1 eacBivnon
OV VEIGTATAL TO ONTIKO GO LE TNV TOPOVCIN T®V VEQMOV €Vl TOGO UEYAAN TTOL TPOKOAEITOL 1 dLOKOTN
g Cevénge. Ta to Adyo avtd, 0T0 SOPVPOPIKA GUGTNUATA OTTIKOV ENIKOVOVIMY UTOPOVUE va Bempricovpe
éva avolyto/khelotd (on/off) ontikd kavdAl pe v Topovcic TV VEQOV, NAadn av VTAPYEL GOVVEPO KOTA
uKog tov Opopov diddoong mov emnpedlel ) Levén avty Bempodpe OTL SOKOTTETOL KoL, OVTIGTOLLO,
opiletar wg dvadikd péyebog n drddoon ywpic véen (Cloud Free Line of Sight, CFLOS), éniaor, CFLOS=1
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€av dgv VIapyEL oVVVEQPO ToL emnpedlel Ty ontikny Cevén 1 CFLOS=0 av vrdpyel cOvvepo mov ennpedlel
v omtikn {evén won avtictorya opiletoan m CFLOS mBoavotnto yioo kdbe meployn evolapépovtoc. X
Biproypapio £xovv mapovolactel didpopeg LEAETES Yia Tov voAoyoud g CFLOS mbavotntog, 1660 Yo
UEHOVOUEVES, 0G0 Kol Yioo TOAAATAEG (evéelg, e T xpNon 0eSOUEVOV VEPOKAALYNG TOL TPOEPYOVTOL IO
UETEMPOAOYIKOVG dopuopove. EmmAéov, yia T HOVIEAOTOINGT] TOV VEPOV KOl MG €K TOLTOV TOGO TNG
e€aobévnong Tov onuatog Adym vepmv, 6co kail tng CFLOS mbavotntog, pmopovv va ypnoiponomfovv
otaTloTik@ otolyeio tov Kdabetov OroxAnpopoatog g Ilepiektikdmrag o Yypd Nepd tv veQov,
(Integrated Liquid Water Content, ILWC). T v OVIWETOTIGN TOV QOIVOUEVOD QUTOV, TPOTEIVETAL M
TEYVIKT] SL0QOPIGHOD: dapoptopog BEoNS (S1apopIoUdS OTTIKMY EMIYEIOV GTAOUMV). TNV TEPinT®ON Vi
opiletar n amod kowvov CFLOS mbavotnta, onAadn n mbavomta o TOLAAYIeTOV amod Tig omttikég {enéelc va
unv €xet dtokomel e&attiog TV vepov.

Emmpdcbeta, oe cuvOrkeg d14000mG ywpig vEQT, TOGO 1 avepXOLEVT, OGO KOL 1] KATEPYOLEVT OTTIKN
Levén emnpedlovtal oo T0 POVOUEVO TV aTHOCEUIPIKOV otpoPidicpudv. [Kaushall7], [CCSDS17a]. v
nepintwon g KatepyOpevng LevEng YpNOYLOTOI0VVTOL OTTIKOT OEKTES (TNAECKOMIO) LEYAANG JIAUETPOL YLl
™MV GUBAVLVOT TOV ATHOGEAUIPIKGV avatapa&emy (aperture averaging), v otny TEPITT®ON TG AVEPYOUEVIS
Levéng ypnotpomoleital 1 TeXVIKN S10POPIGUOY TOUTOD Kol TEYVIKES TPo-avTiotdbons. Emmpocheta, yuo
TOV TEPLOPIOUO TOV OTHOCPUIPIKAOV OVATUPAEE®Y UITOPOVV VO YPNGILOTOM OO0V TPOGUPLOCTIKA OTTIKA

GULGTYLLOTOL.

KE®AAAIO 3 MONTEAOIIOIHXH TOY KAGETOY OAOKAHPQMATOX THX
NEPIEKTIKOTHTAZX XE YI'PO NEPO TQN NE®QN (ILWC)

Mo ™ povtelomoinon TV VEQOV UTOpoLY Vo, ¥pNotpnonombodyv ototiotikd ototyeion Tov Kdabetov
OloxAnpapatog g Iepektikdntog oe Yypd Nepo tov veeav (Integrated Liquid Water Content, ILWC).
Onog amodsikvoetor ota [ITU840], [Jeannin08] ta etioia ototiotikd yapakmpiotikd tov ILWC pumopovv
Vo TEPLYPOEOLY 0md TN AoyoplOuokavovikn Koatavour. ¢ €k ToOTov, Yo Tr GVVOESN YPOVOGEPDY TOV
ILWC (L) v pio cuyKekplpévn meployn xpetaloviol ol 6TattoTikég mapduetpot tov In(L), dniadn n uéon
Ty (M), n umkn amdkAlon (o) kot n mlavotnta 1o ILWC va, gival peyaAddtepo tov undevog, 1 aAlmdg n
mOavOTNTO VEPOKAALYNG YioL TN GVYKEKPUEVN eployn evdlapépovtoc. v [ITUL1853-1] mpoteiveton o
pebodoroyia yio T ovvBeon onuetok®dv ypovooelpav Tov ILWC cuoyetiopéves povo 6to ypovo kot Oyt 6To
{®Po. Q0TOCO, Yo TOV AEIOTIGTO VTOAOYIGUO TNG EMOPUCTC TMV VEPOV KOTO UAKOG TOV OpOLOV O146001Mg
TOV ONUOTOG €va povo onueio dev emapkel. TapdAinia, 6mmg cvlnthnke Kol oV €150Y®YN, Yo TNV
OVTUHETOTION TOV VEPOV YPNOCIUOTOIEITOL 1 TEYVIKN SUPOPIGHOD TOV OTTIKGOV GTafU®mV (S10poptopog

0éong). Q¢ ek TOLTOV, 1 YWPIKT GLGYETION TOV VEPMOV, TOGO KATO WAKOG TOL dpopov 814800mg, 060 Kot
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petalld SlPopeTIK®Y oTafUDY (OLUPOPETIKOV TTEPLOYDV) AMOTEAEL GNUAVTIKO PEPOG TNG LOVIEAOTOINGONG
TV VEQOV.

10 kePGAaI0 avTo, Tapovotaletar 1 pebodoroyia TOL avaTTOHYONKE YO TNV TOPOYWDYT XPOVOCEPDV
dodldoToTOV Kot Tpiedidotatov tedinv tov Kabetov Oloxdinpouatog g [epiektikotnrog o€ Yypod Nepo
(ILWC) tov vepav. H mpotewvopevn pebodoroyia, petal&d GAA®Y, EVOOUOTMOVEL TI YOPIKT Kol YPOVIKY|
ovoyétion tov ILWC.

Mo ovykekpyéva oto vmokepdroto 3.1 mpoteivetonw o peBodoroyic Paciopévn  oTIg
TOALOAGTATEG OTOYUOTIKEG dropopikég e&lomaoelg ko otny [ITUL853-1] v v mapaymyn ypovoseipmv
dedidototev mediov tov ILWC. H pebodoroyio avth Aaufdvel veoyn 1660 v ¥povikn 060 Kol YoPK)
ovoyétion tov ILWC. H xevipum 10éa Pacileton ot odvbeon dicdidotatov yaptov ILWC yia kabe
ontwkd otafud Paong. Kdabe yaptng omotereiton omd évav aplBud 0160140TATOV YOPIKA Kol YPOVIKE

ovoyeticpévoy  mediov tov ILWC pe dwootdoerg 1 km x 1km mov pmoper va  dotumwbet

®¢ Lmap,GS = [Li, I—z 1o Ln] , 0mov 1o L eivan o ILWC media kot n o ap1Budg tov mediov mov avtiotoyody

oe ka0e otabuo. I'a mepiocdTepovg amd évav ontikovg otabuovg, évag ILWC yaptng dnpovpysiton ya
ké0e otobuo. llpémer va toviotel OTL kor OAol ot yOpteg peta&h Toug eivol YOPWKE Kol YPOVIKA

GLGYETIGUEVOL. BepdVTOS S apBd oTafumy T0Te T0 cLVOAKS Tedio Tov dnpovpyeital propet va ypaeel
o¢ Lo fiold = [Lmap st Lmap as? cc Lmap s :| . 'Etot ot ypovocelpéc Li pmopovv vo, vroloyletody

ue Tov mapakdto tomo [J1]

L) eXp{Q-1 [ Piw Q(Gi (t))jx0+ m} G,(t) 2« (1.1)

0 G () <a,

omov M gtvar M péon T, ¢ N Tk amokhon kar Py, M mbavomra to ILWC>0 tov In(L) ywa v

neployn evolopépovtoc. Ot otatiotikég mopauetpot Tov IN(L) umopovv va e€aybodv amd Phoeig dedousvaov
6mwg n ERA-Interim ko ITU-R P.840-6 [ITU860-6].
O 6pog G(t) ovpporiler T ykoovolovh dadikacio Tov amotteitor Yoo T cvvheon TV mediov

ILWC. To G(t) pmopei va poviehomombei g n vaépheon dbo ykaovoiavdv dwdtkacidv X, =[X!, X?] 6mov

1<i<n (n o apdudc Tov nediov mov avticToody ot Kabe oTadud Kot S 0 apldpudc Tov otadumv). o
obvbeon TV X¢ Sl00IKACIOY YPTOULOTOIOVVTIOL TOALOLACTATEG GTOYUOTIKEG OlPOpPIKEC €EIOMOELC,
Aappdvovtag vToy”n TN Y@PoYPOVIKT cvuayétion tov ILWC.

21 cvvéyeln 6to vTokeEaAato 3.2 mapovotdlerol 1 uebodoroyia yior T OnpovPYic TPLGIACTUTOY
nediov tov ILWC AauPdvoviag vmoyn kor v kdbetn éktaon v vepdv. Apyikd epapuoletor m

uebodoroyia yio T dnuovpyio diodidetatwv wedinv tov ILWC kot £ngita ¥pnoionoidvtag T oXEGT Tov
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npotdOnke oto [Luinil4], omov ocvvdéctal N TMEPEKTIKOTNTO TV vepmdV o vypd vepd (Liquid Water
Content) pe to Yyog kat to ILWC, vroAoyiletan yio ke medio ILWC ko yio kdBe ypovikn otryun n kabet
éxtaon Tov mediov. Me ) dadikacio avTh, TAPAYOVTUL ¥POVOGEIPES TPLodldoToT®V Tediny tov ILWC.

Y10 Zynpota 1 kot 2, topovstdloviol oty o Tuma, VoG 8160146TaTOL Kot evog Tpiodidotatov ILWC
xGpTn avticTtorya, Yo Evav vrobetikd otabud ota Xavid, Kpnmne. mavo: ) ypovikn otiyun t=tp kot kdrtm:
60 Aemtd apyodtepQ.
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Iyfqpa 1: Zriypotona dwedwaotatov ILWC yaprav: Ilave: ) ypovikn etiypn t=t; , Katm: 60 Aentd

apyoTepa
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Vertical Extent (km)
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Tyfqpa 2: Zriypotono tpiedtdotatev ILWC yaptdv: [ave: ™ ypovikn otiypi t=ty , Katm: 60 Aewtd

apyotepo.

>¥10 vokepaiato 3.3 e€etdleTar 1 KAVOTNTO TNG TPOTEVOUEVIC XOPOYPOVIKNG O1ad1Kaciag yio T

dnuovpyia ILWC ypovoocelpdv, va avamapdyel To GTATIOTIKA oTotyeio Tpdtng tééng tov ILWC.

KE®AAAIO 4 YYNGEXH XPONOZXEIPQN EZAXOENHXHX TOY XHMATOX AOI'Q
NEO®ON — XYNOEXH CFLOS XPONOXZEIPQN

210 KEQAAOLO OVTO, TO YWOPOYPOVIKA HOVIEAD 600 KOl TPIOV OGTAGE®V TOL TPOTAONKAY GTO

Kepdrawo 3 ypnoiponotodvion yio tn obvBeon ypovocelpodv eEacBévnong Tov oNUATog AOY® VEQE®OV Kot Yo
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ontikn {evén yopic véen (Cloud Free Line of Sight, CFLOS), 1660 Y10 pepovmpéveg, 0G0 Kot Y10 TOAOTALG
{evtec (Owpopiopdg Béong, omd Kooy oOTaTIOTIKA Yopaktnplotikd). Kot ot 800 mpotevopeveg
pebodoroyiec Aappdavovv voyn 10600 TN Yovio avoymong g (evéng, 660 Kol T0 VYOUETPO T®V GTAOUMV
Baong (yio otabpoig Bdong o peydlo vyoUETPO).

Apywcd, 6t0 VTOKEPAAao 4.1, ¥PNCIUOTOIDVTAG TO WPOYPOVIKO HOVIEAD TPLOV Ol0GTACEDY TOV
nwpotabnke oto Kepdioo 3, ta obvvepo katnyoplomotovvior pe Pdon tnv Kabetn €kTacn TOvg Kot
AopPavovtag vadyn TG WKPO-QLGIKEC 1B10TNTEG TOV VEP®OV Kot TN yvoot) Oeswpio okédaong Mie,
TPOTEIVETOL £VO. KABOAKO YPOYPOVIKO LOVTELD Y10 TOV DITOAOYICUO Kot TNV TPpOPAeyn g eacBévnong tov
ONLOTOG AOY® VEQ®V, Y10 GUYVOTNTEG peyolvtepes g Ka umdvtoag [26,5-40GHZz], ue spoppoyn £og Kot Tig
omTikég ovyvotntec. Ot ypovocelpéc andoPeong eéattiog vepmv, mov Ppickovial 6Tov KeEKAMUEVO OpOUO
d1d00NG TOV GHOTOG, UTOPOVY VO VTTOAOYIGTOVV YPTGLLOTOIDVTIOG TOV TOPAKAT® TOTO:

max

[ ©
A(t,2)= [ 4.343x10°[ o, (r,2)n(r,h)dr d? (dB) (1.2)
Io 0

6mov 10 0., givan M Swtour amdoPeong (extinction cross section), to n(r,h) eivor n koTavoun

peyébovg ocopatdiov (particle size distribution PSD) tov vepdv kot A 10 UAKOG KOHOTOG 7TOL
ypnowonoteitat. O mapdpetpot g PSD vmoloyilovtar aviroya pe to €idog tov vépovs. Kabhg, v tov
VTOAOYIGUO TOV Ogyt, EQOPUOLETAL 1] YVOOTY Bepio okédaong Mie, i mpotevopuevn puebodoroyia pmopei vo
ypnooronfel yio 6A0 10 GACUO TV GLYVOTHTOV, amd TNV Ka pmdvta péypt to QACHO TOV OTTIK®V
ocvyvotntov. H mpotewvopevn pebodoroyio cuykpivetor pe dedopéva mov Aapfdavovror amod ) Piioypaoeio,
Tapovctdfovrog moAd evBappuvTikd amotelécpata, OTMG PAIVETAL O TO TAPOKATO CYNUA Yo Pio KOst

Levén oto0 Mddvo, Itakia Tov Agttovpyel o€ unkog kbpatog 10.6pum.
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Attenuation CCDF
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Tyna 3: Zoykpion wpotevopevg pebodoroyiag yia T dnpovpyia xpovocELPp®OV amd6HEcNS OTTIKOD

oNpotog eEmtiag TOV VEQAV pg dedopéva and ™ frfoypagia

Téhog, oto vmokepdrowo ovtd mapovoladlovior aplBunTikd amotedecpdto eEacBévnong tov
oNuatog AdY® VEPOV Yo ovyvoTnTeg peyalvtepeg g Ka purndavrog [26.5-40GHZ], £éwg v ontikn pmrdvra.

SvveyiCovtag, oto vokePalato 4.2 vrobitovtag éva. avolytd/kAeloto (on/off) omtikd kavalt pe v
TOPOVGIa TOV VEPOV, mapovctaletal wo, pebodoroyia yia T cvvBesn YPoviKA Kol YOPIKE GUGYETICUEVOV
CFLOS ypovoceipmv, 1060 Y10, LELOVOUEVEG OGO KO Yiot TOAAATAEC (eVEelC.

10 vrokePdAailo 4.3 o1 mpotewvoueveg HeBOSOAOYIEG TPOTOTOLOVVTAL VIO VO YPNGILOTOINO0VV Yo
OTTIKG, GUGTNUOTO UE HUN-YEDGTATIKOVS S0pLPOPOLS, OTTOL M Yovio, avoywong ¢ (evéng sivar ypovikd
petaforlopevn Kot oto vmokedAaio 4.5 ov mpotewvopeveg pebodoroyieg yio t dmuovpyio CFLOS
YPOVOGELPDOV YPNCIUOTOLOVVTAL Y10 TV TOPOVGINCT] ApOUNTIKOV OTOTEAECUATOV DE@PDOVTAG YEDMOTUTIKOVG
KoL U 60pLEOPOG.

Té\og, oto vokeparato 4.5, n mTpotevopuevn Ywpoyxpovikn uebodoloyia cuvleonc GUGYETIGUEVOV
CFLOS ypovooceipmdv ypnowomoteitor  ywoo v 0y@yn YPNOYW®V  GLOTNUIKOV  OTATICTIKOV
YOPOKTNPLOTIKOV Y10, £VOL OIKTVLO ONTIKOV 6Tafudv Bhoemg 6mmg o apBuds tov evarlloymdv (Switches) tov

OTTIKOV 6TOOU®V BAoemg.

KE®AAAIO S OEQPHTIKH MONTEAOIIOIHXH CFLOS MIGANOTHTAX

210 KePAAo0 0wTO TOPOLGLALETOL Vo LOONUOTIKO HOVTELD V1o TOV BE®@PNTIKO VTOAOYIGUO Kot TNV
npoPieym g CFLOS mbavotntog, T060 Yo LEUOVOUEVT OTTTIKT S0pLEOPIKT (gVEN, 0G0 Kot Y10 TOAAATALS
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YOPIKE CLOYETIGUEVES ONTIKEG dopveopikés (evéels. T tov admoto vmoroywoud g CFLOS
TOavOTNTOC, 1 YOVio avOywong g (evéng Kot To VYOuETPo Tov oTadoD Baconc Aapupdvovol vdy.

Apywd, 610 vrokepdAiaio 5.1 mapovoidletar n pebodoroyio yi Tov Be@pnTiKd VIOAOYIGUO TNG
CFLOS mmbavotntog yuo pio Lepovopévn omttikny 60pveopikn (evén. Bewpavtag 0tL to ILWC éxel otabepn
Ty og éva medio oto opdvTio eminedo pe Swoothosic 1km? | dnhadh oto eminedo mov opiletar amd o
ypapun 1 km otov y d€ova ko o ypopun 1 km otov y d€ova, 10te 0 kexkhuévog dpopog 61ddoong propset
va yoplotei oe N tétowo medion ko 1 CFLOS mbavotnta opiletar og 1 mbavotnto kovéve and ta i=1-n
media vo unv emnpedovv v omtiky (evén.

Emumiéov, onmg meprypdpetonr oto kepdiowo 3 tng mapovoag dSatppng, to ILWC pmopel va
povtedomomBei wg o Pabvmepaty I'kaovowavny dodikaoio mepkoupévn (truncated) oe éva embountd

KOTOOAL, Yoo vo avoropdyst v emBount) mhovotnta gpeavions vepav. 'Etot, xpnolponoidvtog Tig

KOVOVIKG KOTAVEUNILEVES TUYOIEG HETARANTES 4 :(m(L‘)_ m,) /o M CFLOS mBavémta yuo pia pepovouévn
1 1 1 1

Cevkn diveton pe TNV Topakdto EKpoon:

Perios = P(ul <y Uy < an,th)z
Qth  8nth (13)

omov f, . etvor n cuvépmon mukvotag mbovoTag TG TOAVUETABANTHG KOVOVIKNG KOTAVOUNG
kot i=1-n to medio Koto PAKOG TOL OpOpOL d1ddoong Tov oNpoToS. To TEPIKOUPEVO KATOOALN
a,, (1 =1,..,n) vroloyiovtar pe Béon 0 yovio avOymong Kt To VYOUETPO Tov 6TadpoD Paonc.

210 vrokePdiaio 5.2 mapovsiileTon n peBodoroyio. yio Tov BepnTKd LTOAOYICUS TNG OO KOOV
CFLOS mBavoétnrag yio moldamiéc ontikés (evéelg, evd o1o vokepdAiaio 5.3 vroioyileTor 1 and Kool

CFLOS mfavotrta o tovtdypove dwebéoipeg ontikés (eOEELG, Yoo TNV EQOPUOYYT TEXVIKOV HETAS0OMS

YOPIKNG ToAvmAeEiag.

KE®AAAIO 6 MHNIAIA CFLOS XTATIXETIKA XAPAKTHPIXTIKA - AATOPIOGMOI
BEATIXETOIIOIHXHX I'TA TH ATIAXTAXIOIIOIHXH OIITIKOY EIITEIOY AIKTYOY

To ke@dAoio avTd EMKEVTPOVETUL 0TV avaTTLEN odlyopiOumy PeATioTonoinomg Yo TNV ETAOYT TV
eMiyelv onTIKOV otabuny, mov oynuatilovy &va diktvo (S1opopicrdc BEoMC) Yoo TNV OVIIUETMORTION TNG
VEPOKAALYNC.

Apyikd, yiveton 101aitepn avopopa 6T UNviaio SakvUaven e TlavOTTog VEPOKAALYNG CALA Kot
OTIG O10POPEG LETAED TV TEPLOYDV 0T0, 2 Mo@aipta. Ot EMONUAVGELS 0VTES YivovTol E0KOAO AvTIANTTEG

TNV TOPOKATO EKOVA, OOV Tapovotdletol n unviaio (cvpuPolriletar pe M) mBoavotnto vepokdivyng yia 2
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otafpovg, évav oto Bopero Huioepaipo (South Mountain, California) kot évav oto Notwo Hpuceaipto
(Malargue, Argentina), koBam¢ ka1 0 610G HEcog 6pog (ovpPoriletar pe Y) ¢ mbavotntog vEQOKAADYNG

v KaOe pia, yio to €rog 2000.

0.7 .
—#— South Mountain (M)
2 0.6} —oe— Malargue (M)
® South Mountain (Y)
g 05 Malargue {Y)
(6]
S 04t i
5 &
5 0.3} \_¢& X/
=
2 02r q
=]
[<]
oo} D

1 2 3 4 5 6 F 8 9 10 11 12
Months

Yypo 4: Mnvweio ko ETiowe IBavétnte Nepokdioyne, Bopero/Notio Huiopaipro

310 vokePAANLo 6.1 amodelkvhgTOL OTL TO, UNVviaio GTATIOTIKA Yapaktnplotikd tov ILWC uropovv
VoL TEPLYPOPODV ETOPKMDS LLE TN AOYOPLOIKT KOTOVOUN.

210 voke@aAao 6.2 n pebodoroyia mov Tpotddnke oto vokepdiao 4.2 yia ) ovvBeon CFLOS
YPOVOGEPDOV, peTacynpatifeTol pe Bdon to unviaio otatiotikd yopaktnpiotikd tov ILWC.

Emumpdcbeta, oto vmokepdiato 6.3 divovtal ovoALTIKEG GYEGELS Y10 TOV VIOAOYIGUO TNG Unviaiog
CFLOS mBavotntag, yio pepovopéves ko morlhamiég (evéers. [Mopdiinia, mpoteivoviar 2 aiydpiBuot
Bedtiotomoinong yw TV €MAOY] TOV ENIYEW®V ONTIKOV OTAOU®OV, Yy TNV GUPALVOT TOL QOVOUEVOD
napepPoing twv vepmv. Ot adydpiBpotl avtol Aappdvovy vrdyn tn pnvicio dtekdpovorn g mbavotntag
VapEng vepdv kot etm@elobvTol and TV emAoyn otafudv oe dapopetikd nuiceaipto. H kdpla copfoin
TOV TPOTEWVOUEVOV 0AYopiBpmV glval OTL eyyudvTot pio LAy Lot S100eGILOTNTO Ova Uva, 1) omtoia Ogv etvat
amopoutteg M 101 Yoo kébe pva Kol YPNOUOTOI®VTAG OTAOUOVE OO SLUPOPETIKA TMUoPaipla,
eloyloTomolovy Tov opldpd TV eniyewv otabumv mov ypewdlovior yioa vo emttevydel 1 embounty
dwbeopudmra. Télog, mpoteivetar évag adyoplOpoc BEATIGTOTOINGNG YO TOV VITOAOYIGUO TOV OVOYKOio

aplOpoD TV EVEPYMOV GTAOU®Y ave uva, o€ Eva dIKTLO ETYEL®V OTTIKMOV GTAOUMV.

KE®AAAIO 7 MONTEAOHNOIHXH ATAAOQXHX OIITIKOY YHMATOX -
ATMOX®AIPIKOI XTPOBIAIEMOI

To ke@OAO0 OWTO ETKEVIPAOVETAL GTNV AVOATTLEN LOVTEA®V Y10, TN S1G00GT TOL OTTIKOD GNUOTOG
Kt oamd cvvinkeg Sudoonc xwpig vEQN, AauPavovioc vwdyn TO QUIVOUEVO TOV OTHLOCQULPIKOV
otpofiiicpudv. Ta oamoteléouata tov pebodoroyidv mov mopovclalovial € oVTO TO KEPAAWLO,

oLYKpivovTol e Tpaypatikd dedopéva amd To omTikod dopveopikd meipapo ARTEMIS.
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Apykd, oto vrokepdiaio 7.1, mapovoidleton o avookomnon tov mepdpotog ARTEMIS. Xta
TAQIGI0 TOL TEPAPATOS aVTOD VIAPYOLY dSlobéoieg HeTpNoelg AaUPovOuUEVG 1oYVO¢ TOGO Yo TNV
avepyOuevn 6co kot TV katepyouevn Cevén peta&d tov emiyeov omtikod otabpov tov Evpomaiko
Awotnukod Opyaviepov (European Space Agency, ESA) oty Tevepien, Ionavia og vyouetpo 2.4 km, kat
TOV Ye®aTATIKOV dopuvedpov ARTEMIS. To pnkog kopatog mov ypnoiponoleitor oty avepyopevn (evén
elvar 847nm, evd ot katepyouevn givar 819nm.

Y10 vokepdroo 7.2 mapovotdleton pio peBodoroyio Yo TOV LTOAOYICUO TOL TOPAYOVTO LECTG
Mymng onuatog (aperture averaging factor), ywo omtiko0g 86KTEG Le KEVTPIKY oKiaon yio Katepyouevn (evén.
Soupova pe v tpotevopevn pebodoloyio 0 Tapdyovto puéong Ayng onuotog (aperture averaging factor)

Y10 OTTIKOVG EKTEG LLE KEVTIPIKY OKiooT SIVETOL OO TOV TOPAKAT® TOTO:

D*. A(D)+d4-A(d) (1.4)
(0*-a?)

Abbscu red =

6mov D (M) eivan n diduetpog tov déktn, d (M) eivor n dduerpog ¢ okioong kot A givar o
TOPAYOVTOG LECTIG ANYNG GNUOTOC, XOPIg Vo AAUPAaveTOL LVIOYN 1| KEVTIPIKT OKioom.

Yvveyifovtag, 610 vIokePAAoo 7.3 mpoteivetar o pebodoroyio Yoo T SNUIOLPYIC XPOVOCEPOY
AopuPavopevng  aktvoPoliac/1oyvoc Yoo avepyoueveg OomTIkEG (EDEEIS  YEMOTATIKOV — S0PLPOPIKMV
CLUOTNUATOV, ACUPAvVOVTAG LIOYN TIG EMATMOGCEL; TOL ONUOLPYOVV OTH Oldd0cT TOV GCNUOTOS Ol
atpoceoptkol otpofidicpol Kot ta o@dAipoato otdyevonc. Ov Pooikés mapadoyes TOV TPOTEWVOUEVOL
povtéhov eivor: o) egetdletar povo m avepyouevn dopveopikn (ebEN pe YemoTOTIKO 60pLEOPO, fB)
Epappoletar | Bempio Rytov kat o deiktng d1abhoong g atpdseapag (refractive index) povtelomoteiton
ocoupovo pe to eacpa Kolmogorov (Kolmogorov spectrum), v) e&etalovron (ebéelc pe yovio avoymong
peyoAntepn Tov 20 popav , ) eEetdleTol Povo 1 TEPIMTMOT TOV HTWV ATHOCSPUPIKAOV avVOTapdEe®V Kot €)
e€etdleton n mepintoon S1ddoong Hiog HOVO YKOOLGVIG OEGUNG.

H AopPavopevn axtivoBolia divetal pe tnv Topakdto oyxéon :

I (t,r,SL) = nyngn 2P exp 2/° exp(27.)
rRUGT, RMAtm 7z\N,_T(SL)2 WSTZ(SL) An (1.5)

Omov N,xou N, €lval 1 ATOSOTIKOTNTA TOL TOUTOV KOl TOVL OEKTN avtioTorya (mepilopfdvovtal ot
OUVOMKEG OMMAEIEC AOY® TOV ORTIKAOV GUOTNUATOV TOUTOD Kol OEKTN), N, EVOL 1 OTHOGQUIPIKN
amodotikdéTa, P, eivar n woy0g tov moumod, W, (M) eivar 1o Gvorypo g déoung petd amd diddoon

, , , , : -2p?
arootoong SL AopPdavovtag voyn Kol TV ETWOPACT] TOV CTVONPIGU®OV TOV GNLOTOG, GTO EXP VVZ—(SL)
ST

Aappdvovtor vIoYN T GEAAUATO GTOYELONG KoL 1) ATOKALGT TOV KEVIPOL TNG O0EGUNGC AOY® GTPOPIAIGUGOY
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(beam wander) evéd cto exp(2y,) AQUPAVETOL VTTOYN TO QOIVOLEVO TOV OTHOCOUPIKOV omvbnpiopmv. H

povtelomoinon tov y, Pociletoar ot ypnon otoxacTik®v dapopikdv sElohoewv pe fractional xivmon
Brown.
270 ZyNUa 5 TO TPOTEWVOUEVO HOVTELO CLYKPIVETOL UE PEYAAN miTVYio PE dedOUEVA 0T TO TTEIPOLOL

ARTEMIS.

0.8} == Proposed Methodology | -
' O DATA

0.7+
06F

L, 05f

o

o 04f
0.3}
0.2
01t

0
-1

Normalized Intensity
Yypa 5: Zokpron wpotewvopevig pedodoroyiog (cuveyng ypopun) yio 1 onuovpyic }povoceEpmv
happavopevng axtivofodriag pe dedopéva o6 to neipopa ARTEMIS (koxior)

KE®AAAIO 8 ANAAYZH OINTIKQN ZEYZEQN BAOEOX AIAXTHMATOX

To ke@AANI0 AVTO EMKEVIPDOVETOL GTO GYEOIAGIO KOTEPYOUEVNC OTtTIKNG (enéng Pabéog d106THOTOC
(Deep Space) og cuvbnikeg 61ad0on¢ yopic véen kot oty avémtuén wiag uebodoroyiog yio Ty emAoyn TV
TOPOUETP®V oNUaToddTNoNG (PuOUdS KMdiKomoinong, dtdpkelo cLUPBOLOL K.a.) TNG oTTikNG (eVENG Ue OKOTTO
mv emitevén tov péyiotov pubuod petddoong dsdouévmv (data rate) ue Paon Tic cvvOnkeg g (evéng
oOUe@VO pE Ta véa TpdTume. Tov mapovotdlovral oto [CCSDS17b].

o 1t povtehomoinon 1oV ovoThudtomv ovtdv, Oempodpe Kaviil diddoong Poisson, kot
YPNOOTOI00UE oyfua dtapdpemnong Evtacng (Intensity Modulation, IM) kot arevBeiag aviyvevong (Direct
Detection, DD) [CCSDS17b]. EmmAéov, oyetikd pe t onuatodocio, TpoTeivetal n ¥p1nor Sapdpe®ong
0éong mokpov (Pulse Position Modulation, PPM) kot n kodikonoinon pe xpnomn GEPLIKOY GUVEMKTIKOV
kodikwv (serial concatenated convolutional codes). Télog, m avdivorn emKevipdveTtow o©Tn YPMoN
AVIVELTOV PETPTMONG HEpOVOLEVOVY poTovimv (Single photon counting detectors).

[T ovykekppéva, oto vrokepdiaio 8.1 mapovsidletar 1 PPM dwopdppwon kot ot SCS kddKeg.

Hopddiniao, mopotiBevtor kol ovoAOovTol Ol TOPAPETPOL TOL OTOLTOVVTOL YO TOV VTOAOYIGUO TOL
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TPOVTOAOYIGUOV 16Y00G HaG OTTIKNG dopupopikng Levéng Pabéog dwaotiuatog, 6TmG Tapovsldlovtal 6To

TOPOKATO GO

Transmitter
Background Transmitter
Radiation Aperture Gain ¥
\ =
. - Transmitte
| Atmospheric/ e Efficiency

Free Space

Losses

Cirrus Clouds
Losses

Receiver
Aperture Gain

Atmospheric

Receiver, Turbulence

Quantum

Efficiency Pointing

Losses
Receiver Efficiency

Blocking Loss

Jitter Loss

Zyfqno 6 IMapapeTpor Tov ATALTOVVTOL Y10, TO VTOLOYICHO TOV TPOVTOAOYIGHOD 16YVOG HLUS OTTTIKNG

dopvpopikis Levéng padéog draotipoTog

Aivovtor TAPELS EKPPAGELS Y10 TOV DTOAOYICUO TNG 1GYVLOG TOL GNUATOG, KAODS Kot TNG 1oYVOG
BopvPov mov AapPdvel Kot aviyvedEL 0 OTTIKOG OEKTNG.

Y10 vmokepdlowo 8.2 divoviow axpifeic ek@PACEI YL TOV VTOAOYIGUO TNG YMPNTIKOTNTOG
(Capacity) tov omtikod daviov, Tov pvOuod AavBacuévov couforny (Symbol Error Rate, SER) kat tov
pvBuod AavBacuévov bit (Bit Error Rate, BER ).

Y10 vrokepdAalo 8.4 mapotifetar n Tpotewvouevn pebodoroyia Yoo ™MV ETIAOYN TOV TOPOUUETPOV
onuatoddomong (pvudc kmotkomoinong, owpkeln cvopPorov k.o.) g omtikng Levénc. Téhog, ot0
vIoKepPAAalo 8.5 ypnolwomoidvtag Ty mpotewvouevn  uebodoroyio  mopovcialoviar  aptOunTiKd

amoTeELEoUOTA Yo OLdpopa GEVEPLY cuoTnUdTeV Pabdéog dtuoTiuaTod.
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KE®AAAIO 9 XYMIIEPAXMATA

210 KEPAAOIO OVTO TAPOLOIALETOL pio GVVOYT TV PEBOSOAOYIDV TTOL avarTHYONKaV 6TO TAMIGL0
NG mopoveog AdakToptkng AotpiPrg Kot divovtol TPOTAGELS Y10, LEAAOVTIKT EpEVVal.

Avoxeparaimvovtog, oto Kepdhato 3 g mapovoag Awdoktopikng Alatpipng  mapovotaletor n
pebodoroyia OV avamTOYONKE Y0 TV TAPOYOYT XPOVOCEPOV S1GOAGTATOV Kol TPIGIICTOTMV TESI®V TOV
Kdabetov Oloxinpouatog g Iepextikomntog oe Yypod Nepo (ILWC) tov vepwv. H mpotewvouevn
pebodoroyia Aapfavel vdyn 160 TNV ¥POVIKN 060 Kol Y®Pikn cvucyétion tov ILWC kot enmpeleital and
TN (PNON TOAVIIACTATOV CTOYACTIKMY SLOPOPIKDY EEIGMGEDV Y10, T1 ONUIOVPYIO YPOVOGEIPDV.

Y10 Kepdiao 4 mapovoidlovtal ot pebodoroyieg mTov avamTuydnKoy Y10, ToV VTOAOYICUO KOl TNV
TpoPAeym g e&acBivnong Tov oNUETOg AOY® VEPOV Kal TG TavoTTag Yo, otk (evén ywpig véen
(CFLOS), 1600 ywo pepovopéveg 660 kat yro toAhamrés (evéets (Stopopiopog Béomng, and Kool oToTIeTIKG
YOPOUKTNPLOTIKA).

210 Kepdhoto 5 mapovoidletor éva véo pabnuotikd povtédo yio Tov Bempntikd VTOAOYIGUO Kot TNV
mpoPieym g mBavotntag CFLOS, 1660 Yo pepovouévn ontikn dopuveoptkn (evén 660 Kot Yo TOAAUTALS
YOPIKA CUGYETICUEVES OTLTIKEG dOPLPOPIKES (eDEELS.

210 KepdAaio 6 mapovsialovior ot odyopiBpotl Beitictomoinong, mov avortuynkov oto TAaiclo
g Tapovoag AakToptkng Atatpific, yio v emiloyn Tov ontik®v otafudv fdong, mov oynuatilovv éva
ouvoedeévo JIKTLO Yo TNV OVTIUETOTION NG vePokdivynsg. Ot aiydpiBuor Pedtictomoinong mov
poteivovtal Aapfavouy voyn TN unvicio SIOKOUAVEN TG VEQPOKAADYNG KOl EKUETAAAEDOVTOL TIG UNVINIEG
drapopéc petal&d Popetov kot voTIoL NUIGEALPIov.

Y10 KepdAiao 7 mapovoidlovrtal ot pebodoroyieg mov avamtoydnkoy yio. T 6106061 TOV OTTIKOD
ONMUOTOG KAT® a6 GUVONKEG d1dd0oNC Y®PIG VEEN, AAUBAVOVTAG VITOYT TO QUIVOUEVO TV OTULOCPULPIKOY
otpofiiioud@v. o tn pedétn avth yivetal avéAvon TV UETPNOEMY Omd TO OTTIKO SOPVEOPIKO TEIpapQ
ARTEMIS.

Téhog ot0 Kepdhoto 8 mapovsialetar po pebodoroyio Yo TOV VITOAOYIGUO TOL TPOUTOAOYIGUOD
oyvo¢ omtikng Levéng Yo (ebelg Pabéog dtootrotog Kot Tpoteivetatl pia véo uéBodog yio, TNV ETAOYT TOV
TOPOUETP®Y oNUaToddTNONG (POUOS Kwdikomoinong, dtdpkelo cLUPOAOL K.G.) Tng omTikng (eHENC.

Me Bdon to 0ToTEAEGUATO KOL TOVE TEPLOPIGUOVS TV LOVTEA®Y TIOL OVATTTOYONKAV GTO TAQIGLO TNG
Tapovoag AdakTopikig Alatpipng, UTopovv vo Tpotafody dlAPopeS OPAGELS Y10, LEAAOVTIKN €pEVV, OTMG
ToPoLGIALETOL AKOAOVOMG.

Apyikd, 6cov aQopl TO YOPO-YPOVIKO HOVIEAO 7OV TPOTEIVETOL OTO TPITO KEPOAOO Yo TN
onuovpyion  ypovooewpav ILWC, yw v evoopdtoon g ypovikng ovoyétiong tov  ILWC,
YPNOOTO0VVTAL Ol ETHGLEG TTapdueTpol amd ) ovotoon ITU-R P. 1853 [ITU1853-1]. Bacilopevol oto

€KTO KEPGAN10, TO OTOl0 EmMKEVIpOVETOL otV pnviaia petafintoétra tov ILWC, pmopel va deoybei
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épevva yia T ypovikr| eEEMEN tov ILWC yuo k4B prva Egxyopiotd 1 avdAioya pe v mlhavotnta eLeaviong
ILWC peyaivtepn omd to pndév (mbavotnra kGAvyng omd vEQOg).

Emumpdcbeta, o1 oy€oelg mov YP1GUYLOTOIOVVTOL GTO YWOPO-YPOVIKO HOVTEAO TPV SLOCTACE®DY TOV
ILWC yio v xatokdpuen £KTO0T TOV VEQOV Kol TO DWog g fdong toug eival yevikéc. Aedopévou 0Tl ot
otabuoi, mov Ppiokoviar oe peydAo vyouetpo £xovv €&€yovod GMUAGIO YO TO, GUGTAMOTE OTTIKOV
dOPLPOPIKAOV EMKOVOVIDY, LEAETEC GYETIKG e TO VYOG TNG PACNC TOV VEPAOV KoL TNV KATAKOPVUQN EKTACN
TOVG, €101KA Yo 6TafoVE TOL Ppickovtal 6€ PEYGAO VYOUETPO, TOPOVGIALOVY UEYAAO EVOLOPEPOV.

Yvveyifovtag pe toug oAyoplBpovg PeitioTomoinong mov mpotddnkay oty mapovco ASOKTOPIKN
AwoTpipn yuo TNV ETLOY TOV OTTIKOV GTOOU®V PACTG Y10 GLGTILOTO OTTIKMY S0PLPOPIKDV EMIKOIVMVIDY,
TOGO HE YEMOTATIKOVG O0PVLEOPOVS OGO KOl UE dOPLPOPOVE UEGMG TPOYLAC, YO TNV VAOTOINGN TOLG
vroBétovpe ouykekpipuévo Adota pe otoBpodg M n Im yopiletor oe cvykekpuéveg meproyéc. Mia
evolPépovoa eTEKTACT) Ba NTav 1) S10.6TAGIOAOYNGT] TOV OTTIKOV GLVOESEUEVOL SIKTVOL YWpPig va ympileton
1N I'm og ouykexpuéveg meployés, aAid ypnoLoToldvTas oAoKANp” ™ I'M wg mbavoig otabuote.

Téhog, Oedopévov OTL Ol OMTIKEG EMKOWMVIEG VOl EAKVOTIKEG Y10 GUOTNUATO OOPLEOPIKMV
EMKOWVOVIDY, UE dOPLPOPOVG KECTG KOl YOUUNANG TpoyLds, Tpémel va avamtuyfodv pebodoloyiec yia tov
VROAOYIGUO NG AopPavopevns 1oyvog, Aapfdavovtag vmoym TiG EMOPACELS T®V GTPOPIAICUOV Yo TIG
nepmtdoelg ovtés. [pénet va onuelwbel 6t Ta o1 emdpdoelg TV oTPoPIMOUMV givol SL0POPETIKEG GTNV
TEPIMTOOT GLOTNUATOV JOPVPOPIKADY ETKOWVMOVIOV HE SOPLEOPOVS LEGNG KOL YOUNANG TPOYLES, amd TNV

TEPIMTOOT CLOTNUATOV UE YEDMTTATIKOVS d0PLPOPOVG .
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1 INTRODUCTION

The increasing demand for high speed internet, multimedia and broadband applications in
accordance with the ever growing amount of data that each user transmits has revealed the necessity for
higher data rates and large bandwidth. According to [EU Broadband] in 2010 the European Union (EU) set 3
goals for broadband internet: a) all Europeans are provided with basic broadband (up to 30 Megabits per
second, Mbps) by 2013 (achieved), b) all Europeans are provided with fast broadband (over 30 Mbps) by
2020 and c) the ultra-fast broadband (over 100 Mbps) for more than 50% of Europeans by 2020.

Even there is progress regarding the EU goals not all the Europe 2020 targets will be met [EU
Broadband]. In order to try to reach these goals and in particular to make it financially affordable, satellite
communications can play a key role, especially in sparsely populated, rural and remote areas. Although,
satellite solutions have the advantage of covering these demands over a wide geography, in order to stay
competitive with terrestrial solutions, it is necessary to push the limits of the offered capacity.

Current state-of-the-art satellite technology are the High Throughput Satellites (HTS) with multi-
beam antennas, offering capacity of about 70-100 Gbps. It is estimated that next generation HTS satellites
will require a capacity of one Terabit/s (1000 Gbps) by 2020. In the next two Figures the Global GEO and
Non-GEO HTS Bandwidth demand by Application, according to the market study conducted by NSR
[NSR15] are exhibited.

Global GEO-HTS Ka-band Bandwidth Demand by

1,600 Application
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Fig. 1: Global Ka-band GEO HTS Bandwidth Demand by Application (source [NSR15])
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Global Non-GEO-HTS Bandwidth Demand by Application
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Fig. 2: Global Non-GEO HTS Bandwidth Demand by Application (source [NSR15])

To meet these demands due to the limited spectrum of about 2GHz in Ka band [26.5-40 GHZz], the
new designed high throughput satellite communication systems are shifting to higher frequency bands. A
potential solution is the use of Q/V [33-75GHz] and W [75-110 GHz] band where much larger bandwidth is
available. Another prominent solution is the employment of optical carrier frequencies for satellite
communication systems [Kaushall17], [ToyoshimaO6]. At optical range, very large bandwidth can be used
with no limitations since there is no spectrum congestion.

The use of optical wavelengths exhibit a great variety of advantages [Hemmati09], [Kaushal17]: (a)
reduced mass, power and volume of equipment, compared to the satellite systems operating in Radio
Frequency (RF) bands is needed, (b) Optical band has 100 to 1000 times more available bandwidth than all
of the RF bands, (c) although there are some radiation limitations due to eye- safety issues, optical bands
need no frequency regulation due to the highly directive antennas, (d) the light beam can be very narrow,
making optical links hard to be intercepted thus improving the system’s security.

Optical satellite communication systems incorporate ground-to-satellite, satellite-to-ground, satellite-
to-satellite (inter satellite) and ground/satellite to airborne platforms links. Note that space segment can
incorporate Geosynchronous (GEO), Medium Earth Orbit (MEQO), Low Earth Orbit (LEO) satellites nano
satellites, high altitude platforms and unmanned aerial vehicles (UAVs) among others.

Since the employment of optical spectrum in satellite systems constitutes a promising vision, a
variety of experimental missions has already been conducted with main purpose the feasibility analysis of
optical satellite communication systems. Detailed information for the majority of the campaigns that have
already been conducted can be derived from [Kaushall7], [Romba04], [Toyoshima08]. Among these
campaigns there are experiments between:

1) Geosynchronous (GEO) satellites and OGSs:
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a) In 2001 ESA launched the ARTEMIS GEO satellite. Since 2003 bi-directional links
between the ARTEMIS GEO satellite and the ESA’s OGS in Tenerife, Spain with either ESA’s
Gourd terminal [Alonso04] or JAXA’s LUCE ground terminal [Toyoshima05] has been established
for the characterization of laser beam propagation through the atmosphere. Uplink and downlink
propagation models have been developed using these measurements [ReyesO4a], [Reyes04b]. In
addition, for uplink transmission when ESA’s ground terminal is used multi beam (up to 4 beams)
transmission technique for mitigation of atmospheric turbulence is evaluated [Commeron05].

b) the Ground/Orbiter Lasercomm Demonstration (GOLD) experiment which was one
of the first bi-directional link experiments conducted between the Japanese ETS-VI spacecraft and
the ground station at JPL's Table Mountain Facility, Wrightwood CA (2.2 km Altitude) [Wilson97a],
[Wilson97b]. ETS-VI was planned to be a GEO stationary satellite but finally its orbit is highly
elliptic rather than geostationary.

c) Experimental sessions conducted between the Communications Research Laboratory
(CRL) in Tokyo Japan and the Japanese ETS VI satellite [Toyoda97] for the characterization of
atmospheric turbulence. A great variety of methodologies for uplink/downlink propagation were
evaluated using these measurements [Toyoshima96], [Toyoshima98], [Toyoshima00].

2) Low Earth Orbit (LEO) satellites and OGS:

a) the KODEN experiment between the National Institute of Information and
Communications Technology (NICT) located in Koganei, Tokyo and the Optical Inter-orbit
Communication Engineering Test Satellite (OICETS). OICETS is a LEO orbit satellite
[Toyoshima06]. In KODEN experimental mission, multi beam transmission for the uplink
propagation is evaluated among others [Toyoshima07b].

b) the KIODO downlink experiment between the DLR OGS at Oberpfaffenhofen near
Munich and the OICETS Japanese LEO satellite. Measurement campaigns executed during 2006 and
2009 [Giggenbach12], [Moll11], [Perlot07].

C) the measurement campaign between the ESA’s OGS at Tenerife using and the Near
Field Infrared Experiment low earth orbiting spacecraft [Fields11].

d) Recently, the SOTA experiment campaign was conducted using the SOCRATES
micro LEO satellite and several OGSs [Petit16]. In this experiment the performance of adaptive
optics technique for both uplink and downlink is evaluated.

3) Satellites (Inter-Satellite links) like:

a) the Semiconductor Inter satellite Link Experiment, SILEX, between the French LEO

observation satellite SPOT4 and the ESA's GEO telecommunication satellite ARTEMIS [Tolker02]

was one of the first inter satellite link experimental missions
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b) An optical link between two LEO orbiting satellites, Terra SAR-X and NFIRE, at 5.5
Gbps on a total distance of 5500 km has been established in 2008 [Fields09].

4) High Altitude Platforms (HAP) and OGS like:

a) the measurement campaign took place at ESRANGE near Kiruna, Sweden, with a
transportable optical ground station which is used as ground segment and a high altitude platform
(HAP, stratospheric balloon) as space segment [Horwath06].

Nowadays, there is increased interest for LEO satellite to ground quantum key distribution
(QKD). QKD wuses individual light quanta in quantum superposition states to guarantee
unconditional communication security between distant parties. Some first results and detailed
information about LEO satellite to ground QKD experimental campaign can be derived from
[Liaol7], [Takenakal7].

Very recently, Laser Light Communications (www.laserlightcomms.com/) has announced

the deployment of an all-optical global communications network including satellite elements (MEO
satellites). Laser Light Communications intends to be the first Optical Satellite Service (OSS)
provider of telecommunications solutions serving the high bandwidth data and next-generation
service needs of carriers, enterprises and government agencies around the world based entirely on
optical wave technology. The network will be connected to US-Patented StarBeam operating system
[Brumley1l6] which is automated robust cognitive based computing system using Artificial
Intelligence (Al) and Machine Learning (ML) algorithms to sense, predict, and infer network
conditions and weather patterns [Brumley16]. The Laser Light Communications intends to offer a
full network capacity of 33Thps- 48 200Gbps inter satellite links and 72 customer service links of
200Gbps bi-directionally.

In addition, there is already increasing interest for the usage of optical communications in
deep space missions [Hemmatill]. As deep space, distances beyond the Moon are considered. In the
scientific literature (journals and conferences), there are many studies for the design of deep space
communication links presenting simulation results for potential missions e.g. to Mars [Hemmatil11].
Moreover, under the framework of NASA’s Lunar Laser Communications Demonstration (LLCD)
[Borosonl4] project, it has been demonstrated the transmission of pulse modulation formats for
shorter distances (Moon to Earth). It has been conducted a successful test on October 18, 2013,
transmitting data between the spacecraft and its ground station on Earth at a distance of 385.000km.
The same payload has also been proposed as payload for the Phobos and Deimos & Mars
Environment (PADME) orbiter [Leel4].

In Fig. 3 the different types of space optical links are summarized as derived from
[Hemmatill].
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Fig. 3: Different Types of Space Optical Links (source: [Hemmatill])
It can be easily observed that optical frequencies constitute a promising solution for satellite
communications systems. However, optical signal is affected by several atmospheric phenomena and
mainly, but not limited to, by clouds and atmospheric turbulence. In the next section the phenomena

that impair the optical beam for a satellite link are briefly reported.
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2 PROPAGATION IMPAIRMENTS DUE TO ATMOSPHERE - LITERATURE REVIEW

When the optical signal propagates through the earth’s atmosphere, it is affected by several
atmospheric phenomena like atmospheric particles, liquid water clouds, cirrus clouds and atmospheric
turbulence among others [Kaushall7], [CCSDS17a]. For the reliable design of optical satellite
communication systems the effect of these phenomena should be accurately estimated. Among these
phenomena, cloud coverage is the dominant fading mechanism. The attenuation induced by clouds can block
the optical satellite link [Kaushal17], [CCSDS17a]. Even under Cloud Free Line of Sight (CFLOS)
conditions, i.e. no clouds along the slant path, the optical beam is mainly affected by atmospheric turbulence
[Kaushal17], [CCSDS1743].

In optical domain, the attenuation induced by the atmospheric phenomena can be so severe that
mostly a fixed power margin as in RF cannot compensate the propagation impairments. Thus, several Fade
Mitigation Techniques depending on the atmospheric phenomenon have been proposed like site diversity,
transmitter diversity and transmission window selection etc. [Kaushal17], [CCSDS17a], [Hemmatill].

In this section the main atmospheric phenomena that degrade the optical signal are reported and
methodologies for the prediction of their effects will be presented. Special attention will be given to the two
major propagation factors, i.e. the cloud coverage and turbulence. In addition the proposed fade mitigation

techniques for each case are briefly reported.

2.1.1 Transmittance of the atmosphere

The Earth’s atmosphere is composed by molecules and aerosols. When the light beam propagates
through the atmosphere both molecules and aerosols degrade the signal. The loss is mainly caused by the
absorption and scattering and it is described by Beer’s law [CCSDS17a], [Hemmatill], [Kaushall7]. For
optical communications absorption is dominant. Absorption occurs when a photon is absorbed by atoms or
molecules of the atmosphere resulting on the extinction of the incident photon, the heated of atmosphere and
radiation emissions. Scattering of electromagnetic waves in visible and IR wavelengths is generally defined
as the redirection of energy by air molecules and particles present along the propagation path. Light
scattering is severely dependent of wavelength but the losses are not as severe as in absorption. The total
atmospheric attenuation is expressed as the combination of absorption and scattering from both aerosols and

molecules.

2.1.1.1 Molecules

The Earth’s atmosphere is combined by different gasses which vary with the location on the
Earth and the altitude over the sea level and interact with the optical beam resulting mainly on

molecular absorption and Rayleigh scattering.
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Molecular absorption is a highly frequency selective phenomenon. The strength of the
absorption depends on the wavelength, the height, the pressure and the temperature as presented in
Recommendation ITU-R P.1621 [ITU1621]. There are several software packages that are used for
the estimation of this effect for the place of interest like LOWTRAN, FASCODE, MODTRAN,
HITRAN, and SpectralCalc among others. These software packages take into account parameters
like the altitude, the path length, the latitude and longitude of the place among others.

Rayleigh scattering takes place when the scatters (haze, molecules) have shorter physical
diameter in comparison with the wavelength which is used. It is negligible for wavelengths greater
than 0.8 pm and its magnitude has a wavelength dependence of A™*. At wavelengths below 1 pm,
Rayleigh scattering produces the blue color of sky as a consequence that blue light is scattered much
more than other visible wavelengths. The most significant consequence of Rayleigh scattering is the
background noise into the receivers both for up-link and down-link [CCSDS17a], [Hemmatill],
[Kaushal17].

2.1.1.2 Aerosols

Aerosols are natural and artificial atmospheric particles like water droplets and air pollutants
respectively. The concentration, the distribution and the profile of aerosols change, depending on the
altitude and the characterization of the place (rural, marine, urban, desert, etc.) [CCSDS17a],
[Hemmatill], [Kaushal17]. Moreover, volcanic asses can be observed during volcanic eruptions. As
in molecular absorption, aerosol absorption can be computed through software packages.

Mie scattering takes place when scatterers have the same physical diameter in comparison
with the wavelength of the radiation. According to Mie theory, Mie scattering depends on the
wavelength, the concentration, the size and the distribution of the particles. In ITU-1621 [ITU1621]

a formula for the computation of Mie scattering is given.

2.1.2 Transmission Windows

In optical satellite communication systems, the wavelength range is chosen to have maximum
transmittance and since absorption is dominant, to have minimum absorption. This is known as atmospheric
transmission window. There are several transmission windows within the range of 700 - 1600 nm
[CCSDS17a], [Hemmatill], [Kaushall7]. In Fig. 4 the transmittance of the atmosphere versus the
wavelength is reported. The transmission window close to 1550nm can be easily seen that the transmittance

is above 0.9. Additionally, in order the transmittance is higher, high altitude stations are chosen.
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Fig. 4: Transmittance vs Wavelength

2.2 Clouds

Clouds are aerosols which are made from water droplets or ice crystals which are dispersed
in atmosphere. They can be classified according to the altitude of their base above Earth’s surface as

exhibited in the next table [Luinil6]:

Table 1: Clouds Classification

High clouds Cirrus, Cirrocumulus, Cirrostratus
Vertical clouds Cumulonimbus, Cumulus
Middle clouds Altostratus, Altocumulus

Low clouds Stratus, Stratocumulus, Nimbostratus

For the prediction of the effect of clouds in optical signal two major categories will be
distinguished: the water clouds where low middle and vertical clouds are incorporated and the ice

clouds where high clouds are included.

2.2.1 lce clouds

Ice clouds are thin semitransparent clouds in very high altitude. Their base ranges from 5-13
km at mid-latitudes, which are mainly composed by ice crystals of different shapes. Cirrus clouds
present less than 50% of the time at a given location [Degnan93]. In [Degnan93] a formula based on

cirrus thickness for the computation of ice clouds attenuation is introduced.
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2.2.2 Water Clouds

Water clouds are mainly composed by suspended water particles and contain the most restrictive
factor for the optical communications. The presence of clouds induce hundreds dB/km and as a consequence
this phenomenon prohibits the propagation of optical signal. The attenuation induced by clouds can be
computed according to the next expression taking in to account the microphysical properties of clouds
[Luinil6]:

Lmax

AWaterCIouds(j“): J. Bt (ﬂ.)dX (1)

L

Apvterciouds (/1) is the attenuation due to clouds, L, , L ax are the lower and upper bound of slant

path and S, (Z) is usually referred to as volume extinction coefficient and is typically expressed in

dB/km. Because of water clouds synthesis, the shape of particles can be considered as spherical and £, (1)

is given according to next expression [Luinil6]:

Pon (1) = 4.343%10° [ o, (r, 2)n(r)dr )

where n(r) is the clouds particle size distribution and o, is the extinction cross section calculated

ext
with the employment of the classical scattering Mie Theory [Bohren], [Ishimarou78] and there are also
available free software tools for these calculations [scattport]. Detailed information for particle size
distribution can be derived from [Luinil6].

The attenuation induced by clouds is so high that the blockage of the link can be simply considered
only with the cloud coverage. Thus, for the reliable design of an optical satellite communication system
cloud coverage statistics and methodologies for the estimation of CFLOS for a particular place are needed.
These methodologies should take into account the temporal and spatial variability of clouds among others.

To continue in the next 2 sub sections methodologies related to cloud coverage are reported. In the
first one, methodologies for the estimation of CFLOS for an OGS and an OGSN based on cloud coverage
statistics are reported. In the second one information about modeling of clouds using Integrated Liquid Water
Content statistics are presented. Additionally, in the third sub section, information about the monthly and
hemisphere variability of cloud coverage is reported. This variability is proved really crucial for the design of
an optical satellite communication system. Finally in the fourth sub section optimization algorithms for OGS

selection for site diversity technique are reported.
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2.2.2.1 CFLOS Modeling

In optical satellite communication systems the blockage of the link is caused with the presence of
clouds along the slant path. Thus, an on/off channel with cloud coverage is assumed [Perlot12]. In the related
literature, several research studies have been published for the estimation of CFLOS probability for both a
single OGS and an OGS network (OGSN). The CFLOS probability for a single link is defined as the
probability of the optical link is not blocked by clouds, while the CFLOS probability of the OGSN is defined
as the probability that at least one of the OGSs forming the OGSN is not blocked by clouds. The majority of
these methodologies use cloud mask (coverage) data derived from Earth observation satellites. Earth
observation satellites provide cloud mask data in a binary basis i.e., cloudy/non cloudy conditions with a
specific temporal and spatial resolution. Using such data the probability of cloud coverage for each OGS of
interest is calculated.

According to [Perlotl2] and [Netl6] the on/off optical channel for each OGS separately can be
modeled as a binary variable X; according to the Bernoulli distribution:

1, W.P. Peiou 3)

XizB(ptizou):{ i
roue 0 ; W.p. 1- Pcioud

1 means that the OGS i is blocked by clouds with probability pi,oud (derived from meteorological data bases)

and O that there is no cloud coverage with probability 1- pl,oud. In [Perlotl2] and [Net16] mathematical

formulations for the estimation of ground station availability for single links and diversity scenarios for
uncorrelated and correlated ground stations are given. In [Netl16] the elevation angle of the links is taken
into account among others. In addition in [Portillo17] CFLOS for a single link and an OGSN is estimated
employing a Gilbert-Eliot model. In this case in accordance with the cloud mask statistics, cloud coverage
duration statistics is also employed.

In the majority of these research items the spatial correlation of cloud coverage between the stations

for an OGSN is modeled by an exponential expression [Perlot12]:

_ a—(d/dy)
pcloud _coverage (d) =€ ° (4)
where d (km) is the distance between two stations and dq (km) is the cloud coverage correlation
distance, typically it takes values between 300 and 500 km.
For stations with separation distance larger than d, it can be assumed that the stations are

uncorrelated

2.2.2.2 1LWC Modeling

Cloud coverage can be modeled employing clouds’ Integrated Liquid Water Content (ILWC)

statistics. ILWC denotes the vertical integral of the Liquid Water Content (LWC) of clouds. LWC in (g/m°)
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is a measure of the mass of the water in the cloud. Thus, in order to have clouds, ILWC has to be greater than
zero. Consequently, for ILWC>0 there is cloud coverage and for optical satellite communication systems, it
can be assumed that the link is blocked. As adopted in ITU-R P.840 [ITU840] and also studied in detail in
[Jeannin08] ILWC long term annual statistics can be sufficiently described by lognormal distribution. In
ITU-R P. 1853-1 [ITU1853-1] a methodology for the generation of ILWC time series correlated on temporal
domain is presented. This methodology incorporates the time evolution of ILWC but not the spatial
variation. According to ITU-R P.1853-1 [ITU1853-1] ILWC time series for a specific point are given
according to the next formula:

!
L) = exp{Q [P—Q(G(t))jxa+m} G(t) > a, ©)

CLw

0 G(t) < o,

where the mean value (m), the standard deviation (o) and the probability of cloud coverage (Pg) for
each place of interest (OGS) are the statistical parameters of In(L) and they can be derived from
meteorological databases like ERA-Interim, ITU-R P.840-6 [ITU860-6] etc. Q() is the well-known Gaussian

Q-function from the communication theory and @y, is the truncation threshold of the correlated Gaussian
noise given from the following expression «, =Q™(P.,, )- For the synthesis of Gaussian noise G detailed

information can be derived from ITU-R P.1853-1.

Recently, in [Luinil4], a methodology (Stochastic Model of Clouds) for the synthesis of 3D spatially
correlated cloud fields is proposed. In [Luinil4] employing Earth Observation data an expression for the
vertical profile of LWC within the cloud is developed. The vertical profile of LWC can be given according to
the next expression:

L
w(h)=1(c®" I(c")
0 for h<h, )
Cl =4.27 e—4.93(L+0.06) +5412 e—61.25(L+0.06) +1.71
% =3.17 ()™ +0.074

(h=hy) e ™™ for hxh,

In the above equations W(h) in g/m® is the Liquid Water Content depending on the vertical height,
h in km is the vertical height of cloud, hy in km is the cloud base height, L in mm is the ILWC, I7) is the
Gamma function and C', ¢* are the parameters that regulate the shape of W(h) :

Additionally, in [Luinil2] to generate cloud fields start from the generation of random Gaussian
fields, whose spatial correlation pg(d) is given according to the next formula (data from MODIS database

has been used):
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d d

P (d) =0.35e 78 +.0.65e 252, d(km) (7)

2.2.2.3 Monthly/Hemisphere Variability

Cloud coverage is highly seasonal and monthly dependent. Even for regions which are favourable
for optical communications (low cloud coverage among others) the percentage of cloud coverage greatly
depends on the month and season. Moreover, significant differences can be identified between stations that
are located in different hemispheres. For example, in Fig. 5 the cloud coverage per month (monthly
variability) for year 2009 for one station in north hemisphere, Madrid Spain, and another in south
hemisphere Santiago, Chile is presented.
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Fig. 5: Percentage of cloud coverage (0-1) for year 2009 for Madrid (North Hemisphere) and Santiago
(South Hemisphere)

2.2.2.4 Mitigation of Cloud Coverage/ OGSN Optimization

For the mitigation of cloud coverage, site diversity (large scale diversity) [Panagopoulos04]
technique has been proposed [Hemmatill], [Kaushall7]. Multiple optical ground stations (OGSs) dispersed
in large distances, in order clouds can be considered as uncorrelated, are employed to guarantee the desired
availability of the system. These OGSs are forming an optical ground station network (OGSN). Important for
the design of an optical satellite communication system is the optimum selection of the locations of the
stations that will form the OGSN.

In [Fuchs15], methodologies for the optimum selection of OGSs for an OGSN taking in to account
the spatial correlation of cloud coverage and the probability of cloud coverage for each OGS are defined. To
continue, in [Portillo17] a novel methodology for the determination of the optimal OGS location for a LEO
system is presented. In this paper except from the cloud statistics, the latency and infrastructure models are
also used to evaluate the OGS selection.
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2.3  Turbulence

Under cloud free line of sight conditions the dominant phenomenon that degrades the optical signal
is the atmospheric turbulence. Atmospheric turbulence comes from the variations of the temperature, the
wind speed and the pressure along the propagating path. The energy firstly introduced creates turbulence of
size L, (outer-scale). Then the large eddies create smaller eddies until they reach a size called the inner scale
(lo). When the turbulent size is lower than |, the energy is dissipated and eddies disappear [Andrews05].
Therefore, three ranges of turbulence are identified according to the size of eddies:

. Input range: the size is larger than L,
. Inertial sub range: the size is between L, and I,
. Dissipation range: size smaller than |y

Turbulence and the irregularities of the refractive index are characterized by the structure function of
the refractive index and the spatial spectrum of refractive index @,(x). Turbulence is considered, in general,
locally homogeneous and its power spectrum can be described with close form for the inertial and dissipation
ranges. In the input range, turbulence is considered as anisotropic. There is a great variety of models for
spatial spectrum of refractive index like the Kolmogorov, the Tatarskii, the modified von-Karman among
others, which are presented in [Andrews05], [Hemmatill]. Here the expression for the well-known and
commonly used spatial spectrum of refractive index given by Kolmogorov is exhibited [Andrews05]:

D, (x) = 0033c2x 2 L <ol (8)
L

C.2 is the structure constant of the refractive index. This parameter is of prominent importance as it
determines the strength of turbulence. C,” depends on the time of day, the location of the link the wind speed
and the height above sea level, among others. Since C,” changes with height, for satellite communications, it
has to be integrated over the propagation path i.e., from height of the receiver above sea level to the
top of the atmosphere (20km assumed). C.?and consequently turbulence effects are higher near the ground
level and decreases with the height. Several models based on measurements campaigns have been proposed
[Andrews05], [Kaushall7]. For satellite applications the most commonly used is the Hufnagel Valley

Boundary model for vertical links [Andrews05], [Hemmatill], [Kaushal17].

W, h
C2 (h) = 0.00594(—™%)2 (10> h)* ex (——}rz.mo—16
a (h) ( >7 ) ( ) exp 1000

exp(—LJ + Agexp (—Lj
1500 100

where w, is the RMS value of wind speed in m/s, h the height above mean sea level in meters and

(9)

Ao(m™??) is the nominal value of Cﬁ(h) at ground level. A varies depending on the site conditions the time

during the day, etc. For the calculation of the RMS wind speed the Bufton model can be used [Andrews05].
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In [Giggenbach12] a modification of Hufnagel Valley Boundary model is introduced to take the ground

station into account:

C2(h) = Ay exp(—Hgs / 700) exp(~(h — Hgg ) /100) + (10)

15.94x10°% x(%)zhm exp(~h/1000) + 2.7x10726 exp(~h /1500)

where Hgg (m) is the altitude of the ground station.

Turbulence results on scintillation and the beam effects like the beam wander, beam spreading and
beam jitter. The effect of these phenomena varies between uplink and downlink propagation. Additionally,
significant differences are also identified in the case that as space segment a GEO satellite is used,
comparing to the case that either a LEO or a MEO satellite is used.

For satellite communications 3 different wave fronts (plane wave, spherical wave, Gaussian beam)
are used [Hemmatil1], [Andrews05]:

¢ Plane wave: The approximation of plane wave is used in applications where the turbulent layers
are in the far field. Thus this approximation is mainly used for the downlink (satellite to
ground).

e Spherical wave: The approximation of spherical wave is associated with a point source. This
approximation can be used for uplink propagation.

e Gaussian Beam: This kind of waves is mainly used in satellite communication systems and
especially in uplink propagation. Gaussian beams approximate sufficiently the propagation
properties of the wave especially when focusing and diverging characteristics are important. As
the Gaussian beams are used in this thesis, some useful expressions are reported. The
transmitted Gaussian wave (the transmitting aperture is located in the plane z =0) is defined as

[Andrews05]:
Uy (r.0) =2, exp(—r2 W2 —ikr? /(2F02)) (11)

r (m) is the distance from the beam center, W, (m) is the effective beam wave radius, at
which the field falls to 1/e of the maximum, k is the optical wave number related to the
optical wavelength, a, [(W/m?)"?] is the amplitude of the field at z=0 [Andrews05] and F,
(m) is the radius of curvature. Three kinds of Gaussian beam waves can be identified

according to the values of Fy [Andrews05]. For the uplink satellite applications collimated
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beam wave (F, >« ) is preferred. Moreover, the received irradiance of a collimated

Gaussian beam after propagation of distance SL (m) (slant path) is given according to the

next expression:

_ 2P-|— —2r2 12
I(r,SL) = 7zW(SL)2 exp(WZ(SL)J (12)

Pr (W) is the total beam power, and W(L) is the beam waist in meters after a propagation
distance L, given by the next expression:

2
W2(SL) =Wy? | 1+ /1-5|_2 (13)
7Z"WO

Z(m) is the wavelength used. In these expressions the refraction and diffraction of Gaussian beam are
included [Andrews05].

In addition, the coherence length of the atmosphere or Fried parameter as it is also called ro (m) and
the isoplanatic angle 6, (rad) are two metrics which give important information for turbulence effects. Both
metrics depend on the wave front used, the elevation angle of the link, the structure constant of the
atmosphere, the altitude of the station and the wavelength among others. Detailed information can be derived
from [Andrews05], [Hemmatill].

2.3.1  Scintillation

Turbulence results in random fluctuations of the intensity of the optical signal known as scintillation.
Scintillation is present in both uplink and downlink propagation of the signal. Atmospheric scintillation is
measured in terms of scintillation index. Scintillation index (SI) is defined as the normalized variance of the
received intensity [Andrews05], [Hemmatill] [Kaushal17]:

2 _@ 1 (14)

According to the strength of the turbulence and the scintillation variance, two categories are
identified [Andrews05], [Hemmatill] [Kaushall17]:

. Weak fluctuations o7 <1
. Strong fluctuations o7 >1

Scintillation is more severe in lower elevation angles and for elevation angles lower than 20 degrees
strong fluctuations are assumed. For modeling of scintillation index, detailed formulas which take into
account the refractive index structure parameter and the propagation path among others, for uplink and

downlink case, for either strong or weak fluctuations regime are reported in [Andrews05]. In this thesis we
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will be focused on the weak turbulence case. The Sl for weak turbulence for downlink, assuming a point

receiver following the Rytov approximation [Andrews05] can be derived from the formula:

HTurb
ol =0h = 2.25K6 (sec(g“))% j Ch(h)(h—Hgg )% dh (15)
HGS

where o2 is the Rytov variance, { is the zenith angle and Hry,y is the maximum turbulent height

(the upper bound that turbulence present), usually a value of 20km is used.
Additionally for uplink case following the Rytov approximation and assuming that there is perfect
tracking of the beam (detailed information are given in [Andrews05], [Andrews06]) Sl can be estimated

from the next formula;

5/6
Glztracked = 8'7O:uulk7/6 (Hturb - HGS ) Secll/G (g)

M (16)
m=Re | an(h){§5’6 [Ac+i(1-6¢)]" —A5/6§5’3}dh
HGS
5=1—[—“‘HGS ] (17)
Hturb - HGS

©® and A parameters are computed according to [Andrews05].

For modeling of irradiance statistics assuming a turbulent medium, distributions like lognormal,
Gamma-Gamma, Weibull, Rayleigh etc. depending on the strength of turbulence have been proposed
[Andrews05], [Hemmatill] [Kaushall7],[Sandalidis10],[Sandalidis11]. For weak turbulence, mainly
lognormal is used. The choice of distribution can vary depending on the strength of turbulence, the
uplink/downlink case and the satellite (GEO/LEO).

2.3.2 Beam Wander

Beam wander is mostly caused by large scale turbulence. It is also called “hot-spot” dancing and it is
the random displacement of the instantaneous maximum of the bore sight off the receiver aperture (bore
sight displacement). Beam wander effects are severe in case of the uplink propagation while in case of the
downlink can be omitted. This phenomenon is the main cause of degradation in the uplink and contributes to
Beam Spreading among others. Several studies have been conducted for the evaluation of beam wander
[Kaushal17]. It is mainly modeled as a Rayleigh distributed variable [Andrews05], [Dios04], [ReyesO4a]

while the variance of beam wander fluctuations can be given according to the next expression
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2 2 W 5/3
() =0.54(Hryp, —Hgs )’ sec(g)ZEW] (_Oj (18)

2.3.3 Beam Spread

As has already mentioned optical beam is spread due to refraction and diffraction. However, in
presence of turbulence, the beam spread increases again, because the beam experiences random deflections.
In general and as given in [Andrews05], [Andrews06] the spot size of an optical beam in turbulent

atmosphere is given by:

W& =W+ W +<r2> (19)

c

where W is the spot size after diffraction, Wsr is the spot size due to the small scale spread (also

called beam breathing) and <rC2> gives the beam wandering. The beam spreading can be taken into account

through the Strehl ratio. Strehl ratio is a measure of quality of the signal.

2.3.4 Beam Jitter

Moreover, due to turbulence, the phenomenon of beam jitter is introduced which is defined as the
move of the short term beam around its center. This effect is caused by the turbulent eddies whose size is
close to the value of beam radius Wy and less than the spatial coherence radius (ro). Detailed information can

be derived from [Andrews05].

2.3.5 Mitigation Techniques- Turbulence

2.3.5.1 Aperture Averaging

For downlink case, where turbulence is close to the receiver, mainly random fluctuations of the
optical signal-scintillation effects are caused. For mitigation of downlink scintillation, aperture averaging
technique is performed. Large apertures are employed to increase the average signal power collected and to
reduce the signal fluctuations. To quantify the aperture averaging effect, the aperture averaging factor is
defined as the ratio of the variance of received irradiance collected by a finite aperture, to the corresponding

collected received irradiance of a point aperture receiver [Andrews05], [Hemmatill] [Kaushal17] [Yura83] :

A_0i(D)

520 @
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where o?(D )is the SI for an aperture with diameter equal to D and o7 (0) is the SI for a point

receiver. In the literature a variety of expressions for the estimation of aperture averaging factor exist. For
weak turbulence, for downlink plane wave propagation, the aperture averaging factor for finite size
collecting aperture is evaluated analytically, using the following expressions [Yura83], [Andrews05],
[Hemmatill] [Kaushal17] [Vetelino07]:

-1

9 716
A(D) = 1+1.1(D—J (21)
Ahg sec(q)
6/7
| Jeitan—resyan 2

" | R —Hes)*odn

Aperture averaging technique is not applicable in uplink propagation, since the receiver is seen as a
point.

2.3.5.2 Transmitter diversity

One promising technique for the mitigation of turbulence, especially for the uplink case, is the
transmitter (small scale) diversity technique. In this technique multiple terminals are placed in a distance, at
least higher than the coherence length of the atmosphere, so as the propagation paths are independent and
they transmit the same signal. As these terminals are far enough, each beam suffers from different turbulence
effects and as a result full advantage of the spatial diversity is achieved. In ARTEMIS and KODEN
experimental campaigns the transmitter diversity is tested among others, with very promising results for
mitigation of turbulence effects in uplink propagation [Alonso04], [Toyoshima06]. In [Comeron05],
[ToyoshimaO7b] methodologies for the multi-beam uplink transmission, taking into account both the

scintillation and the beam effects (beam wander etc.), are proposed.

2.3.5.3 Adaptive Optics

Adaptive Optics (AO) is used for the mitigation of atmospheric turbulence effects both on uplink and
downlink case. AO is basically a system where a reference optical signal which comes from a star or an
astronomical object or a satellite, is used to pre-correct the transmitting wave so as the turbulence distortions
are cancelled. An AO system basically consists of a wave front sensor, a wave front processor and
conjugation elements (deformable/tip-tilt mirrors) [Tyson96]. The first two elements using the reference

signal, estimate the conjugation phase which is needed to be applied in the transmitting signal so as the
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turbulence distortions are cancelled, while the phase conjugation operation is executed using deformable
mirrors [Tyson96].

However, for the uplink OA systems appear some restrictions [Tyson96]. The prominent one is that
for the correction of turbulence distortions, both the reference signal and the transmitting wave should
propagate through the same path. Therefore, point-ahead-angle (PAA) shall be smaller than the isoplanatic
angle (IPA) [Fried82], [Tyson96].

IPA > PAA \

% pA<pAA

Fig. 6: Point ahead angle and isoplanatic angle configuration (source: [Leonard16] and [Dimitrov15].
For the incorporation of AO systems compensation in channel modeling, Zernike polynomial terms

are used. In [Tyson96], a methodology for the computation of scintillation index, log amplitude variance and

other important metrics for an AO system is exhibited.
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3 ILWC SPACE-TIME SYNTHESIZER

As described in Introduction ILWC annual statistics can be described by lognormal distribution
[ITU840], [Jeannin08]. For synthesis of ILWC (L) time series for a specific location the statistical
parameters of In(L) i.e. the mean value (m), the standard deviation (o) and the probability of cloud coverage
(Pqw) for each place of interest are required. Additionally, in [ITU1853-1] a methodology for the synthesis of
point values of ILWC correlated only on temporal domain and no on spatial is proposed. However, to take
into account the effect of clouds along the whole slant path a single point is not sufficient. Additionally, as
discussed in Introduction for mitigation of cloud coverage site diversity (OGS diversity) technique is
employed. Therefore the spatial correlation of clouds is needed.

In this Chapter methodologies for the generation of 2 and 3 dimensions ILWC time series, correlated
both on temporal and on spatial domains are exhibited. More specifically, in Section 3.1 a stochastic
dynamic model for the generation of 2 Dimensions ILWC fields is proposed. The model is based on the
stochastic differential equations (SDES) and incorporates the spatial and temporal behaviour of ILWC.

In Section 3.2 a 3D ILWC space time synthesizer is proposed. Using the 2-D ILWC time series
presented in Section 3.1 and incorporating the vertical extent of clouds 3-D ILWC time series are generated.
In order that the vertical extent of clouds can be obtained the well-defined expression reported in Section
2.2.2.2 which relates the LWC with height is employed.

Finally, in Section 3.3 the capability of the space-time synthesizer of ILWC to reproduce the
exceedance probability of theoretical curves from ITU-R databases (ECMWF ERA-40) for several locations

is examined.

3.1 ILWC 2D Synthesizer

In this Section a methodology for the generation of 2 Dimensions ILWC time series correlated both
on temporal and on spatial domains for each place of interest (Ground Station-GS) is exhibited. For the
generation of spatially correlated time series of ILWC, multi-dimensional stochastic differential equations
are employed. The main idea is the synthesis of ILWC maps for each OGS. Each map consists of several
ILWC grids with spatial resolution of 1 km x 1 km, correlated on temporal and on spatial domain. The ILWC

map for each GS can be exhibited as Ly cs = [L1 L,..., Ln] , where L; are the ILWC grids along the slant

path and n is the number of grids needed so as the whole slant path is taken into account. In Fig. 7 the

configuration of the ILWC 2D map is reported:
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Fig. 7: ILWC map configuration

For more than one places of interest (GSs), an Lnapocs 1S generated for each GS. Again these maps
are correlated both in temporal and spatial domain one to each other i.e. the ILWC grids of GS #3 are not
only temporally and spatially correlated one to each other but also they are temporally and spatially
correlated with the ILWC grids of GS #1, GS #2, etc. Thus, the ILWC field for N stations can be identified

as Lotar_field = |:Lmap’Gsl Lopcs?  Linap.cs } . Now L; time series are computed according to the
next expression as described in Section 2.2.2.2:

L) exp [Ql [LQ(Gi (t)))x o+ m} G (t) >« (23)

PC LW

0 G (t) <,

where m, g, Pg,, are the statistical parameters of In(L) for each place of interest and can be derived
from data bases like ERA-Interim, ITU-R P.840-6 [ITU840-6] etc. The statistical parameters can be

considered constant along the slant path. Q() is the well-known Gaussian Q-function and ¢, is computed
according to the next expression:

y =Q7 (Pow) (24)
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Gi(t) is the underlying Gaussian process for the generation of each grid (e.g. with index i). G;(t) can

be defined as the superposition of two Gaussian processes X, =[X:, X?] wherel<i<n*N (n is the number of

grids for each OGS and N is the number of OGSs)[ITU1853-1]:

G () =7 X () +7, X2(), (i=1...n*N) (25)

where };, ¥, can be derived from meteorological data, or the values proposed in [ITU1853-1] can

be used. The temporal correlation of the underlying Gaussian processes X, (k=1, 2, i=1:n*N) is considered

exponentially decaying as a function of time [ITU1853-1]. The n*N different ILWC stochastic processes are

assumed as an n*N-dimensional continuous Markov process. Due to the spatial correlation of clouds, time

series of each Xik can be generated through the solution of the following n*N-dimensional Stochastic

Differential Equation [Karagiannis12]:
dX* = B* - X dt+S* -dw, , (k=1, 2) (26)
with strong solution [Karatzas91], [Karlin75]:

t
Xik,t = et.Bk Xg +et<Bk ,J.efs.Bk 'Sk ,dWs’ (k:]_’ 2) (27)
0

where where B* is the diagonal matrix B* =[b* with elements

ij]lsi,jsn
28
b, = — B &, (28)

where &;; is the Kronecker delta function and £ “ are the dynamic parameters of the Gaussian
processes of ILWC. £ ¥ can be derived either from ILWC data or from [ITU1853-1]. Moreover,

B" (29)

Since matrix B is a diagonal one we have:

[e®], =e *'5, (30)

W(t) is the n*N-dimensional Wiener process i.e. W (t)1<i<n*N are independent Wiener
processes known as Brownian motions [Karatzas91]:

W) =W, (@),... Wy (OT (31)

The same Wiener process is inserted both in Xﬁt and Xft . As far as the computation of S*is
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concerned [Karagiannis12], the correlation matrix C will be firstly estimated. This matrix contains the
information about the spatial correlation of ILWC. Since the size of every grid is 1km x 1km, a single link
slant path may be affected by more than one grid and therefore the spatial correlation must be incorporated
into the model even for the calculation of cloud attenuation on a single link. The correlation p, ; between X

and x!, depends on the distance between i and j grid points and for this we use the expression proposed in
[Luinil4] derived from MODIS database (proposed for distances less than 250km):

d 4 (32)
p,;(d)=0.35¢ 7 +0.65¢ 253, d(km)

Therefore, the correlation matrix C of the n-points of ILWC is given:

l . . . p]_,n*s
. 1 .
c=| . 1 . (33)
1
_pn*s,l " : * 1 i
If we denote A as
Ak — 2 . ﬂk . C (34)

and A* =s*.(s¥)", S* matrix is obtained from Cholesky decomposition of A [Karagiannis12]. Finally,
the initial values of the Gaussian processes are given through the following vector:

35
X5 = [Xo1: X2 1--01 Xgment] (39)

In b)

Fig. 8a and b, snapshots of ILWC maps 50x50km correlated on spatial and temporal domain for a
hypothetical GS in Paphos, Cyprus, employing the proposed methodology are presented. The first one is at
time t=t, while the second one is 60 min later.
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Fig. 8: Snapshots of ILWC maps correlated on spatial and temporal domain, a) t=ty, b) t=t;+60min

3.2 ILWC 3D Synthesizer

In the previous subsection the 2D ILWC synthesizer is reported. However in order to accurately take
into account the effect of clouds along the propagation path the vertical extent of clouds is needed. Therefore
the 2-D maps are converted to 3-D incorporating the vertical extent of clouds. In order to obtain the vertical
extent of clouds, LWC (w) at a given time instance and at a given grid point on the horizontal plain may be
calculated using the LWC model proposed in SMOC [Luinil4]. Taking as input the ILWC time series
generated in the previous section, the LWC time series for a height h above mean sea level, for a grid i can
be calculated through [Luinil4]:

LO (g 0 mIEO o s gy

W, (h,t) = ¢2 ()7 O (e (1) (30)
0 for h<h,
C-l (t) — 4.27 e74.93(Li (t)+0.06) + 54.12 e761.25 (L (t)+0.06) + 1.71 (37)

¢’(t)=3.17 ¢! (1) °* +0.074

In the above equations W (h,t) in g/m? is the Liquid Water Content depending on the vertical height, h

in km is the vertical height of the cloud, hy in km is the cloud base height, L in mm is the ILWC, () is the
Gamma function and ¢'(t), ¢.*(t) are the parameters regulating the shape of W (h,t). With this methodology we

may acquire, from ILWC L fields, time series of W (h,t), not only on different grids but also on different time

instances and height. Moreover, for the calculation of the vertical extent (dh), the base cloud height (hy) and
the top cloud height (hy,) are needed. The max height (hy,) is calculated from (36) considering the remark
from [Luinil4] that w(h,t) >0 for W (h,t) <0.06-L(t)and furthermore hy is taken from the generalized

extreme value PDF [Luinil4] that has been derived from the CloudSat data:

D(ho)=£t(ho)5*1e—t<rb) £(x) = {1{%)5} T 20 (38)

o
e—(X—u)/S f =0
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where ¢=0.484, s=0.582, 4=0.987. Therefore, the vertical extent dh=hy- hy may be calculated. Cloud base is
considered constant along the slant path. The vertical extent is assumed constant within the grid.

In Fig. 9 we present a snapshot of time series for LWC showing its vertical extent dependence as
computed using the above methodology is presented.
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Fig. 9: LWC vertical extent time series

In Fig. 10 snapshots of 2-D ILWC maps correlated on spatial and temporal domain for a hypothetical
OGS in Chania, Crete are presented. The first one is at time t=ty , while the second is 60 min later and in Fig.
11 2D cloud maps are transformed in 3D, with the proposed methodology.
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Fig. 10: Snapshots of ILWC 2-D maps correlated on spatial and temporal domain up: t=t,, down

t=ty+60min
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Fig. 11: Snapshots of 3D maps correlated on spatial and temporal domain-Vertical Extent up:t=t,, down:

t=ty+60min

3.3 LIWC time series synthesizer validation

In this section, the capability of the ILWC space-time synthesizer to reproduce the first-order
(exceedance probability) statistics of the theoretical curves from ITU-R databases (ECMWF ERA-40)
[ITU8B40] for some locations is confirmed. It can be observed that the Complementary Cumulative
Distribution Functions (CCDFs) derived from the synthesized data and the ones from databases coincide
(Fig.12, Fig.13). That’s a proof that the ILWC space time synthesizer reproduces the first order statistics of
ILWC.
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Fig. 12: First order statistics validation of the ILWC synthesizer, Rhodes, Kalamata Greece.
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Fig. 13: First order statistics validation of the ILWC synthesizer, Rome, Italy, Toulouse, France.
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4 CLOUD ATTENUATION-CLOUD FREE LINE OF SIGHT TIME SERIES GENERATORS

In this Chapter the 2D and 3D synthesizers proposed in Section 3 are employed for the generation of
cloud attenuation and cloud free line of sight time series for both single and joint slant paths. Single and joint
CFLOS and cloud attenuation statistics are reported.

Firstly, in Section 4.1 employing the 2D and 3D synthesizers proposed in Section 3 clouds are
classified based on the cloud vertical extent and using the microphysical properties of them and the well-
known Mie scattering theory, a unified space-time model for the prediction of induced attenuation due to
clouds for frequencies above Ka band [26.5-40 GHz] and up to optical range are presented. The proposed
methodology is tested with data obtained from literature, showing encouraging results. Finally, single and
joint cloud attenuation statistics from Ka to optical band are reported.

To continue, in Section 4.2 assuming an on/off channel with cloud occurrence a methodology for the
generation of Cloud Free Line of Sight (CFLOS) time series correlated on temporal and spatial domain is
presented. The proposed methodology takes advantage of the use of the ILWC synthesizers exhibited in
Section 3.

In Section 4.3 some information about the use of the synthesizers proposed so far in this Chapter
assuming non-GEO satellites, i.e. with time dependent elevation angles as space segment, are exhibited. In
Section 4.4 single and joint CFLOS statistics assuming as space segment either GEO or LEO or MEO
satellites using the synthesizer proposed in Section 4.2, are exhibited.

Finally, in Section 4.5 the space time CFLOS synthesizer (Section 4.2) is employed in order that the
average number of OGS switches for an OGSN and the percentage of time each OGS is selected to transmit
data, are estimated. Therefore, the capability of space time synthesizers in order that valuable statistics from

the system point of view can be derived, is highlighted.

4.1 Cloud Attenuation from Ka to Optical Band

In this Section a methodology for the calculation of cloud attenuation time series using as input the
time series of ILWC synthesizer presented in Section 3 is proposed. This model appears to be unified and
can be employed in both RF bands and optical range.

To begin with as described in Section 2.2 (expression (1)) the attenuation for a specific wavelength

(2) induced from liquid water particles of clouds, is calculated as:

A= | A (2)0¢ (@B (39)

where B, (4) is the volume extinction coefficient and depends on the wavelength . A(2) is the

induced attenuation on the slant path through the cloud mediumand |, , |; are the upper and lower limits of
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the slant path in (km) through the cloud formation, respectively. The volume extinction coefficient, called

also specific attenuation, is given as:

B (2)=4:343410° [, (r,2)n(r)cr (dBIKm) (40)

where o, (r,A)in um* is the extinction cross coefficient, n(r) in um™/cm® is the particle size
distribution of cloud droplets, r in um is the clouds droplet radius. Since the o, (r, ) can be estimated for

the whole range of wavelengths, appears to have a unified use for the prediction of attenuation due to clouds.
o (r,A) can easily be calculated by the employment of the classical scattering Mie Theory [Bohren83],

[Ishimarou78]. There are also available free software tools for these calculations [scattport].
The particle size distribution of cloud droplets depends on the cloud type. Water clouds can be

classified into four main different types, taking into account their vertical extent and are presented in Table 2
[Luinil6]:

Table 2: Vertical extent of the four cloud types employed in the methodology

Cloud Type Average Vertical Extent (km)
Cumulonimbus >2.5
Cumulus 25
Nimbostratus 14
Stratus 0.7

For the calculation of the attenuation due to clouds the vertical extent of clouds is needed. Therefore
the ILWC synthesizer presented in Section 3 is employed. Employing the 2 D and 3 D synthesizer the
vertical extent of clouds along the propagation path, depending on the ILWC statistics for each place of
interest, is estimated.

In addition, a model for the particle size distribution n(r) must be adopted. Therefore, we employ the

four-parameter modified gamma function [Luinil6], which is a flexible and widely used representation of

water clouds particle size distribution:

n(r)=g-r*-exp(-b-r") (41)

Since the vertical extent of the cloud is estimated from the 3D ILWC synthesizer, the cloud type is

defined according to Table 2 and the parameters a, b, y can be determined according to Table 3.

Table 3: a, b, y parameters for the particle size distribution of cloud droplets

Cloud Type a b y
Cumulonimbus 3 0.5 1
Cumulus 3 0.5 1
Nimbostratus 2 0.425 1
Stratus 2 0.6 1

74




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

Now in [Luinil6] an expression which relates the Liquid Water Content w with particle size
distribution of cloud droplets n(r) is introduced:

W= gﬂpwrjﬁn(r)dr = gﬂpw%—r((;;iz/y) 42
where p, in glcm® is the water density and g, a, b, yare the particle size distribution of cloud
droplets parameters. Employing the equation (36) from the previous Section, where LWC is computed for
every grid point i depending on the height, the time and the ILWC 2D synthesizer, we can calculate easily
the parameter g of the particle size distribution of cloud droplets as a function of the height and time for
every point i:
3-7-b"” - (h,t) (43)
- p T ((a+4)/7)

Therefore, the particle size distribution of cloud droplets is calculated in terms of cloud height, i.e.

0,0 =

n(r,h) and consequently the volume extinction coefficient is also calculated in accordance to height. Finally,

employing the expressions (39) and (40) and the rest calculated parameters, time series of attenuation due to

clouds is computed for the specific slant path and the cloud height:

A(t,4)= T4.343x103]§am(r,l)n(r,h)dr d¢ (dB) (44)

Here it must be noted that knowing the 3D profile of all the cloud grids along the slant path, i.e. the
vertical extent of each ILWC grid and assuming that each ILWC grid has dimensions of 1km? cloud
attenuation statistics can be computed depending on the propagation path i.e. the elevation angle and the
altitude of the station.

In Fig. 14 and Fig. 15 two examples (snhapshots) of the proposed cloud attenuation time series
methodology are presented. The ground terminal is located in Milan, Italy and the considered elevation angle
is 40deg. In Fig. 14 the operating frequency is set equal to 40 GHz, while in Fig. 15 a wavelength in optical

range equal to 1550nm is considered.
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Fig. 14: Cloud attenuation time series at 40GHz, 40deg, Milan, Italy
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Fig. 15: Cloud attenuation time series at 1550nm, 40deg, Milan, Italy

4.1.1 Validation of Cloud Attenuation time series synthesizer

The proposed cloud attenuation time series synthesizer is validated in terms of attenuation first order

statistics CCDF with experimental data. Since the synthesizer is unified it will be compared with data both in
RF and optical frequencies.

Firstly, in Fig. 16 the proposed space time cloud attenuation synthesizer is compared with

experimental data at 30 GHz, from FERAS station [Reportl]. The attenuation data used for this comparison
76




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

have been obtained from local radio soundings at FERAS station in Milan/Linate, in accordance with the use
of Salonen’s model and the Rayleigh model at 30GHz [Reportl]; a vertical link is considered. For this case
the long term statistical parametersm, o, and P.,, of the ILWC that are required for the attenuation
prediction, have been computed from the specific data [Reportl], in order to have a fair comparison with the

same inputs.

o Afttenuation Comparison Feras Data

10

-------- —— Space Time Attenuation Synthesizer | ...

¢ Feras Data

Exceedance Probability
S}

10 5 5 o
0 0.2 04 06 08
Aftenuation (dB)

Fig. 16: RF validation of Cloud Attenuation Space Time Synthesizer with data at 30 GHz
In Fig. 17 the validation of the proposed model with attenuation data at 10.6um is exhibited. The

data were exported from [Reportl] following the same procedure as before. The link is vertical and it is

located in Milan/Linate.
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Fig. 17: Validation of Cloud Attenuation Space Time Synthesizer with data at 10.6pum wavelength

The exceedance probability calculated from the proposed model appears to be in a very good
agreement with experimental attenuation data at both configurations, using 30GHz operating frequency and

10.6um wavelength.

41.2 Cloud Attenuation Numerical Results

In this section the proposed methodology is employed for the generation of cloud attenuation
statistics for a ground to GEO satellite link, for both RF and optical frequencies.

To begin with, the predicted single link cloud attenuation statistics in terms of complementary
cumulative distribution function (CCDF) for two hypothetical links, one located in Athens, GR (37.98°N,
23.79E) and the other in Paris, FR (48.86°N, 2.36 °E), for two operating frequencies (40 GHz and 90GHz)
and also two elevation angles (20deg and 40deg), are reported in Fig.18 and Fig.19. The statistical
parameters of ILWC needed for the ILWC synthesizer are derived from ERA 40 [ITU840] for each place.
For both stations the altitude is assumed close to 200m. Along with the CCDFs derived from the proposed
methodology, we present the CCDFs predicted employing the ITU-R P.840-6 [ITU840].
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Fig. 18: Cloud Attenuation CCDFs with elevation angles 20deg, 40GHz, 90GHz
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Fig. 19: Cloud Attenuation CCDFs with elevation angles 40deg, 40GHz, 90GHz

It can be easily observed that as the frequency of operation increases the impact of cloud attenuation
is greater and therefore it cannot be omitted in the performance analysis of the satellite links and especially
in W band (90 GHz).

Moving on to optical frequencies, the CCDF of cloud attenuation for 3 locations, assuming as space
segment the ASTRA satellite at 19.2 °E and the wavelength of operation at 1550nm, are presented in Fig. 20.

In Table 4 the characteristics of the three links are reported.
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Table 4: Link Characteristics, Cloud Attenuation-Optical Frequencies

Location Latitude Longitude Altitude (m) Elevation Angle
(deg)
Tenerife, SP 28.27°N 17.89 °W 2400 37.46 deg
Hymettus Athens, GR 37.96°N 23.82°E 1000 45.73 deg
Milan, IT 45.47°N 9.19 °E 300 36.71 deg
10"
‘| —Tenerife, SP | ]
g Lo e Hymettus, GR | -
..................... —'—'-Milan, IT

Exceedance Probability

100 200 300
Attenuation (dB)

Fig. 20: Cloud Attenuation CCDF, wavelength: 1550nm

4.2 Cloud Free Line of Sight Time Series Generator

It can be easily observed from Fig. 13 that the attenuation induced by clouds is very high even with
the presence of clouds. Therefore, the blockage of the link and an on/off channel is assumed with the
presence of clouds.

Cloud Free Line of Sight (CFLOS) probability is the probability of the optical link not blocked by
clouds and it is defined as the complementary probability of cloud occurrence (Pg,), which is, 1 minus P.
For vertical links P, can be derived from data sets like ERA Interim, ERA 40 [ITU840] etc. In the
proposed approach, CFLOS time series are computed taking into account the propagation path (altitude of
the station, elevation angle) the vertical extent of clouds and the temporal and spatial correlation of clouds.

To begin with the ILWC synthesizer presented in Section 3 is employed. The main steps of the
methodology will be presented below:

e 2D ILWC maps (time series) correlated both on temporal and on spatial domain employing
the proposed synthesizer are produced for each place of interest (Section 3.1).
e The vertical extent of each ILWC grid is computed and the 2D ILWC maps are converted

into 3D maps. The vertical extent is considered constant within the grid.
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e Cloud mask (Cloud blockage) time series are computed: it is assumed that if there is at least
one cloud grid (grid with ILWC>0) with vertical extent that impairs the link along the slant
path then the whole optical slant path, is considered blocked. It is considered that a cloud
grid impairs the link if the lowest point of slant path crossing that grid is lower than the top
height of the grid. Therefore since the 3D configuration of the clouds along the slant path is
defined, the cloud mask time series are computed taking into account the propagation path
(elevation angle and altitude of the station (for high altitude stations)). The whole slant path
will be either blocked or free of clouds.

o CFLOS time series are computed as 1 minus the cloud mask time series.

e Finally CFLOS probability is the average of CFLOS time series.

In Fig. 21 the need of incorporating the elevation angle and the altitude of the station (for high
altitude stations) for the estimation of CFLOS, for optical satellite links, is identified.

[ High Altitude o
Ground Station /’/—-”
Vi

Fig. 21: Optical Satellite Link -CFLOS calculation (elevation angle, high altitude).

In Fig. 22 a snapshot of cloud mask time series is presented for an optical satellite link in Nemea,

GR, with elevation angle 46deg.
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Fig. 22: Cloud Mask Time series

In Fig. 23 CFLOS probability is computed using the reported synthesizer for different elevation angles. A
hypothetical link in Naxos is assumed while CFLOS is estimated for elevation angles from 20 to 90deg. Statistical
parameters of ILWC are derived from ITU-R databases (ECMWF ERA-40) [ITU840]. It can be easily pinpointed that
for low elevation angles, CFLOS is lower while for elevation angles are more than 50 deg the CFLOS remains nearly
constant. It comes from the fact that for low elevation angles the propagation path in the atmosphere increases and as a
result the probability of a cloud present in the slant path increases.
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Fig. 23: CFLOS vs Elevation Angle — Hypothetical OGS in Naxos

4.3 Employment of space time synthesizers on NGSO systems

In this section some information about the employment of the synthesizers presented in the previous

sections in case of assuming a Non GEO satellite as space segment, i.e. a LEO satellite or a MEO satellite or
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a MEO constellation is presented. The main assumptions are the same either cloud attenuation or CFLOS
time series are produced.

To begin with, regarding the cloud attenuation and CFLOS probability the main difference between
a Ground Station-GEO and a Ground Station-Non GEO satellite communication system is that for the
Ground Station-Non GEO satellite communication system the elevation angle of the link changes with time.
Therefore, the developed methodologies must be able to capture the elevation angle time dependence. The
methodology followed is based on the synthesizers proposed in previous sections. The main steps and
assumptions of the methodology used are reported:

e 2D ILWC maps (time series) with a specific time resolution correlated both on temporal and
on spatial domain are produced for each place of interest, employing the proposed
synthesizer (Section 3.1).

e The vertical extent of each ILWC grid is computed and the 2D ILWC maps are converted
into 3D maps. The vertical extent is considered constant within the grid.

e The sub satellite points of the non GEO satellite or the non GEO satellite constellation are
generated using a specific time resolution and or an orbital period. For this step the
AGI/STK tool kit [AGI] may be used for the computation of the sub satellite points. The
time resolution of the sub-satellite points is selected to be the same with the time resolution
of ILWC time series. For MEO case, sub satellite points for 1 orbital period are enough;
however for LEO satellites more than 1 orbital period is needed.

e For each station, using the sub satellite points, the elevation angles with each satellite are
calculated with the same time resolution. When a satellite is not in the visibility area of the
station the elevation angle is considered zero for the calculations. If a non GEO constellation
(e.g. MEO constellation) is assumed and if in the visibility area of the station there are more
than one satellites then it can be assumed that the ground station communicates with the
satellite with the highest elevation angle, in the visibility area for this time instant.

e Since the 3D profile of clouds along the slant path is known for every time instant and the
elevation angles are known, with the same time resolution, cloud attenuation and CFLOS
time series are computed, employing the methodologies proposed in Section 4.1 and Section
4.2.

It must be noted that the 2D and 3D ILWC synthesizers are independent of the elevation angle.

4.4  Single and Joint CFLOS numerical results

In this section the methodologies proposed so far for the generation of CFLOS statistics, are
employed for the estimation of single OGS CFLOS probability and joint CFLOS statistics (OGS network),
taking into account the elevation angle and the altitude of the OGSs. For the joint CFLOS statistics it is
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assumed that if at least one OGS of the OGSN is not blocked by clouds, then the OGS network is considered
as free of clouds. Results assuming GEO and Non GEO satellites are reported.

441 Single and Joint CFLOS numerical results-GEO satellite

In this sub section CFLOS is computed for stations in Hellenic territory assuming a GEO satellite.
The ASTRA GEO satellite at 19.2°E is employed. The statistical parameters of ILWC are derived from ITU-
R P.840-6 [ITU840]. In Table 5 the CFLOS statistics as computed employing the proposed methodology are
reported. In the 6™ column the CFLOS for each single link is estimated and in the last column the joint
CFLOS considering that at least one of ground terminal is not blocked by clouds is presented, i.e. in the
second row assuming that there are only the stations in city of Rhodes and Heraklion, in the third row
assuming that there are only the stations in city of Rhodes, Heraklion and Kalamata etc. The temporal and
spatial variability of clouds is taken into account. It can be pinpointed that using these stations a 99.9% joint
availability is achieved.

Table 5: CFLOS statistics multiple stations in Greece- ASTRA GEO satellite

Location (Iaz;.) (Iac;g) Alt (m) | Elev. An. PCFLOS (%) gII:\I/_I(E)I:S(;E)Y
(deg)
City of Rhodes 36.43 28.22 300 46.66 82.0 82.0
Heraklion, Crete 35.33 25.13 250 48.49 75.6 94.9
Kalamata 37.05 22.102 380 46.92 70.7 98.3
Mytilene, Lesvos 39.11 26.54 150 44.08 70.1 99.2
Hymettus 37.96 23.82 1000 45.73 69.3 99.6
Athens, GR

Nemea 37.84 22.62 310 45.99 67.9 99.7
City of Corfu 39.62 19.89 145 44.14 66.3 99.8
Thessaloniki 40.64 22.95 350 42.85 60.4 99.9

4.4.2 Single and Joint CFLOS numerical results - LEO satellite

Now single and joint CFLOS statistics are generated assuming a LEO satellite and a hypothetical
OGS network in Greece (Ground to LEO). The stations used are presented in Fig. 24. As space segment the
Iridium LEO satellite is assumed (altitude: 779km, inclination angle 88.9 deg).

Employing AGI/STK tool kit [AGI], the sub satellite points of the LEO satellite are generated using
a specific time resolution. The time resolution of the sub satellite points is selected to be the same with the
time resolution of the CFLOS time series. When the LEO satellite is not in the visibility area of the OGS the
elevation angle is considered zero. In addition, it is assumed that when the elevation angle is less than 20deg
there is no connection with the satellite and again the elevation angle is set zero. For a single OGS the

CFLOS statistics are computed given that the LEO satellite is within the visibility area of the station. For the
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site diversity scenario the joint CFLOS statistics are computed, given that at least one station is within the
visibility area of the satellite. In Fig. 25 the Probability Density Function of elevation angle (given that the
elevation angles are higher than 20deg), for a hypothetical OGS located in Heraklion, Crete, Greece, given
that the LEO satellite is in the visibility area of the station is reported. Sub-satellite points have been
generated for 1 year, with 30sec temporal resolution.

irana R | ET
®

{ Ohrid T Serres =

§ TS EBV1I§?)II?G 1 Th : loniki o Kavala 2 Ista
Albania "\ o A o KaBaha EQ ¢ Tekirdag sta

A ey J e o A

T Thesy [foniki - ;EI]J;,
{ Alexandroupoli
QEOO“OVU(H  E90 AleEavdpouTiohn
Gallipoli
| E0

(E] Canakkale B

o

Sarandé T ;
o ) loannina Larissa i
_ 4 lwawwva Trikala  Adploa Balikesir
%3 v Tpikaka 9 Mytilene g
onu o
Képxupa Greece
©
Lamia -y .
Aauia (] Akhisar
73 2 o
Agrinio S :
Aypivio Manisa
o o

|zmir
o

Patras i Athens Gesme
S YEy
ﬂagpu m a2
ABriNa
Plano: Archea Naozilll

Kusadasi Aydm
Apxala g 1 .3

Lagana il
Aayavag Kalamata l ‘ Naxos ‘ i
Kaly hata \/
Kc"dm . Bodrum
o
l Rhodes
T F
o
IH..\
Ling
X Heraklion
Chania
Xavia
o
Rethimno,,
P&Bupvo

Fig. 24: Hypothetical OGS Network Greece, LEO satellite scenario
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Fig. 25: Elevation Angle PDF Heraklion-Iridium LEO sat.
For the generation of CFLOS statistics the mean statistical parameters of ILWC are derived from
ERA Interim database (ECMWEF), for years from 2000 until 2016. This data base is different from the one
used before. The temporal resolution of both sub satellite points and the CFLOS time series is set as 30sec.

In Table 6 CFLOS is computed for each hypothetical OGS.

Table 6: CFLOS probability for single links, LEO satellite communication system

Location Latitude Longitude Altitude (m) Min-Max PCFLOS (%)
(deg) (deg) Elev.
Angle(deg)
Nemea 37.84 22.62 440 20-89.4 55.6
Heraklion, 35.33 25.13 400 20-89.86 69.1
Crete
Athens 37.96 23.82 500 20-89.6 62.2
Kalamata 37.05 22.102 400 20-89.6 61.4
City of Rhodes, 36.43 28.22 300 20-89.4 71.7
Mytilene, 39.11 26.54 420 20-89.5 64.6
Lesvos

Thessaloniki 40.64 22.95 430 20-89.8 53.5
Naxos 37.09 25.46 500 20-89.3 68.3

Finally, assuming that the above stations form a regional OGSN the joint CFLOS is estimated as
91.32%.
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4.4.3 Single and Joint CFLOS numerical results — MEO constellation

In this sub section single and joint CFLOS statistics are presented for a MEO constellation system
with 12 MEO satellites orbiting at 8062km with inclination angles less than 0.1 deg, similar to the one of
0O3b [03b]. A number of fully interconnected optical ground stations (OGSs), which form an OGS network,
are employed to cope with cloud coverage applying site diversity technique. OGSs are considered feeder link
terminals transmitting information to the MEO satellites, using optical frequencies. It is also assumed that
each OGS is equipped with two laser terminals at least. This assumption allows a seamless satellite
handover, since the one laser terminal points at the rising satellite and the second one at the descending
satellite. It is assumed that each OGS always transmits data to the satellite with the highest elevation angle,
among the ones within the visibility area.

Now, employing AGI/STK tool kit [AGI], the sub satellite points of the MEO constellation are
generated, using a specific time resolution and/or an orbital period. The time resolution of the sub-satellite
points is selected to be the same with the time resolution of ILWC time series. For each station, using the sub
satellite points, the elevation angles with each satellite are calculated with the same time resolution. When a
satellite is not in the visibility area of the station the elevation angle is considered zero for the calculations
and if there are more than one satellite simultaneously in the visibility area of the OGS, the OGS
communicates with the satellite with the highest elevation angle.

In Fig. 26, for the 12 MEO satellite constellation, the probability density functions PDFs of elevation
angle for three hypothetical OGS are presented. The OGS are located in Heraklion, Greece, Rome, Italy and
Paphos, Cyprus. At least one satellite is always in the visibility area of each station.
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Fig. 26: PDF of elevation angle for three different OGSs with 12 MEO Satellites.
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Now, considering a network of 12 OGS, the CFLOS probability for single links is reported. The
minimum and maximum elevation angles for each OGS are also presented. The statistical parameters of
ILWC have been derived from the monthly database of Era-Interim for the period from 1/1/2009 until
31/12/2015.

Table 7: CFLOS probability, single links, MEO constellation satellite communication system

Area Lat. Lon. Alt. Min-Max Elevation PcrLos
(N) CE) | (km) Angles (deg) (%)

1 Nemea 37.83 22.6 0.3 26.3-29.7 55.30
2 Heraklion 35.24 25.16 0.8 29.33-33.14 67.70
3 Catania 37.51 14.95 0.1 26.7-30.1 63.34
4 Rome 41.9 125 0.1 21.6-245 52.83
5 Sintra 38.82 -9.3 0.2 25.14-284 55.98
6 Madrid 40.42 -3.7 0.8 23.3-26.35 54.36
7 Barcelona 41.41 2.1 0.3 22.17-251 57.95
8 Gibraltar 36.14 -5.35 0.2 28.27-31.9 58.64
9 Tenerife 28.76 -17.89 24 37.15-42.2 83.32
10 Paphos 34.77 3243 0.2 29.9-33.8 74.03
11 Toulouse 43.61 1.45 0.2 19.7-22.7 40.93
12 Matera 40.67 16.6 0.4 23.01-26.03 56.21

It can be noticed, that Tenerife has the highest CFLOS probability, as expected, since the altitude of
Tenerife OGS (2.4km a.m.s.l) is high and a lot of clouds range are bellow the OGS.

Now CFLOS statistics for three cases of OGS networks are presented. The 1% OGSN consists of the
stations with numbers {10, 7, 12, 5, 1, 11}, the 2" OGSN with numbers {9, 10, 7, 12, 5, 1, 11} and the 3"
OGSN {10, 2, 3, 12, 1, 4}. The 2™ OGSN is the same with 1% OGSN having added the high altitude station
of Tenerife. In Fig. 27, the 1% and 2™ OGSN are exhibited, while in Fig. 28 the third OGSN is depicted.
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Fig. 28: 3" OGSN-MEO constellation

Table 8-Table 10 joint CFLOS probabilities for these three configurations of OGSNs are reported.
The CFLOS values in the first row correspond to the first station, in the second row to the joint CFLOS of
the two stations, in the third raw to the joint CFLOS of the three stations etc.
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Table 8: 1 OGSN Joint CFLOS statistics

N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &

OGSs PerLos (%0)
{10} 74.03
{10,7} 89.08
{10,7,12} 95.20
{10,7,12,5} 97.88
{10,7,12,5,1} 99.01
{10,7,12,5,1,11} 99.33

Table 9: 2" OGSN Joint CFLOS statistics

OGSs PerLos (%)
{9} 83.32
{9,10} 95.67
{9.10,7} 98.18
{9,10,7,12} 99.20
{9,10,7,12,5} 99.64
{9,10,7,12,5,1} 99.83
{9,10,7,12,5,1,11} 99.89

Table 10: 3" OGSN Joint CFLOS statistics

OGSs Perios (%)
{10} 74.03
{10,2} 91.21
{10,2,3} 96.74
{10,2,3,12} 98.40
{10,2,3,12,1} 99.15
{10,2,3,12,1,4} 99.54

From the above joint numerical results it can be seen that for the 1* OGSN, 5 OGSs are required in
order to achieve a threshold of 99%, while for the 2™ OGSN (where a high altitude station is used) 4 OGSs
may be used to satisfy this threshold. In the 3 OGSN, the threshold of 99% is also achieved with five OGSs.
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45 OGSN switches

The development and use of space time synthesisers give some additional really important benefits,
since valuable statistics from the system point of view can be derived. In this sub section the proposed space
time CFLOS synthesizer is employed, in order the average number of OGS switches for an OGSN and the
percentage of time that each OGS is selected to transmit data, to be defined.

Therefore, the second and third OGSNs reported in Section 4.4.3 are tested in terms of the average
number of OGS switches per year and the percentage of time each OGS is selected to transmit data to the
MEO constellation. The main contribution of this sub section is to define the number of switches of the
OGSN, assuming that we have an ideal system that is aware (perfect knowledge) of the cloud occurrence
time series in each station of the OGSN. More specifically, it is assumed that at every time instant the OGSN
is aware of which OGS will have the larger CFLOS duration, i.e. the CFLOS duration is between the current
time instant given that that the station is not blocked by clouds (so as it can be selected) and the next time in
the future that the clouds will appear and block the slant path. This means that we assume that we are fully
and continuously aware when clouds are present on a site and for how long. Consequently, we select to
transmit data employing and activating the OGS with the highest CFLOS duration (known as described
above). This OGS is named as active OGS. When the active OGS becomes cloud blocked, the next active
site is the one with the highest upcoming CFLOS duration that is not blocked at this time instant. This is
assumed as an OGS switch. When all stations are blocked we have the outage of the system. After an outage
event, if the next active station is the same with the previous active station we do not have an OGS switch,
while if the next active (after the outage), differs from the previous active (before outage) then this is an
OGS switch. When we go from an active station to outage this is an OGS switch. Here it must be noted that
we examine the switches only between the stations and no between the MEO satellites. For example, if the
active station (assume OGS#1) transmits data to MEO satellite #1 (the one with the highest elevation angle
in the visibility area) and according to the system definition reported in Section 4.4.3, after some minutes the
active station OGS#1 will transmit data to MEO satellite #2, because this is now the satellite with the highest
elevation angle among the ones in the visibility area and then this is not an OGS switch since the OGS #1 is
still the active OGS.

Since the second order statistics are examined, in order to avoid “ping pong” phenomena authors test
the OGSN every 10 minutes. It is assumed that the channel will not change for 10 minutes, regarding the
clouds. That means that a time resolution of 10 minutes is considered in the proposed methodology presented
in the previous section. The time evolution of the ILWC has been taken from the ITU-R P.1853-1 [ITU1853-
1].

Now the number of average OGS switches per year for the OGSN #2 is 1768. In Table 11 the

percentage of time each OGS is selected is reported.
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Table 11: Percentage of time each OGS is selected - OGSN#2, MEO

0GSs Percentage of OGS USE
(%)
{1} 1151
{5} 11.66
{7} 12.32
{9} 20.31
{10} 27.8
{11} 4.78
{12} 115
NO OGS (Outage) 0.12

Now the number of average OGS switches per year for the OGSN 3 is 1810. In
Table 12 the percentage of time each OGS is selected is reported.

Table 12: Percentage of time each OGS is selected - OGSN#3, MEO

0GSs Percentage of OGS USE
(%)
{1 11.45
{2} 20.8
{3} 16.94
{4} 10.25
{10} 28.67
{12} 11.36
NO OGS (Outage) 0.53

An interesting result, which can be pinpointed from Table 11 is that although the OGS #9 (Tenerife)
has higher CFLOS probability (see Table 9) than OGS #10 (Paphos), for OGSN #2 the hypothetical OGS in
Paphos is selected for higher percentage of time. This may come from the spatial and temporal correlation of
the whole OGSN (all the stations forming the OGSN#2). Thus, it is important to design CFLOS tools which

take into account the temporal and spatial variability/correlation of clouds.
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5 CLOUD FREE LINE OF SIGHT THEORETICAL MODELING

As described in previous sections, the estimation of CFLOS probability for a single link and a spatial
diversity scenario (OGSN) is really crucial for optical satellite communication systems. In previous sections,
methodologies for the estimation of single and joint CFLOS probability using Stochastic Differential
Equations were reported.

However, those methodologies can be proved difficult to be implemented. Therefore, in this
chapter, a simple physical and mathematical theoretical model for the prediction of CFLOS probability along
a single slant path and for separated on spatial domain multiple optical satellite links is presented. For the
accurate evaluation of CFLOS the elevation angle of the slant path, the altitude of ground stations and the
spatial variability of clouds are considered.

The methodology is based on the assumption that ILWC follows lognormal distribution and on the
well-defined relationship between ILWC and liquid water density (36). Moreover, the correlation of ILWC
in spatial domain is taken into account and it is assumed that the statistical parameters of ILWC are constant
along the slant path. In addition, CFLOS probability for simultaneously available optical links for the
application of spatial multiplexing transmission techniques is estimated.

The remainder of the Chapter is structured as follows: In Section 5.1 the methodology for the
estimation of CFLOS probability for a single link is presented. In Section 5.2 the methodology for the
prediction of the joint CFLOS probability for a spatial diversity scenario is shown. In Section 5.3 CFLOS
probability for a given number of simultaneously available links for spatial multiplexing transmission
technique is reported and in Section 5.4 some numerical and validation results using the proposed

methodologies are exhibited.

5.1 CFLOS Theoretical Modelling for Single Optical Satellite link

As described in previous sections, cloud masses can be defined knowing the cloud base, the
integrated liquid water content, the liquid water content and the vertical extent of clouds. For slant paths it is
assumed, that clouds impair the link if a cloud formation is present at the slant path. Considering a satellite
slant path through the cloud layer (See Fig. 29) then the probability of CFLOS is equal to the probability that

the line integral of the liquid water density ( W ) over the line of slant path (C) is equal to zero, i.e.:

Porios = P[ j Wds = oj (45)
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where Ist is the line integral of liquid water density over the line of slant path and C(x,y,h). The
(o}

liquid water density at a point (x,y,h) is given by expression (36) of Section 3.2, but without dependence of
time. For better clarity the expression is reported again here:
) —L(qx, ) (z-h))* e "™ for h>h,
W(x y,h)=4(c,)* I'(c,)
0 for h<h, (46)
Cl(L) — 4'27 e—4.93(L+0.06) +54.12 e—61.25 (L+0.06) +1.71
¢,(L)=3.17 ¢,** +0.074

where L(x,y) is the integrated liquid water content at point (x,y), h is the cloud base height and T'()

is the well-known gamma function.
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Fig. 29: Slant path configuration — Cloud vertical extent snapshot

It is assumed that in an horizontal plane with an area of 1km? i.e. the plane defined by a line of 1 km
on x-axis and 1 km on y-axis, the ILWC is constant, as shown in Fig. 29. Then, the line integral of (45) can
be written as:

PCFLOS = P[Z _[ Wds = OJ (47)
i=1 C;

where C; is the line of slant path in which the ILWC remains constant and n is the number of grids so
as the whole slant path is taken into account.

Therefore, on every line C;, W depends only on height. In order to consider that a slant path is
affected by clouds, the top height of the cloud (hy,) at every point must be higher than the lowest point of

every line C;. Considering the geometry of Fig. 29, the lowest point above clouds on line C; is given by:
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48
h,, =dl -tan(p)+h,,, ~h (48)

station 0

where dl; is the distance on the horizontal plane between the two lowest points of two lines, i.e. 1 km
in our case, ¢ is the elevation angle, hgaion the altitude above mean sea level of the station and hg is the height
of cloud base. Therefore, (47) becomes:

PCFLOS = P(Ahl < h.l.,th""'Ahi < hi,th""'Ahn < hn,th) (49)

where Ah =h  —h, for the line C;

From [Luinil4], it is considered that w (h,1)—0 for W(h)<0.06L; and the top cloud height on the

3-D plane defined on line C; , where L is constant can be calculated through the solution of the following

transcendental equation:
h

i top

[y, L) =0.94L, < 7 (e, (g —hy ) 6, )T (c1,) =094 (50)
fo

where y() is the incomplete gamma function.
Through (50), the explicit relation between the integrated liquid water content and the vertical extent

of the cloud (hyp-ho) can be calculated.
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Fig. 30: Vertical extent of clouds vs ILWC

The relation between ILWC and the vertical extent of the clouds is numerically evaluated in Fig. 30.

Vertical extent is an increasing function of ILWC and so (50) has a single and unique solution. Therefore,
(49) can be written in terms of ILWC using (50) as:
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PCFLOS:P(L1<L1,th’LZ<L2,th""'Ln<Ln,th) (1)
As described in previous Sections ILWC can be modelled as a Gaussian low pass process, truncated
to a desired threshold to match the desired cloud probability occurrence. Thus using the normally distributed

random variables ,; :(m(L,)—m,)/a_ wherem,, o, are the mean value and standard deviation of grid point i
1 1 1 1

respectively the CFLOS probability is given as:

FerLos = P(Ul <& .- Uy < an,th) =

th  Anth

= :!;:!; ful“un (ul""un)'dul"dun

(52)

where f, ., is the pdf of the multivariate normal distribution [Papoulis02], 1...n is the number of

1x1km? grids needed so as the whole slant path is taken into account.
The elements of the correlation matrix for the random variables u; are calculated employing the

correlation factor reported in Section 3.1.
Finally «,,(7=1,.,n)are the truncation thresholds for each grid, given according to the next

formula based on [ITU1853-1]:

ool
' ' exp(m) ) o,

where as described in Section 3.1 m;, g;, are the mean value and standard deviation of In(L) and Py
is the probability that L exceeds 0 mm for a single grid. It can be assumed that the statistical parameters of
In(L) (i.e. m, g, Pqy) are constant along the slant path. Therefore they are the same for all grids and they only
depend on the location of the station.

For the cloud base 7 («m) local available statistics may be used. Otherwise, cloud base values can be

derived from a proposed distribution in [Luinil4], and then the mean value of P, is calculated. hy can be

considered constant in a target area [Luinil4], Section 3.2.

5.2 CFLOS Theoretical Modeling for Multiple Optical Satellite links

In this Section a theoretical methodology for the estimation of joint CFLOS probability P27 or
multiple optical links separated on spatial domain in a site diversity scenario is proposed. The methodology
takes advantage of the use of the model developed in Section 5.1

The joint CFLOS probability for N links is the probability that at least one station is not affected by

clouds, i.e.:
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pleint =1-P(des>o,..., [ st>0] (54)

spt spN
where SL' is the line of the slant path on link i, i=1,...,N. Using (47), the probability that clouds are
present through a single satellite slant path is:

i ~ i 55

Fetows = P (J‘ wds > OJ =1—Ferios (%)
sp'

where PL, . is calculated employing the methodology presented in the previous section. Considering

the random variable that clouds present in a single slant path is a binary variable, the following may be

assumed for Pl :

pi _Q(ai ) (56)

Cloud ~— sp,th

Therefore, the threshold value of zero mean and unity variance Gaussian random variable (u;,) over

which clouds are present in a single link is:

a;‘p,th =Q" ([Zoud ) ®7)

The joint CFLOS probability, i.e. the probability that at least one station is free of clouds, is given
by:

joint 1 1
Piles =1-P(u, = al, ...,

58
uy >al, ) (58)

The joint Complementary Cumulative Distribution Function (CCDF), for the k variables can be

calculated from the joint CDFs according to [Papoulis02]. Then based on (57) we conclude on:

PJointCFLOS:]__ I . I ful..uN (ul,..,uN).dul.-duN (59)

N
as,p,th a sp,th

while £, . vare the pdf of multivariate normal distribution [Papoulis02]. The mean value of the

normal random variables is zero, the standard deviation is one and the values of correlation matrix are also
calculated through the well-defined correlation expression proposed in [Luinil4] and given in Section 3.1.
The distances used are the distances between the slant paths, i.e. the Euclidean distances of the ground

terminals.
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5.3  Simultaneously Joint CFLOS Statistics for an OGSN

In this sub section the probability of two or more stations not simultaneously blocked by clouds is
defined. In case that two or more stations are simultaneously under cloud-free line-of-sight conditions, then
spatial multiplexing technique can be used in order to increase the transmitted capacity.

The probability that clouds are not present in 2 or more stations from s total is given by
[SenGupta09]:

Pa(P)=1- 3 P(V) (€0)

where p is the number of ground stations that we want to be at least active, P(0) is the probability
that no station is available, i.e. 1- P22 and P(v) is the probability that exactly v stations are available and can

be calculated by [SenGupta09]:

P = TZ?HY (V: Ijs' (61)

v+l vil _
S=> > ---ZP(ﬁlu;;<a;;,m)
=

1<iy <iy <..<iy, N

| is the number of the available stations.

5.4 CFLOS Theoretical Modeling Simulation Results

The analytical formulations presented in this Chapter are employed for the estimation of single and
joint CFLOS statistics.

Firstly, the proposed formulas for the prediction of CFLOS for the single slant path are validated
with simulation data from the analytical stochastic model presented in Section 4.2 (Fig.31). The solid lines
are the predicted CFLOS values using the methodology in Section 4.2. and the symbols are the predicted
CFLOS values using the methodology in Section 5.1. The statistical parameters for ILWC needed are
derived from both methodologies from ITU-R P.840-6 [ITU840]. The order of the magnitude of the variation

of PcrLos With elevation angle comes from the high spatial correlation of ILWC along the slant path.
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Fig. 31: CFLOS probability vs. elevation angle for single links: o-Paphos, *-Madrid, +-Lyon, x-
Stockholm
To continue, in Table 13, numerical results for a site diversity scenario with hypothetical links
placed in Greece are presented. The ASTRA satellite at 23.5°E is considered as space segment. In a pool of
10 hypothetical stations located in Greece and the CFLOS probability of each single link is computed taking
into account the elevation angle and the altitude of each hypothetical station.

Table 13: Single OGSs CFLOS

Area Lat. Lon. Alt. Elevation PcrLos
CN) (E) (m) Angles(deg) (%)
Athens 37.98 23.78 300 43.19 69.2
Kea 37.61 24.32 250 46.39 72.3
Taygetos Mountain 36.95 22.35 1700 47.12 71.38
Korinthos 37.94 22.9 350 46.15 68.2
City of Rhodes 36.4 28.2 200 47.47 82.0
Larissa 39.64 22.42 300 441 63.8
City of Limnos 39.92 25.14 320 43.78 67.4
Lefkada 38.66 20.63 330 45.1 67.5
Psiloritis Mountain 35.23 24.77 1900 49 79.2
Crete
Skopelos 39.11 23.71 250 44,72 68.4
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Now using the above stations we want to compute the joint CFLOS in order to achieve a 99.8%
availability. In Table 14 the joint CFLOS values in the last column are the corresponding ones for double,
triple etc. multiple site diversity schemes.

Table 14: Joint CFLOS, OGSN Greece

Area Lat. Lon. Alt. Elevation PcrLos
CN) (E) (m) Angles(deg) (%)
City of Rhodes 36.4 28.2 200 47.47 82.0
Psiloritis Mountain 35.23 24.77 1900 49 95.12
Crete
Lefkada 38.66 20.63 330 45.1 98.21
City of Limnos 39.92 25.14 320 43.78 99.22
Taygetos Mountain 36.95 22.35 1700 47.12 99.6
Kea 37.61 24.32 250 46.39 99.76
Larissa 39.64 22.42 300 44.1 99.87

Now for a hypothetical scenario with the first 4 stations of Table 14 the probability of having

simultaneously available at least 2 or 3 stations out of 4 is calculated. For 2 available stations the
P.(2)=93.16% and for 3 available stationsP.,(3)=71.63%. These probabilities can be used in order to

evaluate various joint transmission techniques.
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6 CFLOS MONTHLY STATISTICS-OGSN DIMENSIONING

From Section 2.2.2.3 it can be pinpointed that cloud coverage exhibits remarkable monthly
variations which cannot be observed when yearly averages are used. There are also great differences in the
monthly cloud coverage probabilities (maxima and minima) between the two hemispheres. The above
observations should not be omitted for the design of OGSNs. For example, in Fig. 32 cloud coverage per
month (M) for one station in Northern Hemisphere, South Mountain, California, and another in Southern
Hemisphere, Malargue, Argentina, is presented along with the respective yearly averages (Y). The cloud
coverage statistics are derived from the ERA Interim database for the year 2000.

0.7
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2 06} —e— Malargue (M)
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% o5l Malargue (Y)
[&]
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Fig. 32: Cloud Coverage Monthly (M)-Yearly(Y), North/South Hemisphere

Consequently, it can be observed that monthly-based statistics must be taken into account for the
estimation of CFLOS and are crucial for the development of algorithms for optimum, robust and cost
effective selection of OGSs. As described so far, CFLOS can be estimated using ILWC statistics and ILWC
annual long term statistics can be sufficiently described by lognormal distribution.

Firstly, in this Chapter, in Section 6.1 it is shown that ILWC monthly statistics can be sufficiently
described by lognormal distribution. Then, in Section 6.2, the CFLOS synthesizer described in Section 4.2 is
used for the estimation of monthly CFLOS statistics and numerical results are reported. To continue, in
Section 6.3 analytical formulas for the estimation of single and joint monthly CFLOS availability are
reported. Additionally, two novel optimization algorithms for the optimum selection of OGS for mitigation
of cloud coverage are reported. These algorithms are aware of the clouds monthly variability and take
advantage of the hemisphere differences. The main contribution of these algorithms is that they guarantee a
minimum availability per month, which is not necessarily the same for each month. The benefits of using
optical stations in different hemispheres are highlighted. Additionally, an optimization algorithm for the

identification of active stations per month is also reported. Finally some numerical results are exhibited.
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6.1 ILWC Monthly Statistics-Distribution

For the characterization of monthly ILWC statistics, inputs derived from ERA-Interim database are
used. Specifically, total column cloud liquid water data for 11 years, from 2006 to 2016 with temporal
resolution of one sample every 6 hours and with spatial resolution of 0.75°x0.75° are employed. For this
analysis data for 30 different places dispersed all around North/South America and Europe (not in tropical
areas or oceans) is used. ILWC data are grouped for each place and month and then the long term statistics in
terms of CCDF are tested with lognormal, Weibull and gamma distribution. In order to guarantee the
accuracy of the proposed distribution the Root Mean Square (RMS) error between the fitted CCDFs and the
empirical CCDFS derived from Era Interim data is calculated, for an interval of time percentage from 99% to
0.8% [Jeannin08], for each place and month. Then for each place the maximum and the average monthly
RMS error is computed, similarly to [Jeannin08]. According to the executed analysis, ILWC monthly
statistics can be best described by the conditional (i.e., knowing that ILWC>0) lognormal distribution for the
regions of interest. For all the locations that have been chosen, for the analysis the mean RMS error is less
than 8% while the maximum RMS error is less than 15%. For example the average RMS errors for 7

different places are given in Table 15:

Table 15: Average RMS error-ILWC monthly distribution

Place Average RMS error (%)
Dallas (USA) 4
Buenos Aires (Argentina) 3.6
Lyon (France) 2
Manchester (England) 1.6
Berlin (Germany) 2
Madrid (Spain) 2.8
Lisbon (Portugal) 3

In Fig. 33 an example of ILWC derived from Era Interim data and the fitted lognormal distribution
for two months in Lyon (France), is exhibited. The accuracy of the predicted results may be improved if data

with higher spatial resolution is used.
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Fig. 33: Monthly ILWC CCDF derived from ERA Interim database for Lyon France

6.2 CFLOS Time Series Based on Monthly ILWC statistics

Since the monthly ILWC long term statistics can be sufficiently described by the conditional

lognormal distribution, the CFLOS space time synthesizer presented in Section 4.2 can be employed for the

generation of seasonal and monthly CFLOS statistics, capturing the temporal and spatial variability of clouds

and taking into account the elevation angle and the altitude of the link. However, in this case as statistical

parameters of the logarithm of ILWC, monthly parameters are used. These statistical parameters can be

extracted using the ERA Interim or other databases and employing the fitting methodology presented in the

previous section, for each place of interest for either one or multiple years. Therefore, a methodology for the

generation of CFLOS time series is exhibited. The following steps are followed for each month:

The monthly statistical parameters of the logarithm of ILWC for each place of interest are
computed according to the fitting procedure reported. Otherwise, the methodology reported
in [Luinil4] can be employed.

Using the monthly statistical parameters 2D ILWC time series are generated for each month,
taking into account the temporal and spatial variability of clouds (see Section 3.1).

2D ILWC time series are converted to 3D time series (see Section 3.2) for each month.
CFLOS time series are computed for each month, taking into account the elevation angle
and the altitude of each link (see Section 4.2).

Single and Joint monthly CFLOS statistics are computed (see Section 4.2).

Now, the proposed methodology is employed for the generation of monthly CFLOS time series and

the estimation of single and joint monthly CFLOS statistics in North and South America. The statistical

parameters have been derived from the monthly database of Era-Interim, for the period from 1/1/2009 to

31/12/2015. The hypothetical optical links, which are used for the numerical results, are shown in Table 16.
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Table 16: Hypothetical OGS-Different Hemispheres

Area Lat. Lon. Elevation Alt. (m) Hemisphere
(°N) (°E) Angles(deg)
Santiago, Chile -33.44 -76.68 50.51 600 South
Malargue, Argentina -35.483 -69.58 48.04 1400 South
Steele Valley, Carlifornia 33.76 -117.32 32.0 612 North
USA

Vernon, Texas, USA 34.218 -99.40 43.57 400 North
Santiago, Chile -33.44 -76.68 50.51 600 South

In Fig. 34 monthly CFLOS statistics are depicted for two stations one in the north and another in the
south hemisphere, using in one hand monthly and on the other hand annual statistical parameters. The results
reveal that using annual statistical parameters, the monthly variability of CFLOS probability and the
variability between the two hemispheres cannot be captured. Thus, the use of annual statistical parameters

cannot guarantee a robust optical ground station dimensioning.
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Fig. 34: Monthly CFLOS Probability using annual and monthly statistical parameters (North/South

hemisphere)

Except from the statistics for the single links, joint CFLOS statistics (for an OGSN) are also
presented. For the double site diversity scenario the stations of Santiago and Steele Valley are used, for the
triple the station of Malargue is added to the previous ones and finally for the quadruple scenario the station
at Vernon is added. It can be observed that for double scenario there is one station from the south hemisphere

and another from the north etc.
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In Fig. 35 and Fig. 36 the monthly joint CFLOS probability for the double, triple and quadruple

spatial diversity scheme is computed, using annual and monthly statistical parameters as input to the

methodology.
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Fig. 35: Joint Monthly CFLOS Probability for double diversity scenario (annual and statistical
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Fig. 36: Joint Monthly CFLOS Probability for triple and quadruple spatial diversity scenario (annual

and statistical parameters are used).

From this section it can be easily observed the necessity of using monthly statistical parameters,

while the employment of optical ground stations located in different hemispheres can be proved really

beneficial.
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6.3 OGSN Dimensioning-Monthly CFLOS formulation

In this sub section, firstly, the methodology presented in Chapter 5 is modified, in order that
analytical formulas for the estimation of single and joint monthly CFLOS availability are presented.
Moreover, 2 monthly aware algorithms for the optimum OGS selection are reported . The benefits of using
optical stations in different hemispheres are highlighted. Finally, an optimization algorithm for the
identification of active stations per month is also reported.

6.3.1 CFLOS Analytical Formulas-Monthly Statistics

To begin with, based on Section 5, assuming that the random variable that clouds are present in a
satellite link is a binary variable, the joint monthly CFLOS availability is given according to the next
expression Section 5.2:

FE- H _ sp_th sp_th') __
F)’.slvail,m(ll’|2""’IN)_:I'_p(l'li1 >ail,m ""uiN >aiN,m )_

+00 +00 ~+00 (62)
=1- J' I J' f (u.,..,uiN)duilduiz...du.

Uy, Uiy i in
_sp_th _sp_th _sp_th

am Apm A
where m=1..12 represents each month, (i,...,i,) represent the stations which constitute the satellite
optical network and ¢ (Ut )is the pdf of multivariate normal distribution (MVND) of the N stations.
For the computation of MVND, the spatial correlation matrix of the random variables u; is needed (see
. . . . . . sp_th _ ~-1 .
Section 5). Spatial correlation is computed according to expression (32). & ', =Q (Pyciwm) is the

threshold value, of zero mean and unity variance Gaussian variable u; , over which clouds are present, in a

single link for each month m. P, .. is the probability of cloud occurrence for each month, for each link

taking into account the whole slant path, the elevation angle and the altitude of the station computed as
P

ow.m =1 Py criosm + Where By - os . is the CFLOS probability of the station for each month. Employing
the definition of CFLOS probability over a slant path shown in Section 5.1, and assuming that ILWC is

constant in a horizontal plane of 1km® Py 0. , for each link it can be written according to the following

expression :
Pucriosm =P (Wom <@ oW, <a®, )=
a%m A% (63)
= _f . _f LI, (W os W ) - AW =D,
m :1;;
where f Wt (Wl,m,..,Wn‘m) is the multivariate normal distribution of the whole slant path, and 1...n

is the number of 1x1km? grids needed so as the whole slant path is taken into account. The variable m is an
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indicator of the month, with 1 representing January and 12 December. The truncation thresholds for each

month for the single link (a", ) are given from the next expression:

athi,m’: Ql(PCLW,mQ{In[( Lthi’m jiJJJ (64)
exp(ﬂm) O-m

m=1..12,i=1..n

where L" = is computed according to Section 5.1. The variables up, oy are the mean value and

standard deviation of In(Ly,), while Pc wnm is the probability that L,, exceeds 0 mm for each month for each
link. These statistical parameters can be extracted using the ERA Interim or other databases and employing
the fitting methodology presented in the previous section, for each place of interest for either one or multiple
years.

Now the above expressions will be used for the development of algorithms, for the optimum
selection of OGS for the mitigation of cloud coverage provided that a minimum availability requirement for
each month is satisfied.

To begin with the problem formulation, it is assumed that a set V ={L 2,..., N} of all the possible
OGSs is defined (/...N available stations). The subset with the minimum cardinality (minimum number of
stations) that fulfils an availability constraint per month, must be optimum selected. Thus the optimization

problem can be expressed as:

mn Q st P 1<m<12 (65)

R IRV avail,m

(ip,iy,...,0o) > P

avail,m?

where Q is the cardinality of the set of selected OGSs, P;:an,m is the minimum required availability

for month m,and P,.in(i,.....i,) is the availability achieved for month m by selecting the subset

{ip ey ig} of OGSs. The availability is given through the methodology defined so far in this subsection,

taking into account the spatial correlation of clouds and the monthly statistical parameters for each place of
interest.

Now 2 different algorithms will be proposed for solving this optimization problem:

6.3.2 Exhaustive Search Algorithm (ESA)

The first method is to check all the possible OGSs subsets, i.e. all the Q-combinations (1<Q<N) of the set

V, starting from Q=1 and increasing the value of Q by 1, until the smallest Q for which there is an Q-
combination that satisfies all the availability constraints is found. When we find this value of Q,Q", we
select the Q' -combination that maximizes the quantity Min {Pugn(iuip.-iy)/ Poiaf among all the Q-

I<m<12

combinations. The Exhaustive Search Algorithm requires at most 3" c(N.k)=2" - 1=0(2") comparisons, and
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so it is exponential with the number of OGSs. Although optimal, this algorithm is impracticable, especially

when ~ is relatively large.

6.3.3 Cost function-based Heuristic Algorithm (CHA)

For this algorithm a set W that contains the selected OGSs so far and it is initially empty (W =) is

defined. At each step, the following cost function for all OGSs that are not selected yet:

cost(i):i(min{PavaM (W Ofiy) - Po ,o})z, ieviw is calculated. This cost function measures the total violation

of the constraints, when an OGS i is added to the set W of currently selected OGSs. To continue, the OGS
that minimizes the cost function is added to the setw . The CHA terminates when all the constraints are
satisfied.

This algorithm requires at most ¥"'(n-j=nv+y/2=on? comparisons, thus having polynomial time

complexity. Hence, the Cost function-based Heuristic Algorithm is a highly efficient algorithm.

6.3.4 Active OGSs per month

From the previous sections the stations that must be installed, in order that an availability threshold
per month is achieved, can be found. However, not all of these stations must be active every month. In this
section a methodology is defined for the determination of the stations that should be active in each month,

among the ones selected using any of the previous optimization algorithms. If we denote by w* the set of

OGSs, that were selected using one of the previous algorithms, we seek to find a subset of W™ (possibly
different) for each month that satisfies the availability constraint. Particularly, we have to solve the following

optimization problem, to find the active OGSs for month m (1<m<12):

mn  Q st Py io) =Py (66)

{ipip el W™ a avail,m

This problem can be heuristically solved using a modified version of CHA for the selected stations.

The algorithm terminates when the constraint in (66) is satisfied.

6.3.5 OGSN Dimensioning Numerical Results

In Table 17 a pool of 17 stations in North and South America are reported. The set of the first 15
OGSs are used for the OGSN dimensioning. For all the simulations it is assumed that for each month we
have the same availability threshold i.e. as space segment a GEO satellite at 77deg W is considered. For the
statistical parameters of ILWC the same data set as in Section 6.1 is used and for the estimation of

availability the methodology proposed in this Section 6.3 is employed.
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Table 17: OGS pool-OGSN Dimensioning

Area Lat. Lon. Alt. Elevation Angles

CN) (’E) (km) (deg)
1 Santiago -33.43 -70.64 0.3 50.5
2 Steele V. 33.76 -117.3 0.6 32.0
3 Vernon 34.21 -99.4 0.4 43.6
4 Buenos Aires -34.6 -58.41 0.3 45.2
5 Oklahoma 35.44 -97.53 0.45 43.4
6 Maryland 39.38 -77.08 0.22 44.4
7 Lurin -12.28 -76.85 0.1 75.6
8 Sao Paulo -23.55 -46.65 0.7 46.3
9 Washington 39.9 -77.04 0.2 43.9
10 Las Vegas 36.12 -115.2 0.65 32.0
11 Dallas 32.74 -96.9 0.16 46.3
12 Lima -11.94 -76.72 0.8 76.0
13 S. Mountain (CA) 34.33 -118.99 0.4 30.4
14 Manassas 38.78 -77.57 0.12 45.1
15 Malargue -35.48 -69.59 1.4 48.1
16 Kit Peak 31.96 -111.6 2.2 374
17 Calama -22.5 -68.69 2 62.1

In Fig. 37 the number of selected OGSs versus the required availability Py, for the proposed

optimization algorithms, is illustrated. CHA selects the same number of OGSs compared to ESA, for all the

values of Pavall For Py, =99.9%, the selected OGSs for installation are {1,3,4,7,10,13,15},

{10,1,7,3,15,13,4} using ESA and CHA respectively. For CHA the results are given in order of selection.
Both algorithms select the same OGSs.
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Fig. 37: The number of selected OGSs k vs P for the proposed optimization algorithms
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After the selection of the 7 OGSs for installation, the set of active OGSs per month is given in Table
18. The last column contains the monthly availability of active OGSs and the monthly availability achieved
if all selected OGS were active. We observe that all the selected OGSs should be active only in 5 out of 12
months per year. Furthermore, 6 OGSs have to be active for 5 months and only 5 OGSs need to be active for
2 months. As a result, there are 1-2 redundant OGSs for 7 months a year.

Table 18: Active stations per month ( Pl =99.9%)

Month # of active Active OGSs p active [P (o
0GSs avail avail (%)

Jan. 6 1,3,4,10,13,15 99.93/99.96
Feb. 7 1,3,4,7,10,13,15 99.93/99.93
Mar. 7 1,3,4,7,10,13,15 99.94/99.94
Apr. 6 1,3,4,7,10,13 99.91/99.96
May 7 1,3,4,7,10,13,15 99.92/99.92
Jun. 6 1,3,4,7,10,13 99.95/99.97
Jul. 6 1,3,4,7,10,13 99.93/99.96
Aug. 5 1,3,7,10,13 99.91/99.97
Sept. 5 1,3,7,10,13 99.92/99.98
Oct. 7 1,3,4,7,10,13,15 99.94/99.94
Nov. 7 1,3,4,7,10,13,15 99.95/99.95
Dec. 6 1,3,4,10,13,15 99.90/99.94

Finally, if we add two more OGSs of high altitude (16: Kit Peak, 17: Calama) to the initial set of 15
OGSs, the selected OGSs for p", =99.9% are {1,2,16,17} and {17,16,1,2} using ESA and CHA, respectively.

Both the proposed algorithms select the same subset of OGSs. The number of active OGSs per month are
(4,4,3,3,3,3,4,3,3,3,3,3), so there is 1 redundant OGS for 9 months a year.

As exhibited in [Stubenrauch13], cloud coverage statistics exhibit yearly variability. Therefore for
the resulting 7 OGSs, the joint CFLOS availability is computed for each month for each one of the 11 years
used for the analysis and the minimum and maximum (among the 11 years) per-month availabilities are
reported: minimum:{99.73, 99.84, 99.88, 99.77, 99.82, 99.88, 99.92, 99.95, 99.96, 99.83, 99.96, 99.87}%
and maximum lies around 99.99% for each month. Thus, to accommodate both the yearly and monthly
variability and guarantee a minimum availability threshold per month per year, the whole methodology can

be employed for each year separately and then the OGSN for the worst case scenario is selected.
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7 ATMOSPHERIC TURBULENCE MODELING AND VALIDATION WITH EXPERIMENTAL
MEASUREMENTS

As described in Section 2.3 even under cloud free line of sight conditions propagation through the
Earth’s atmosphere still degrades the performance of the optical satellite communication system. The laser
beam is attenuated due to atmospheric absorption and scattering, cirrus clouds and atmospheric turbulence.
Among these impairments, atmospheric turbulence constitutes the main prohibitive phenomenon for optical
satellite communications under CFLOS conditions. In this thesis the effects of turbulence regarding only
GEO satellite are investigated.

In downlink propagation (from satellite to OGS), where turbulence mainly causes the signal-
scintillation effects, aperture averaging technique is performed for the mitigation of this impairment. As
explained in Section 2.3.5.1, for the quantification of the aperture averaging effect, aperture averaging factor
(A) is really important. So far in literature, a variety of expressions for the estimation of aperture averaging
factor is presented [Andrews05], [Hemmati09], [Kaushall7] and [Yura83]. In these expressions finite
receiving apertures clear of central obscuration are assumed. However, large apertures have significant
central obscuration. In the NASA’s report edited by Fried [Fried75] firstly the aperture averaging factor for
an obscured aperture is defined and a methodology is reported, where remarkable differences between a
central obscured and a clear of obscuration aperture can be pinpointed, as far as the aperture averaging factor
is concerned. In this Chapter a modified methodology for the estimation of aperture averaging factor for a
central obscured aperture is presented and is validated with actual measurements from the ARTEMIS optical
satellite measurement campaign [Romba04].

In uplink propagation atmospheric turbulence causes the scintillation effects and the so called beam
effects, like the beam spreading and beam wandering [Andrews05] [Hemmati09], [Kaushal17]. Additionally,
miss-pointing errors degrade the optical satellite uplink performance. For the reliable design of an optical
uplink GEO satellite communication system, the accurate prediction of atmospheric turbulence effects is
required. Therefore, methodologies for the estimation of uplink received power, taking into account the
phenomena that degrade the optical signal and mainly the atmospheric turbulence effects based on actual
measurements are needed. In this Chapter, a unified methodology for the generation of received
irradiance/power time series for an optical uplink GEO satellite feeder link is presented. The proposed
methodology takes into account the turbulence and miss-pointing effects among others, while it benefits of
the use of Stochastic Differential Equations (SDEs), driven by fractional Brownian motion for the
incorporation of the scintillation effects. The methodology is validated with actual measurements from the
ARTEMIS optical satellite measurement campaign [Romba04].

Furthermore, it must be noted that for the estimation of turbulence effects on uplink the atmospheric

parameters causing turbulence on the whole slant path should be estimated. The accurate estimation of these
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parameters is required to reliably design a laser beam propagation system. A methodology for estimating the
atmospheric conditions using downlink irradiance measurements is presented. Again experimental
measurements from the ARTEMIS optical link campaign are used.

The remainder of the Chapter is structured as follows: In Section 7.1 a quick review of ARTEMIS
optical satellite measurement campaign is reported. Measurements from this campaign are employed for the
validation of the proposed methodologies. In Section 7.2 the methodology for the estimation of aperture
averaging factor for central obscured aperture, in accordance with validation results is presented. In Section
7.3 the methodology for the generation of received irradiance/power time series is presented and validated;
in addition, some numerical results using the proposed synthesizer are exhibited.

7.1 Recap of ARTEMIS Experimental Campaign

In this Section a review of the ARTEMIS bi-directional optical satellite link campaign will be

presented.

7.1.1 ARTEMIS Campaign General Information

The European Space Agency (ESA) has launched the geostationary data-relay satellite ARTEMIS
(GEO satellite), with one of its payloads being a laser communication terminal (LCT) (OPALE terminal) in
2001. Since April 2003 bidirectional links between ARTEMIS and the ESA Optical Ground Station in
Tenerife have been established, for the study and characterization of laser beam propagation through the
atmospheric turbulence [Alonso04], [Romba04]. From this campaign there are measurements employing the
ESA’s 1m telescope as receiver (downlink) and transmitter (uplink).

The ESA’s OGS is located at the Observatorio del Teide at Izafia, Tenerife, Spain, at an altitude of
2393m over the sea. This site fulfills all the requirements for the establishment of optical satellite
communication links like high altitude, low humidity, low occurrence of clouds and dust episodes and the
strength of turbulence is low. The OGS is equipped with 1m telescope with 4 incoherent beams and the
necessary instrumentation to establish a bi-directional optical data link with satellites. The main technical

information is presented below, as taken from [Romba04]:
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Table 19: ESA’s OGS Technical Details

Location and geometrical details

Longitude: 16.5101° West
Latitude 28.2995° North
Altitude 2.393 km
Telescope (Receiver)
Entrance pupil diameter: 1016 mm
Central Obscuration/ Central Bore 330mm/215mm

LCT Transmitter

Laser power out of aperture

300mW (maximum)

Laser beam diameter (1/e°)

40 mm — 300 mm, four incoherent beams

Communication wavelength

847 nm

The main technical information of ARTEMIS GEO satellite is presented below, as taken

[Romba04]:

Table 20: Artemis GEO Satellite Technical Details (OPALE terminal)

from

Location and geometrical details

Longitude: 21.5° East
Latitude 21.5 North
Altitude 35787 km
Telescope (Receiver)
Entrance pupil diameter: 250mm
LCT Transmitter
Laser power out of aperture 10mW (avarage)
Laser beam diameter (1/e°) 125mm one beam
Communication wavelength 819 nm

Additionally, the Japanese Aerospace Exploration Agency (JAXA) developed the LUCE optical
terminal and set it up at ESA’s OGS in Tenerife, where bi-directional sessions from September 8 to 16, 2003
were established, between the LUCE terminal and the ARTEMIS satellite. LUCE acts as transmitter and

receiver. LUCE terminal can transmit only one beam. Technical information about the LUCE terminal is
reported bellow as derived from [Toyoshima05]:
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Table 21: LUCE Terminal Technical Details

Telescope (Receiver)

Entrance pupil diameter: 260mm
LCT Transmitter

Laser power out of aperture 10mW (average)
Laser beam diameter (1/e7) 120mm one beam
Communication wavelength 847 nm

7.1.2 ARTEMIS Campaign DATA Investigation (ESA’s Terminal)

The raw data from the ARTEMIS campaign was provided by ESA and Dr. Zoran Sodnik under the
ONSET project. The main amount of the data was since 2003 while there were also some scarce sessions
during 2001 which could not be used because tracking was overexposed. Each session lasts about 20
minutes, while no more than 4 sessions are recorded during a single day. In accordance with the raw data,
technical notes [ANEX-ARTEMIS] with detailed information about each session were delivered.

To begin with, a quick review of the technical notes since important information are derived is
reported. In ANNEX A of [ANEX-ARTEMIS] for each session there are separate figures depicting the
uplink and downlink irradiance time series in nW/m?. For both uplink and downlink were two kinds of
figures, the first ones depicting the whole session and the second ones the first 100 seconds, where the
acquisition of the link took place. Under the figures there are tables where useful metrics and statistics for
each session have been computed, like the variance and the mean value of the intensity and the logarithm of
the intensity, the scintillation index, the range of the raw data and the probability of fades and surges in

accordance with some valuable comments.

At this point, the main steps of the link acquisition procedure are briefly reported below, so as better

insight of data is acquired.

e Beacon signal is turned on for 27 seconds. Beacon signal is received from antenna with 1m
aperture and so there is a great averaging. The recording starts when OGS sees the light from

the satellite.
e The Communication link is turned on at 27 sec.
e For 2 secs communication link and beacon are turned on together.
e At 30 secs beacon signal is turned off.

To continue, in ANNEX B of [ANEX-ARTEMIS] summary tables for each session are reported. In
these tables detailed information about the input parameters and the phases of the experiment are stored.
More specifically, the date and time of each session is recorded. In addition, each change which took place is

reported and the time of this change is also recorded in the table. For the uplink case, the OGS laser terminal
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can transmit up to 4 beams. As a result there are recording stages of the experiments where either 4, or 3 or 2
or 1 beams are transmitted. The transmission process starts always with 4 beams and ends with 1. The
number of beams which is transmitted is recorded in table. Moreover the diameter of each beam transmitted
from the OGS and the total power are recorded. It is considered that each transmission aperture has the same
diameter as the beam diameter. Power can change during the session and of course each change is recorded.
Furthermore, comments are also included, where among others there are flags for the presence of thin clouds
and dust. When these flags are 1 the effects of clouds and dust must be taken into account in the analysis.

Moving to the raw data, they are stored either in txt or dat (ASCII) or TSA files for both the OGS
(downlink) and the OPALE terminal (uplink). Loading the raw data the first two line provide information
about the date.

o DATE=[year-month-day]
o UTC=[hour: minute: second milliseconds]

The second line describes the contents of the data lines:

e F=[data sampling frequency in Hz]
e X=[conversion factor into x-tracking error in urads]
e Y=[conversion factor into y-tracking error in urads]
e E=[conversion factor into irradiance in "W/m?]
X and Y correspond to the tracking error, which is the residual error seen by the tracking sensor. The

tracking sensor is part of a high speed tracking loop with a computer and a tip/tilt mirror.

Finally, the records of the x tracking, y tracking and Irradiance are multiplied by their factors and the

measurements are acquired. Only the Irradiance measurements can be used.

For the uplink data there is an offset value due to tracking mechanism on OPALE, which has to be
subtracted numerically (Interaction with ESA - Dr. Zoran Sodnik). Therefore, for each session the lowest
measured uplink value is subtracted from the whole session in order that the results are not being biased. In
Fig. 38, a plot of the uplink irradiance time series after subtracting the lowest value of the session is
exhibited. From this figure the four phases of the transmission (4beams, 3beams, 2beams, 1beam) can be

easily identified.
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Fig. 38: Uplink time series after subtracting the offset value-Raw data ARTEMIS Campaign

Now an example of the downlink measurements is reported. In Fig. 39 a plot of the downlink
irradiance raw data after the multiplication is exhibited.
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Fig. 39: Time series of irradiance for a downlink session-Raw data ARTEMIS Campaign
It can be easily pinpointed that there are some artificial peaks and scary instances in the data, which
have to be discarded so as our results are not biased. These instances are coming from a noise problem of the
tracking CCD camera in the OGS (Interaction with ESA - Dr. Zoran Sodnik). In order to discard these
instances median filtering is employed. In Fig 40 a plot of time series of downlink session, after the process
of removing these artificial peaks, is presented.
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Fig. 40: Time series of irradiance for a downlink session after filtering-Raw data ARTEMIS Campaign

7.1.3 ARTEMIS Campaign DATA Investigation (LUCE Terminal)

In accordance with data presented in previous sub section, data from the bi-directional link with
ARTEMIS and the LUCE terminal during September 2003 has also been provided. LUCE terminal transmits
only one beam. The data are loaded with the same procedure as in previous subsection. For the downlink
there are available measurements with both the ESA’s OGS terminal and the LUCE terminal. The
acquisition of the link between LUCE and OPALE in most of sessions is assisted by the ESA’s OGS.
Therefore, for the uplink transmission only the part that the LUCE terminal transmits alone (i.e. after the
establishment of the link when the ESA’s OGS transmitter is closed or if there was no assist of ESA’s
transmitter) can be used. Such information is stored in ANNEX B of [ANEX-ARTEMIS].

In Fig. 41 irradiance time series of downlink (LUCE) and uplink (OPALE) using the LUCE
terminal as transmitter and receiver from the ARTEMIS campaign are exhibited.
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Fig. 41: Irradiance time series using LUCE terminal as transmitter and receiver- ARTEMIS Campaign

It can be commented here that when there are available downlink measurements from both LUCE
and ESA’s OGS terminals, the variance of the measurements of LUCE is higher because the antenna of
LUCE is smaller than the one of the ESA’s OGS and as a consequence the aperture averaging effect is also

smaller. In Fig.42 the downlink measurements, acquired from LUCE and ESA’s OGS terminal for a session
on 09/09/2003 at 23:30, are exhibited.

Downlink irradiance on 09/09/2003 23h30

—LUCE
—  ESA'sOGS

30

N
an

N
Q
T

=y
(3]
T

Irradiance [nWlmz]

=y
[=]
T

5%

87.39 200 400 600 800 1000 1200
Time [s]

Fig. 42: Downlink time series (LUCE, ESA’s OGS) — 09/09/2003 23:30-ARTEMIS Campaign
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7.1.4 ARTEMIS DATA Cleaning

In this subsection, some important information about the use of the experimental data are reported.

The part of measurements that should not be used are defined (Interaction with ESA -Dr. Zoran Sodnik).

The following information must be taken into account for every session:

For the establishment of the link there is the point ahead angle (PAA) scanning. The PAA
scanning takes place in the beginning of each session, but also it can be performed any time
during the session if it was necessary. The PAA scan phases are reported in ANNEX B
tables of [ANEX-ARTEMIS] and the time PAA scan starts and ends is noted. The
measurements that correspond to the PAA scan phase must be removed from the analysis, in
order not to bias the results.

For downlink measurements, when there are bias points they must be removed, in order that
the analysis is not biased. If there are bias points, they are reported in ANNEX A of [ANEX-
ARTEMIS] under each table.

The OPALE data session parts in which the measured irradiance reaches values close to or
higher than 900 nW/m? shall be excluded, since these values come due to the overexposure

of the tracking mechanism. Such an example is exhibited in Fig. 43.

Uplink communication on 2003-06-06 at 22:30:27:174 UTC
900

Irradiance [nWlmz]
[ w E s o o -~ (o]
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Fig. 43: Overexposed OPALE data-ARTEMIS campaign

Now some additional information for the analysis of the data is reported after the interaction with
ESA-Dr Zoran Sodnik:

The power recorded in the Table in Annex B of [ANEX-ARTEMIS] is the power out of the
laser not the aperture, meaning that the optical losses and efficiencies are not included. In
addition, this power is the total transmitted power, i.e. the sum of the power of the beams
When there is no received irradiance for 2 secs, the recording stops.
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7.1.5 Cleaning Process Summary

For the use of the data the following steps must be followed:

e Load Uplink and Downlink data.

e Transform the Irradiance records in nW/m? according to the recorded factors.
e Cleaning the downlink data from noisy spikes.

e Clean the uplink data in order that the results are not biased.

e Remove the bias points.

e Remove the overexposed sessions.

e Discard the first 100sec so as the bi-directional link is established and the Point Ahead
Angle (PAA) scan part in order the results are not biased.

o Keep the part of the data is required.

7.2  Aperture Averaging Factor-Central Obscuration

In this sub section, a methodology for the estimation of aperture averaging factor for a central
obscured telescope is presented. The proposed methodology is based on the analysis reported in NASA’s
report [Fried75] edited by Fried.

To begin with, it is assumed that the fluctuations of the averaged signal are not due to variation in
the total optical signal power reaching the aperture, but rather are due to redistribution of the energy from
one point in the aperture to another. That means that for an un-obscured circular aperture with diameter D,
the variations of the averaged received signal are associated with the random relocation of energy between

inside and outside of the circle. The variance of the received signal & (D) for an un-obscured aperture with

diameter D can be written as:

%,(D) = 52(D) (S’ (67)

where o7 (D) is the scintillation index of an aperture with diameter D, (S)is the average received

signal given as (S) :%DZIO, where 1y is the mean intensity. Now using the expression (20) the variance of
received signal is given as follows:

o%,(D) =0 (O)'A(D)'G”Dzj 2 (68)

where oZ(D )is the scintillation index (SI) for an aperture with diameter equal to D and &7 (0) is the

Sl for a point receiver.
Now, assuming a circular obscured aperture with diameter D and with central circular obscuration d,
it can be assumed that the aperture is randomly exchanging optical power with its external surroundings with
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an exchange variance equal to o?(D), as given by the clear aperture formula for diameter D, and is
randomly exchanging optical power with the internal "surroundings"” (i.e. the obstruction region), with an
exchange variance o%(d), as given by the clear aperture formula for diameter d.

Therefore, the variance of the total received signal taking into account the obscuration is formulated

as.

o = 5% (D) +0%(d) (69)

s,obscured

Using expressions (69) and (68):

2 2 1 2 ’ 2 2 1 2 ? 2
O s obscured = O 1, point A(D) Zﬂ-D I 0oto I,point'A(d)' Zﬂd I 0 ( )
70

1 ,Y 1 .,V
O-Zs,obscured :Gzl,pointlzo[A(D)'[Z”Dzj +A(d)(zﬂ'd2j J

Now according to (67) o gscured @SSUMING that average value of the received signal for an obscured

aperture is (Sgpseureq ) = % I,(D? —d?) the Sl for obscured telescope is:

D*. A(D)+d*- A(d) 7
O-zl,obscured :O-ZI,point ) ) 2\2 (71)
(D*-d?)
Thus, aperture averaging factor is:
D*-A(D)+d*- A(d) (72)
Abbscured = 2 2 2
(D*-d?)

while of noint CaN be estimated using the expression (15) and aperture averaging factors for D and d,

respectively, are computed using expression (21).

7.2.1  Aperture Averaging Factor-Central Obscuration-Validation

The proposed methodology, for the estimation of obscured aperture averaging factor, will be tested
with experimental results from the ARTEMIS campaign. Downlink data using as receiver the 1.016m central
obscured (0.33m central obscuration) telescope of ESA is used.

The main steps of the validation procedure for each session used are summarized below:

e The Sl from the experimental data GIZ,DATA is computed.
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e The Sl for a point receiver o7 soint 1S €stimated using the expression (15) and expression (10)

for the C,2(h) .

e For C,2(h) inputs:

e The RMS wind speed is estimated applying the Bufton methodology, using as input the wind
speed on ground derived from concurrent meteorological data which are available.

-2/3

e For 4, a value close to 10™° (m™??) has be chosen for sessions taken place after 20:00 pm.

2
. . . . 0|, DATA
e Aperture Averaging factor is estimated from the experimental data Apata =———
Gl,point

Aperture Averaging factor is computed assuming no obscuration using expression (21) and with the

proposed methodology reported in previous section taking into account the central obscuration.
In Table 22, in the sixth column the aperture averaging factor from the experimental data ( Ay, ) 1S
estimated, while in the seventh column the aperture averaging factor is estimated assuming no obscuration (

A, _opse ), USING expression (21) and assuming obscuration (A, ), using expression (72).

Table 22: Experimental Validation- Aperture Averaging Factor-Central Obscuration

SI RMS Si

DATE Minutes (DATA) er:ln /S:;eed (Point) ADATA AWO_()bSC | A)bsc
21/7/2003 21:20-21:25 0.00165 24 0.214 0.0078 0.0051/0.0073
22/7/2003 21:20-21:25 0.0013 19.8 0.152 0.0085 0.005/0.0072
22/7/2003 21:25-21:30 0.00133 20.2 0.158 0.0084 0.005/0.0072
24/7/2003 00:35-00:40 0.00151 21.9 0.182 0.0082 0.005/0.0072
24/7/2003 00:40-00:45 0.00154 22.4 0.189 0.0081 0.005/0.0072
24/7/2003 21:21-21:26 0.00125 21.8 0.18 0.007 0.005/0.0072
24/7/2003 21:26-21:31 0.0013 22 0.183 0.0071 0.005/0.0072
9/9/2003 21:17-21:22 0.002 22.2 0.186 0.01 0.005/0.0072
9/9/2003 21:22-21:27 0.00165 22 0.183 0.009 0.005/0.0072
9/9/2003 23:42-23:47 0.00155 21.7 0.179 0.0087 0.005/0.0072
10/9/2003 20:23-20:28 0.00216 26.8 0.262 0.0082 0.0051/0.0074

The average aperture averaging factor computed from the experimental data is close to 0.0083, while
the average aperture averaging factor estimated using the un obscured expression is close to 0.005. The

average aperture averaging factor estimated using the proposed methodology taking into account the central
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obscuration, is close to 0.0072. It can be easily observed that the experimental results seem to fit better with
the proposed methodology.

Here it must be noted that for the derivation of point scintillation index, the ground measurement of
wind speed was used as input in Bufton model in order to obtain RMS wind speed and use it as input to the
calculation of structure constant of refractive index. Therefore, the accuracy of the validation method can be
further improved, employing concurrent measurements of vertical atmospheric profiles of humidity,
pressure, temperature and wind speed and direction, in order to have a better estimation of C,” on slant path.
In addition, concurrent measurements of Fried parameters, measured by the respective instrumentation, can

benefit such a validation process.

7.3 Received Irradiance/Power Time Series for Optical Uplink GEO Satellite Feeder Links

In this Section the proposed methodology for the generation of the received power/irradiance time
series for an uplink GEO slant path are reported. Firstly the main assumptions of the proposed methodology
are summarized:

e Uplink Transmission (The receiver is seen as a point).
e Ground to GEO satellite links.
e Rytov theory is assumed and the Kolmogorov spectrum of refractive index is used.
e Links with elevation angle greater than 20deg are assumed.
e Weak fluctuations are considered.
e One collimated Gaussian beam is considered.
e Adaptive optics are not considered.
For a satellite at distance SL(m) from the transmitter and in the general case that the received

irradiance on the satellite aperture (which is seen as a point) is at a radial distance r from the beam center, the

received irradiance 15(W /m?) time series are given according to formula (73).

Ir (t) =N ngny, 1 (r, SL,T) (73)
where n;,ng are the transmitter and receiver efficiencies, respectively. In receiver efficiency, the
quantum efficiency of the detector is also included. n,, denotes the atmospheric losses incorporating the
transmittance of the atmosphere depending on the wavelength (see Section 2.1.1) (Free space losses are not
included in this factor) and the cirrus clouds transmittance (see Section 2.2.1). Cirrus transmittance is usually
taken into account as a power margin in link budget analysis [Degnan93]. In | (W/m?) the transmitter gain,
the free space losses and the turbulence effects are incorporated (see Section 8 of [Hemmati09]). In case that

there were no pointing errors, no turbulence effects and the tracking was perfect, the satellite would receive
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the irradiance at the beam center, i.e. r=0. Since the receiver is seen as a point the received power P, (W) is

expressed as follows:

P =1, )7 (74)

D, (m) is the diameter of the receiver aperture.

Now, inthe irradiance term (W /m?) all the beam effects, the transmitter/receiver gains, the free

space losses, turbulence etc. are incorporated.

To begin with, firstly | is expressed in case of free of turbulence propagation for collimated
Gaussian beams [Andrews05], with no dependence on time but only on the propagation distance SL (m)
(slant path) and the radial distance from the beam center r, at which the satellite receiver is finally

illuminated:

I(r,SL) = 2P 2exp( _erz ] (75)
AW T IWE(SD)

P (W) is the total transmitted beam power, and W(SL) is the beam waist in meters after a
propagation distance SL, given by the expression:
2
WZ(SL) =W,? [1{’1—5"2} } (76)
W,

where W, (m) is the beam radius at the transmitter and A is the wavelength in meters. For the

incorporation of turbulence effects, the structure constant of refractive index CZ(h)along the slant path is

needed. In the proposed analysis the modified expression of Hufnagel-Valley (H-V) model reported in
Section 2.3 expression (10) which depends on the altitude above the sea level (h) and takes into account the
altitude of the ground station and the elevation angle among others, is employed. It must be noted that the
turbulence is negligible above the troposphere layer. Thus, it is assumed that for altitude higher than 20km
(turbulence max height Hr,,=20000m) CZ(h> Hy,,) =0 [Andrews05] and [Hemmati09]. The expression
(10) is reported again here for better clarity:

CZ(h) = A,exp(—H / 700) exp(~(h— H ) /100) + h<H,

15,9410 x (%)2 hi° exp(=h /1000) +

(77)
+2.7x107® exp(~h /1500)

C2(h)=0 h>Ho
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where w,, is the RMS value of wind speed in m/s, h the height above mean sea level in meters and

Ao(m™??) is the nominal value of CZ(h) at ground level. According to Bufton model [Andrews05] w,, is

given by:

1
20x10° 2 78
W, = L{ I Vz(h)dh} (78)

15x10°%| .1
with
2

V (h) = w,h+V, +30exp —(w] (79)

’ 4800

where o, is the slew rate of the satellite in rad/sec and V4 the wind speed at ground level in m/sec.

For uplink propagation turbulence causes the scintillation and the beam wander of the signal
[Andrews05], [Hemmati09]. Assuming the Rytov theory and the Kolmogorov spectrum [Andrews05],
expression (75) is modified in order the turbulence effects are incorporated:

___ 2R -p (80)
' Sh) = sy exp[ws 7 (SL)jexp(zzn)

where W, 1 (m) is the effective beam spot size considering scintillation effects and it is computed

using the Strehl ratio [Andrews05]:

W,; (SL) =W (SL)[L+ (2v2W, / 1,)*°"° (81)

where W(SL) is given according to expression (76) and r, (m) is the Fried parameter computed for

uplink propagation according to the next expression [Andrews05]:

-3/5

r, =| 0.42sec($)k? ]Erbcf(h)dh (82)

Hes
where { is the zenith angle and k the wavenumber. The larger values of Fried parameter mean less
severe turbulence effects.
In case of weak turbulence scintillation index is less than unity (SI<1). In the proposed approach Sl
is computed for fully tracked beams according to the expression proposed in [Andrews05] (expression (16)

of this Thesis). For weak turbulence, log amplitude variance is given according to the formula

o’ :%IH(G|2+1).

The effect of scintillation is taken into account through the termeXp(2yx,), where , is the

normalized log-amplitude [Andrews05]. Assuming weak fluctuations for the time series generation of 4, a
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zero mean-unity variance, low pass Gaussian process is assumed. Such processes can be modeled according
to [Shao95] using Stochastic Differential Equations (SDEs) driven by fractional Brownian motion (fBm).
This approach takes advantage of the use of SDEs and permits the definition of dynamic characteristics of
the process. The underlined Gaussian process will be generated through:

d ., =z, 0t +odB, (83)

where dBy is the increment of the fBm with Hurst index H. Since for a given variance y; can be
considered as a Gaussian process with zero mean value, we use the Langevin equation with fBm (fractional
Langevin equation) to model the time series of log-amplitude, giving that the variance is equal to 1 (y.) with
the following solution [Kourogiorgas13], [Shao95]:

t
X1 = e’ﬂStGJ. e*'dB/ (84)
0

The parameters 45 and ¢ depend on the dynamic parameters of the stochastic process and its long-

term statistics, more information can be found in [Kourogiorgas13] and in Appendix. Finally, time series for
log- amplitude are computed through the expression:

Xn = O-z;(t,l (85)

£ in equation (80) is the instantaneous value of beam wander where the effect of beam wander and
other effects like the point errors and errors due to vibrations are included. £ is a Rayleigh distributed

variable parameter:

(r?) (86)

=X ' 47,
’ Hup/cos(g)
where <rc2> is given according to expression (18). Wsr (m) is the spot size due to the small scale

spread (also called beam breathing) [Andrews05]:
WSZT :WLZT - <r02> (87)
In o,ers the standard deviation of pointing errors etc. are incorporated.

7.3.1 Turbulence Conditions Estimation

Before we continue to the validation results a methodology developed for the estimation of the

atmospheric turbulence parameters using the downlink irradiance measurements, is reported.
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Turbulence is of prominent importance for uplink laser beam propagation consequently, the
atmospheric parameters causing turbulence on the whole uplink slant path should be estimated.

Since both uplink and downlink concurrent measurements from ARTEMIS campaign were available
and in the downlink propagation scintillation contains the only source of variation, the parameters of C? (h)

-2/3

i.e. the RMS value of wind speed in m/s and the Ay(m™*) can be estimated using the downlink. This

methodology will be used for the estimation of the CZ(h) parameters from the downlink and then used as

input in the received irradiance/power uplink synthesizer reported in Section 7.3.
The main steps of the methodology are summarized as follows:

<|data2>_< Ida’[a>2

e Sl from the downlink measurements is computed o7 para = < >2
Idata

, where 14, IS

the downlink received irradiance and <> denotes the mean value.
¢ Inthe irradiance measurements the aperture averaging effect is incorporated.

e As described in Sections 2.3.5.1 and 7.2 the SI taking into account the aperture averaging

effect, is expressed as o7 yeory = A(D)- 07 poiny - A(D) is the aperture averaging factor mainly
dependent on the receiver’s aperture diameter. o7 ,;,, is the SI for a point receiver dependent

on C,%(h). Therefore o7 neor depENds 0N Ag and Wyps .

e C,%(h) parameters and consequently atmospheric conditions can be estimated from downlink

data, minimizing the following expression:

O-Iz,theor (AY) ) Wrms) B GIZ, DATA % (88)
2

0| DATA

7.3.2 Received Irradiance/Power Time Series Uplink Synthesiser Validation Results

In this section, the proposed methodology is validated with the experimental data from ARTEMIS
campaign, in terms of first order statistics of the normalized uplink intensity. For the validation process
measurements during both day and night (after 20:00) will be used, while results using both ESA’s terminal
and LUCE terminal will be reported.

For ESA’s terminal it must be noted that it can transmit from one up to 4 beams. The proposed
methodology will be tested only with the part of measurements with one beam transmission. Additionally, in
the majority of the sessions the transmitted laser beam diameter is 40mm and detailed information about the

ESA’s terminal can be found in Table 19.
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LUCE terminal transmits only one beam with 120mm diameter. In the majority of the sessions that
LUCE terminal transmits, the phase of the initial acquisition and the establishment of the link is assisted by
the ESA’s terminal. Consequently, only the part of the measurements that LUCE terminal transmits alone
will be used.

To begin with, for the validation process the definition of CZ2(h) (expression (77)) parameters is

needed. For A, two different values are defined, one for sessions during night and another for sessions

2/3

during day. For sessions during night, A, is set equal to 10™(m*?), while for sessions during day it is set

equal to 3.5*10™ (m™?3). For the estimation of the RMS wind speed the downlink irradiance measurements
are used for each session separately, according to the methodology reported in Section 7.3.1. Additionally,
analyzing the experimental data two different values for the pointing/vibration errors standard deviation,
depending on the terminal which transmits, are utilized. The following values are assumed and inserted in
model for gomers: 1.3*10°° for ESA’s terminal and 1.8*107 for LUCE terminal.

For each session the performance of proposed channel model is tested with the experimental data.
Two kinds of comparisons are employed:

a. The SI of uplink experimental data is compared with the Sl of time series produced by
proposed methodology according to the inputs defined before.

b. The Probability Density Function (PDF) of the synthesized normalized time series are
compared with the normalized PDF of the experimental data.

It has been found that the proposed model reproduces the first order order statistics with an RMS
error below 1% for all cases tested. In particular, we are presenting two sessions using as transmitter the
ESA’s terminal once during day and once during night (after 20:00) and once using LUCE terminal during
night.

The first session used for validation was on 24/05/2003 17:00 (DAY) where ESA’s Terminal

transmits.

Table 23: Irradiance-Validation Inputs 24/5/2003 17:00

DATE One Beam Beam RMS Aq ro (M)
Transmission Di?rrr:]rre]';er Wind Speed (m?3)
Duration (m/s)
24/5/2003 17:27-17:30 40 27 3.5%10" 0.098
(3 min)

17:00

The experimental PDF vs. the synthesized PDF is given in Fig. 44. The SI computed from the time
series estimated from the proposed methodology is 0.328, which is very close to the one computed from the

experimental data, which is 0.331.
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Fig. 44: Normalized Received Irradiance for Session on 24/05/2003 17:00 Experimental PDF vs

Synthesized PDF

The second session used, is the one on 23/07/2003 24:15 (NIGHT) where ESA’s terminal transmits.
Table 24: Irradiance-Validation Inputs 24/7/2003 00:15

DATE One Beam Beam RMS Ag ro (M)
Transmission Di(anr]nr::]';er Wind Speed (m?3)
Duration (m/s)
24/07/2003 00:40 — 00:45 40 22.3 1*10™ 0.4
(5 min)

00:15

129




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

The experimental PDF vs. the synthesized PDF is given in Fig. 45. The SI computed from the time
series produced by the proposed methodology is 0.126, which is almost the same with the one computed
from the experimental data, which is 0.122.

14 - .

Proposed Methodology
1.2+ o2 O DATA -

PDF

Normalized Intensity

Fig. 45: Normalized Received Irradiance for Session on 24/07/2003 00:15 Experimental PDF vs
Synthesized PDF

Moving on to a session where LUCE terminal transmits, the session on 16/09/2003 20:10 (NIGHT)

is used.

Table 25: Irradiance-Validation Inputs 16/9/2003 20:10

DATE One Beam Beam RMS Ag ro (M)
Transmission Di(anr]nr?]';er Wind Speed (m?3)
Duration (m’s)
16/09/2003 17:24-20:30 120 17 1*10™ 0.45
(6 min)

20:10

The experimental PDF vs. the synthesized PDF is given in Fig. 46. The SI computed from the time
series produced by the proposed methodology is 0.13, which is almost the same with the one computed from

the experimental data, which is 0.127.
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Fig. 46: Normalized Received Irradiance for Session on 16/09/2003 20:10 Experimental PDF vs
Synthesized PDF

From Fig. 44-Fig. 46, it can be observed that the proposed synthesizer reproduces the first order

statistics of the uplink received irradiance with very good accuracy during both day and night conditions.

7.3.3 Uplink Received Irradiance Numerical Results

The proposed methodology is employed for the generation of received power first order statistics in
terms of Cumulative Distribution Function (CDF), for various atmospheric turbulence conditions. These
curves are very important for the design of optical feeder links and show the sensitivity of the channel model
to various inputs. The different atmospheric conditions are captured on different ry values. We consider the
OGS in Tenerife and the ARTEMIS satellite. Since the methodology is general, for the simulated results
different transmission parameters compared with ARTEMIS campaign are used. The transmitted power is
10W, the beam diameter is 80mm, the wavelength is 976nm, the pointing error/vibration standard deviation
is 1.3*10°, the transmitter’s efficiency is 0.7, the receiver’s efficiency is 0.28 (0.4 detector quantum
efficiency is included), the atmospheric transmittance is considered 0.88 and the receiver’s diameter is
0.25m. In Fig. 47 the CDF for ry = 0.44m, r, = 0.3m, ry, = 0:197m and r, = 0.116m are presented. The
corresponding scintillation indexes computed are 0.2627, 0.316, 0.4 and 0.5 respectively. Worst atmospheric

turbulence conditions, as expected, lead to smaller received power values.
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Fig. 47: Received Power CDFs for various atmospheric turbulence conditions

Now, the proposed synthesizer is employed for the generation of received power statistics for
different beam diameters, the same atmospheric conditions and r,=0.48m (Fig. 48). It is assumed that the
transmitted power is 10W, the wavelength is 847nm (different from previous scenario), the pointing
error/vibration standard deviation is 1.3*10°, the transmitter’s efficiency is 0.7, the receiver’s efficiency is
0.28 (0.4 detector quantum efficiency is included), the atmospheric transmittance is considered 0.88 and the
receiver’s diameter is 0.25m. The transmitted beam diameters (2W,) that are tested are 40mm, 120mm,
200mm and 400mm, respectively.

CDF : 847 nm
0 e e

.....................

: : R 7
-60 -50 -40

-30 -20 -10
Received Power (dBm)

Fig. 48: Received Power CDFs for various beam radius

It can be observed that when the beam radius takes values close to Fried parameter, the received
power is decreased, due to turbulence effects [Andrews06].
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8 DEEP SPACE OPTICAL LINK DESIGN

This chapter is devoted in the design of a deep space optical link. Deep Space Communication links
are considered for distances greater than Moon. For deep space optical communications, the space agencies
in CCSDS (Consultative Committee for Space Data Systems) recently concluded on a standard for High
Photon Efficiency (HPE). The standard comprises a specification on the coding and synchronization layer
[CCSDS17b] and one on the physical layer [CCSDSc].

After specifying the standard, space agencies are now focused on planning In Orbit Demonstrations
(10D), although the waveform of [CCSDS17b] was already demonstrated to a large extent in the frame of
the Lunar Laser Communication Demonstration [Boroson09]. From the European Space Agency (ESA)
point of view, a Deep-space Optical Communication System 10D is proposed for the Space Safety Program,
Space Weather mission to the Sun-Earth Lagrange point L5 [Sodnik17].

In order to assess the requirements and the performance of deep space optical links, an accurate link
budget analysis must be firstly conducted. The main scope of this analysis is the estimation of signal and
noise photon rates, in order that the maximum data rate depending on the link characteristics is achieved.

Therefore, in this chapter the elements required for the design of the optical deep space link are
defined and an algorithm for the estimation of the maximum capacity and data rate of the link depending on
the signal and noise photon rates is reported. Apart from performing a sensitivity analysis of various
hypothetical deep space missions, the chapter presents a practical methodology that allows the link designer
to select the main signaling parameters (modulation order, code rate, slot width), without resorting to lengthy
coded Bit Error Rate (BER) evaluations that otherwise need to be run for a large parameter set. This allows
faster link budget calculations e.g. for performing trade-off studies.

The main elements that must be taken into account in a deep space link budget analysis are

summarized in Fig. 49.
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Fig. 49: Configuration of Deep Space-Link Budget Design elements

In the remainder of the chapter each element is presented. Some of the impairments have already
been analyzed in this Thesis (mainly the propagation impairments), however for better clarity some
information and expression are recalled.

The main assumptions of the deep space link are reported. To begin with, an optical downlink
operating under cloud free line of sight conditions, between an optical terminal on board a deep space
spacecraft and an optical ground station is assumed. As generally in deep space channel modeling a Poisson
channel is assumed and intensity modulation (IM) and direct detection (DD) are considered [CCSDS17b].
Regarding the signaling, the Pulse Position Modulation (PPM) [ITU1742] and a Serially Concatenated-
Pulsed Position Modulation (SC-PPM) [Moision05] are assumed. For the incorporation of noise
contribution, single photon counting detectors are considered [Caplan07]. For competence, some information
about other kind of detectors like the avalanche photodiode detectors (APD) and the PIN diode detectors, are
presented [Caplan07].

It must be noted that this analysis is conducted under an ESA project for the future deep space
missions and it is based on the new CCSDS High Photon Efficiency standards [CCSDS17b].
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8.1 Deep Space Link Budget Analysis

8.1.1 Signaling-Optical Modulation and Coding

For the deep space scenario intensity modulation and direct detection method is considered. Optical
direct detection effectively measures the energy in the optical signal impinging on the detector and is capable
of distinguishing only between different intensity levels that does not depend on the phase of the signal, thus
intensity modulation is required. The principal digital intensity modulation form is used is the pulse-position
modulation (PPM). In each time slot the laser is either “on” or “off”.

In Pulse-position modulation (PPM), log,M bits are modulated by transmitting a single pulse in one
of the M possible time slots of a symbol (Fig. 50). A part of the total symbol time is devoted for laser
recharging and does not contain any pulse [ITU1742], [Biswas03]. One of the main advantages of PPM is
that it can be implemented non-coherently, i.e. the receiver does not need to track the phase of the carrier
signal. As a result, PPM is suitable for optical communications and especially for deep space
communications [ITU1742], [Biswas03], [Hemmati06], where coherent phase modulation and detection are
quite difficult and expensive. However, in PPM the receiver has to be properly synchronized to align the

local clock with the beginning of each word, in order to achieve high throughput and low BER.

Symbol 1 Symbol 2 Symbol 3
.................... N
Symbol Time 2z : ‘ t
‘ Slot 1 ‘ Slot 2 ’ .................... \“ : [T Slot M ‘
| | 1

L " ’ k ] [ J
» 8 ¥ Laser recharge time

Slot time Pulse time Guard Time

Fig. 50: M-PPM configuration

T, (s) is the symbol duration, Ty (S) is the slot duration and T.r (S) is the laser recharge time
duration or defined also as guard time. These durations are related as Ts=M*Tg + T_r. According to
[CCSDS17b] the guard time is defined as T r=M*Tqy/4, meaning that the symbol duration is T,=
5*M*Tgo/4.

For the reliable delivery of data Error Correction Codes (ECC) are employed. An ECC adds

redundant information to the user bits to enable error correction at the receiving end and results in more
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efficient use of power and bandwidth. An (n, k) binary ECC maps each k information bits to n coded bits,
and introduces the rate of the code as Rgcc = k/n [HemmatiO6], [HemmatiO9]. In return for this added
redundancy, the ECC provides large gains over an uncoded system. In communication systems convolutional
codes are commonly used. Convolutional codes are linear codes whose code words may be produced with
(typically short) shift registers, allowing an efficient representation of the code words as paths on a trellis. In
deep space communication serial concatenated convolutional codes (SCs) are employed. SCs typically
include an inner code, an outer code, and probably a linking interleaver. A distinguishing feature of SCs is
the use of a recursive convolutional code as the inner code. The recursive inner code provides the 'interleaver
gain' for the SC, which is the source of the excellent performance of these codes. For Deep Space
communications SCs are commonly used with PPM modulation (SC PPM). The code rates of 1/3, 1/2 and
2/3 are the most commonly used. A thorough analysis for SC PPM is reported in [Moision05]. In
[Moision05] SC-PPM is introduced for deep space communications, while it is tested against other coding

technique, proving that Deep Space Optical Systems are benefited using the SC-PPM.
Now, in every symbol with duration T, , R, .log,(M) bits are sent. In every symbol, M slots are

used with total duration M*Tg,, . Therefore, the data rate for an ECC codded PPM signal can be computed

with the next formula:

REC‘C lng (M) (89)
M-T, + TLR

slot

R, (bits [s)=

8.1.2 Deep Space Link Losses-Before the photo detector

In this subsection the received power on the aperture is given and the factors that impair the link are

exhibited. In this stage only the losses which are not dependent on the detector are reported.

To begin with, the received power after the receiver telescope and before the photo detector Pr,ap

(W) can be computed as:
Pr,ap:Pt'Gt'Gr'Lfs'La'Lc'Ls'Lpt'nt'nr (90)

Where:

o P : transmitted power (W)

. Gt ' Gr : transmitter/ ground-receiver aperture gains
o Ly :free-space losses,

e L, :atmospheric losses
e L, :cirrus cloud losses
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e L, :scintillation loss
e L, :pointing losses

e 1,7, : transmitter/ receiver efficiencies

8.1.2.1 Free Space Loss

Free space loss of the optical signal is due to the physical separation distance between the transmitter

and receiver, computed according to the formula [Hemmati0O6], [Hemmati09], [ITU1742], [Manning]:

L {L)Z (01)
s \4zR

where R= distance, called as range, between transmitter and receiver (m).

8.1.2.2 Transmitter/Receiver Gains

To start with, the majority of telescopes used for optical satellite communications have central
obscurations, such as the secondary mirror of the Cassegrain telescopes [Biswasl0] [Degnan74],
[Hemmati0O6], [Hemmati09], [ITU1742], [Klein74], [Manning], [Moision12]. This type of telescopes
consists of two mirrors, a primary and a secondary. The primary mirror has grater diameter than the

secondary one, while the secondary obscures the primary one.
The transmitter aperture gain G, is calculated based on the assumptions that the transmitter has a

laser source characterized as single mode Gaussian emission, the antenna gain patterns are measured in the
far field and its aperture is circular [ITU1742], [Klein74]. Consequently, for a Gaussian profile laser
amplitude beam projected through a circular, centrally obscured aperture, in the direction of optical axis (on-
axis gain) assuming far-field and plane wave approximations, the transmitter aperture gain is given by
[Moision12], [1ITU1742]:

2
G, :(ﬂDtj z(eaf ot ) (92)
A
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W, is the % » width of transmitted beam (m) ( % , point corresponds to the point at which the

b,
beam amplitude falls off to 13% of the amplitude on axis), y; : transmitter obscuration ratio, 7, = 3‘ and
t

b, : is the transmitter secondary aperture (obscuration) diameter (m).

In case of no obscuration i.e. a system without secondary mirrors (b=0, 7, =0) a®"™ ~1.12
In [Manning] transmitter gain is given according to the next expression (no obscuration is assumed
for the transmitter). In our approach this expression is used in case of no obscuration:

G =2 (93)

2
WO, rad

Wo rag (rad) isthe % » half-width divergence angle of the beam:
A
WO,rad = \/g— (94)
7D,

If Gaussian beams are used thenw,,, = 2—; . In the case of receiver gain we assume that the signal
T

!
source is sufficiently far away so that plane waves arrive on the receiver aperture [Degnan74]. Afterwards,
the receiver gain is expressed as [Biswas03], [ITU1742], [Manning], [Moision12]:

2
G, :(ﬂDrj (1_7/3) (95)

A

where D, : receiver’s primary aperture diameter (m), b, : receiver’s secondary aperture diameter(m),

L. wavelength of incoming signal. y, : receiver’s obscuration ratio, 7, = ——.

D

r

In case of no obscuration i.e. a system without secondary mirrors (b,=0, 7, =0).

8.1.2.3 Atmospheric Losses

The atmospheric loss (transmittance) L, includes the effects of atmosphere in the laser

communication beams. Atmospheric losses explained in detail in Section 2.1.1. Additionally, if the
atmospheric transmittance of the vertical link is known then the atmospheric transmittance depending on the

elevation angle of the link can be expressed as [HemmatiO9]:

L, =L, .2 (96)
- ,zenith
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where ('is the zenith angle of the link and L, ,..is, is the atmospheric transmittance of the vertical

link.

8.1.2.4 Cirrus Clouds Loss

For establishing the deep space link, cloud free line of sight (CFLOS) transmission is assumed.
However, even when the sky appears relatively clear (no water clouds), sub-visible ice clouds i.e. cirrus
clouds can be present along the slant path. Cirrus clouds loss can be estimated according to [Degnhan74],
however in deep space analysis cirrus clouds loss is taken into account as an extra power margin of some
(0.5-4) dBs.

8.1.2.5 Scintillation Loss

The turbulence effects are discussed in detail in Section 2.3. In downlink deep space optical
communications large apertures are assumed (more than 4meters). Therefore the aperture averaging effect is
really large and as a consequence the scintillation effects are minimized. Scintillation loss is less than 0.1dB.
Scintillation loss can be given for a specific probability level according to the next formula [Giggenbach15]:

L, = (3.3—5.77 In(L/ po))a;”f’ (dB) (97)

where p, is a certain probability level. Scintillation index is computed taking into account the

aperture averaging effect Section 2.3.

8.1.2.6 Pointing Efficiency

The necessity for narrow beam width subject to the long range of a deep-space link makes the
accurate pointing acquisition critical. The inaccurate point acquisition of the laser beam renders the receiver
to be located off-axis from the far-field irradiance profile, resulting in a pointing loss. Pointing errors cause
time-varying fading in the received signal power.

Pointing error loss can be estimated for a specific probability level from the Probability Density
Function (PDF) of normalized received intensity taking into account the pointing error according to
[Hemmati09]:

I
P(1p) =Bl " 01, <1

T = P (98)
pp ﬂp +1

WZO,rad
ﬂp = 40_2
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where ¢, is the variance of pointing errors . Thus, for this given PDF and a probability level of po,
pointing Loss is computed according to the expression:

po =] p(l,)dl, = (99)
Lpt _ pollﬂp

In [Barron06] the effect of FEC codes and interleaving technique for the mitigation of pointing and

tracking errors is exhibited.

8.1.2.7 Transmitter/Receiver efficiencies

The transmitter/receiver optical efficiencies that capture the losses due to coupling of the laser beam

to the optical system and losses in propagation through the optical system at the transmitter/receiver, are
modeled with the factors 77,7, respectively. The laser beam is coupled to optical elements like mirrors,

single mode fibers and optical amplifiers based on single mode fibers.

In case of transmitter efficiency (electrical to optical), transmission and reflection losses are
considered and especially scattering and polarization losses. The transmitter efficiencies have been reported
on the order of 1.4 to 2.3 dB [Biswas03], [Manning], [Moisson12]. On the other hand, the receiver efficiency
incorporates the transmission losses through a narrow band pass optical filter, primary and secondary mirror
losses, transmission losses through polarizing optics truncation losses and, if present, coupling losses to a
fiber. Finally, the receiver efficiencies have been reported on the order of 3 to 5 dB [Biswas03], [Manning],
[Moisson12].

8.1.2.8 Power Link Margin

A common technique in deep space link budget analysis is the consideration of a power link margin
of some dBs, for improved reliability. Since there are inherent uncertainties regarding the signal and noise
power this additional loss (margin) is incorporated in order the designed system to be able to cope with these

uncertainties. In this case the received power before the photon detector is given as:

F)r,ap =R-G-G,- Ly La-Lo-Ls- Lpt “Th M * Miink_margin (100)

Where Njink_margin 1S the extra loss included as factor(Njink margin<=1).

8.1.3 Detector Dependent Losses - Signaling Dependent

Now the detected power i.e. after the photo detector F’r,det (W) is reported:
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F)r,det = I:)r,ap “Met *Neoding * Ly, - I-j (101)

where:

Pr'ap : the received power before the photo detector

Nqet - detector quantum efficiency

Neoding - COdiNg efficiency

L, : blocking loss

L, : jitter loss

As discussed in the introduction of this chapter, for deep space communications single photon
counting detectors have been proposed. Photon counting detectors can be assumed as an ideal extension of
APD detectors with infinite gain, in which a digital output signal is generated for each detected photon

[Caplan07]. For this kind of detectors the blocking and jitter detector losses are introduced [Caplan07],
[Moision12].

8.1.3.1 Blocking Detector Loss

Photon-counting photo-detectors become inoperative (blocked) for some time after detection event.
This blocking leads to losses (blocking losses: L, ) relative to an ideal detector, which have to be measured

(see Fig. 51). Photo detector blocking can be modeled as the extra power which is needed in contrast to the

ideal one, to support the same communication rate.

Photo-detector may be modeled as Ideal output:

an ideal detector followed by sequence of Observed output

rimes

blocking impulses at event
Incident light imntensity \ \
A 4
mzv Tdeal detector = Blocking H ’_mﬂ ;,— ’_[
EEE—) > >

A t© = blocking duration

/

dark events Blocking may be
modeled via tracking of

detector state with a
Markov chain

42

Fig. 51: Blocking Loss Explanation (source [Dolinar])
In [Moision11] the blocking loss for a single receiver is computed in terms of capacity loss, symbol
error rate loss (SER) and count rate. In addition, in [Moision11], for single detectors the performance of the

maximum likelihood (ML) receiver in blocking, as well as a maximum count (MC) receiver is reported. It is
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important to pinpoint that blocking is a signal dependent loss. Two different cases are examined in literature,
one for single detectors and another for arrays of detectors.

Based on the analysis presented in [Dolinar] and [Moision11] an approximation for blocking loss,
termed as capacity loss, for a single detector is exhibited. Firstly, a Markov model for the detector state
(blocked/ unblocked) with u the probability that the detector is unblocked, is assumed. To this end, the signal
power loss i.e. the increase in power to achieve a fixed capacity, is sqrt(). For the computation of x the next

expressions may be used:

1
H 1+7l
(102)
=1 +1,
Is = I:>r,ap Nyt / Ephoton
In = I:)n / Ephoton

where |, | is the noise and signal photon flux on the detector, respectively, Tqo is slot duration (s)

and 7 denotes the blocking duration (s). Py, is the noise power and £,

oion 1S tE €NErgy per photon (h*c/4), his
the Planck’s constant, ¢ is the speed of light and 4 is the wavelength used.

For low SNR (deep space case) blocking loss equals to sgrt(i), while for high SNR blocking loss
equals to .

Blocking loss is computed in Fig. 52, for a hypothetical scenario with M=16, Tgyu= 2ns l,=10°

photons/s and z=1ns, =10ns, =20ns and z=50ns (dead time) as a function of signal dB photons/sec is

reported.
16 : .
Dead Time: 50ns
141 | ——Dead Time: 20ns
12} Dead Time: 10ns
Dead Time: 1ns

—
o

o

Blocking Loss (dB)
[ee]

N B

% 70 75 80 85 90
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Fig. 52: Blocking Loss using the approximated method

It can be easily observed that when dead time is a lot longer than the slot duration, then blocking loss

is extremely high. To this end, detector array technology can be employed to mitigate this loss among others
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[Moision1l1], [Moision12]. The blocking loss for array of detectors is investigated in [Moisionl1],
[Moision12]. For the computation of x in array detector case, where 7>Ty , the following expression can be
used:

. 1
(1_ M-1 —ln Tstor  Karray _i

e"n ‘Tslot /Karray ’Is'

1o |1-— e
T M M

Tslot ‘M /Karray j (103)
slot
In this case blocking loss equals with x while K4y is the size of the detector array. It is assumed that
each detector of the array detects the same amount of signal and noise photon rates i.e. ls/ Karray and 1n/Karray,
respectively. Now, the blocking loss is estimated in Fig. 53 for different array sizes Kqray=8, 32, 64, 128.

Slot duration is set 0.5ns, dead time is 50ns and noise photon rate per detector (I./Karray) is 8e4 phis.

0.25
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Fig. 53: Blocking Loss, detector array

8.1.3.2 Jitter Detector Loss

In photon counting detectors there will be a random delay, from the time a photon is incident on the

detector to the time an electrical output pulse is produced, in response to that photon. This random delay, is

called detector jitter and it produces losses (L ;) (see next subfigures in Fig. 54)

i" Photon ...is detected

arrival at 1 §; 4 att, +

timet; . | Photon random
Counting offset &,...
Detector

145




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &
Optimization”

Incident signal intensity
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Fig. 54: Detector Jitter Explanation (source [Dolinar])

In [Moision08] analytical expressions for the computation of jitter loss and interesting plots of jitter
detector loss, as a function of the normalized jitter variance (oj/Tqr), for different input parameters are
reported. Now, the expression of the approximated method of [Moision08], which is reported in [Moision08]
and [Moision12] for the computation of jitter detector loss, is reported bellow:

L; =10log,,(5Y¥* +2¥ +1)

(104)
o; (1+tanh(Rg. —1/2))
T 1,259 (M)

T

slot

L; is jitter detector loss, g; is standard deviation of jitter (sec), M is the order of PPM modulation and
Recc is the ECC rate. It is assumed that jitter is Gaussian distributed with standard deviation oj. In Fig. 55

Jitter detector loss as a function of ¥ is reported.
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Fig. 55: Jitter detector loss
For moderate M and ¢;/Tq0: >0.1 jitter results in a significant loss. For oj/Tg,>1 jitter results in high
losses [Moision08], [Moision12].
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8.1.3.3 Code Efficiency

As reported in [Moision12] implementation efficiency or losses are related to the receivers missed or
false detections of photons from the noisy electrical output, errors in recovering the clock and other issues.
These losses vary from 0.2 to 2, dBs depending on the complexity of the receiver and decoder
implementation [Moision12].

In practice, codes (ECC) only approach the ideal performance. With the term ideal performance it is
assumed the requirement that C=R,, where C is the capacity and R, is the data rate. To this end, code
efficiency is the extra power is need to achieve the ideal performance for a specified bit error rate, on the
order of 0.5-2 dBs. Examples of coding efficiencies according to the ECCs are used are reported in

[Moision05] [Hemmati09]. For uncoded systems the ‘code’ efficiency is assumed as 5dB [Moision05].

8.1.4 Noise Contribution

The performance of deep space optical communication links and the link budget calculations are highly
dependent on the contribution of noise. To this end, an accurate estimation of all the noise sources which are
present in the deep space communication down link, is needed. In this paragraph the noise components that
should be considered for the evaluation of the deep space optical link budget system, using intensity
modulation (IM) and direct detection (DD) with single photon counting detectors. As discussed in the
beginning of this Chapter, this is the kind of detector currently planned to be used for the deep space
missions. Therefore this section is focused on the single photon counting detector. However, some

information about the noise contribution for APD and PIN detectors will also be exhibited.

8.1.4.1 Noise Contribution on Photo Counting Detectors

As explained in the beginning of this Chapter the photon counting detectors can be assumed as an
ideal extension of APD detectors with infinite gain in which, a digital output signal is generated for each
detected photon. Due to the binary nature of the detection output, noise in the detection process appears in
the form of dark counts or varying detection efficiency. In this case, as main noise sources, the background
photons and the dark counts can be assumed [Caplan07]. Additionally, another noise source introduced in

[Dolinar] is the leakage power from the transmitter. Total noise power is given as:

n det™ b” " array + det ec[urld Eplmtan array + leakage

where ¢, (e/s/m?) is the detector dark rate, Piaage (W)is the leakage power (W), P, (W) is the

background power (m) is the diameter of each detector. If only one detector is assumed Kgray=1.

' ddet ector

Leakage Power is given as:
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— . . (106)
leakage _Hleakage Pr,ap Hdet

where n,, isthe leakage ratio.
leakage

8.1.4.2 Background Power

The power of the background signal at the detector comes from diffuse energy from sky, and planets or
stars which are in the field of view of the receiver [ITU1742], [Manning], [Moision12],[Biswas03],
[Lambert96].

Background power Py, can be computed according to the next expression for radiant targets whose
angular subtense is larger than the receiver field of view (diffuse energy from sky, planets and the stray light
that scatters into the detector’s field of view) [Biswas03], [Biswas10], [ITU1742], [Lambert96], [Manning],
[Moision12]:

P =H Q nAPB

b,sky b,sky™ fov r - r— f (107)
b,planets ,stray = Hb, planets ,stray Qfov nr Ar Bf

and when the background source can be represented as a point source (Stars) according to [ITU1742],
[Manning], [Lambert96]:
_ (108)
b,stars b,starsnrArBf

where n, is the efficiency of the receiver, H, (W/m%Sr/um), N, (W/m?um) are the background
radiance and irradiance energy densities of large angular sources and point sources respectively, which
depend on the wavelength (atmospheric losses are included in these factors) [ITU1742], [Manning],
[Moision12],[Biswas03], [Lambert96], By is the receiver band pass optical filter width (um), Qg is the field
of view of the receiver’s aperture (sr) and A, is the receiver area (m?). Qq, (sr) can be derived from

[ITU1742], [Lambert96], [Manning]:

(109)

Q _272_ 1—COS ddetectar
fov *

Length

where d (m) is the diameter of the detector and £, (m) is the focal length of the telescope.

det ector

Total background power is expressed as:

P=P +P +P (110)

b b,sky b, planets ,stray b,stars

At this point it must be noted that several methodologies have been proposed and studied for the

reduction of background noise, like the polarization rejection (if the signal is polarized i.e. circular
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polarization a polarization filter can be employed in the receiver in order that the received background light
is reduced [Hemmatill]), the spectral filtering, adaptive optics etc. [Hemmatill], [Ortiz00]. In this case total

background power is expressed as

E] = (Pb.sky + %,Planets,stray + Pb,stars ) ) nreduction (111)
where n_, . is the background reduction factor.
The detected background power is:
(112)

bdet — 1 Maet

8.1.4.3 Noise Contribution APD-PIN Detectors

In this paragraph the noise components that should be considered for the evaluation of the deep
space optical link budget system, using intensity modulation (IM) and direct detection (DD) with either an
APD or a PIN diode, are briefly presented. In a block diagram of a direct detection receiver, along with the

main noise contributors exhibited for simplicity.

Background Noise Current [
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Optical Signal (Pr.ap)

‘ OFFi,Itti:?I & Photo \ Elecftronic
l Detector Filter
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Background Noise ig
Shot Noise i?s
Dark Current Noise i3
Thermal Noise i2,

Fig. 56: Block Diagram of Direct Detection Receiver showing the noise contributions for APD-PIN

detectors

-2

In this case all the noise terms will be expressed in form of the square of noise current (7, ,,...)

following the next generic form:
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2 —20. : (113)
n,generic - q n,generic B
where B is the bandwidth of the electrical filter (Hz), q is the quantum charge (1.6*10™ coulombs) ,

I, generic 1S the average noise current computed according to the noise power (Pp generic) and given as:

(114)

n,generic n,generic d

where Ry is the detector responsitivity.
The first noise source as in the case of the photon counting detectors is the background noise.
Background noise can be computed with the same way as in Section 8.1.4.2. Then the background noise

power can be expressed in terms of the square of noise current (A?) as follows:

. 115
i2=2q-F-I -B (115)

where F is the front end noise factor of the receiver computed for the different types of diodes

[Lambert96], [Manning] and can be expressed as [Lambert96]:
116
F=M, -k, -(1-k,)-2-1/M) (116)

where ke is the ionization coefficient of the photo detector and M, is the avalanche gain of the
detector. For case of PIN F=1.
where |y, is the average background current (A) computed according to the received background

power (P,) and given by:
] =P R (117)

The dominant noise source for the optical deep space communication systems is the signal self-
generated noise called shot noise. This kind of noise is proportional to the whole received power that is
incident on the photo detector. In [Lambert96], [Toyoshima07a] analytical expressions for the estimation of

shot noise can be found. The shot noise in terms of square of noise current (A% is given by:
P =2q-F-I, -B (118)

where 1,4 is computed from the next expression while more information can be found
in[Lambert96], [Toyoshima07a]:

(119)

=P R
avg rap d
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The detector dark noise, also known as bulk detector noise power, concerns the amount of noise
which is present when the detector is in dark. Dark noise depends on the operating temperature of the photo
diode and its physical volume. As reported in [Lambert96], [ToyoshimaO7a] it can be distinguished into 2
different noise sources, the multiplied and the non-multiplied (surface leakage) dark current noise. For the
case of PIN only the non-multiplied dark current noise is taken into account:

i2=2q-F-I, -B+2q-I -B (120)
where lg, and 1, are the multiplied and unmultiplied dark noise currents computed according to
[Lambert96], [Toyoshima07a].
The last major noise contributor is the thermal or Johnson noise. This kind of noise is dependent on
the electric circuit of the receiver. Expressions for the estimation of this kind of noise can be found in
[Lambert96], [Toyoshima07a]. Expression for thermal noise in terms of the square of noise current (A?) is

reported as:
“ R -M?
a
where K is the Boltzman’s constant, T is the effective noise temperature of the feedback resistor (K)

and R is the value of the feedback resistor ().

Finally, the total noise is the sum of all squares of noise currents and is given as:

_ 2 22 2 (122)
NB=i_+1i,+1I, +1I,

The direct detection SNR for APD and PIN detectors is computed according to the formula
[Lambert96]:

SNR = (1) _ (P, R, )2 (123)
NB  NB

8.2  Estimation of Capacity, Symbol Error Rate and Bit Error Rate

In this section firstly the expression for the estimation of the capacity under the assumption of a
Poisson PPM channel will be reported. Capacity as defined in [HemmatiO6] can be divided into two
categories, depending on the type of information provided to the decoder by the receiver. In one case the
receiver makes estimates of each PPM symbol, passing these estimates, or hard decisions, on to the decoder.
In this case, the (hard-decision) capacity may be expressed as a function of the probability of symbol error.

In the second case, the receiver makes no explicit symbol decision, but passes on slot counts (integrals of the
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received signal in each slot), or soft decisions, directly to the decoder. In this case the (soft-decision)
capacity may be expressed as a function of the channel statistics [HemmatiO6]. The soft-decision capacity is
at least as large as the hard decision capacity, because the slot counts provide additional information to the
decoder.

According to the methodology described in [Moision12], [Moision14] the channel capacity can be
given in closed form for the case of nonzero noise (our case), according to the next expression for soft

decision capacity:

1 P
2 E 26l (124)
proen | p 1 /In(M)+P, 2

r,det

" slot

— 4 o st
_det M-1 r,det IH(M)E

photon

where C is the capacity in bits/sec, M is the order of PPM modulation, 7, is the detected

_det

background noise power (W), 7 . (W) is the detected power and 7, (sec) is the slot duration.

For hard decision, capacity can be given according to the formula [HemmatiO6]:

SER
s joramnes =108, (M) + (1~ SER )log, (1~ SER) + SER -log, [ﬂj (125)
where SER is the probability of symbol error. C, .., is expressed as the capacity in bits per

channel use and according to [HemmatiO6] capacity C, in bits per second is computed as C,, ... / (MT,,.),

neglecting the guard time, or €, ..., / (MT,,, +T,,), incorporating the dead time.

Now, the expression for the computation of Bit Error Rate (BER) for uncoded Poisson PPM channel
for single photon counting detector and Symbol Error Rate (SER) for the same kind of detectors will be
expressed.

The SER for a single photo counting detector is given as [Hemmati06]

N k -Ks . k A-K,
SER =Z(1+ﬁj e—[m—ﬁx (k]0)" +F,, (k-1]0)" j+
47k M w

o (K 4K . K [Kieh (& Kie® )
+ Z u gk K")(M —1)2 " ++0 +[Z j

v k! ek k! = k!

(126)

K, are the number of signal photons per symbol duration K, are the noise photons per slot (see next

Section) and F, (k|0) is given according to the formula:

152




N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques &

Optimization”
k
Fox (k10)= D Kme™ /m! (127)
m=0

Finally, the uncoded Bit Error Rate is estimated according to the expression:

BER-—M _rr (128)
z(M - 1)

8.2.1 Estimation of Capacity, Symbol Error Rate and Bit Error Rate for APD detectors

In this section, just for the competence of the chapter the formulas for the estimation of capacity,
uncoded BER and SER for APD detectors are exhibited.

Firstly, Hard Capacity and BER can computed with the same formulas as in previous sections, but
by using the expression for SER for the APD/PIN detectors. For APD/PIN detectors assuming a Gaussian
approximation the uncoded SER is given according to the formula [Meera98]:

q-M K

a S

SER= Mz_lerfc

4k T 'TS|01 (129)

f

J2 qF M2, g (2K, +K ) 420 Ty -1y +

FSER = keﬁ 'Ma +(2-1/ Ma)'(l_keﬂ)

8.3  Units Conversion

In this section the formulas for the conversion of power in photons/slot, photon/bit, photons/sec will
be reported.

To begin with according to [Alexander97] [Manning] average power can be transformed in photons

per second for a specific wavelength employing the expression:

K(photons [ sec) = W) (130)

photon

For the computation of photons per slot:
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PW)-T
K (photons [ slot) = PW) Ty (131)

photon

For the computation of photons per symbol:
PW) (MT, +T
K (photons | symbol) = W) (M7, + 70 (132)
photon

Now for the calculation of photons per bit from bits/sec, let’s say for capacity C (bits/sec) the next

formula is used [Alexander97] [Manning]:

C(photons / bit) = - IZ((ZZS 7o) (133)

photon

8.4  Determination of PPM order Slot width coding rate

In this Section a methodology for the determination of the most suitable combination of PPM order,
ECC rate and slot width depending on the received signal and noise power (single photon counting detector)
is presented, in order that the maximum capacity and data rate is achieved.

It is assumed a Serially Concatenated-Pulsed Position Modulation (SC-PPM) with managed
parameters as in the CCSDS High Photon Efficiency standard [CCSDS17b] with PPM Order M, allowed
values 4, 8, 16, 32, 64, 128, 256, with code rate allowed values 1/3, ', 2/3 and with slot widths allowed
values 0.125ns, 0.25ns 0.5ns, 1ns, 2ns, 4ns, 8ns and 512ns.

The main steps of the methodology are:

o Firstly, we consider all the available combinations of coding rates Rgcc , PPM order M, T,

slot !

(R',.,M,T;) .We compute the data rate of an ECC coded PPM signal (but without taking
into account the guard slot duration):
i j
R log,(M") (134)
M’ -T*

slot

Ri,j,k _

b

e All the combinations are sorted beginning from the one with the resulting higher data rate.
e The received power before the photo detector is computed according to the procedure
described in Section 8.1.2.

e The total detected noise power is estimated according to the procedure described in Section

8.14.1.
e Forall (R"ECC,MJ',T"W) combinations assuming the received noise/signal power computed
above the blocking /jitter/coding losses (as factors (Li'/'kblwk,-ng'Li'/'k,mer'”j'/'kcadi,zg)) are
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computed respectively (see Section 8.1.3). In this analysis it is assumed that the coding
efficiency is the same for all code rates (SO Neoding takes the same value for all combinations).

e Forall (R’ M ,T"Sm) combinations the detected power is defined as

ECC’

piik _p Lk L[k 1.7k (135)

rdet r.ap Jjitter blocking y coding ) Hdet

o Now assuming the noise power computed in step 3, for each P ’kr,det the soft capacity is
computed C"”*(P™* ) (see Section 8.2).

M ,T"W) with the highest data rate is selected given that

r,det

e The combination of (R’

ECC?

i.jk ¢ pij.k ik 136
cr (P )>R"*, (136)

r,det

Next, assuming the selected combination of (R M \T Sm) all the required metrics like data rate,

ECC’

detected power, uncoded BER, uncoded SER, hard capacity, soft capacity etc. are computed according to the
formulas presented in this chapter so far.

With this approach we keep all the non-signalling dependent losses while the signalling/detector
dependent (blocking/jitter/coding) losses are taken into account so as the most appropriate pair of PPM ECC

is used, depending on the channel conditions. The chart of the methodology is exhibited in Fig. 57.

CCSDS 141.1 | Received Signal Detected Noise
l, power Power
Signaling Available Blocking Jitter
Values |  Coding Losses
Available Data —
Rates > Detected Signal
Power
. ‘L
Data Rate Sorting Required Capacity |<—

A\ 4

Optimum Signaling
Values estimation
Required Capacity > Data Rate

A 4

Fig. 57: Signalling Values Estimation
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8.5 Capacity vs Distance - single photon counting detector

In this section the capacity is expressed as a function of distance R, i.e. the analogy between capacity
and range R is investigated. A single photon counting detector is assumed.
To begin with soft capacity is given as described in this section according to the following formula:

1 P’
= > 137
11'12 ’ Ephoton 2 2 M . Ts ( )
P w1/ In(M)+P,

. + .
_det M- 1 rdet ln(M) . Ep

hoton

In small distances detected signal power is a lot higher than the detected noise power (it will be
figured out in the following section where numerical results will be reported). Therefore, in the denominator
Praet IS @ lot higher than the noise power Py, q:. Additionally P, is a lot higher than Pzr,det. Thus, keeping in

2
A
mind that in P, 4 free space losses are included (L = (ﬁj ) it can be seen that:
V4

P P’
C= 1 rdet -2 rdet —aP - :g*(l/RZ) (138)
In2-£ P 1/In(M) P e

photon rdet

where a, g denote the analogy. Therefore, for small distances where detected signal power is higher
than the detected noise power the capacity and as a result the data rate (since in the proposed analysis C=Ry,)
is proportional to R,

Now, in case of large distances detected noise power is a lot higher than the detected signal power.
Therefore in the denominator Py, g is a lot higher than the P, 4 and Pzr,det. Thus:

PZ
_ 1 ( rdet }: d>l<})2r‘det — m*(l/R4) (139)
N2, 0\ P )2/ (M~1)

photon

where d, m denote the analogy. Therefore, for large distances where detected noise power is a lot
higher than the detected signal power, the capacity and as a result the data rate is proportional to R™.

8.5.1 SNR vs Distance-APD detector

In this subsection the same analysis performed before for the dependence of capacity with distance
for the single photon counting detectors, will be executed for the APD/PIN detectors for the dependence of
SNR with distance.

As described in [Toyoshima0O7a] in small distances the dominant noise source is the shot noise.
Thus, SNR can be expressed as follows (keeping in mind that in received power the free space losses are
included):
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5NR:<1;>2:<1;>2: (£,,R,) :(Pr,a,,'Rd):a‘ 1 (140)
N,B 1'255 2q-P _-R,-B 2q,B R?

where a denotes the analogy. Therefore for small distances where shot noise is the dominant noise
source SNR is proportional to R™.
In large distances the other noises dominate. Therefore:

e VY

T2 .2 2
NB i°, +i°, +1

S —

T ra
2q-F~1b~B+;k T8 g1 Bi2g1-B K

f

(141)

2

where p denotes the analogy. Thus for large distances SNR is proportional to R™.

8.6  Numerical Results

In this section numerical results using the proposed methodology are presented assuming single
photon counting detectors. Results assuming both only one detector and a detector array are reported.

To begin with, assuming a single photon counting detector (no Array) the maximum achieved data
rate is investigated for different link ranges in Astronomical Units (AU), different receiver aperture
diameters 4/6/8/10 m and different background radiance 15/85 W/m?um/sr. The values for background
radiance may be interpreted as low and high that could represent day/night time conditions or large/small
Sun-Earth-Probe angles. The inputs to the link budget tool are listed in Table 26. In Table 27 detailed outputs
for the case of the 4m receiver in 0.3/07/1.3 AU range assuming 15W/m?/um/sr radiance of planets and sky
are presented. For the other cases the resulting data rates are reported in the following figures (Fig. 58-Fig.

64). For all the numerical results a power link margin of 4dBs is assumed.

! Distances include Venus and Mars orbits.
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Table 26: Deep Space Link Inputs-One single detector (No array)

Variables INPUTS
Wavelength (nm) 1550nm
Range link 0.3/0.5/0.7/1/1.3/2 AU
Elevation angle (deg) 20 deg
Transmit Power (W) 4W
Transmitter Diameter (m) 0.22m
Transmitter Secondary Diameter (m) Om
Transmitter Efficiency 0.6
Receiver Aperture diameter 4/6/8/10m
Receiver secondary aperture 0
Receiver efficiency 0.4
Receiver quantum efficiency 0.5
Focal length of receiver 16m
Detector diameter 30e-6 m
Optical filter 0.2e-3um
Atmospheric efficiency Vertical 0.98
Scintillation Loss 0.01dB
Cirrus Loss 0.5dB
Link Margin 4 dB
Pointing RMS Error Value 0.7urad
Probability Level 10
Modulation M-PPM
Guard Slots M/4
Back ground noise reduction factor 0.5
Coding efficiency 0.8
Radiance of planets + Sky 15/85 W/m?/um/sr
Leakage Ratio 0
Detector Array size 1
Detector Dark Rate 10"%e/s/m’
Blocking time 50ns
Jitter time 240ps
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Table 27: Deep Space Link Budget Outputs-4m receiver, 0.3 /0.7/1.3 AU range, 15W/m?/pm/sr radiance.

Variables OUTPUTS
Transmitter Gain (dB) 112.985
Receiver Gain (dB) 138.178
Free Space Losses (dB) -351.29 / -358.58 / -363.96
Atmospheric Transmittance 0.943
Scintillation Loss (dB) 0.01
Pointing Loss (dB) 1.95
Cirrus Loss (dB) 0.5
Signalling
PPM order 128 /64 / 256
Slot duration (ns) 025/2/1
ECC code rate 13-%-1/3
Symbol duration (ns) 40/160 /320
Blocking/Jitter Losses
Blocking Loss (dB) 3.9/1.25/0.54
Jitter Loss (dB) 1.7/0.285/0.31
Received Signal Power
Received Signal Power (W) 2.02e-11/3.7e-12 / 1e-12
Received Signal flux (Ph/sec) 1.57e+8/2.9e+7 / 8.38e+6
Received Photons/symbol 6.29/4.6/2.68
Detected Signal Power
Detected Signal Power (W) 2.2e-12/ 1e-12 / 3.54e-13
Detected Signal flux (Ph/sec) 1.7e+7 / 8e+6 / 2.76e+6
Detected Photons/symbol 0.692/1.3/0.88
Received Background Power
Received Background Power (W) 2.1e-14
Received Background flux (Ph/sec) 162227
Received Background Photons/slot 4e-5/3e-4/ 1.6e-4
Detected Noise Power
Detected Noise Power (W) 1.05e-14
Detected Noise flux (Ph/sec) 82013.6
Detected Photons/slot 2.05e-5/1.6e-4 /8.2e-5
Capacity/Data Rate /BER/SER
Soft Capacity(Mbits/sec) 78.33/ 23.87/12.9
Hard Capacity(Mbits/sec) 63.7/20.7/11.3
Data Rate (Mbits/sec) 58.33/18.75/8.33
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SER 0.49/0.3/0.43
BER 0.248/0.15/0.21

In Fig. 58 the data rates for the low noise conditions, i.e. Hy=15(w/m%.m/sr) versus the distance are
reported for each aperture, assuming only one single detector (no detector array).
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Fig. 58: Data Rate vs Range, H,=15 W/m%um/sr , Different Receivers, No Array
In Fig. 59 the data rates for the high noise conditions, i.e. H,=85(w/m?umisr) versus the distance are

reported for each aperture, assuming only one single detector (no detector array).
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Fig. 59: Data Rate vs Range, H,=85 W/m%um/sr , Different Receivers, No Array
Now, assuming a single photon counting detector array with size 32, the maximum achieved data
rate is investigated for different ranges, different receiver aperture diameters 4/6/8/10 m and different
background radiance 15/85 W/m?/um/sr. The same inputs as before are assumed instead of the detector array
size which is 32. In Table 28 detailed outputs for the case of the 4m receiver in 0.3/07/1.3 AU range

assuming 15W/m?/um/sr radiance of planets and sky are presented.
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Table 28: Deep Space Link Budget Outputs-4m receiver, 0.3/0.7/1.3 AU range, 15W/m?/pm/sr radiance.-
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Detector Array 32
Variables OUTPUTS
Transmitter Gain (dB) 112.985
Receiver Gain (dB) 138.178
Free Space Losses (dB) -351.29 / -358.58 / -363.96
Atmospheric Transmittance 0.943
Scintillation Loss (dB) 0.01
Pointing Loss (dB) 1.95
Cirrus Loss (dB) 0.5
Signalling
PPM order 64 / 256 / 256
Slot duration (ns) 0.25/0.25/1
ECC code rate 1/3-1/3-1/3
Symbol duration (ns) 20/ 80/320
Blocking/Jitter Losses
Blocking Loss (dB) 0.5/0.11/0.04

Jitter Loss (dB)

215/1.33/0.3

Received Signal Power

Received Signal Power (W)

2.02e-11/3.7e-12 / 1e-12

Received Signal flux (Ph/sec)

1.57e+8/2.9e+7 / 8.38e+6

Received Photons/symbol

3.15/2.32/2.68

Detected Signal Power

Detected Signal Power (W)

4.38e-12/ 1e-12 / 3.97e-13

Detected Signal flux (Ph/sec)

3.4e+7/8.3e+6 / 3.1e+6

Detected Photons/symbol 0.68/0.66/0.99
Received Background Power
Received Background Power (W) 6.66e-13
Received Background flux (Ph/sec) 5.2e+6

Received Background Photons/slot

0.0013/ 0.0013/0.0052

Detecte

d Noise Power

Detected Noise Power (W)

3.37e-13

Detected Noise flux (Ph/sec)

2.63e+6

Detected Photons/slot

6.6e-4 / 6.6e-4 / 0.0026

Capacity/Data Rate /BER/SER

Soft Capacity(Mbits/sec)

1315/ 43/13.52

Hard Capacity(Mbits/sec)

98.84/ 33.5/10.12
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Data Rate (Mbits/sec) 100/33.3/8.33
SER 0.5/054/0.47
BER 0.256 /0.27 / 0.236

In Fig. 60 the data rates for the low noise conditions, i.e. Hy=15(w/m%.m/sr) versus the distance are

reported for each aperture, assuming a detector array with size 32.
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Fig. 60: Data Rate vs Range, H,=15 W/m%um/sr , Different Receivers, Detector Array size 32

In Fig. 61 the data rates for the high noise conditions, i.e. H,=85(w/m?um/sr) versus the distance for

each aperture are presented, assuming a detector array with size 32.
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Fig. 61: Data Rate vs Range, H,=85 W/m%um/sr , Different Receivers, Detector Array size 32
Comparing these first numerical results, it can be observed that for the given system considerations
the achieved data rates with the detector array are higher for distances up to 1 AU. For large distances, since
the received power is extremely low and in case of the detector array the noise photon rate is higher than the

signal photon rate, it can be seen that slightly the same data rate or even higher can be achieved with only
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one detector. When multiple detectors are used, on the one hand the blocking loss is minimized, but on the
other hand the noise increases.
In Fig. 62 we illustrate the change in the slope of the achieved data rate versus the distance assuming

a detector array with size 32 and a 10m aperture receiver. The transition from 1\R” to 1\R * can be observed
around to 2 AU and 10Mbps.
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Fig. 62: Data Rate Slope versus Distance, Detector Array size 32, 10m Receiver

Finally, in order that the sensitivity of achieved data rate with the transmitter diameter is being
investigated in the next Figures the achieved data rate for 3 different transmitter diameters i.e. 0.135m,
0.22m and 0.4m versus distance, for two receiver aperture diameters (6m and 10m) is reported. A detector
array with size 32 is assumed and high noise conditions H,=85(W/m?%um/sr).

10 T .
—+— Transmitter Diameter 13.5 cm |]
—O— Transmitter Diameter 22cm
—2&— Transmitter Diameter 40 cm

Data Rate (Mbps)

1
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Fig. 63: Data Rate Slope versus Distance, Different transmitters, Detector Array size 32, 6m Receiver
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Fig. 64: Data Rate Slope versus Distance, Different transmitters, Detector Array size 32, 10m Receiver
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9 CONCLUSIONS AND FUTURE WORK

In this Chapter the work carried out and presented in this PhD thesis is concluded and a few

directions for future work are given.

9.1 General Conclusions

The Chapter 3 of the PhD thesis, is devoted on the modeling of Integrated Liquid Water Content

(ILWC) time series. The main contributions of this chapter are:

Methodologies based on stochastic differential equations for the generation of 2 and 3
dimensions ILWC time series, correlated on temporal and on spatial domains, are presented.
Using the proposed methodology, ILWC statistics can be extracted. The performance of the
ILWC synthesizers are tested in terms of first order statistics.

The proposed synthesizers are used for the generation of cloud coverage statistics. Spatial
and temporal variability of clouds is captured, while different cloud types (stratus, cumulus,
etc.) can be simulated.

The topic of Chapter 4, is focused on the cloud attenuation and Cloud Free Line of Sight (CFLOS)

statistics, for single and joint slant paths. The main contributions of this chapter are:

Two synthesizers for the generation of cloud attenuation and CFLOS time series based on
the 3D synthesizer reported in Chapter 3 are proposed. The synthesizers can be used for the
generation of first and second order statistics of cloud attenuation and CFLOS for GEO and
Non-GEO satellite communication systems. Both synthesizers take into account the
elevation angle and the altitude of the stations, for high altitude stations for the estimation of
cloud attenuation and CFLOS probability, respectively. Additionally, the spatial correlation
of clouds along the slant path and between different locations (spatial diversity), is taken into
account.

Regarding the cloud attenuation synthesizer, clouds are classified based on their vertical
extent and using their microphysical properties and the well-known Mie scattering theory, a
unified space-time model for the prediction of induced attenuation due to clouds, for
frequencies above Ka band [26.5-40 GHz] and up to optical range is presented. The
proposed methodology is tested with data obtained from literature, showing encouraging
results. Finally, single and joint cloud attenuation statistics from Ka to optical band are
reported.

Regarding the CFLOS synthesizer, on/off channel with cloud occurrence, a methodology for

the generation of Cloud Free Line of Sight (CFLOS) time series correlated on temporal and
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spatial domain, is presented. The vertical extent of clouds is used for the estimation of
CFLOS time series.

e The spatial diversity technique for the mitigation of cloud coverage is investigated. Valuable
statistics using the proposed synthesizers are presented.

e The proposed synthesizers can be used for the design of an optical satellite communication

system.

Chapter 5 is devoted to the modeling of CFLOS probability for a given location or a  spatial
diversity scenario, without employing the difficulties of the implementation of the mathematical framework
of stochastic differential equations, as in Chapter 4. The main contributions of this chapter are:

e A simple physical and mathematical theoretical model for the prediction of CFLOS
probability along a single slant path and for separated on spatial domain multiple optical
satellite links, is presented. For the accurate evaluation of CFLOS the elevation angle of the
slant path, the altitude of ground stations and the spatial variability of clouds are considered.

e CFLOS probability for a given number of simultaneously available links for spatial

multiplexing transmission technique is reported.

The topic of Chapter 6 of this thesis is mainly focused on the monthly variability of cloud coverage,
the differences of cloud coverage between the north and south hemisphere and the optimum design of an
optical ground station network. More specifically, the main contributions of this chapter are:

e The need of employing monthly-based statistics for the estimation of CFLOS is highlighted.
Cloud coverage exhibits remarkable monthly variations, which cannot be observed when
yearly averages are used. There are also great differences in the monthly cloud coverage
probabilities (maximums and minimums) between the two hemispheres.

e It is firstly shown that ILWC monthly statistics can be sufficiently described by lognormal
distribution.

e The synthesizers reported in Chapter 4 are modified in order that the monthly variability and
hemisphere differences are captured.

e Analytical formulas based on the methodology presented in Chapter 5 are proposed, for the
estimation of single and joint monthly CFLOS availability.

e Two novel optimization algorithms for the optimum selection of OGS, for mitigation of
cloud coverage are reported. These algorithms are aware of the clouds monthly variability
and take advantage of the two hemisphere differences. The main contribution of these

algorithms is that they guarantee a minimum availability per month which is not necessarily
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the same for each month. The benefits of using optical stations in different hemispheres are
highlighted.

An optimization algorithm for the identification of active stations per month, is also
reported.

Chapter 7 is focused on the propagation of the optical signal under CFLOS conditions for an optical

satellite communication link. In this chapter the methodologies for the estimation of received power under

CFLOS condition, taking into account the phenomena that affect the propagation of the optical signal, are

proposed. More specifically, the main contributions of this chapter are:

Methodologies for the uplink and downlink propagation of the optical signal are reported.
For the wvalidation of the proposed methodologies, real experimental irradiance
measurements from the ARTEMIS GEO optical satellite campaign are employed.

Regarding the downlink propagation, a methodology for the estimation of aperture
averaging factor for a central obscured aperture is presented and it is validated with actual
measurements from the ARTEMIS campaign.

Regarding the uplink propagation, a unified methodology for the generation of received
irradiance/power time series, for an optical uplink GEO satellite feeder link is presented. The
proposed methodology takes into account the turbulence and miss-pointing effects among
others, while it benefits of the use of Stochastic Differential Equations (SDEs), driven by
fractional Brownian motion, for the incorporation of the scintillation effects. The
methodology is validated with actual measurements from the ARTEMIS optical satellite
measurement campaign. The proposed methodology can be used for system level
simulations and valuable results for the feasibility of the optical satellite links can be
extracted.

A methodology for the estimation of the atmospheric conditions using downlink irradiance

measurements, is presented.

The topic of Chapter 8 is focused on the design of the Deep Space Satellite communication links.

The main contributions of this chapter are:

The estimation of signal and noise photon rates in order that the maximum data rate
depending on the link characteristics, is achieved.

A tool based on the CCSDS (Consultative Committee for Space Data Systems) for High
Photon Efficiency (HPE), for the estimation of the link budget for an optical deep space
mission, is proposed.

The elements that must be taken into account for the accurate estimation of signal and noise

photon rates, are analyzed.
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e A practical methodology that allows the link designer to select the main signaling
parameters (modulation order, code rate, slot width), without resorting to lengthy coded Bit
Error Rate (BER) evaluations, that otherwise need to be run for a large parameter set, is
presented. This allows faster link budget calculations, e.g. for performing trade-off studies.

e A sensitivity analysis of various hypothetical deep space missions is performed.

9.2 Future Work

Based on the results and the limitations of the models developed under the framework of this thesis,
a number of actions can be identified.

To begin with, regarding the ILWC time series generator proposed in the third chapter for the
incorporation of the temporal correlation of ILWC, the annual parameters from the ITU-R P. 1853
[ITU1853-1] are employed. Inspired from the sixth chapter which is focused on the monthly variability of
ILWC, a research for the temporal evolution of ILWC for each month, or depending on the probability of
ILWC higher than zero (probability of cloud coverage), can be conducted.

Additionally, in the 3D ILWC generator the expressions used for the vertical extent of clouds and the
cloud base height are general. Since high altitude stations are of prominent importance for optical satellite
communications systems, studies about the height of cloud base and the vertical extent of clouds especially
for high altitude stations, can be proved beneficial.

Moving on to the OGSN dimensioning, methodologies for GEO and MEO constellation satellite
communication systems have been proposed. However, in the proposed analysis the Earth is separated in
specific regions. An interesting extension would be the OGSN dimensioning without separating the Earth in
specific regions, using the whole Earth as input.

Finally, since optical communications are attractive for MEO and LEO satellite communication
systems methodologies, for the estimation of received power taking into account the turbulence effects, must
be developed. It must be noted that turbulence effects are different in case of MEO/LEO satellite

communication systems, from the GEO case.
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10 APPENDIX

More information about the use of Stochastic Differential Equations (SDE) driven by fractional
Brownian motion (fBm) for the generation of a zero-mean unity-variance Gaussian process with a power
spectral density of low-pass shape, will be reported. The procedure exhibited in this APPENDIX is based on
[Kourogiorgas13].

To begin with the underlined Gaussian process will be generated through [Shao95]:

4z = (t.z)dt+0(t. )8, @

Since for a given variance, y; can be considered as a Gaussian process with zero mean, we use the
Langevin equation with fBm (fractional Langevin equation), to model the time series of log-amplitude, given

that the variance is equal to 1 (x;1) [Kourogiorgas13], [Sha0o95]:
dx1 =4 xadt+odBy 143)
The solution of the above equation with zero initial value is [Shao95]:

t
T = e_ﬁstaj. e dBJ'| (144)
0

The above process is called fractional Ornstein-Uhlenbeck process and it is a Gaussian process with
zero mean. The co-variance of y; and yi. is [Shao95]:

+00 1-2H

T(2H +1)sin(zH) ¢ 4, |V 145
Cov( 1 Zss1) =07 oy __[Oesy A2y dy (143)
where H is Hurst index. Therefore, the variance of the Ornstein-Uhlenbeck process is :
o _ _2T(2H+Dsin(zH)F |y ™" (146)
S 2 2
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Since, firstly we want to have a unitary variance process we set:
1
7" e 147)
r(2H +1)sin(;zH)]' v (
\l 2z 2 ,152 + y2 y
For the energy spectrum of fractional Ornstein-Uhlenbeck process it holds that [Shao95]:
F,(f
. (f)= o2 L (148)

224 (2ntY

where F, (f) is the energy spectrum of fractional Gaussian noise and it also holds that:
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E (f)~ f-(2HY) (149)
@,
From (148) and (149), here results for high frequencies that:
F, (f)~f ~(2H+1) (150)

1
with corner frequency o, = A,H+/2 . Corner frequency can be modelled from the temporal spectrum

of turbulence.
To sum up, from the slope of the power spectral density, the Hurst index is calculated using (150).

Then, A, parameter is computed from corner frequency and next the parameter o from (147).
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