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Anayopeletar 1) avirypagt|, amodfixeuon xa dtavour Tng Topoloag epyaotag, €€
OMNOXAPOU A TUAUAUTOS AUTAG, Yo EUTOEXG oxoTo. Emitpénetar 1 avotinwon,
amoVAXEUCT) XAl DLUVOUT| Yo OXOTO 1) XEEOOCKOTUXO, EXTIUDEVTIXNG 1) EEUVITIXTG
puoME, LTS TNV TEOUTOVEST) VoL AVIPERETOL 1) TIY T TROEAEUCTIC Xou VoL dlaTneeiTon TO
ToEOY Urvupa. EpwtAuata mou agopoly TN ¥enor NG epYaoiug Yo XEpO0oXOTIXG
ox0TO TEETEL VoL ameLYOVOVTAL TIPOG TOV GUYYQOPEL.

Ou amdelc xan To CUUTEPAOUATO TOU TEPLEYOVTOL GE AUTO TO EYYQEUPO EXPEACOUV TOV
CUYYPUPEN o OEV TIEETEL Vo epUNVeELTEl 6TL avTITPOGHTEVOLY TIC ETtioNuES VETELC
Tou Edvixol Metoofou IloAuteyveiou.



ITepiAndn

H exdetins| peiowon tov SlacTdoewy 6Tny TeYVOAOYio TV NUAYwY®Y EYEL 0dNYHOEL
O€ ONUAVTIXES BEATIOOELC OTNV LoY U, TNV AOB0CT] X0l TO XOCTOS TWV ONOXANPOUEVKY
HXUXAOUATOY. doTdo0, auty| 1 Uelwon Exel odnyhoel o urn emuunTég BLUXUUEVOELS
VA0, AOY® TG duoxohiog erEyyou NG xataoxevac g dladxactog. I'a to héyo
auTO, 1 UeTABANTOTNTA LAXOL xad{oTaton €vo amd tar peyokltepa {NTHUNTA OE Xl
VOURLES TEYVOMOYIEC TROXAAMVTAS XUPLMES BLUXVUBAVOELS OTIC NAEXTEXES WOLOTNTES TWV
XUXAOUATOV X0 €yovTag PEYSAN enidpoon otnyv oflomoTion xaL 6Ty anédooy TwV
ONOXANEWUEVWY XUXAWUATOY.  “OUng, BLUXUUEVOELS BEV TEOXUTTOUY HOVO XATY TN
OLodwactor XaTaoXEUTG ahAG X omd PETUPBANTOTNTES GTNY TAOT TPOPOBOGIAG XL TNV
Yeppoxpacio, 6mwe enlong xat amd PoUVOUEVA YHRUVOTE TOL TEOXUTTOLY antd T1 YENoi-
HoToINoN TV OAOXANEWUEVLY XLXAOUATWY. Emmpdcleta, ot mopamdve dloaxUUdvoELs
OVOEVETAL VO YELOTEPEUGOLY OTIC UEANOVTIXES TEYVOAOYiES.

LUVETWG, 1) LEAETN TNG ETAPBANTOTNTOS TV OAOXANPWUEVKDY xoio Toton TOAD o1
povTe]. Evey 6heg oL unohoyio Tixég mAaTQOpUES ETNEedlovTon and TIC UETUBANTOTNTES,
ot Hpoypoppanlopeveg oto Iledio Awtdéerc ITOAne (FPGASs) etvan WBuaitepne onuaciog
AOY® TNG BUVATOTNTOC ETUVATOOYPUUUATIONOU TOUC 6TO E{Tedo TnNg dngproxric oyedio-
one. H wavotntd toug auth), xodio té Tov mpoypoupatioud xdde cuctatixol ototyciou
v FPGA oe moAd younho eninedo. Exyetodiedouevol authiy TNy BLOTNTA, UTORO-
OUE Vo 0&loAoYNCOUKE TN PETOBANTOTNTO TNG amoB0oNS UE T1) TomoVETnon anoInTipwy
OYEBLUCUEVLY OO TO YPNoTY, O OAn TNV empdvela Tou FPGA.

Ye adtn ) Yerétn, eoTidloupe oty avdhuon Tne METUBANTOTNTAUC TNE amddooTg
oe 16 nm FinFET FPGAs. Katooxeudlouye uio allohdynorn Bactouévn oe aodn-
THPES TOUAAVTWTY| BUXTUAIOU, OL OTIOlOL €Y 0LV OYEBLAOTEL UE DLUPORETING. Y ULUXTTELO TIXSL
Topwv 1oL FPGA. "Eyovtac w¢ oxond v andxtnorn axpi3ev ototyeinv ahhd xan tny
xotavonoT o Badog Twv BlaXUUAVGEWY, Loy wEilOUUE Tol GUCTNUATIXG XL Ta GTOY0-
oG UERT X TTUESAANAAL LOVTEROTIOLOUUE HE UAdTUATIXG TEOTO TIC HETUPANTOTNTES.
Emunpoc¥étne, allohoyolue Tig Sloxuudvoelc Utd dld@opes TepLBolhovTinéc cuviiixec,
oNnAadY| Téom Teogodoaciaug xou Vepuoxpaota, yio v xotardBouue ot Bdog xou vo eme-
ENYNoOLUE TNV ENOPAGT| TOUG GTIC BLAXUUAVOELS XL TNV ATOB00T) TV XUXAOUATOV.

To netpopatind anoteréopata oe téooepo Zynq XCZUTEV FPGAs €6eilav €wc
7.3% evdonpidixéc (intra-die) Sraxuudvoelc, avgdvovtag oe 9.9% yio ouYXEWEVES
ouvirxec hertovpylac. H perétn poc €6eile OTL Tor Aoyixd cucToTixd GTolyelor xou Ta
ototyeio Blaolvdeong mou anaptilouv Ta FGPAs, tapoucidlouy Slopopetinég dloxuudv-
OEIC, EAUPPOC U1 CUOYETICOUEVES, XATL TOL TOVILEL TN ONUAC(U TOUG GTOV TPOGUVATO-
AMou6 vhoTolnong o Tepimhoxwy Ye¥6dmv/epyolelwy GUBALVONG TwV SLUXUUAVOEWY.

AéCeic KAelowk

FPGA, Metofantéotnto Yoo, Tokavtwtic Aoxturiou, Alomotio, MetofSAn-
totnTor Anddoong, SoC FPGA, Ogpuoxpasia, Tdon Teogpodoatag, I'pavon
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Abstract

The exponential scale down of the semiconductor technology has led to compelling
improvements in power, performance and cost. This rapid scale down, however,
exacerbated the unintended process fluctuations due to the difficulty in controlling
the manufacturing process. Therefore, process variability has become a challenging
issue in modern technologies, resulting in deviations of the electrical characteristics
of circuits, impacting, mainly, the reliability and performance of chips. Although,
variability does not solely occur from manufacturing, but also from fluctuations in
supply voltage and temperature, as well as natural wear out phenomena resulting
from utilization of chips, called aging effects. In addition, the aforementioned de-
viations are expected to become even more substantial in the future technology
nodes.

Consequently, the study of chip variability becomes substantial. While all com-
puting platforms divulge variability issues, Field Programmable Gate Arrays (FP-
GAs) are of particular interest due to their reconfigurable nature. This ability
enables the programming of each resource at very low level by performing the so-
called built-in-self-tests (BISTs). Exploiting this attribute, enables us to assess the
actual performance variation by deploying custom sensors across the FPGA fabric.

In this work, we focus on the study of performance variation in 16nm FinFET
FPGAs. We formulate a comprehensive assessment methodology based on the well-
established ring oscillator sensors, which are designed utilizing diverse resource and
delay characteristics. To obtain precise results and to comprehend the nature of the
variability, we decouple variability to systematic and stochastic accompanied by ad-
equate mathematical modeling of variations. Additionally, we assess the variability
under different environmental conditions, i.e., supply voltage and temperature, to
grasp and explain their effect on variability and circuit performance.

The experimental results on four Zynq XCZU7EV show up to 7.3% intra-die
variation, increasing to 9.9% for certain operating conditions. Our approach demon-
strates that logic and FPGA routing interconnect resources (including metal wires
as well as switching transistors) present different variability, slightly uncorrelated,
which highlights the necessity on the direction towards implementing more sophis-
ticated mitigation methods/tools.

Keywords

FPGA, Process Variability, Ring Oscillator, Reliability, Performance Variation,
SoC FPGA, Temperature, Supply Voltage, Aging
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Extetauévn EAAnvixA Tlepiindn

MetafBAnTtotnteg ota OAoxAnpwuéva KuxAouo-

T

O voéuoc tou Moore umodetxvieL OTL 1) TUXVOTNTA TWY TEAV({OTOP 0VE OAOXANPWUEVO
xOxhwpo dimhaotdleton xdde 18 prveg [1]. Autd ogeileton xupine otn pelwon twy
OLo0 TAoEWY TwV TEavlioTOp ToEd OTNY XATUAOKELT| UEYARDTERMDY OAOXANPOUEVWY XU-
xhoudtwy [2]. Qotéco, xodwe ot Slotdoels wixpoivouy, 1 aZldTo TN 0AOXAAEWON
xordloTaton g €va amd ToL oNUavToTERY TEOoBAAUaTa. Etouévene, ol yetaSAntoTnTeS
TOU TEOXUTTOUY amtd TNV Sladaoior xaTaoxevr|g, dnAudY| ol UETABANTOTNTES LALXOD,
au&avovton. Ot YeTaBANTOTNTES LAXOU TEOXUTTOUY ElTe XuTd Tor TOALdELIU CTABL
oTn SLdLxaoior XaTUoXEUTI AOY W avoxEBELnY ElTE amd BLUXUUAVOELS OE ATOUIXO ETtine-
00 TV LAWY ae vavouetexr xAlpoxa [3]. Auté odnyel oe pla xOpto xotryoplonoinon
TV UETABANTOTATOY VAXOU OF CUCTNUATIXES X0l CTOYAUC TIXES [4-6]. Ou CUC TNUATL-
XEC TNYEC DLAXVUBVOEMY EVOL VIETEQUIVIO TIXES XU Y WEWXE ECAPTWUEVES, TPOXUADYTOC
ulot TEPLOYY) TOU OAOXANPOUEVOU XUXAWMUATOS VO EYEL TUPOUOLES NAEXTEIXES LOLOTNTEG.
Avtiveta, ol oToyaoTIXEG BloaUUAVOELS Elvan 1) OYETICOUEVES YwEXd, Un TeofBAEPylee
TN YALoVToC omd ATOUXES BLUPORES TWV UAXOV.

YuvAdelg TNYEC BIOMUUEVOE®Y TIOU TEOXUTTOLY AN TNV XATUOXEVNC TIXT) OLodIXO-
ofo, etvon 1 potondoypapio xar 1 ydealn [7,18], n tonodétnon gwrtocvaicintou u-
Axol [5], n evamdieon otpwuatoc @i [8] xon 1 ynuueh-pnyovixy| Aetovon [9). Ot
OLUXUUGVOELS TTIOU TEOXUTITOLY OO ATOUXES OLUPORES opelhovTtar xuplwg og Tuyaleg
BLOXUUAVOELS TV atouwy voteuang [10], tpoydtnta yeouudy twy dxeny |11] xat yeto-
BantétnTe oto oZeldo moAne [12]. Autéc ot Stauudvoels Teoxahovy YETOBoNES oTa
ueYEDn twv tpavlloTop, Yio TUEAOELYUd OTO UAXOC TOU XOVAALO), GTN CLUYXEVTEMOT
TWY ATOUWY VOUEUOTNS, XTA., Ol oTtoleg Tehxd UeTappdlovton o UETABANTOTNTEG OTNY
%xodUC TEEPNOT oL OTIS DLUPPOES TV XUXAWUATOY, 0AAS xon 0Ty Tapaywyr. Extog and
TIC BlouPdVoELS AU, oL TEPIBUANOVTIXES BlaXUUAVOELS €lval €var eEl00U OMUaVTIXG
TEOBANUA 0TN oyYedlaoT OAOXANPOUEVKLY xuxhwudtwy. IlepiBoaihoviinéc Yewmpolvton
Ol BLIXUUAVOELS TTIOU OgellovTon oTNY TdoT Teopodoacioc xau TNy Vepuoxpacio oe OAN
TNV €XTAOT) TOU 0AOXANEwREVOL. AuTol oL TUTOL BloUUAVOEWY €youv e€3pTNoN antd To
YEOVO 0ANG %o OO TO YWEO O0TO OAOXARWUEVO XUxhwua. Ot Sloxuudvoelg otny tdon
EYOUV UXPOTERES OTAVEREC YPOVOU CUYXELTIXG UE auTEC Tou ogethovTtal ot Vepuo-
xpaota [5L{13], ohAd xou pixpdtepes yweixés xatavopés (2], ennpedlovtag TeptocdTEpo
QEYNTXE TNV ATOBOCT] TWV XUXAWUATOY. AdYw TN EUPAVIONG TNG VOVOUETEIXNC TE-
yvohoylag, 1 un weatt| puelwon tng téong Tpoodoctiag xou TG Téong xatwehiov Aoyw
TEPLOPLOUMY 0T pedporta Bloppov [14115] mpoxahel abEnom oo nhextpixd nedia, yeyo-
VO TOL ETUTAYLVEL TN YHPavoT] TV XUXAwUdtony. O onuavtixdtepol Adyol YHpavong
v tpaviiotop elvan 1 Aotddeio Oeppoxpaciac Apvntinic Ildhwone [16], ot ‘Kovtot



Popeic’ xou 1 EZaptopevn and 1o Xpévo Ardomaon tou Amnhexteixol [18], eved
Yior Tor HETOAADL Ao TOYIEC AOYW YHEAVOTE TEOXAAOVVTAL XURIWE ol TO QUVOUEVO TNG
Hhextpopetavdoteuong .

[o TNV AVTYETOTLON TWV TUEATIEVE QUVOUEVGY 1) Topadoctaxy| enthucn Toug [Bo-
oileton otn ouuneplindn e YEROTEPNS BUVUTAC TEQIMTWONG YLol TIG OLOXUUGVOELC.
Auté onuoaiver 611 emapxnn tepriopla TEETEL Vo yenoyloromdoly, xuplng oty Tdo
TPOYOdOGtaG XaL 0TN oLy VOTNTA Acttoupyiac. To ZXY’WOL Topouctdlel T pedodoho-
yio yewpdTepnc duvatyc TepinTtworng TpooUétoviag TeptinpLa TUoTS Yio OA TOUC TOTOUC
ooxupdvoeny. Enlong, ye ) peloorn tov diao tdoswy T teprdepto auTd augdvovTon Ye
ATOTEAEGUA VoL 00NYOVY GE 1] amodoTxo0g oyedtaouols. o to Adyo autd, oyedidoelg
oL aUBAUVOLY TIg Bloxupdvoelg yivovtar ToAD onuovTiés. Mia Tumxr) xotnyoplo -
fva oL TPOCUPUOGCTIXES TEYVIXES . Me ) yétenomn dlapdpwy TUPUUETEWY, OTWS 1
Tdon TE0PodOGiag ot 1) LY VOTNTU AEtToupEYIag, OE VOl XAELTTO XUXAWUN AVAdEAOTS,
oL TEYVIXEC AUTEC UTOEOUV VoL 0ONYICOUY OTH UEIWOT) TWV TECHUOTIXGY TEpLiwplwY.

Margin to allow for
A Process uncertainties

Margin to allow for
Voltage variations

Margin to allow for
Temperature fluctuations

Margin to allow for
Supply voltage requirement Aging effects
under worst-case condition

Nominal minimum voltage
(determined by critical path
delay under nominal condition)

Y

Yyfua 1: Ieprdwptar tédong Y Tn cupmeplAngn g yedTepns duvaThc TERITTWOTS
Yior TS OLUXUUBVOELS .

Kivnteo xow Egeuvntixol Ytoyol tng AtmAwuortt-
%'qg

Eve ol tar 0hoxhnpemuévor xuxAOUaTo enneedloviol ond TI¢ UETUBANTOTNTES LALXOU,
ot Hpoypappatlépevee oto Iedio Awtdéerc IIvine (FPGASs) napousctdlouv Broitepo
eVOLapEpoY e€auntlag TNG BUVATOTNTOG ETUVATPOYPAUUUATIONO) TOUg 6To ENinedo NG Y-
PLaxc OYEBLONG. DUYXEXQUIEVA, 1) LXAVOTNTA TROYEUUUTIONOU TV TOPKY TOUG OF
TOAD YauNAS eTinedo TopEyel Th SUVATOTNTA GYEDLAOHOV auoUNTHPwY and To YeNRoTN.
Emnpdéoieta, 1 opoyevic apyttextoviny 1wy mépwy tou andptilouy ta FPGAs oe 6hn



NV ExTact Toug, Tot o Td Lxavd Yo T UETENOT TV DLUXUHEVOEWY UAIXOU UE TN
YeNom WOV auoUNnThHemY Tou oyedldlovial and To YeNoTn xat ToTtoVeToUVToL O OAN

TNV €XTACT TOL OAOXANEWUEVOL [21124].
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Yyfua 2: Apyrtextovin tov FPGAs .

To Tyfua 2 ropovoidler v apyttextovixt wwv FPGAs. Ta Yeuehiddn cuotatixd
Toug efvan tor enavorpoypoppati{oueva hoyxd umhox (CLBs), or npoypoppatiluevol
népot BloclviEoTE xou Tar umhox eww6dou/e€6dou (I/O blocks). To CLBs vhonotolv
TIC AoYWéC ouvVapTHOELC Tou xardopllovton amd To YEHoTr, EVEM Ol TOEOL BlacUVOESNC
YenowonoolvTon yior vor ouvdéouv Tig hoywée ouvaptioeic. To I/O blocks ulomotoly
™ oUvdeon tou FPGA e tov é€w xdopo.

H ouyxexpyévn dimhouatn| e€etdlel ) YeToafAnNToTnTar Tng amédoong oc 16nm
FinFET FPGAs (npdtn otn BBhoypagia). O xdplol epeuvntixol atéyol eivou:

o H oflordynom tne petaBAntéTnag anddoong ot Topous hoyixg xoL dlacUVOESNS
UE TO oyEdLIoUd aoINTAPKY o TOND YaunAd emtinedo.

e O Bloywptogde TG LETABANTOTNTOC GTO CUOTNUATIXG XUl GTOYAUCTIXG TNG KO-
pdTt, Ye oxomd TNV avdAuct Tng enidpaomg Tou xadevog TNV amddooT) TWY XU-
HAWOUATOV.

o H aiohdynon tne uetoffAntotnTog und didpopes TeptBahhovTinég cLVITXES Tdong
Teoodoctag xan Yepuoxpauciog.



MeUOoooloyia Yyedlaoneg AwcIntripiwy Kuxiw-
RATWV

N-1 inverters

Q CLK Out
Input C Up- —

Latch_enable LELatch ’_ Counter

RO_enable

o

B Ring Oscilator with enable signal BT
Reset l l

Lyfuo 3: Ipotewvduevn oyedlaon ToahavtwTr| doxTUAloU.

Y auThAY TNV Topdypeopo enelnyolue T pedodoloyio Tou YENOUOTOLOUUE Yiol TNV
avdAuon e peToBAnToTNTAC LALXOL. To Yeushimdes aointhiplo xOxhwuo Tou Yer-
owwonotinxe eivar o TahavTIOTAC SaxTUAiOU (ring oscillator), 6mec el mpotael o€
avtioTolyeg epyaoieg ot PiSAoypagplo [22,[26,27]. "Evoc tahavtothc doxtuliov xato-
oxevdleton and N oTddior TUAGY avTIGTEOPEMY, OTOL 6Ty 0 opriudg N eivon TepitTtog
TO UOXAOUA TOAXVTOVEL X0 0TNY €000 TOU TUEAYEL UIol TETEAYWVIXT] XUHATOUORYN.
O tahavTwthAg duxTuAlou Tou oYEBdoUUE TUEOLCLALETAL OTO Ly A , OTOL [LoL TUAN
NAND éyet yenotponomndei yio evepyonoinon/anevepyonoinon tne toddviwone. H
€£000¢ ToL ToAAVTLTY| ToTtoVeTelTon OE €vary Avw-UETENTY, 0 OTOlOC PETEAEL TIC VETIXES
OXUES TOU TETPAYWVIXOU OHUaToS. Edv eVEQYOTOWOOUUE TOV TOAAVTWTY| YLol CUYXE-
XEWEVO Ypovixd ddotrue T umopolue vo etpricoude TNV xaduotéenon Tou.

MPSoC FPGA
/ProcessingSystem(PS)\ 0] Ro] L
Quad ARM | [Dual ARM . 4I_-J—L’_-L
Cortex-A53 | | Cortex-R5 %
o
) GPU ARM / O (RO} ... {RrO]
Peripherals | |\ 100 // En_Dec 8 L MUX— Counter |Count
7 16 bit
/ wv . .
AXI / o : : |
e} Reset
[_BlockRAM ]
Block RAM CLB// 'g m m m L
/

/0 DSP SB[ |

N

\Programmable Logic (PL) En_Address

Yyfuor 4: Mmhox Stdrypopor TNG TEOTEWOUEVNG EYITEXTOVIXAC.

Me 1 oyedlacn OAOBIWY TOAAVTWTOY duxTUAOU, WS TEOC TNV dnodrn TwY TOPWV
Tou FPGA mou xatahaufdvouy, unopolue vo peteficoupe tnyv xaduotéenorn oe dLdgo-
ca onuéla otny éxtaon Tou FPGA, ondte tehnd va yetpricoupe Ty YetaBAntoTnTa
anodoong. To mpotevduevo 8IXTLO THAAVTLTOY TUEOUCLALETOL OTO My A @ Apyxd
TEETEL VoL ovapEEOLUE OTL 1) UEAETY Tparypotonotidnxe o cuoxevéc MPSoC FPGA
oL omtolec TaEEYOUV TN BUVATOTNTU OAOXANPWONG ETEQOYEVWY oToLYElwY enedepyaciog
070 (810 OAOXANEWUEVO HOUAWUL, OTWS QUVETAL OTO VUPEQVEY Gy Uo. Mg QUTHY TNV
epyaocio €youv yeietniel uovo ol mépot Twv CLBs xou tne diacivdeone. To dixtuo

9



TWY TOAXYTOTOV ATOTEAE(TAL amd OAOIBIOUC amd dmodn TOEWY TAAAVIWTES, oL omoiot
EVEQYOTOLOUVTAL GELOLOXA UE TN YPNOT) EVOC UTOXWOXOTOUNTH Yol TNV ATOQUYT| (QOoUVO-
UEVOWY TTOONG TAOEWS. XT1) CLVEYELX 1) €£000¢ EVOC €V EVERYEld TOhaVTWTY| 00MyElToN
ME TN Yperom evog MoAUTAEXTYN ot évav dve-petenty. H ypovixr| meplodog evepyo-
moinong xde toahaviwth 1" €yer emheytel ota 50 ps Yot TNV ATOPUYT| PAUVOUEVKY
outd-Béppavone [28] xou ™ ueiwon tou cuvolixol hddouc ot Sadxacia uétenonc.
H meplodog 1" umoroylotnxe e tn yeron timer tne ARM CPU.

S8 b CLB_b
- Isb ab
Wintra_CLB_a e
r=is ,-//,'/_»—_"A/‘
Winter_CLB_a G "'_i:;
!i: !
lsh_a i I}
- CLB_a ik i CLB_a
i SB a Vil — i SB a il —
— 1] L:T \ e il =9 i T il
> | Sl I Tl H >
LuT EE X\:l\:\’ -7 LUT EE
M o XGrr \5\\.\.:‘\ ‘/,/ M e GFF
: L Ny N ] :
LuT N Wl || [T ]
2 A Arr \ O\ A Arr
L |
i
v
(o) “Nst__1sb” (B") “Nst_ 2sb”

Eyfuor 51 ApyttexToviéc TwV TAAAVTIOTOY doxTtuhiou pe olddloug tépouc CLB xou
OLUPOPETNOUE TTOPOUG BLCLYOEOTG Yiar TNV (Ot Twr) Tou V.

H oyedlaon tov tolaviwtov €yel mpayuatonotniel ye Sdpopo yapaxtneloTixd
TopwY ot xaduoTepoEwY. Ot VeUeAWOES dpyLTEXTOVIXEC TNG OYEdlNonC Uag mo-
pouctdlovtol 6To Ly , omou xdie oTAdLO AVTIoTPOPEN axoloudeite and éva pass-
through Flip Flop ye oxoné v adénon tng xauotépnong mou ogeiletar o THpoUg
hoyie. H mpdtn depehddne apyttextovixt| (“Nst_1sb”) éyel oyeduotel wote va
UEVeEL TNy xaduotépnon mou ogeileton ot SlaoUvdesT), eve 1 devtepn (“Nst_2sb”)
yenowonotel tépouc Blachvdeone amd Tor BUo xovtvotepo Switch Boxes (SBs). H
avdAuon e xaduotéenone €yel mpoyuatonowniel ue T Boriela Tou epyaieiov Xilinx
Vivado Static Timing Analysis (STA). Evo onugovtixé yapoxtnetoixd e oyediaonc
pog gbvon 6TL oL TopoL Twv CLBs xat twv 800 avapeplevTwy apyITEXTOVIXGY £Y0UV To-
capetver otardepol yior TNy (BLor T Tou N. AvoamtdooovVTag TURATEV TNY TEOTYOVUUEVN
TedTaoT, To Lyfua 5| 0clyver 6TL ol ueTaAAXE xoAWOW Wintra cLB as Winter CLB a
elvon (Do %o oTIg 000 TEQIMTWOOELS %ot TO (B0 oY VEL Yo TOUC TOPOUC AOYIXHG, TOU
amewovilovton pe mopToxoAl ypouo. Me 1n oyediaor auth ETWPEAOVUACTE TNV ATO-
HOVOOT TV TOPGY BLUoOVOESTS X0 MG UTOROUUE Vo APUEECOUUE TIC XUJUOTERY|OELG
TV 500 TEATdVL TAAAVTOTOY. Telxd, UTopolue Vo XATUOXEVACOUUE VEX ooV TARLNL
xuxhopato to ontola tor ovopdloupe “Nst_inter”. O Ilivaxog [I| napovoidlel toug au-
oOnThpES TOU YENOIWOTOVUE GTNV avdAUGT Uac, 6Tou 1) Th Twv otadiwy (N) éyet
emAeytel va ebvon 5 xon 7. ‘Onwg elvan eppavég amd Tov mtivaxa, oL apyttexTovinég Ue 1
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SB €youv ueyahitepo 10606 T6 xaduc Ténong OPELNOUEVO Ot AoyixN, T.Y. 0 “Tst_ 1sb”
et 65.4% xaduotépnon oe Aoy xou 34.6% oe dloUvdeoT), eved ol oo OnThpeS e
2 SBs €youv ueyahitepo m0000TO XoUGTERNONG OF OLGUVOEDT), T.Y., 0 “Tst_ 2sb”
éxet 36.3% xaduotépnon oe hoyw| xou 63.7% o€ dloolvdeon. Ou “Nst_inter” éyouv
xorduo Tépnom mou ogeiheTan pOVo oe BlacUVBEST) xou Yiar TV axpifela €€w and to CLB
(inter-CLB).

Hivoxag 1: Kaduotépnon pe Bdon to STA 1wV TROTEWOUEVLY atoUNTARMY.

sensor | delay of logic resources delay of interconnects
conf. | LUTs | DFFs | Total |intra-CLB | inter-CLB | Total

7st _1sb | 707 ps | 463 ps | 65.4% 295 ps 325 ps | 34,6% 1790

7st_2sb | 707 ps | 463 ps | 36.3% 295 ps 1762 ps | 63,7% 3227

total (ps)

7st_inter - - - - 1437 ps | 100% 1437
5st_1sb | 582 ps | 309 ps 67% 196 ps 244 ps 33% 1331
Bst_2sb | 582 ps | 309 ps | 37.2% | 196 ps | 1305 ps | 62.8% | 2392
5st_inter - - - - 1061 ps | 100% 1061

Araywplowoe tne MetofSAntotntag T Aol

AwaywplCoude TV cUVOAXY UETABANTOTNTA GTO GUGTNUATIXG XAl GTO OTOYUOTIXO TG
XOUUATL UE OXOTO VoL UEAETHOOUUE TNV ETdpaoy| Toug Leywetotd. Me tnv mapousia
OLXUUEVOEWY, 1) xaduoTEENOT WUidg XUXAWUATIXAS ToToAOY oG UTopel var ExpEacTel ¢
ulor Tuyodar petoBanty [29):

Ty=T'+TY +TH (1)

omou T eivor 1 péon twh, T ebvor 10 cuotnuotind xopudtt xon Tl to otoyaoTL-
%6 /tuycio xoupdrt. H xaduotéonon T etvon prot otardepr| Tuh, ever n 15 ebvon ywpwd
ovoyeTIOuEV ahhdlovTag oTadloXd and TEPLOYT) OE MEQLOYT) TOU OAOXANEWUEVOL XU-
xhopatog xon 1 Tat Sev éyel ywpwh cuoyétion.

Mo toug oxomole e avdhuorc pac yenotonotolpe to grid povtéro [30]. Xop-
pova ue auto, o FPGA povtelornoeiton we éva X-Y mAéyua, 6mou xde onueio tou
avomoptotd évay arodntrca. To grid poviého unodétel 6Tl 1 cuoyétion YeTal TwV
CUC TNUATIXWY BLOXUUAVOEDY OAWY TV TEAV(IGTOP X0l OAWY TV UETOAMAMY XA~
biwv etvan téhewa uéoo oe xde onueio tou Théyportog [30]. Mo to Aéyo autéd Yewpolue
OTL 6hot ot ool Tou amapTiCouy Toug wcUNTARES €0UV TERELL GUOYETILOUEVES (WPl
%€¢ Blouudvoele, agol eivon TotodeTnuévol oe ToAD WxeY| andotact HETal Toug (n
unddeon pog Eyel enraindeutel oty medln). Me podnuoatixolc 6pouc, yeENoOToL0-
UUE TOV GUVTEREG T GUGYETIONG (p), OTIOU O TOPATEVL LOYUPLOUOS UETapEdleTon 6TL ot
TuyolEC UETUPBANTES TOL EXPEACOLY TIC GUC TNUATIXES BLOXUMAVOELS TN xorduo Tépnong
L€ oTaL 6pLo EVOG oNuEiou TOL TAEYUATOC, EYOLUY CUVTEAEC TY| CUGYETIONG axEBOC (G0
ue 1. Emnpdéoleta, 10 cUSTAHATIXNG XOUUATL TNS Xoduc TéRNoNG Tf, AoYw tou grid
HovTélou expedleTtal w¢ plo cUVdETNOT Tou (X, y), V& 10 OTOYACTINO AoV DEV EYEL
ywew e€dptnom, exgpdleton wg Tuyaka PETOBANTY 1 omola axohouvlel TNV xavovixn
xortovopr| [211[23).
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Avdivorn MetafBAntotntag xaw ASLoOAOY O

Ye aUTAY TNV ToRdYEU(PO THPOUCIALETAL 1) AVEAUCY) TV ANOTEAEOUdTWY PE Bdon TN
pedodoloyla mou TEpLypdpeTon 0TV TEoNYoUuEV Topdypeapo. H allohdynon tng e-
TofAnToTNnTOoC Yehethdnxe oe téooepa unotetind Bl Zynqg XCZUTEV FPGAs.

Apywd ofohoyolue 0 ok petaAntoTnta (ywelc To dlaywetodd g oTo ou-
OTNUATIXG XAl OTOYACTIXO TNG pépog) oe ouVUTxeg Aetrtovpylag: Tdon Teopodoaoiog
Veeint = 0.85V xou depupoxpacia ohoxinpwuévou T; = 30°C. H diapopd petalld tng
HEONC TWAC TNG METEOVUPEVNS XoduoTéPNoNg Xou Twv amoteeopdtwy tou STA (ﬁk
Iivancar [1)) xon v o éocepa FPGAs umoloylotnxe oto edpoc: 29.9% - 37.6%. Em-
TeOGVETA, UEYUAITERES Blaopéc Tapatneidnxay oToug aodnThpes Blaclvdeons, Tou
ouvermdyetar 6Tt To STA ebvar o Teoyo Tnd Yo Tig xadUC TEPNOELS TGV BLUCUVOEGEWY.
TN ouVEYEL, YENOWOTOIOVTOS TN UETEX (max — min)/min , 6mou max, min eivot
1N LéYtot xou 1) eNdyto T Tur xéde uhomowuévou asdntipa, ot evdodmedixée (intra-
die) daxupdvoeic xadevoc FPGA vnohoyiotnnay oto ebpoc: 2.62% - 7.3%. Opoiwc,
YENOHLOTOLOVTOC TNV (Bl LETEWXT, Ak aUTH T1) Popd HeTag) xou TwY Tecadpny FPGA
unohoyiloupe tig Swahnpdixée (inter-die) Saxvudvoeic oto ebpoc: 6.44% - 8%.

210 Xyruo |§| Topouotdlovial oL YHPTEG OMXAC UETOBANTOTNTOC TOu ouoUNTARN
“5st__1sb” petald twv tecodpwy FPGAs. Ilupatnpolue 6Tl 1 Hopgh TV yaptdv
etvor BrapopeTiny| yia xdde FPGA, xaddg xan to yeyovog ot o xde ydptn undpyouy
OLC TNUATXES TEPLOYES OTIoL 1 ambBoon (xaducTépnor) elvan ToEOUOLAL.

5st_1sb device 1 5st_1sb device 2

350 350
300 930 <v 300 930 w
% 250 920 Qo % 250 9202 a
:j:g 910 & q, ;izz 9108 q,
gtD 1900 5 S 900 © 5
100 - 890 r: 100 - 890 C
50 880 m 50 880 u)

FPGA X axis FPGA X axis
(o) (®)

5st_1sb device 3 5st_1sb device 4

930 § g 930 ¢
'%250 gzov -l ngov
2007 910 8 u, 9103
G150 1900 © ° g 150 1900 © 5
% 100 8% £ 2 . 890 e

880 “

FPGA X axis FPGA X axis
(Y) ()

Yyfua 6: Xdpteg ohniic yetaBAntotnToag Tou ocdnthpa “5st_ 1sb” uetall twv teo-
odpwv FPGAs (xowi xhiyaxa).

Aya

To cuosTNuATXG XOUUATL TNG HETUPBANTOTNTAS Elvor AEXETE PEYUADTEQO UTd TO GTO-
YUOTIXG OE OAEC TIC TEQUTTWOELS TwV UETPRoEMY ag. Kto Ly Aua [7] tapoucidlovton ot
ocuo TnuaTixol YdpTeC YeToBANTOTNTAS TwV atodnThpwy “Ost_1sb”, “Tst_inter” yio éva
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systematic variability 5st_1sb device 2 systematic variability 7st_inter device 2 9

N
o

920 920 § 920 915 8
Lo :
910 Ey 910 Fy
[ [
300 19002 150 905 7
a 100 a
890 § 900 g
100 30 40 50 50 30 40 50
FPGA y axis 10 20 , FPGA y axis 10 20 ,
FPGA x axis FPGA x axis

() (®)

Yyfuor 7: Xdpteg ocvotnuotixig  pETOBANTOTHTOC Twv  aodnThpwy  “5st_ 1sb”,
“Tst _inter” vy éva FPGA, to device 2.

systematic variability 5st_1sb device 1 systematic variability 7st_inter device 1

— 935 ~

935 S 940 ot S

930 3 920 i

925 5, 900 925 -,

@© ©

920 g 150 1920 g

915 § 915 §

™ 910 & 100 sof 220 6

. 100 o 30 40 905 . 50 o 30 40 905
FPGA y axis 10 FPGA y axis 10
FPGA x axis FPGA x axis

() (®)

Eyfuor 8: Xdpteg ocuvotnuotixic peToBANToTNTOC TV aodnThewy  “Sst_ 1sb”,
“Tst_inter” y éva FPGA, to device 1.

FPGA, ovopaléuevo w¢ device 2. H mpdtn mopathenot mou unopolue vo e€8youue
elvor 6TL eV oL aoUNTARES €Y0UV OYEBLICTEL UE DLUPOPETIXG YUPUXTNEIGTIXG, Ol Ydip-
TEC TOUG £lval ToEOPOLOL, 0TOTE To device 2 TopoUGIALEl TUPOUOLES PETABANTOTNTES Yia
TOUg TOPOUC hoyixng xou BlacUvoeone. Avtideta, oto Xyrua (8, émou ol avticToyot
Ydptee mapouatdlovton o to device 1, mopatneolue OtL oL Yeriyopec/apyéc TEpLOyES
0EV avTioToLYoVY GTaL (Blor onuela yior Toug BU0 YYPETES, OTOTE UTOPOVUE VoL EEAYOUUE
TO0 cuUTEPUoUA OTL To oLYXEXEWEVO device eV TopoucIdlel TUPOUOLES UETUBANTOTN-
TEC Yo TOUG TTOPOLG hoyixAg xan Blaolvdeong. And autéc Tic 600 TEQIMTWOoELS YiveETon
QVTUANTTY 1) onuacia TG BEAETNS ToV Slaxuudvoewy xdde FPGA aveldptntoa.

H avéivon tov cuotnuatixoy Swxupdvoewy e€etdleton pe 1 Bordeia Tou ou-
vieAeo T ouoyétione. To Zxﬁpa@ nopovotdlel To ouvteheotr ouoyétiong (Pearson
correlation coefficient) €yovtag oav avapopd tov arodntipa “Sst_ 1sb”. Iapatneolue
6Tl xS T0 10600 TH (AoYIXN/BlacVOEDT)) UELDOVETOL 1) GUGYETION UETAUEY TV YTV
HELOVETOL pTdvovTag otny T 0.59 Yo Toug auodntripeg dlacivoeoTg.

To ctoyacTind xopudtt Tng PeTABANTOTNTAUC BV TAUPOUCIALEL YWEIXT CUOYETION
xou mopotneRdnxe OtTL axoloulel oe OAeC TIC TEQPITTWOELS xavovixt| xatavour. O te-
Aeutafog oY LELOUOC TaHEOVCLELETOL OTO My U , 70 omolo aneixoviCel To Lo TOY AU
oo aodnThpwy, 6mou gatveton 1 axpifela TG xavovixhc xatavourc. Emmpdoieta,
TEQEAY TOU YEYOVOTOG OTL OL GTOYUO TIXEC DLUXUUAVOELS EYOUY CUYXEXQOWEVT) XUTAVOUY),
1 eNiOPACT| TOUC PELOVETAUL XADS AUEAVETOL TO LOVOTATL XohUo TEPNONG, AOYW TNG [E-
Tplooric Tou, xong Slamepvd TOMATAY G TotyEld AOYIXAC Xat BlacOVOESNC . Téloc,
TOEUTNENOUUE OE OAEC TIC TEPLTTWOELS OTL TO GTOY UG TXO XOUMATL TNS UETAUBANTOTNTOC
elvon PXEOTERO Y1a TOUG TOPOUC BLAGUVOESTIC CUYXQLTIXG UE TOUS TOPOUSG AOYIXYC.
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rrelation coefficient
o o
~ oo

S 0.6

(65/35)

——device 1

|-+ device 2

device 3

-——device 4

7st_1sb  5st 2sb  7st 2sb 5st_inter 7st inter
(37/63)  (36/64) (0/100) (0/100)

Eynuo 9: Xuvteheothc ouayétione petadl tou anodntipo “Bst_ 1sb” (67/33) xou tov
undroimewy aointhowy (Aoyixr/dacivoeon).

0.15
[ ]5st 1sb
q [ ]7st 2sb
/\ -
2 0.1
5 TN
®
o)
S
a 0.05
O L ’
-20 -10 0 10 20

Delay residuals (psec)

Eyfuor 10: TIdavoxpatins) xaTovopr) Tou GToYACTIX0U UEEOUS TNG UETABANTOTNTAS TOV
auoIntipwy “bst_1sb”, “Tst_ 2sb” (device 1).
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5st_1sb
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Yyfuor 110 Méomn ) xoduotépnong wg ouvdptnon tTng Teong Teo@odociag yia TEo-
oeplc BlapopeTnés Vepuoxpaciec twv ouontipwmy “bst_1sb”, “Tst _inter” (device 1).
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Yyfuo 12: Lvuotnuotixd yetointétnra ((maz —min) /min)) oc cuvdpetnon e téong

xou tne Veppoxpaciac (device 1).
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Yyfua 13: Etoyootn| yetoBhntomta (30/p1) we ouvdptnon tne tdone xou g Vep-

uoxpaoiac (device 1).
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H avéivon poc cuveyileton pe v a&lohdynon tng METOBANTOTNTIC UTO BLdpopeS
ouvinxec Vepuoxpaciog xou tdong. o tnv axplBela, ota nelpduatd yog n tédon Tpogo-
doctag €yel ebpog 0.640 — 0.875 V xou 1) Hepuoxpacio ohoxinpwuévou xadopictnxe oe
T€ooeplc dlaxptteg Twée: 30, 45, 65, 85 °C. To EXT']HOL amewovilel T péomn Tn g
xduc TEPNONE WG CUVAETNOT TNG TAOTS TEOPOBOGLAG Yid TEGTEQLC THIES TNG VEQUOXPI-
otac. Iopatnpodue 6Tt 1 xaduoTépnon auidveTon Ue TNV UEWOT) TNG TAOTG, EVE YLoL TN
Vepuoxpascio TopatNEOVUE T PUVOUEVO TNg avTloTeopic Vepuoxpacios (temperature
inversion), 6mou 1 xouotépnon pewdveton pe Ty ovénon tne Yepuoxpasioc. Ilapo-
Tneovue 6Tt 1o onueio avtioTeogrc e Vepuoxpactag cupPaivel TEOCEYYICTIXE oA
0.72 V yio tov awointripa “5st_1sb”, eved yia Tov “Tst_inter” o tdon youniotepn tov
0.65 V. Yuyxpitd ue toug atoUntiipeg Aoyxrg, ol o nTheES SLUGUVOESTC TOEOUGH-
alouv yaunhotepn Uelwon Aoyw Uelwong Tng Tédong Tpopodoatag xat unhoTeeT Uetwon
AoYw adinone tne Yepuoxpaoiac. To teheutalo e€nyeiton Adyw Tou yeyovoTog OTL 1)
avTioTaon TV UETIAAWY oUEAVETAUL OYEDOY Ypouuxd e TN Yeppoxpacio, ondTe TNV
(Ol cuumepLPopd Eyel xan 1) xoduo TERNON [2]. AopBdvovtag utddy dhoug Toug oucdn-
meeg xou o FPGAs 1 yelwon Moyw tne tdong mopatnerdnxe €wmg 33.9% (7st_inter)
- 57.9% (7st_1sb), eved avtiotorya Moyw Veppoxpocioc énc 2.9% (5st_1sb) - 4.8%
(5st_inter).

Téhog, eetdloupe mwe dapopomoleitar 1 HETUBANTOTNTA UTO TIC OLAPOPES GUV-
Uxeg tdong xou Yepuoxpaciog. To Myhuorta , ToEOUGCIALOUY TIG CUC TNHATIXES
XL CTOYUC TIXESG DLAXUPBVOELS CUVOPTACEL TNG Tdong xou Tng Yepuoxpactiog yia Tig o-
vapepVEvTeg THég autiv. Ko oTic 000 tepimtmoelc napatneolue 6Tl 1 ueToAntoTnTa
WELOVETOL PE TNV avénon Tng tdong tpogodooiag. Emlong, mapotnpolue 6Tl 1 ueTo-
BAntéTTO PELOVETOL YE TNV adénom tne Yeppoxpacioc. Aoufdvotac umodiy dheg Tig
xataotdoelg Aettovpyiog xou o FPGAs, 1 cuotrnuatud petaBintotnta auvldveta éwg
5.9% (7st_inter) - 7.3% (5st_1sb) xou n otoyootny| éwe 1.41% (7st_inter) - 1.53%
(5st__1sb). Ov ohixég evbodmedixéc droxupdvoels avtiotolya audhinxay éwg 7.4-9.9%
xou ot ohxég Sahmpidixée éwe 9.5-12%.

Yuunepdouota

Ye authv TNV gpyocio peAeTHoauE TNV PETUBANTOTN T anddoonc oTa EuTopxd 16nm
FinFET FPGAs (mpdtn ot Bihoypagio). Myedidoaue xou tonodethooue oucdn-
THPEC UE OLAPOPA YUEUXTNPEIGTIXG UE OXOTO TNV AllOAOYNOT TwV TOPWV AOYIXAC XOol
oloclvoeone v FPGAs. H pedodohoyia pag Baciletar 610 YOO TO xOXAGUA TOU
TOhVTOTY BoxTUAiou. (261600, Tapouctdlouye Wi Vo PEYOBO YLl Vol ATOUOVIGOU-
HE TNV xoUCTEENON TV TOPWY BLAcVOESNE, Ywelc TNV avdyxn va TomoUeToouue
VEOUS aUoUNTARES, GAAS UE TNV TEOCEY TIXT| OYEBLIOT TWV TUAAVIWTOY BUXTUAOL Yl
VoL UTIOPEGOUPE €V TEAEL VO OPALEECOUUE TIC XJUC TEPNOELS AUTAV.

2T CLVEYELY, DL WEICUUE TNV PETUBANTOTNTU OTO CUCTNUATIXG X0 GTOYAC TIXO
XOUPATL TNG %o a€lohOYHOUUE Tar hardnuotixd povtéla mou tapouatdlel 1 BiBAoypapia.
To armoteléopota uag €BeEay OTL TO UEYUAUTERO XOUMATL TN CUVOAXTC UETUBANTOTN-
To¢ ogelletan o cUCTNUATIXES dloxuudvoels. Emmpocieta, e&ryous to ouunépacya
e auTOVoUNG UEAETNG NS PeToBAntotntoc Yo xdde FPGA ol xan 1o yeyovéce
OTL oL TopOL TNG AoYIX|g xat TNG SLaGVOEDNS, YEVIXE, ToROUGIALOUY BLPORETIXEG GU-
OTNUOTXES YeToBANTOTNTEG. AvTileTa, TO GTOYACTING XOUUATL EYEL VOO TH XaTavoun
(xovovixr)) xou 1) iBEACT| TOU UELOVETAUL XS TO Xploo YoVOTdTL ALEEVETo.

16



Emniéov, pehetioaue tny peToBANToTNTA UTO BLdpopes cuVINXeS Tdong TPOYPOBO-
oloc xou Veppoxpooioc. To amoteréoputd pog édeav éwe 9.9% evlonpidixéc dio-
xupdvoele xor 12% Sroahnedinéc und ouyxexptuéves xataoTdoels Aettoupylac. Avop-
profrTnTa, Tor amoteAéopoto auTd ToviCouv TN onuacia TN TOAUTAEUENC avdAuoNg
¢ petaBintotnrag ota FPGAs xau mpodyouv 16éec yia Ty UAomoinon To oVETTY-
wévwv/civietwy petddwy yia tnv GuBAuvon tng YetoBAntdTnToC.

MeAhovTtixr Epyacia

H mohOmhevpn avdhuon twv petofAntotitwy ota FPGAs ye ) popgr| mou moapouot-
dotnxe o aUTAY TNV epyaoia uropel va 001 yHoet oe mlavEg epeuvnTIXéC xaTteudOVoELS,
XAmolES amd T OTOIEC AVAAVOVTOL CUVTOUWS OTT GUVEYELX.

Apynd, yior onuovTix EAAOVTIXT EMEXTAUOT EVAL O YORAXTNELOUOS TWV UETOPBAN-
TOTATOY OTIC HoVadeS dmptaxtrc enelepyaoiag ofjuatoc (DSPs) mou undpyouv oto FP-
GAs, ye ) ypron g B pedodoroylug Tou TahavteTh doxtuiiou. Tumxd, o DSP
umhox Bploxovto ywexd uetall TV TopwY AOYXAS xaL BlacUVOESNC, OTOTE UTOPEL
vo utotedel 0Tt 1 peTaBAnToTnTo Yo ebvon TopoUota e Toug o1 UEAETNUEVOUS TOPOUG.
Qd61600, auTé Umopel vor uny etvor ahni€c, xS BLUPOPETIXG ATOTEAEGUOTA UTOREL VoL
ogellovial o€ BlapopeTIXEG UEVOBOUS XATAGKELNG AUTEOY XTE TNV Sladxacior Topory -
Yg. Tt t0 Aoyo autod, 1 UEAETN TV Blaxupdvoewy o autd Ta otolyelo, xodioTato
ONUVTLXY.

21N oLVEYELY, ToL ATOTEAEGUATA XOU 1) AvEALGT) TNG ToRoVoaS EpYactag UTopel Vo o-
dnyfoouv oe vhoroinon 1/ xo Bertiwon twv epyolelwy CAD ye oxond tny edpeon twy
Yehyopwv/opyov meptoywy tou FPGA xau ev ouveyeia oty yeron authc tne mhnpo-
poplag Yl oxomolg abénong Tng amédoong g epoupuoyrc. H avdluon uag divel 1déeg
Yo TV o&LoAGYNOT TNG PETABANTOTNTAC UE T1) YO TOAAMY YUOTOV, AAAY THUTOYEOVA
X0 TEPLOPIOUEVRY, OTWE TEOXVTTEL amd TNV padnuatix avdhucT ot ovieAomoinom.

Téhog, évac miavog epeuvNTINGS TEOOoEIoUOS vl 1) yeY|on cucUNTARLY Yio ToEo-
xohotlnon tTou FPGA 1o ypdvo mou extereiton 1 epapuoyr. Auth 1 Teyvixy| unopet
VoL 001 YOEL 0TV LAOTOINGCT Wiog aviEX TG UTOBOUTS, 1) omtolar efvon teavi| vor o&lo-
Aoyel TIC HETOBANTOTNTES OE MEAYUUTIXG YPOVO, T.)Y. AOY® AUENUEVOL UTOAOYLOTIXO0
(POETOU, XaL OTN CUVEYELN Vo UTopel Vo AaBAVEL aUTOVOUA ATOQACELS (MHOTE VA Lo
BeBardveton 1 owoTh Aettovpyia TV Aoyx®y cuvapThcEwy.  AvaugiBola, Ttétolou
€ldouC UTOBOPES UTOEOUY VoL HELDCOLY CNUUYTIXG Tal TECUC TIXE TEpLIELa Tou €Y oLV
ouumepAn@Uel Adyw TV YETUBANTOTHTWY.
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Chapter 1

Introduction

1.1 Variability in Integrated Circuits

Moore’s law indicates that transistor density per integrated circuit (IC) is doubled
every 18 months [1|. This is mainly verified due to the shrinking of transistor’s key
dimensions, rather than manufacturing larger dies [2]. However, as dimensions are
decreasing, reliable gigascale integration becomes one of the most significant chal-
lenges. Consequently, variability induced by manufacturing process, aka process
variations, is increasing. Process variations result either from variations during the
various processing steps due to inaccuracies of the equipment or from the intrinsic
atomistic nature of materials in nanometer scale [3]. This leads to a main classi-
fication of process variations: systematic and stochastic [4-6]. Systematic sources
are deterministic (induced from fabrication) and are, in general, spatially corre-
lated, resulting in high likelihood for neighboring devices to present similar electrical
properties. In contrast, stochastic refers to uncorrelated, unpredictable variations,
originating from atomic scale differences.

Typical sources of variations resulting from manufacturing process, are pho-
tolithography and etching |7],8|, photoresist development |5, rapid thermal anneal-
ing [42], film deposition and growth process [8] and chemical-mechanical polishing
(CMP) [9]. Intrinsic variations derive mainly from random dopant fluctuations
(RDF) [10], line-edge roughness |11] and oxide thickness variations [12]. These vari-
ations cause deviations in transistor parameters such as nominal lengths and widths,
doping concentrations, oxide thickness etc., translating to variations in path delay,
leakage power and yield.

Besides process variations, environmental variations have always been an issue for
IC design. Environmental variations refer to voltage and temperature fluctuations
across the die. These sources are spatially dependent across the die as well as time
dependent. Voltage variations (also called power noise) have smaller time constants
than temperature [5}(13] and smaller spatial distribution across the chip [2], affecting
more negatively circuits’ performance.

Except from variations provoked by scaling in nanometer regime, the non ideal
scaling of supply voltages and threshold voltages due to subthreshold leakage cur-
rent constraints [14,/15] results in increased electric fields, accelerating wear-out
failures. Prominent aging mechanisms for transistors are Bias Temperature Insta-
bility (BTI) [16], Hot Carrier Injection (HCI) |17] and Time Dependent Dielectric
Breakdown (TDDB) [18], while metal interconnects failures are mainly caused by
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electromigration [19]. The aforementioned phenomena induce reliability concerns
as they shorten the circuit’s life, thus becoming pronounced for recent technology
nodes [15].

The sources of variations are typically being reported in the literature with the
abbreviation PVT, from Process, Voltage and Temperature. However, as mentioned,
at deep sub-micron nodes the impact of aging in circuit performance can not be
eliminated. Hence, a new abbreviation is introduced, i.e., PVTA .

The traditional methodology to cope with variability is the worst-case scenario
of PVTA variations. To achieve that, sufficient worst case guard-band, usually in
terms of operating frequency and supply voltage is utilized. Figure depicts the
worst case approach budgeting an adequate voltage margin to include all PVTA fluc-
tuations. Nevertheless, as variability increases with device shrinking, safety margins
should also increase, leading to inefficient designs. Therefore, variation aware de-
signs are becoming more substantial. A typical category refers to adaptive control
techniques . By measuring operating conditions and adapting various parame-
ters, e.g., supply voltage, operating frequency, in a closed loop framework, adaptive
techniques are utilized to reduce pessimistic margins.

Margin to allow for
A Process uncertainties

Margin to allow for
Voltage variations

Margin to allow for
Temperature fluctuations

Margin to allow for

Supply voltage requirement Aging effects
under worst-case condition

Nominal minimum voltage
(determined by critical path
delay under nominal condition)

Y

Figure 1.1: Voltage margin for worst case guard-banding scenario ||

Resulting from the above analysis, the importance of understanding, modelling
and quantifying variability in deep sub-micron technology nodes to avoid pessimistic
designs is clarified. However, since worst case scenario significantly degrades perfor-
mance and power dissipation, new techniques (adaptive) are proposed by academia
to exploit variability margins.
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1.2 Variability Modelling and Simulation

To cope with process and environmental variations, specific models have been intro-
duced. Typically, the impact on electrical properties of transistors, e.g., performance
(speed) is marked as: typical (T), fast (F) and slow (S). In CMOS technology two
types of transistors exist: nMOS and pMOS. Hence, the combination of performance
levels for the different types of transistors leads to design/process corners |2|. Figure
[L.2a] illustrates the five possible corners: typical-typical (TT), fast-fast (FF), slow-
slow (SS), fast-slow (F'S), and slow-fast (SF). In the last two corners (F'S, SF) devices
(transistors) are not affected uniformly, causing asymmetric rising and falling edge
of path delays. The opposite applies for the rest three corners (TT, FF, SS), where
typically timing violations does not occur.

Corners refer also to variations in metal interconnects as well as to environmental
parameters: supply voltage (Vpp) and temperature. Figure m shows some inter-
esting design corners. Circuits are simulated in different corners to confirm different
performance and correct operation. The aforementioned figure shows the purpose
of simulation in each corner. More information can be found at |2|. In any case,

timing constraints should be accomplished at the worst-case condition, i.e., corner
SSSSS.

Corner Purpose

@ nMOS| pMOS | Wire | Vpp | Temp
w SF FF T T T S S Timing specifications (binned parts)
1) S S S S S | Timing specifications (conservative)
C§) F F F F F Race conditions, hold time constraints, pulse collapse, noise
S S H F S Dynamic power
[=% ) P
F F F F S Subthreshold leakage noise and power, overall noise analysis
g P )
HERE FS 5 S F S S| Races of gates against wires
I%5) F F S F F | Races of wires against gates
S F T F F Pseudo-nMOS and ratioed circuits noise margins, memory read/write,
Slow Fast race of pMOS against nMOS
nMOS F S T F F Ratioed circuits, memory read/write, race of nMOS against pMOS

(a) (b)

Figure 1.2: Transistors process corners (a). Corner checks (b) [2].

Traditionally, Static Timing Analysis (STA) is employed in all process corners
to meet timing constraints [43|. STA tools are deterministic and the circuit’s delay
is computed for each specific corner in order to find the [44]. Consequently, all
parameters of variations, e.g., threshold voltage, channel length, temperature, are
considered to be fixed across the die for each corner simulation. The drawback of
STA is that variations across the die (called within-die variations) are not taken
into consideration. This was not an issue in the past, as global variations (refer to
variations from die-to-die) were much larger than within-die variations [2]. However,
with technology down-scaling into nanometer regime, within-die variations have
been considerable.

The inability of STA to model within-die variations results in over- or underes-
timate of circuit path delays [44], and thus a new model becomes vital. Therefore,
Statistical STA (SSTA) has been proposed, where the sources of fluctuations are
treated statistically. Most research works on SSTA focus only on statistical mod-
els of process variations and uncertainties due to environmental and aging causes,
which are typically modeled using worst-case margins [44]. Physical parameters
(e.g., channel length, doping concentration, oxide thickness) are modeled as random
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variables. Consequently, path delays are considered as a sum of independent random
variables . The objective of SSTA is to compute the probability density func-
tion (PDF) of the random variable representing circuit path delay . Afterwards,
results can be employed to determine yield as well as design timing constraints.

1.3 Focus of Thesis & Research Goals

All semiconductor chips are affected by process variations. However, Field pro-
grammable Gate Arrays (FPGAs) are of particular interest due to their reconfig-
urable nature. In fact, due to the ability to program every single resource at a very
low level, it enables performing built-in-self-tests (BISTs). Additionally, another
appealing characteristic is the homogeneous architecture of an FPGA consisting of
identical resources, placed uniformly in the entire fabric. Taking advantage of the
above characteristics, the actual performance variation can be measured via the
deployment of custom sensors across the fabric [21-24].

FaArrar -
e e b o e
FAararara
b sl b sl e ] L

FAFAFAr T
b ol b o e o L
mArArar
Lo sl Lo el o o e

Figure 1.3: FPGA architecture overview [25].

In order to clear up the above statements, an overview of FPGA architecture is
illustrated in Figure Its basic components are configurable logic blocks (CLBs),
programmable routing resources and I/O blocks. A two dimensional grid is arranged
with CLBs being interconnected with routing resources. The reconfigurability is
achieved by CLBs, which implement user-defined logic functions. Programmable
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routing resources are utilized to connect the implemented logic functions and finally,
input/output blocks (I/O) are used to make off-chip connections.

To cope with variability and provide acceptable solutions, the industrial elec-
tronic design automation (EDA) tools consider the extreme case process corners for
FPGA designs. Additionally, as mentioned in the previous section within-die vari-
ability has increased acutely into nanometer regime, thus these conservative STA
approaches lead to significant performance loss [|27,46]. Considering that, the im-
portance of characterizing, quantifying and finally exploiting the actual performance
capabilities of the individual chips becomes appealing towards potential performance
improvements. This potential can be reinforced by the fact that the total measured
variability is spatial correlated [44], due to to systematic variations, which can pre-
sumably be exploited by the reconfigurable nature of the FPGA.

This thesis studies the performance variation in commercial state-of-the-art 16nm
FinFET FPGAs (literature’s first). The main research goals of this work are:

e The assessment of performance variation in logic and interconnect resources
via variability maps. To achieve that, we design custom sensors at very low
level and map them across the FPGA fabric.

e The decoupling of variability into systematic and stochastic, to analyze and
quantify their impact on circuit performance.

e The assessment of variability under different environmental conditions, i.e.,
voltage and temperature, which have major impacts on circuit’s performance.

In this work, we focus on a thorough analysis of the variability. However, the tar-
get vision is performance enhancement by exploiting the existing variability. There
exists a number of works in the literature demonstrating the performance improve-
ment by exploiting the process variability in FPGAs, either in-the-field via fre-
quency /voltage scaling methods [27,47] or by adapting the computer-aided design
(CAD) tools to the specifics of the underlying chips [23}26,/48,49]. Our work aims
for highlighting the importance of multifaceted evaluation of variability and give
insights for future implementations of more accurate methods/tool for its exploita-
tion.

We clarify that the target of this study is any potential contribution toward
improving CAD tools, e.g., in guiding the place & route process, even on a per-board
(FPGA) basis (assuming feedback from the device itself), and not just another mere
evaluation of process variability in chip manufacturing. Instead, we are interested
in analyzing the performance of the constituent parts of critical paths, i.e., their
routing and logic parts, as well as their behavior with respect to process, voltage
and temperature, referring to real-world designs’ critical paths.

1.4 Dissertation Outline

The remainder of the dissertation is structured as follows:
Chapter 2 presents a brief review of process variability sources, their classifi-

cation and the effect that they have in the final measured values of interest, i.e.,
path delay, power consumption. Furthermore, makes an introduction to the FPGA
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architecture and finally refers to the related work on variability evaluation of FPGAs.

Chapter 3 presents the proposed methodology for the assessment of the vari-
ability and the mathematical models utilized for the analysis and decoupling of
variability into systematic and stochastic. In addition, methods for the aforemen-
tioned decoupling are exhibited.

Chapter 4 provides the experimental results and the variability maps, occurred
from the deployed custom sensors. A thorough analysis of the results is presented,
including mathematical tools, i.e., the Pearson correlation coefficient. Finally, the
variability is assessed under voltage and temperature alterations, and the explana-
tions for the presented results are clarified.

Chapter 5 draws the conclusions and the highlights of this thesis and in addition
addresses presumable future research directions.
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Chapter 2

Background

2.1 Variability Classification

Variability originates from fluctuations in process, voltage, temperature and aging
(PVTA). The variations can be categorized in various ways. An applicable way can
be the division in environmental, temporal and spatial variations [5,31]. Environ-
mental variations arise typically from alterations in temperature, voltage and even
cosmic radiation [31]. Temporal refers to aging and transistor wear-out [5], being
reversible (e.g. self-heating), as well as irreversible (e.g electromigration). Spa-
tial variations depend on the distances between transistors and metal interconnects
(wires). Hence, different locations on a chip have different electrical properties,
affecting die’s performance and leakage. Typically, spatial variations appear from
deviations in manufacturing process, e.g. channel length, threshold voltage, wire
width. However, spatial variations can arise from environmental sources, e.g. on-die
hot spots, activity factor [5].

Resulting from the previous paragraph, variability categorization is not common-
place and can be frustrating. Thus, in order to clarify the variability classification
and the impact on electrical properties both for active (transistors) and passive
(wires) components of chips, an extensive variability analysis is presented in the
following sections.

2.2 Process Variations

Process variations result either from variations in fabrication parameters or from
the transistors’ intrinsic atomistic nature [3|. These variations can be categorized
as follows [2]:

e Lot-to-Lot (L2L)

e Wafer-to-Wafer (W2W)
e Die-to-Die (D2D)

e Within-Die (WID)

Figure illustrates the above classification. However, as circuit designers are
interested in the final characteristics of dies, L2L and W2W fluctuations are lumped
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with D2D and are called "global" or "inter-die" variations, being both systematic,
as well as stochastic in nature. Modelling of global variations is traditionally ac-
complished by design/process corners. In the same way, WID variations, which are
called "local" or "intra-die", also consist of systematic and stochastic parts. Intra-
die variations have become significant in nanometer regime, and can not longer be
ignored [2]. This type of variations are treated statistically (SSTA).

a) Lot-to-lot variation
b) Wafer-to-wafer variation

c) Chip-to-chip or across-wafer variation
d) Within-chip variation

Figure 2.1: Classification of process variations .

As mentioned, both inter-die and intra-die variations are divided into two classes:

e Systematic variations: are deterministic variations, spatially dependent,
i.e., on the spatial position on the die and on the wafer, as well as layout
dependent . Typical sources are lithographic process, etching and Chemical
Mechanical Polishing (CMP).

e Stochastic variations: are unpredictable and random in nature resulting ei-
ther from the atomic layer differences, e.g. random dopant fluctuations (RDF),
Line Edge Roughness (LER), or from random fluctuations in fabrication pro-
cess.

2.2.1 Common Sources of Process Variations

Process variability can be divided into intrinsic, which expresses the atomic level
differences (stochastic variations) and extrinsic, occurring form fabrication. In the
following subsections both are being reviewed.

2.2.1.1 Intrinsic Transistor Variability

The main sources of intrinsic transistor variations have typically been: random
dopant fluctuations (RDF), line-edge roughness (LER) and gate oxide thickness
variations [5].
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2.2.1.1.1 Random Dopant Fluctuations

Ion implantation and annealing process determine the doping procedure in a chan-
nel . However, the position and the number of these atoms are random in nature
(Figure [2.24)), resulting in a random distribution of threshold voltage (V;;). Also, it
causes capacitance and resistance variations in the source/drain region [5]. In older
technologies, the number of dopant atoms per channel region were in the order of
thousands (Figure , and hence the impact of RDF was negligible. Instead, in
recent deca-nanometer nodes the number has been reduced to the range of tens,
denoting that RDF is the most prominent source of stochastic variations in modern

technologies .
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Figure 2.2: Randomly placed dopants in 50-nm MOSFET technology [5] (a). Num-
ber of dopant atoms per channel region over technology nodes [32] (b).

2.2.1.1.2 Line-Edge Roughness

The uncertainty in width of patterned lines is increased with technology down-
scaling. The deviation of the line edge from a straight line, is known as line edge
roughness [33|(Figure . In sub 50 nm technology, LER has become a consider-
able source of variations [34]. It arises from variation in the incident photon count
during lithography exposure, the absorption rate, chemical reactivity, and molecu-
lar composition of the photoresist . LER leads to a non-uniform channel length,
affecting transistor current and Vj;,. In Figure 2.3D] the actual data from different
lithography processes are illustrated. As shown, LER uncertainty does not scale ac-
cording to STA Roadmap, and is typically considered as the second most significant
intrinsic variability issue following RDF.

2.2.1.1.3 Gate Oxide Thickness Variations

The mean gate oxide thickness can be controlled with high accuracy; the un-
certainty is in the order of a fraction of one atomic layer [2]. In [3] it is referred that
the uncertainty induced by oxide variability, leads to an approximately 10% increase
in standard deviation of V;,. Thus, in contrary with the aforementioned sources,
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Figure 2.3: LER effect of a patterned line feature [33] (a). Actual data from lithog-
raphy processes reported by different labs and SIA Roadmap (2001) [34] (b).

this variation is secondary. However, the impact on oxide tunneling leakage current
is prominent, since it varies exponentially with gate thickness [5].

2.2.1.1.4 Emerging Technologies and Variations: FinFET

The fundamental transistor architecture dominated in digital design is the MOS-
FET transistor. However, with the aggressive scale-down in deep sub-micron tech-
nology have led to short-channel effects (SCEs). To mitigate these phenomena,
new architectures have been proposed. FinFET transistors introduce a fundamental
change in CMOS technology, moving from traditional planar transistors (MOSFET)
to 3D structures. FinFET technology can significantly improve SCE, and thus tran-
sistor’s performance [11,135]. Its main advantage is the stronger coupling to the
channel offering better control with lower channel doping [35|. This contributes to
reduced effects on variations arising from RDF, and consequently to reduced uncer-
tainty of Vj;,. Figure depicts the comparison of V};, variation due to RDF from a
45 nm technology, between planar and FinFET (also referred as trigate). The latter
has lightly doped channel, compared to the planar.

In contrast, FinFET architecture induces new sources of intrinsic variations, in
comparison with the planar. LER does not affect only the gate length, but also the
fin thickness (Figure . In addition, the metal gate, which has been principal
for deep sub-micron technology with the introduction of high-K gate dielectrics [51],
introduces another major source of variation: workfunction fluctuation (WKF) [50].
It has been shown [50], that WKF is a major source of V4, variation both for n-type
and p-type FinFETs. It must be clarified that WKF does not only refer to FinFET,
but also to every MOSFET with metal gate, typically beyond 45 nm technology [2].

2.2.1.2 Extrinsic Variability

Extrinsic variability occurs due to shifts in the manufacturing process. It does
not have association with atomic differences but with fabrication’s dynamic and
technologies. These type of sources are present in multiple fabrication processes,
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Figure 2.4: Comparison of V}; variation due to RDF between planar and FinFET
(trigate) (45 nm) (a). FinFET variations including RDF, gate LER, fin LER (fin
thickness), oxide thickness and workfunction variations (b) [35].

e.g., lot, wafer processes steps, but also occur from the layout design 7. This
manufacturing variability leads typically to systematic variations . For instance,
Figure shows the frequency distribution utilizing ring oscillators (ROs), as a
function of their position in the wafer. The frequency distribution can be analyzed
into two unambiguous components: a systematic spatial radial component and a
smaller random. The main sources of extrinsic variations are analyzed below.
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Figure 2.5: Ring oscillator frequency distribution for a CMOS 90 nm wafer .
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2.2.1.2.1 Lithography variations

The wavelength of light at lithography process has remained at 193 nm wave-
length since 130 nm process node [13|. However, when the wavelength is greater
or equal to the minimum printed feature size, i.e., critical dimension (CD), then
CD is distorted [2]. To avoid these sources of variations, resolution enhancement
techniques (RET) have been developed. In particular, a prominent technique is
optical proximity correction (OPC). OPC introduces small alterations to the mask
patterns (Figure 2.6)), to reduce the unintended rounding on edges [2]. Further-
more, the opposite movement between the mask reticle and the wafer can cause
tiny vibrations leading to non-uniformities in the depth of focus (DOF) and the
light-exposure dose [31]. This results in non-uniformity of CD, leading to delay and
leakage variations.

e R gt v e |
(¢

N

(a) Drawn structure (b) Add OPC features (¢) Printed on wafer

Figure 2.6: Optical proximity correction (OPC) is used to alter the patterns of
masks for distortions compensation [13].

In addition, the post exposure bake (PEB) is another essential source of variation
in the lithographic process |31]. The rapid change of temperature in PEB step of
the wafer activates unwanted chemical reactions and the diffusion of the chemicals
within the photoresist. This results in an unequal temperature which can cause
significant CD variations.

|A at 45 sec ' @ at 45 sec
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Figure 2.7: Temperature non-uniformity near the end of PEB step for two wafers
(A and D) [36].
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2.2.1.2.2 Well proximity effect

The well proximity effect is a layout dependent effect. It is a phenomenon caused
by the lateral scattering of implantation ions during the ion implantation step for
wells [2,31]. A number of ions collide at the edge of photoresist, on top of the
shallow trench isolation (STI), and disperse at the well edges, as depicted in Figure
2.8 This results in a greater concentration of dopant atoms at the edge of the well,
which is translated to higher threshold voltages in that area. Well proximity effect
is essential in deep sub-micron nodes, due to the small number of dopant atoms

(Figure [2.2b)).

Z =
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Figure 2.8: Well proximity effect increases, due to scattering, the doping concentra-
tion near the edge of the well [37].

2.2.1.2.3 Chemical Mechanical Polishing

Chemical mechanical polishing (CMP) is used to flatten the topography on the
wafer, making feasible the integration of seven or more layers of metal intercon-
nects [2|. Traditionally, aluminum metal is patterned and inter-layer dielectric (ILD)
is polished. Nevertheless, in deep sub-micron technologies aluminum has been re-
placed by copper and a new technology of metal interconnection, named damascene
process, has been utilized. In this process the oxide is patterned and etched, and
metal is deposited followed by metal CMP [2,9]. When ILD is polished, variabil-
ity occurs in dielectric. On the contrary, in damascene process, variation occurs
in copper wire. This results in two variations effects: dishing and erosion (Figure
Typically, wide lines experience significant metal dishing, whereas fine pitch lines
experience oxide erosion [9]. Both of these effects are layout dependent and result
in metal thickness loss. Results have shown that CMP variation can increase bus
delay more than 30% [9].

2.2.1.2.4 Other Sources

Other sources of systematic spatial variations due to fabrication are photoresist
development and etching [5], strained silicon effects (used for carrier mobility en-
hancement), oxide thickness non uniformity [31], etc. Some of these sources, e.g.,

35



Dishing Erosion

- v @

Copper Oxide //—Oxide

Ideal Case Realistic Case

Figure 2.9: Ideal scenario in contrast to realistic, where metal thickness is decreased
due to CMP [35].

strained silicon effects, affect only transistors, while others, like etching variations,
have a negative impact on metal interconnects as well.

2.3 Voltage Variations

Supply voltage variations are caused mainly by supply regulator’s tolerances, IR
drops and di/dt noise |2|. Voltage supply regulator’s offsets from nominal voltage
can lead to fluctuations, which are caused either from inaccuracies of the regula-
tor, or from the voltage reference circuit [13]. IR drops are caused mainly by the
parasitic resistance of metal interconnects inside the chip, but also there is a small
contribution outside the chip [2|. Additionally, IR drops can be caused by switching
activity, when multiple transistors of the chip operate simultaneously. IR drop obeys
the Ohm’s law [13]. Finally, di/dt noise is caused by the parasitic inductance, which
results from metal interconnects inside the chip and interconnects that connect chip
with package.

Voltage fluctuations are both spatial and temporal in nature. Figure il-
lustrates the simulated spatial distribution of the supply voltage within an ASIC
design. Typically, voltage variations have very short time constants in the range of
nano- to microseconds |13].
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Figure 2.10: Simulation of percentage of supply voltage variation within an ASIC
design [5] (a). Simulated path delay versus supply voltage and fitted curve by eq.
of the critical path of a multiplier in 65 nm [13| (b).

The impact of voltage in circuit delay can be derived from the alpha-power law
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model of the CMOS logic gate delay [52]:

Vbp
K- (Vpp — V)"

ty = (2.1)

where Vpp is the supply voltage, V;, is the threshold voltage, a is a fitting parameter
and K is a process dependent parameter.

For a critical path delay the same equation can be approximately utilized for
diverse supply voltages. Figure [2.10b|shows the simulation of the most critical path
of a multiplier circuit, where the solid line exhibits the fit by the equation This
picture reveals how accurately the aforementioned equation is utilized for fitting
data of critical paths. Notice that, in this case the parameters of the equation (Vi,
a, K) are obtained by fitting and does not have the physical meaning mentioned
above.

2.4 Temperature Variations

Junction temperature is the summation of ambient temperature and the increase
in temperature from power dissipation . Power dissipation leads to differentiated
spatial temperature distribution, called hot spots, where commonly high transition
activity occurs. On the contrary, ambient temperature leads to global shifts in
junction temperature. Temperature fluctuations are spatial and time dependent like
voltage fluctuations. However, spatial temperature variations are more gradually
distributed contrary to spatial voltage variations |2| and their time constants are in
the range of milliseconds to seconds . Figure illustrates the temperature
variation for a microprocessor. Thermal hot spots inside the core have a maximum
value of 120 °C, while inside the caches the difference is approximately 50 °C lower.

increasing
temperature

gs

(b)

Figure 2.11: Thermal image of a microprocessor [38] (a). I-V characteristics of a
transistor for diverse temperatures [2] (b).

Typically an increase in temperature leads to a decrease in circuit speed due
to reduced carrier mobility (degrades non linearly) and to an increase in the metal
interconnect resistance (almost linear). However, for low supply voltage (typically
from 0.7 to 1.1) transistors can operate in temperature inversion: speed is increased
with temperature elevation. This is explained by the fact that V};, degrades almost
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linearly with temperature, and for low supply voltages the V;;, degradation dominates
the carrier mobility degradation. Figure depicts this phenomenon by plotting
the drain current versus the gate-source voltage, where the thermal inversion spot
is denoted.

2.5 Aging

Electric fields are increasing due to the non-ideal scaling of supply voltages and
threshold voltages ,. In addition, the usage of new materials has increased
wear-out phenomena. Designers address these aging problems by adding sufficient
safety margins, so that circuits can operate in the long term (typically more than
10 years [2]). Aging effects have time constants in the order of days, weeks or even
years.

2.5.1 Gate Oxide Wear-Out

The prevailing mechanisms that cause gate oxide wear-out are analyzed briefly in
the following Subsections.

2.5.1.1 Hot Carrier Injection (HCI)

Due to transistor switching, carriers are accelerated and obtain high energy ("hot
carriers") due to the high lateral electric field. Hence, some of them can be injected
into the gate dielectric . The hot carriers that are trapped inside the dielectric
cause shifts in the threshold voltage, reducing the transistor’s speed. Figure
illustrates the HCI effect for a n-MOS transistor.
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Figure 2.12: HCI effect for a n-MOS transistor (a). BTT effect for a n-MOS transistor

(b) [13].

2.5.1.2 Bias Temperature Instability (BTI)

BTT occurs when high vertical electric fields are applied to gate oxide of a transistor.
In this case, bonds are developed at the Si/SiO, interface, called "traps", where
charge is trapped . Contrary to HCI, BTT does not occur at switching time, besides
it arises when transistor is "ON" for a long period of time. For n-MOS transistors,
this phenomenon is referred as Positive Bias temperature Instability (PBTI) and
is more essential at higher temperatures. Accordingly, for p-MOS is called NBTI
(N refers to Negative). Figure depicts the PBTI phenomenon. Both PBTI
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and NBTI cause shift in the threshold voltage, leading to transistor performance
degradation. This effect has become the most essential wear-out mechanism for
nanometer technologies [2].

2.5.1.3 Time-Dependent Dielectric Breakdown (TDDB)

When a vertical electric field is applied to the gate oxide, the gate leakage current is
increased. This phenomenon is called time-dependent dielectric breakdown (TDDB)
and may lead to a gate short circuit, destroying the transistor . The physical
mechanisms of this effect are not completely comprehensible. More information
about TDDB can be found at [53].

2.5.2 Metal Interconnect Wear-Out

Due to the high current densities in metal interconnects some atoms can migrate,
causing vacuums inside the metal wire. This effect is illustrated in Figure [2.13]
where electromigration has occurred at the connection (via) between the two metal
layers. It is mostly significant for unidirectional currents (direct currents (DC)) and
has exponential dependence on temperature [2]. On the other hand, for bidirec-
tional (AC) metal interconnects, self-heating is the most essential effect. Current
through wire dissipates power and because the dielectric is a thermal insulator, tem-
perature can increase substantially, leading to slower metal interconnects . As
mentioned, since electromigration is very sensitive to temperature, self-heating can
cause electromigration problems in AC wires .

Figure 2.13: Electromigration vacuum in via between metal layers M2-M3 .

2.6 FPGA Architecture

Field Programmable Gate Arrays (FPGAs) are integrated silicon transistors that
can be electrically programmed to develop almost any digital circuit or system.
The FPGA configuration is specified using a hardware description language (HDL),
analogous to that used for fixed-function Application-Specific Integrated circuits
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(ASICs). Compared to an ASIC, an FPGA requires significant cost in area, de-
lay and power consumption . However, the reconfigurable nature of an FPGA
provides a tremendous reduction in Non Recurring Engineering (NRE) cost and
time to market. In addition to the previous advantages, the increased performance
over microprocessors renders the FPGAs to be the appealing computing platforms
for server or cloud applications, hardware acceleration (especially machine and deep
learning), telecommunications, signal processing, Internet of Things (IoT) and ASIC
Prototyping.

2.6.1 Overview

FPGAs consist of an array of programmable logic blocks, which typically are di-
verse in types. Figure [2.14] depicts an FGPA structure, where programmable blocks
are general logic blocks, as well as memory and multiplier blocks . These pro-
grammable logic blocks implement logic functions, which are connected by pro-
grammable routing resources. Thus, all logic blocks are surrounded by programmable
routing fabric, as illustrated with grey color in the aforementioned Figure. Finally,
the 2-D array periphery of an FPGA is arranged by programmable input/output
blocks (I/0O), that allow the connection with the outside world.

10 1I0 o

M Logic Multiplier
1N K
1--N-E-K
1N K

Figure 2.14: FPGA basic structure |\

The "programmable/reconfigurable" term indicates the ability of the program-
ming of logic functions after silicon fabrication. This reconfigurable characteristic
of FPGAs is achieved by programmable switches, implemented with various tech-
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nologies. The most known programming technologies for programmable switches
are: static memory, flash and anti-fuse [25|. Static memory technology uses static
memory (SRAM) cells for programmable switches and are fabricated with standard
CMOS technology. Flash technology uses flash memory cells, while anti-fuse can
not be reprogrammed. Both of them are manufactured in a different technology
compared to the conventional CMOS technology. Modern integrated circuits typi-
cally use SRAM-based programming technology, primarily for the reason of being
manufactured by the standard CMOS process. More information and comparison
between programming technologies can be found at [39].

2.6.2 Logic Block Architecture
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(b) Logic cluster

Figure 2.15: FPGA BLE and logic cluster [39].

Logic blocks, also referred as configurable logic blocks (CLBs), are basic compo-
nents of FPGAs, since they implement the logic functions and are used for storage
purposes. Commercial vendors, like Xilinx and Altera, use Look-Up Table (LUT)
based CLBs [25]. A CLB can consist of a single basic logic element (BLE), or a clus-
ter of locally interconnected BLEs (Figure [2.15]). The basic architecture of a BLE
consist of a LUT and a Flip-Flop. The output of a BLE is selected by a multiplexer,
in order to implement combinational or sequential logic functions. A k-input LUT
contains 2¥ configuration bits to implement any logic function of k inputs.
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Modern commercial FPGAs utilize the logic cluster approach for CLBs in order to
exploit the gains that arise in the total critical path delay |39], and can contain a large
number of BLEs, typically in the order of ten. In addition, many commercial FPGAs
contain heterogeneous mixture of logic blocks with specific functionalities [25]. These
specific blocks, also referred as hard blocks, include memory, adders, carry logic,
multipliers, DSP blocks etc. Hard blocks are utilized to implement specific logic,
arithmetic and memory functions, evading the waste in logic and routing resources.

2.6.3 Routing Architecture

The programmable routing network of an FPGA provides the required connections
between logic and 1/O blocks to implement the user’s intended logic functions. The
routing interconnects comprise of wire segments and programmable switches to ac-
complish the required connection. The switches are implemented by utilizing the
programmable technology referred in the Subsection [2.6.1}

Routing interconnects must be very flexible, since FPGAs claim to be computing
platforms able to implement almost any digital circuit. Many designs require local
connections between logic blocks, hence short, fast, routing wires are necessary.
However, when more distant connections are required, e.g., connecting logic with
I/O blocks, the routing interconnect architecture should provide longer wires. It is
clear that the accommodation of a wide variety of circuits establishes the necessity
of flexible routing interconnects, as well as the efficiency in terms of area, speed
performance and power consumption.
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Figure 2.16: FPGA routing architectures [40].

The design of FPGA routing interconnects is critical, as more than 70% of the
chip area is occupied by routing resources [40]. Furthermore, about 80% of the crit-
ical path delay arises from inter-CLB routing delay [54]. The most commonly used
architecture both in academia and industry, is illustrated in Figure [2.16al This ar-
chitecture is referred as island-style routing architecture [39], and logic blocks (LBs)
are connected utilizing connection blocks (CBs) and switch blocks (SBs). The rout-
ing architecture comprises of horizontal and vertical wires, which are interconnected
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through SBs. An input or output of a LB can only connect to the routing network
through CBs. Besides the traditional island-style architecture, new approaches have
been proposed [55]. In particular, the combination of SB and CB into a new general
switch box (GSB) [40] has been studied. Figure illustrates this new approach,
where LBs can connect to each other through GSBs, achieving reduction in critical
path delay compared to the island-style architecture [40].

2.7 Evaluation of Process Variability in FPGAs

Performance variation in commercial FPGAs has been studied by several works
in the past. The most established method relies on ring oscillator (RO) sensors.
In |21] and [23], the authors employed ROs to analyze the stochastic and systematic
intra-die process variability in 90nm Cyclone II and 65nm Virtex-5 FPGAs, respec-
tively. Furthermore, in [22,27,56,57] the authors used ROs to measure the intra-die
variation in 90-28nm Spartan-3E, Virtex-4 ,Virtex-5 and Zynq FPGAs. In [22], the
authors used 112 ROs and they measured 2.3% (o /p) intra-die delay variation in two
65nm Virtex-5 FPGAs. In [56], 6400 ROs were employed in the fabric of an 90nm
Virtex-4 FPGA and the intra-die delay variation was measured 2% (o /p). Similar
in [57], by using 2688 RO sensors in two 90nm Spartan-3E FPGAs, the intra-die
variation was measured up to 14.1% (30/u) and the inter-die 7.6% (average value
over the ROs).

Another method for variability evaluation is based on shadow registers. In [58],
they evaluated the delay variation of 336 logic paths on a 65nm Virtex-5 FPGA, by
placing additional shadow registers alongside the main paths’ registers. To estimate
the minimum delay of the respective paths, they were finely increasing the clock
frequency until an error is detected in the comparison between the data of main
and shadow registers. According to their experiments on a 65nm Virtex-5 FPGA,
the maximum correlated variation was measured at 6.88%. Similar results arrived,
i.e., 6.82% when used RO sensors as well. In 59|, using the method of negative-
skewed shadow registers, they evaluated the delay of three different logic paths of
a floating point adder circuit, which was placed in five different locations on two
130nm Virtex-II FPGAs. They measured up to 25.7% intra-die ((max —min)/avg)
and up to 16.6% inter-die variation.

In |24], an alternative technique is proposed for the evaluation of delay variabil-
ity in FPGAs. The key idea is based on the placement of a combinatorial circuit
under test (CUT) between a launch and a sampling register. A clock generator
drives the clock of the registers and a stimuli generator provides inputs to the CUT.
While stepping up the frequency, a custom circuit monitors the outputs of the CUT
and the sampling register detects the occurrence of timing errors. Consequently,
the maximum error-free frequency is derived. Utilizing this technique, they mea-
sured the delay variation of LUTSs, carry-chain units and embedded multipliers in
Cyclone IT and Cyclone IIT FPGAs. Similarly in [60], by using the same method
they measured the intra-die delay variation of 1024 logic CUTs in 12 65nm Virtex-5
FPGAs.

Contrary to the aforementioned, the differentiating parts of our work are:

e We study the performance variation in 16nm FinFET FPGAs under various
voltage and temperature operating conditions.
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e We evaluate process variability in a multifaceted fashion considering diverse
types of RO and interconnect sensors.

e We analyze systematic and stochastic variability for both logic and intercon-
nect resources.

e We perform correlation analysis on the variability results derived by the dif-
ferent sensors demonstrating the inconsistency in variation between the logic
and interconnect resources.
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Chapter 3

Sensing Infrastructure &
Methodology

In this chapter, we describe our methodology used for the analysis of variability.
We assess the performance variation of the configurable logic blocks (CLBs) and
the routing interconnects, which are the most prevalent resources in the FPGA
fabric. The proposed methodology is based on the generation of multiple variability
maps for the characterization of process variations of the underlying FPGA and the
performance variation under various operating (voltage, temperature) conditions.

The variability maps are extracted by measuring multiple small, compact sensors
deployed across the FPGA fabric.
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Figure 3.1: Zynq UltraScale+ MPSoC EV: Block diagram .

For our analysis, we employ the 16nm Zynq XCZUTEV devices, which are mem-
ber of the Zynq UltraScale+ MPSoC EV family. As illustrated in Figure 3.1} these
MPSoC (Multi-processor system-on-chip) devices, consist of the Processing System
(PS) and the Programmable Logic (PL) part. The PS is equipped with two ARM
CPUs, a quad core applications processor (Cortex-A53) and a dual core real-time
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processor (Cortex-R5) along with an embedded GPU (ARM Mali-400 MP2) and
a variety of units, like DMA, voltage/temperature monitoring, timers etc. The
PL comprise the traditional resources of the FPGA fabric, i.e., CLBs, Intercon-
nect resources, DSPs, Block RAM etc. The communication between the PS and
PL is established by the AXI protocol, which is based on the ARM Advanced Mi-
crocontroller Bus Architecture (AMBA). In our case, we utilize one of the ARM
Cortex-Ab3 CPU core to control the operation of the sensors, collect their data and
forward them to an external Host PC for further analysis.
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Figure 3.2: Proposed ring oscillator design.

3.1 Custom Sensor Design & Network

The fundamental sensing circuit is based on the well established ring oscillator (RO)
approach, as proposed by other similar works in the literature [22,26,[27]. A tra-
ditional RO is an asynchronous loop of N-stage inverter gates, where N is an odd
number, such that the loop becomes unstable and a square wave signal is generated
in the output. Our sensing RO infrastructure is depicted in Figure 3.2, where N — 1
inverters are followed by a NAND gate. The role of the NAND gate is to activate the
RO operation (oscillation) by a given signal (the "RO enable" signal, which results
from an input latch). The square wave output of the RO is fed to an up-counter
in order to operate as a clock signal. In this way, the rising edges of the square
signal can be measured. Upon initialization of the RO, it’s activation is maintained
for a predefined time period T. By representing the counter output as C,,, we can
approximately calculate the RO loop delay, T}, as:

T
B 2- Oro

The factor "2" arises from the fact that only rising edges are measured by the
counter. The actual RO delay depends on the electrical properties of the region
where the RO is mapped on. By placing multiple identical ROs across the FPGA
fabric, we can evaluate the speed of the corresponding regions and hence, calculate
the intra-die variability.

It is essential that all the employed ROs must be constructed with the exact
same CLB resources and routing connections to obtain precise results regarding
variability. To ensure this identity, we build an RO soft-macro block, which is
replicated accompanied by particular physical constraints that specify its placement
and routing on the FPGA fabric. First, to prevent the optimization of the inverters
chain, we use synthesis constraints in the VHDL code (for Xilinx tools the attributes
dont_touch, keep and the constraint flatten_ hierarchy). Second, the underlying RO

T (3.1)
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should be placed and routed at specific logic and routing resources in the FPGA
fabric, respectively. Figure illustrates the floorplan view of an 7-stage ring oscil-
lator, accompanied by a 16-bit counter, as proposed above (Figure [3.2). However, a
subtly different design to the proposed has been developed: each inverter is followed
by a pass-through D Flip Flop (DFF), operating as an open-latch, to increase the
portion of the delay arising from logic resources. Figure depicts the constrained
logic resources (input Latch, LUT, pass-through DFFs), which are placed in the two
upper CLBs, while the two lower are utilized for the counter mapping. All resources
are mapped to predefined, by the user, locations, using the constraint commands
(for Xilinx tools the constraints LOC, BEL). Additionally, Figure shows the
routing resources (with green color). The constrained routing resources are noted
with dotted lines, and are indispensable in order to achieve the intended identical
routing resources for the RO. In the same way like the logic resources, constraint
commands are used for fixing LUT pins and routing paths (for Xilinx tools the
constraints LOC'_PIN, FIXED ROUTE).
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Figure 3.3: Floorplan view of a 7-stage ring oscillator accompanied with a 16-bit

counter (Figure [3.2)).

The implemented constrained RO macro-block, is deployed in numerous copies
and placed across the FPGA fabric. The deployment is automated by a parametric
VHDL code and a custom Python script, which generates the constraint file of the
RO network. The Python script receives as input the constraints for an individual
RO and the coordinates of the locations where ROs are going to be placed across
the FPGA. As a result, our sensor macro-block and the sensor network are fully
parametric in terms of RO stages, number of sensors and mapping locations.
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Figure 3.4: Block diagram of the proposed architecture.

The proposed sensor network is illustrated in the Figure 3.4, As already men-
tioned, in this work the CLB and routing resources of the Programmable Logic have
been studied. The abbreviation SB in the Figure stands for Switch Box, a term that
is used for the tested MPSoC FPGA devices, which utilizes the GSB architecture
that has been discussed in the sub-section [2.6.3] Our custom architecture employs a
shared up-counter which is multiplexed with all the sensors of the network to mea-
sure the delay of each individual RO sensor. Contrary to the scenario of a private
counter per RO [61], the shared use of a single counter results in reduced resource
overhead, and enables the employment of higher number of ROs and consequently,
a more fine-grain evaluation of variability. The operation of ROs is performed se-
quentially to avoid potential voltage drops that could affect the evaluation of the
results. The selection of a specific RO sensor for operation is specified by the address
decoder unit, which is controlled by the ARM CPU via the En_ Address signal. No-
tice that the same signal is also applied as a selection signal in the multiplexer. The
communication between the ARM CPU and the sensor network is obtained via the
AXI-Lite interface. The operation period T, where each individual RO remains ac-
tive is calculated by the private timer of the ARM CPU and is selected to be 50 us as
proposed by [21] to avoid self-heating phenomena [28] and mitigate the error in the
measurement, process. Overall, when including the non-ideal timer operation, the
quantization issue due to the non-aligned operation of timer and sensors [62] and
the micro-fluctuations in voltage and temperature, the measurement error in our
procedure is calculated to be less than 0.2%. To alleviate this error, we determine
the RO delay as the average value of 10 consecutive 50 us runs.

3.2 Assessment Approach
We provide an extensive variability assessment methodology which includes:

e Various sensor configurations.
e Decoupling of variability into systematic and stochastic.

e Diverse voltage and temperature conditions.
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3.2.1 Variety of sensor configurations

Owning the parametric implementation of our RO sensor, we utilize various con-
figurations with different resource and delay characteristics. This serves a twofold
purpose. First, we need to investigate how the derived variability results are affected
by the footprint of the sensor. Second, we need to analyze the impact of variability
on logic and interconnect resources. To do so, we utilize RO configurations with
different fraction of logic and interconnect delays. The employed RO sensors have
been designed with respect to the referred, in the previous section, architecture:
each inverter stage is followed by a pass-through Flip Flop. The delay attributed to
logic and interconnect resources is specified via the custom mapping of the sensor on
the FPGA fabric by using the floorplan utility of the Xilinx Vivado tool. We clar-
ify that the term “interconnects” in our work refers to intra-, inter-CLB wires and
switch boxes (SB)E|. Since the Vivado tool does not distinguish between inter-CLB
wires and SBs, we put their delays together under the same category of inter-CLB
interconnects.
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(a) “Nst_ 1sb” (b) “Nst_ 2sb”

Figure 3.5: RO architectures with identical CLB resources and different routing
resources for the same value of V.

The principal architecture of our RO sensors is illustrated in Figure [3.5l To a
great extent, the designed sensors occupy exactly one CLB with respect to the RO
loop. An important remark is that the UltraScale CLB consists of eight BLEs (LUT
and its corresponding Flip Flop), labelled from “A” to “H”, from bottom to top. For
instance, in the aforementioned Figure the bottom Look-Up table is labelled as
“LUT A”, while the respective Flip Flop as “AFF”. More information about the CL.B
UltraScale architecture can be found in [63]. In our approach, we have designed two

!The term “interconnects” can be frustrating as it may refer to metal interconnects (wires) or to
routing interconnects, including the switch boxes, which comprise of switching transistors besides
metal wires. The policy used in this thesis is to refer to wires severely as “metal interconnects”.
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diverse RO architectures. The first one, referred as “Nst_1sb”, is designed with the
restrict of minimizing as much as possible the delay of routing interconnect resources.
This has been achieved with the assistance of the Xilinx Vivado tool, evaluating the
minimum achievable delay as reported by the tool, while simultaneously placing each
individual inverter stage to a distinct LUT and its corresponding Flip Flop (Figure
B-5a). The second RO architecture is referred as “Nst_2sb” and utilizes routing
from two SBs: the directly connected to the occupied CLB and the exactly upper
as shown in Figure [3.5b] We note that, all SB-SB routing is based on short wire
segments (direct connection between the SB tiles) [64]. An important attribute of
the proposed sensors is that the CLB resources for a constant value of the number
of stages IV, are exactly the same for a given location. Elaborating further on that,
Figure depicts such a case, with Wintra crB o and Winter oL o being identical
in both sensors. Taking advantage of our ROs feature, by subtracting the measured
delays of the two different sensors, referring on the exact same location, we isolate
and calculate the delay of the remaining inter-CLB interconnects, i.e., I, op — Isp -
The Iy, . and I , have been carefully selected to avoid any overlap between their
routing. Thus, we create extra sensors, named “Nst inter”, which enable us to
measure and characterize the interconnects individually [65].

Summarizing, “Nst _1sb” ROs have been designed with as small as possible pro-
portion of routing resources, which as a result, leads to the augmentation of the
delay of logic resources. “Nst_ 2sb” RO employs exactly the same logic resources as
“Nst_1sb” with the same value of N, while its routing resources have been designed
to utilize the resources of two SBs. Finally, the subtraction of the common part
(logic resources) of the two aforementioned RO sensors gives us the ability to isolate
the interconnects and assess them individually.

Table 3.1: STA delay of various sensor configurations.

sensor | delay of logic resources delay of interconnects
conf. LUTs ‘ DFFs ‘ Total intra-CLB | inter-CLB | Total

Tst _1sb | 707 ps | 463 ps | 65.4% 295 ps 325 ps 34,6% 1790

Tst _2sb | 707 ps | 463 ps | 36.3% 295 ps 1762 ps | 63,7% 3227

total (ps)

7st_inter - - - - 1437 ps | 100% 1437
5st_1sb | 582 ps | 309 ps 67% 196 ps 244 ps 33% 1331
bst_2sb | 582 ps | 309 ps | 37,2% 196 ps 1305 ps | 62,8% 2392
5st_inter - - - - 1061 ps | 100% 1061

In Table 3.1, we provide details regarding sensor configurations. We employ
ROs of N=5 and N=T7 stages, as explained above. For each sensor configuration,
we distinguish the delay attributed to logic and interconnect resources as reported
by static timing analysis (STA) tool. Notice that RO sensor configurations with
the same number of stages, e.g., “Tst_1sb”, “Tst 2sb”, have the same delay of logic
resources, as proposed above. Furthermore, in the configurations that consist of a
single SB, the logic delay dominates the total delay, i.e., 65,4% and 67% for 7 and 5
stages, respectively, as expected. The opposite applies in the case of two SBs, i.e.,
interconnects dominate the total delay with 63.7% and 62,8%, respectively. Finally,
the “Tst _inter” and “bst _inter” sensors, apparently have only interconnect delay, as
their resources take part outside the CLB (inter-CLB).
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3.2.2 Decoupling of Variability

We decouple the total measured variability into systematic and stochastic in order
to study the impact of each individual type separately. In presence of variability,
the delay of a path can be expressed as a random variable following the first order
canonical form, as arises from SSTA research [29]:

Ty=T+T; +TF (3.2)

T# represents the mean or nominal value, T represents the systematic part and 7%
the random/stochastic part. The T# is a constant value, while the T}y is spatially
correlated, changing gradually from one location to other and T'F has no spatial
correlation. Spatial correlated variations arise from manufacturing process, such as
systematic lithography variations and chemical-mechanical polishing (CMP), while
stochastic variations result from intrinsic, atomic scale fluctuations, such as random
dopant fluctuations (RDF) and line-edge roughness (LER) (Section [2.2). Therefore,
the delay of all sensors can be expressed by equation [3.2]

The above modelling for variations is used in SSTA, where typically process vari-
ations are treated statistically, while environmental, i.e., temperature and voltage,
and aging fluctuations are modeled using safety margins [44]. An important remark
of our work is that we minimize environmental and aging variations, due to the
measurement techniques we utilize:

e We enable an individual RO each time, thus avoiding any potential voltage
drop, so voltage fluctuations are minimized (Section [3.1).

e We left the measurement system to reach its thermal equilibrium and each
RO is activated for a small period of time, avoiding self-heating phenomena
(Section [3.1]). Therefore, temperature variations are minimized as well.

e From the above statement, the small period of time that ROs are enabled
does not cause aging phenomena, due to the fact that they have, at least, time
constants in the order of days (Section [2.5)).

As a matter of fact, we can adequately assess process variations with the proposed
technique and equation [3.2l In SSTA approach device parameters such as the gate
length, doping concentration, gate oxide thickness and wire width and thickness,
are treated as random variables due to process variation. These random variables
represent both systematic and stochastic variations. A more detailed expression of
the canonical form (equation is [29,/44]:

n
Ty=pa+ Y dizi+doR (3.3)
n=1
[tq 1s the mean or nominal delay, z; represents the n independent random variables
used to express the spatially correlated parameter variations, both for transistors and
wires, R represents the residual independent variation, and coefficients d; represent
the sensitivity of the delay to each of the random variables.
Since equations [3.2] are equivalent, apparently:
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T = g 77 = diz TF =d, R (3.4)
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Figure 3.6: The FPGA fabric is modeled as a grid, each point (red orthogonal
border) representing an RO sensor.

For the purpose of our analysis, we utilize the grid model . According to that,
the FPGA fabric is modeled as a X-Y grid, where each point on the grid represents
an sensor. Figure|3.6|represents the grids for our two RO sensor design architectures:
“Nst_ 1sb” and “Nst_ 2sb”. Each grid for the RO sensor “Nst_1sb” contains exactly
one CLB and its corresponding SB, while for “Nst_ 2sb” the occupied area is twofold,
as shown in Figure[3.6D] According to the grid model, we assume perfect correlations
among all transistors and among all wires in the same grid . Therefore, all
sensor’s resources have perfectly correlated spatial variation, as they are closely
locatedﬂ The perfect correlation among parameters, physically means that the
systematic variations of two transistors (or wires respectively) inside the grid are
identical, thus they exhibit proportional speeds, and their actual values depends on
their dimensions (e.g., gate length and width for transistors). Mathematically, this
can be expressed with the correlation coefficient (p) inside the boundary of a grid,
of the random variables expressing the spatial correlated variations for a determined
physical parameter, e.g., doping concentration, being exactly 1. Furthermore, since
the systematic part of the delay T)7, is spatially correlated due to the grid model
(FPGA fabric is modeled as a X-Y grid), can be expressed as a function of (z,y),
while TF has no spatial correlation and can be expressed as a random variable

following a normal distribution (0,0?) [21}23].

2This assumption was also verified in practice for both of the two RO architecture design
approaches.
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For instance, consider two path delays T, and T;, for paths “a” and “b”, respec-
tively which are located inside the boundary of a grid. Then, according to equation
3.3 the path delays can be expressed as:

Ty = pa + Z a;% + app1 R (3.5)
n=1

Tb = Up -+ Z biZi + bn+1R (36)
n=1

The sum of the aforementioned delay distributions, 7. = T, 4+ Ty, can also be ex-
pressed in canonical form and its coefficients can be easily computed [44]:

fe = fla =+ [ (3.7)

Cntl = 4/ iy + 05 (3.9)

Two important remarks should be noted here. First, the coefficients representing
the spatial correlated variations (equation are added linearly, due to their per-
fectly correlated spatial variations inside the boundaries of the grid. In particular,
assuming aizr and biz, to be the two random variables expressing the doping con-
centration variations impact on the path delays, accordingly, then p(agzx, brz) = 1.
Note that, apz, and bz, are random variables, and consequently the addition or
subtraction of them cannot be expressed as two actual values, but on the contrary,
should be considered as sample spaces. However, assuming the correlation coeffi-
cient to be 1, we can obtain the linearity on the coefficients due the addition of
these random Variablesﬂ. Second, notice that since the last term represents indepen-
dent stochastic variations, the standard deviation is computed by the square root
summation of the individual independent contributiong?]

As mentioned, each path delay can be expressed with the first order canonical
form (equation . Hence, when specifically considering the interconnects, we can
assert that for each interconnect path delay, applies:

Tinter = T"l:lter + Tﬁzter + ,'Z—:i};ter (310)

v

In our case, the methodology requires the subtraction of RO delays, i.e., the delay
of “Nst_2sb” minus the delay of “Nst_1sb”, to derive the “Nst_inter” sensor for
sufficient isolation of routing interconnect resources. That results also in a random
variable and is expressed as:

) _ 0 S R
TNstiznte’r - TNstiinter + TNstimter + TNstiz'nteT

= <T]l\lfstisbiab - T]%stfsbﬁa) + (T]A?/st_sb_ab o T]@st_sb_a) + (T]I\?st_sb_ab o T]@st_sb_a)
(3.11)

3The proof can be found in the Appendix’s equation
4The proof can be found in the Appendix’s equation
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Notice that, the above expression entirely comprises of delay interconnects terms
(see Figure . Each term expresses the mean delay T the systematic spa-
tial correlated delay Tg,; ;. and the residual stochastic delay T%,, ;... These
variables/paths have overlapped parts (identical CLB resources, Figure , but
their subtraction leads to the random variable Tig; inter, derived by two indepen-
dent parts (TNst_Sb_ab and Ty s o With no physical overlap). The subtraction
inside Tj\g,st inter €XPresses accurately the systematic part of T inter as the spatial
correlation of Ty, & . and Tx. . o is assumed to be 1, as mentioned above due
to their closely located routing (grid model). That is to say, directly subtracting RO

delays is sufficient for calculating T, ;.... However, when considering the stochas-

tic parts, since T#,, ... is the difference of two statistically independent variables

(no overlap in their resources), the subtraction of individual RO delays would typ-
ically follow the normal distribution (0,0%,; & b + Tarer st a)ﬂ and would not be

st_inter’

correct for our analysis. Instead, we need to derive o4, & wp — Oavst sb o AUE tO
the subtraction that we attempt for our purposes. In order to achieve that, we first
calculate the variances of “Nst_2sb” and “Nst__ 1sb” independently for each RO set,
and we subtract them afterwards [65].

3.2.2.1 Variability Decoupling Methods

Additionally to the above analysis for variability modeling, we consider two distinct
methods for the decoupling of variability, as proposed in the literature: the regression
method |21] and the down-sampled moving average estimator (DSMA) [23]. In both
methods, systematic variability is modelled as a function of (x,y), according to the
grid model, while 7"} is constant and T} is a random variable following the normal
distribution (0,0?). Hence, equation is further elaborated as:

Furthermore, the residuals in both methods are utilized to estimate the stochastic
variability. In this work, we test both methods, evaluate the results with what is
expected from the literature and choose the most accurate one for our analysis. The
two methods are analyzed briefly in the following.

3.2.2.1.1 Regression method

In regression method, systematic variation is modelled by a quadratic polyno-
mial function of z and y, as being proposed in several works [21}31,/66]. According
to that, the delay of each individual sensor in the coordinate system (z,y) can be
described as:

Ta(z,y) = (Coo + 10 T+ Co1 - Y + Cao - T+ €11 - TY + Coa - ?/2) + Ty (3.13)

where the coefficients ¢;;,4,7 = 0,1,2 are computed by a least-square curve fitting
algorithm in MATLAB. The residuals after the computation of the quadratic func-
tion are utilized to derive the stochastic variability 7%, which is not expected to have
dependence on the (z,y) coordinates, because it expresses the stochastic variations.

5See Appendix’s equation
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3.2.2.1.2 DSMA method

In contrast, DSMA applies a moving average window across the die to calculate
the values for each (z,y) coordinate. The DSMA value computes the systematic
part of the delay and is expressed as the average delay of all oscillators inside the
window in each location [23]:

T4z y+z

'72 ; Td(l‘ay)
DSMA(z,y) = —— (]2‘;’:: aE (3.14)

where z is the size of the square moving window. With this computation, the random
part is attenuated by a factor of (2z+1). The choice of the moving average is crucial
for an essential estimation: a window that is too small would not remove sufficiently
the stochastic variation components, while a window that is too large may remove
some of the systematic components as well. In our case, a 5x5 window size was found
to be the optimal according to some previous applications of the DSMA [23,66] and
our own experimentation.

Having computed the DSMA value in each coordinate, we obtain the ability to
compute the stochastic variation since equation can be rewritten as:

Ty(z,y) = DSMA(z,y) + TF (3.15)

3.2.3 Diverse operating conditions

We assess performance variation under different voltage and temperature operating
conditions. The assessment regards all sensor configurations and decoupling of vari-
ability. To perform voltage scaling we utilize the built-in 12C controller of the Zynq
Ultrascale+ device (PS-subsystem), as well as the power management units (PMU)
IRPS5401M from Infineon that supply the core and the auxiliary voltages of the
Zynq US+ device on the ZCU104 development board. Specifically, through the 12C
controller and the use of a custom-made software implementing the PMBus proto-
col, we have access to the PMU, which is responsible for supplying the FPGA fabric
voltage. This enables us to alter the supply voltage, as well as to perform power
consumption measurements on the specific voltage rail. To modify temperature, we
employ a thermal chamber of uniform thermal distribution.
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Chapter 4

Variability Analysis & Evaluation

In this chapter we present the variability analysis with respect to the methodology
being described in the previous Chapter. We perform the assessment of variability
in four supposedly identical Zynq XCZUTEV FPGAs. For each FPGA, we gen-
erate multiple variability maps by utilizing the manifold sensors of Table [3.1} For
“Nst_ 1sb” RO configurations, which are implemented with one SB, we deploy 13200
sensors, while for the counterparts “Nst_ 2sb” with two SBs we deploy 6600 sensors
due to their larger footprint on the fabric (Figure . All sensors are uniformly
placed over the grid to cover the die sufficiently. An example of variability map with
the corresponding floorplan view for the arbitrary selected device 1 is illustrated in
Figure . The red color denotes the faster regions of the device (smaller RO delay),
while the blue color denotes slower regions. We observe a smooth distribution of the
performance across the die due to systematic variation, with a noticeable disconti-
nuity in the middle column of our variability map (Figure . This is explained
by looking at the floorplan of the FPGA (Figure [4.1a)): the corresponding physical
area is utilized by I/O Banks.
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Figure 4.1: FPGA floorplan and variability map of sensor “5st_ 2sb”.
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4.1 Total Variability Analysis

In this section we assess the total variability (without decoupling into systematic
and stochastic) in nominal environmental conditions: supply voltage V. = 0.85V
and junction temperature 7; = 30°C'. Ambient temperature was held constant as
much as possible and the system was left until it reached thermal equilibrium. This
is very important, as we compare various configurations and we subtract to estimate
the performance of interconnects, according to the analysis in the Subsection [3.2.1]
To achieve that, supply voltage and junction temperature has been sampled by the
Xilinx integrated system monitor (SYSMON) with precision +/-1% and +/-4°C for
supply voltage and temperature respectively.

Table 4.1: Total measured performance variation results for nominal conditions.

(a) Intra~die variability for each device

Sensor device 1 (ps) device 2 (ps)

Ototal I Ototat/ 0 | 0 vs STA | range/min | oiotal 0 Ototat/ 10 | 1t vs STA | range/min
Tst_1sb 11.1 | 1255.3 | 0.89% 29.9% 5.51% 15.8 | 1227.2 | 1.29% 31.4% 6.55%
Tst_ 2sb 19 | 21725 | 0.87% 32.7% 5.05% 21.7 | 2133 1.02% 33.9% 4.95%
7st_inter | 8.9 917.2 | 0.97% 36.2% 4.82% 6.4 | 905.8 | 0.710% 3% 3.85%
5st_ 1sb 8.2 922.4 | 0.89% 30.7% 5.8% 11.8 | 901.4 | 1.31% 32.3% 7.3%
5st_ 2sb 14.1 | 1611.7 | 0.87% 32.6% 5.02% 16.1 | 1581.4 | 1.02% 33.9% 4.96%
5st_inter || 6.8 689.4 | 0.99% 35% 5.19% 4.8 680 0.71% 35.9% 4.15%

device 3 (ps) device 4 (ps)

Sensor

Ototal 1 Orotat/ 0 | o v8 STA | range/min | oiotal 1 Ototat/ 10 | 1t vs STA | range/min
Tst_1sb 14 | 12433 | 1.13% 30.5% 6.15% 5.7 |1216.3 | 0.47% 32.1% 3.95%
Tst_2sb 19.7 | 2144.7 | 0.92% 33.5% 4.77% 7.4 |2112.7 | 0.35% 34.5% 2.92%
7st_inter | 6.2 901.3 | 0.68% 37.3% 4.04% 3 896.3 | 0.33% 37.6% 2.62%
5st_1sb 10.4 | 913.3 | 1.14% 31.4% 6.29% 4.4 | 893.1 | 0.50% 32.9% 4.09%
5st_ 2sb 14.7 | 1589.9 | 0.92% 33.5% 4.82% 5.6 |1566.2 | 0.36% 34.5% 2.94%
5st_inter | 4.7 676.6 | 0.69% 36.2% 3.98% 2.4 673.1 0.36% 36.6% 2.76%

(b) Inter-die variability among the 4 devices
Sensor 7st _1sb | 7st _2sb | 7st inter | 5st 1sb | 5st 2sb | 5st inter

range/MiNamong devs 8% 7.01% 6.44% 8.31% 6.93% 6.83%

Table provides detailed total variability results for our four devices. The
metrics that have been reported for quantifying the intra-die variability are (Table
[.1a)): the mean sensor delay 1, the standard deviation oo, the ratio o/, the
difference between the STA estimation (Table versus the actual mean sensor
delay (vs STA), as well as the estimation of variability expressed by the range/min
metric, where range = max — min refers to the maximum and minimum sensor
delays. Furthermore, in Table the inter-die variability among devices is pre-
sented as the ratio of range/min = (max — min)/min, where max, min attribute
to the extreme values among the four devices. Note that, this Table includes a neg-
ligible error in the o4,/ 10 of interconnects stochastic parts of variation, due to our
methodology of subtracting delays (Subsection . However, it is insignificant
for the total variability, because it occurs only in stochastic parts and it is measured
to be 0.03% in the oioa1/ -

The first important observation is the great difference between the STA and the
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actual measured delay of the sensors, which tends to rise as the portion of the delay
attributed to interconnects, increases, reaching up to 37.6% for “7st _inter”. Essen-
tially, this indicates that the STA tool introduces more pessimism in interconnects
rather than logic.

Second, concerning the mean delay (u), device 4 is the fastest and device 1
is slowest among the others, for all sensor configurations. However, notice that
for RO sensors with the highest portion of logicE], ie., “Tst_1sb” and “bst_ 1sb”,
device 2 is faster than device 3, while for interconnect sensors, i.e., “7st _inter” and
“bst__inter”, device 3 is faster than device 2. This result indicates the importance
of assessing manifold configurations for precise variability results, as interconnects
and transistors are affected in a different manner from variability (see Chapter .
The RO configurations “7st_ 2sb” and “bst_2sb” seem to follow the same trend as
those with 1 SB (device 2 faster than device 3), but the relative difference among
devices 2 and 3 is smaller. This is reasonable due to the fact that for these RO
sensors the portion of interconnects is augmented contrary to the ones with 1 SB,
thus interconnects affect them more.

Finally, regarding variability, we provide two metrics to measure it. The ratio
Ototar/ 1t 18 a statistic metric which reveals how much does the delay disseminate over
the mean delay, while the range/min is a quantitative metric about how much the
delay varies, in terms of extreme values. Among our devices, device 4 seems to be
less affected by variations. For all devices except device 1, RO sensors with 1 SB
point out greater variability than interconnect sensors. The same applies for RO
sensors with 2 SBs, but the difference against interconnects sensors is smaller. For
device 1, notice that when comparing the sensors “5st _1sb” and “7st _inter”, that
have approximately the same mean delay (implying fair comparison), i.e., 922.4 ps
and 917.2 ps respectively. When considering oo/ 4, “7st _inter” has greater vari-
ability (0.97% > 0.89%), while when considering the range/min metric, “5st _1sb”
has greater value (5.8% > 4.82%). We should clarify that each metric is eval-
uated for different purposes, and when comparing sensor measurements, O/ [t
provides more precise results about the comparison as it is a statistic metric, while
the range/min is an estimator about the value of variability. Consequently, it is
obvious that for device 1 the variability of transistors is approximately as great as
the variability in the measured interconnect§’] The highest intra-die variation is
measured in the smaller RO configuration (5st 1sb) for device 2, reaching up to
range/min = 7.3% and o141/t = 1.31%. For inter-die variability the same applies
as well, since “5st _1sb” has the greatest value of variability and interconnects sen-
sors reveal smaller variations, compared to RO sensors, among all sensors. This is
reasonable due to the fact that three out four of our devices have grater variability
in transistor than wires, as explained above.

For a more comprehensible perspective of the variability, we provide the vari-
ability maps of the sensors with different architectures. We do not present the
other variability maps because it is expected that sensors with same features, e.g.,
“Bst _1sb” and “7st_1sb”, provide similar variability; this statement will be ana-
lyzed in the following sections, where a meticulous variability decomposition will be
studied. Figures [4.2] and [.4] depict the variability maps of sensors “5st_ 1sb”,
“Tst _inter” and “5st_ 2sb” respectively. The first observation being made, is that

IFor analytic delay portions of sensors see Table
2Remember that only short wires are studied in this thesis, as described in the methodology.
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Figure 4.2: Total variability maps of sensor “5st_1sh” among our four devices (com-
mon scale).
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each device has systematic areas that could be characterized either as fast or as slow.
This is very important because it implies that certain areas have similar variability,
something encouraging for variation aware tools that can be implemented to take
advantage of this attribute. Moreover, an important mention is that having as vision
the exploiting of variability for application performance improvement, each device
should be characterized individually, because the morphology of the variability is
disparate for each of them, as can be pointed out from the presented maps.
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Figure 4.4: Total variability maps of sensor “5st_ 2sbh” among our four devices (com-
mon scale).

Note that we present the variability maps for sensors “5st _1sb” and “7st _inter”
(Figures and ; we do that because they have approximately the same mean
delay value as already mentioned (Table . However, notice that at a first sight,
without mathematically identification, fast and slow areas do not map identically.
In particular, in Figures [4.2a] and [£.3a] for device 1, there is a noticeable difference.
This observation indicates the significance of obtaining multiple variability maps for
device characterization. More results about these observations will be provided in
the following sections, where variability is decomposed and each device is studied
individually.

To have a connection with the remarks stated solely from the Table [4.1] it is
irrefutable that device 4 has the lower variability among the others, and it seems,
in all presented maps, that variability is equivalent and uniform across the device.
However, this statement is insufficient because all maps presented are in the same
scale for each sensor. Since device 4 has the smallest variations, it seems like the
effect of variability is negligent. This is another implication about the importance
of studying the variability individually for each device in order to obtain precise
results. For the other devices, we can not obtain any unambiguous connection
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between the Table and the variability maps. Thus, the importance of studying
them both is compelling: variability maps are utilized to point out the morphology
of the variation and its area extent, while on the contrary, a quantification can be
presented without having the knowledge of the fast and slow locations, allowing an
untimely quantified estimation of variations.

4.2 Analysis of Systematic and Stochastic Variabil-
ity
A step further in our analysis is to decouple the variability into systematic and
stochastic using both the regression and the DSMA method. To address the discon-
tinuity in variability maps (Figure {4.1]), we empirically insert null columns until the
systematic impact on the stochastic maps is minimized. In Figure 4.5 we show the
extracted systematic (Figure , and stochastic (Figure , variabil-
ity maps for the arbitrarily selected sensor “5st  2sb” of device 1. By comparing the
initial map (Figure with the systematic resulted from both methods, DSMA
extracts more precisely the systematic components and simultaneously highlights
the random nature of the stochastic variations. On the contrary, the stochastic map
computed by the regression method reveals systematic aberrations in various spatial
regions. Unambiguously DSMA can perform more accurate decoupling of variations

and therefore it is preferred. Thus, in the remainder of the dissertation, we continue
our analysis based on the DSMA method.

Table 4.2: Systematic variation results for nominal conditions.

device 1 (ps) device 2 (ps)
Osys Usys/Utotal Usys/ﬂ range/min Osys Usys/CTtoml Usys/,u range/min
7st_1sb || 10.3 92.8% 0.82% 4.28% 15.4 97.5% 1.26% 5.47%
7st_2sb || 18.3 96.3% 0.84% 4.05% 21.3 98.2% 1.00% 4.12%
7st_inter | 8.6 96.6% 0.94% 4.01% 5.9 92.2% 0.65% 2.78%
5st_1sb 7.5 91.5% 0.81% 4.25% 11.4 96.6% 1.26% 5.54%
5st_2sb || 13.4 95.0% 0.83% 4.07% 15.7 97.5% 0.99% 4.14%
5st_inter | 6.5 95.6% 0.95% 4.12% 4.4 91.7% 0.64% 2.83%
device 3 (ps) device 4 (ps)
Osys | Osys/Ttotal | Osys/ I | TaNGe/Min || Osys | Osys/Ototal | Tsys/ 1t | TANGE/MViN
7st_1sb || 13.3 95.0% 1.07% 5.25% 4.2 73.7% 0.34% 2.22%
7st_2sb || 18.9 95.9% 0.88% 4.06% 5.65 76.4% 0.27% 1.66%
7st_inter | 5.7 91.9% 0.63% 3.02% 1.9 63.3% 0.21% 1.34%
5st_1sb 9.8 94.2% 1.07% 5.15% 3.1 70.5% 0.34% 2.16%
5st_ 2sb 14 95.2% 0.88% 3.98% 4.1 73.2% 0.26% 1.7%
5st_inter | 4.2 89.4% 0.63% 3.00% 14 58.3% 0.21% 1.41%

Sensor

Sensor

4.2.1 Systematic Variability

As already mentioned, systematic variability is a significant portion of the total vari-
ability. The systematic parts are very essential because they reveal the implication
of a potential variation aware utility, targeting application performance improve-
ment. In this perspective, the systematic parts across an FPGA can be potential,
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Figure 4.5: Systematic and stochastic variability maps of sensor “5st_2sb” using
regression (b),(c) and DSMA (d),(e) methods.
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for instance, in guiding the placement and routing tool towards the fastest area.
Consequently, calculating and acutely understanding the systematic parts across
the die is substantial for the design of variation aware methods/tools.

In our work, each sensor is designed to measure different parameters, as we make
the assumption that variability maps are not identical among configurations. This
has already been shown timidly in the previous section (see Figures .
In this Subsection, however, we analyze the systematic variability to obtain and
measure the differences among the sensors which are utilized to sample the devices.
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Figure 4.6: Systematic variability maps of all sensors for device 1.

Table [£.2] provides results about the systematic variability, afterward the decom-
position is computed. We utilize similar metrics as in the total variability (Table
. Furthermore, we provide the portion of the standard deviation of the system-
atic variability to the total, i.e., 0sys/01ota- Notice that for all devices except device
4, this portion is approximately or greater than 90%, which indicates that systematic
variability is the dominating part of variability. For device 4 this portion is smaller;
this occurs due to the fact that the total variability of this particular die is not as
significant as the other devices (see Table , thus stochastic variability will have
a greater relatively portion. This fact will be better comprehend in the following
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Subsection, where stochastic variability will be scrupulously examined. Moreover,
as the mean value (p) is constant, the value o,/ is the same portion of the total
related variability (o4orai/pt) as the aforementioned portion (ogys/00ta) and hence it
is not presented in the Table. Finally, the metric range/min is smaller in all cases
for systematic variability compared to the total, as obviously expected.
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Figure 4.7: Correlation graphs with reference sensor the “5st_1sb” for device 1.

Additionally to the previous, we present the systematic variability maps for all
the sensors of device 1 (Figure . The first significant observation is that the
sensors that have been designed with the same architecture principals point out op-
tically very similar systematic variability maps: “5st _1sb” and “7st 1sb” (Figures
i4.6a and [4.6¢), “bst_2sb” and “7st_2sb” (Figures and and “bst_inter”
and “7st_inter” (Figures and , even though their ranges (maximum and
minimum delays) are different. To bolster this observation, we use the Pearson corre-
lation coefficient among sensor{’} Figure depicts the correlation graph between
“bst _1sb” and “7st_1sb”, where the linear relationship among them is irrefutable,
and thus the experimental correlation coefficient is acutely close to 1 (0.99355 in

3The discontinuity in our maps was removed manually in order to avoid the biasing and obtain
more accurate/fair correlation coefficients.
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fact). These results verify the assumption of the grid model stated in Subsection
of the previous Chapter. The same applies for the other mentioned pair of
sensors, and in Figure [4.7] we present the correlation computation with respect to
the sensor “5st__1sb” among the others. A simple way to claim that the correlation
is very close to 1 for the other pair of sensors is to observe that between Figures
[4.7h] and the correlations are very close to another, i.e., 0.92128 and 0.92089,
respectively. This means that, because the reference sensor is common (“5st_ 1sb”),
the two aforementioned maps should be almost identical, i.e., have correlation co-
efficient very close to 1. The same exists for the interconnect sensors “bst _inter”
and “Tst _inter” (Figures and having correlation coefficients 0.75914 and
0.76358, respectively. Deductively, the way we managed to implement the grid model
is sound for all sensors.
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Figure 4.8: Systematic variability maps of all sensors for device 2.

Most importantly, by optically observing the maps of Figure [4.6] we notice that
sensors “bst_1sb” and “7st _inter” having approximately the same mean delay (u in
Table , and hence connoting fair comparison, do not reveal correlated areas in
terms of speed (delay). This is also presented in Figure [4.7¢] where the points in
the correlation graph (representing systematic delay of the underlying sensors) are
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abstained from developing an almost linear line, but on the contrary they are spread
in a systematic manner, revealing a correlation of approximately 0.76. Furthermore,
remember that on the one hand, the first sensor is designed with a major portion
of logic delay, while the other with solely interconnect resources. Consequently,
there is an irrefutable evidence that the characteristics of the implemented sensor
are very important for the morphology of the map, while our results denote that
interconnects (mainly wires) follow a different process than logic components (mainly
transistors). Overall, these results demonstrate the importance of utilizing multiple
sensors implemented with diverse characteristics, in order to accurately analyze the
variability and to predict the performance variation in FPGAs. This information
could be very useful for the prediction of the delay of realistic designs’ paths with
different routing and logic resource characteristics, having the prior knowledge of
their mapping on the FPGA fabric.

Considering the systematic variability maps and their correlation graphs, we can
undoubtedly claim that when considering two sensors, the more similar is the portion
of their logic delay to the interconnect delay, the more their variability maps reveal
similarities, which means that correlation coefficient is more close to 1. In particular,
from Figure [4.7] we can observe that as sensors differ even more from the reference
sensor “bst_ 1sb”, they present lower correlation coefficient: sensors “bst_ 2sb” and
“Tst _2sb” have greater correlation coefficient and their graphs indicate a more linear
relationship contrary to “5st inter” and “7st inter”. Since this statement is only
confirmed for device 1, we have to present the same results for the other devices as
well, in order to be able to claim more general assertions about the characteristics
of the sensors and the relationship to their systematic variability maps.

Figure [4.8| presents the systematic maps for device 2. In this case we can ob-
tain optically that the underlying device presents more correlated variability maps
than device 1 (e.g., Figures and . In addition, note that the sensors be-
ing designed with the same architecture provide similar (optically identical) maps,
exactly as occurred in device 1; which is an expected observation as mentioned in
the previous paragraph. From the two presented devices, we can educe the signif-
icance of the individual study of the variability in each device independently and
the identification of the fast and the slow areas of the die with respect to sensors’
architecture.
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Figure 4.9: Correlation results and performance estimation error between 5st_1sb
(67/33) and rest sensors (logic/interconnect).
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In order to quantify these results for all the examined devices, we present how
the correlation varies for all devices, taking as reference sensor the “5st  1sb” (Figure
. We observe that the correlation weakens as the ratio of logic/ interconnectsﬂ
sensor delay decreases reaching down to approximately 0.59 for interconnect only
sensors (device 4, sensor “bst_inter”). However, note that devices 1 and 4 point out
dissimilar (uncorrelated), in terms of speed (delay), areas, while the others do not
(correlation coefficient is above 0.9 in all cases, indicating strong correlation among
sensors). Moreover, in Figure we illustrate the maximum difference (error) in
relative performance estimation between the various systematic variability maps.
To compute the relative performance estimation, we perform the subtraction of the
minimum delay of each corresponding map and then dividing by the same value
each coordinate point (z,y). Afterward, the new relative maps are subtracted to
compute the maximum relative difference among them. By keeping the “5st  1sb”
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Figure 4.10: Systematic variability maps of all sensors for device 3.

sensor as reference, we calculate that the average error of the entire map ranges
in 0.01-1.22% and extends to 0.34-3.2% considering particular (x,y) points on the

4The (logic/interconnect) indicates the approximate portion (in percentage), of the delay in
logic and interconnect resources, as provided by STA tool (Table [3.1).
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maps. Notice that, device 2 reveals the greatest difference while device 4 the lowest.
This is reasonable, as device 2 is the most varied device in our RO sensors and
simultaneously it provides small variance in interconnect sensors compared to the
other devices (o/p in Table[4.2). Alternatively, device 4 reveals the lowest variability
of all sensors contrary to the other devices, and it has the lowest performance error.
One important remark is that the maximum difference is not associated with the
correlation coefficient, due to the fact that they provide different evaluation metrics:
the correlation coefficient indicates how maps vary in terms of speed, ignoring the
ranges, while maximum difference quantifies the difference in terms of performance
of the corresponding sensors in each coordinate.
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Figure 4.11: Systematic variability maps of all sensors for device 4.

For completeness reasons, we depict the systematic maps for devices 3 and 4 in
Figures and respectively. Obviously, similar assertions to those that have
been made for devices 1 and 2, can be claimed as well.

Overall, systematic variability is the major portion of the total variability and
its individual study for each device, both qualitatively and quantitatively, becomes
substantial for comprehending and sequentially evaluating the performance variation
of different paths, which could presumably refer to real-world designs’ critical paths.
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4.2.2 Stochastic Variability

Stochastic variability does not exhibit any spatial correlation and it is assumed that
it follows a Gaussian distribution (Subsection [3.2.2). To verify the first statement,
we provide the stochastic variability maps of sensors “bst 1sb” and “7st_2sb” of
device 1 (Figure [£.12). Obviously, both maps do not exhibit any spatial correlation
indicating the random nature of stochastic variability. In the following, to assert
the statement of the Gaussian distribution, we plot the probability histogram of the
residuals versus the theoretical probability distribution with x4 and o, the mean and
standard deviation of the computed residuals respectively. Figure illustrates the
histogram probability distribution of the aforementioned sensors and the solid line
depicts the theoretical probability distribution. Indubitably, the calculated stochas-
tic variability is normally distributed (Gaussian) with high accuracy. In addition, we
compute the correlation coefficient among the two depicted stochastic maps. Figure
[4.14] shows this case, where obviously there is no correlation between the two maps
(correlation coefficient is approximately 0). That said, this is an expected result
since stochastic variability is from its nature uncorrelated and random for two dis-
tinct delay paths, and hence the two maps should not have any correlation to each
other. We should mention that, while only sensors of device 1 are presented, we
verified these statements in all measurements that have been provided for all of our
devices, and all cases asserted the same statements as above. Hence, we do not
present other cases in order to avoid repetitiveness.

Table 4.3: Stochastic variation results for nominal conditions.

Sensor device 1 (ps) device 2 (ps)
Ostoch | 30stoen/ 1t | B0stoen/ 11+ VN \/ 02,0+ 0% || Ostoch | 30stocn /1t | 30 stoen /- VN \/ 02+ 02
Tst_1sb 3.8 0.90% 0.78% 11 3.5 0.86% 0.76% 15.8
Tst_2sb 4.5 0.62% 0.55% 18.8 4.2 0.60% 0.52% 21.7
7st_inter | 2.4 0.79% 0.70% 8.9 2.3 0.77% 0.68% 6.4
5st_ 1sb 3.2 1.04% 0.77% 8.1 2.9 0.98% 0.73% 11.7
5st_ 2sb 3.7 0.70% 0.52% 14 3.5 0.66% 0.49% 16.1
5st_inter | 1.9 0.84% 0.63% 6.8 1.8 0.81% 0.61% 4.8
Sensor device 3 (ps) device 4 (ps)
Ostoch | 30stoch /1t | 30stocn/ 1t VN \/ 020+ %o || Ostoch | 30stocn /1t | 30stoc /1t VN \/ 02+ 020n
Tst_1sb 3.9 0.93% 0.82% 13.8 3.6 0.88% 0.78% 5.5
Tst_2sb 4.7 0.65% 0.58% 19.5 4.3 0.60% 0.53% 7.1
7st_inter | 2.7 0.88% 0.78% 6.3 2.3 0.77% 0.68% 3
5st_1sb 3.2 1.06% 0.79% 10.3 3 1.01% 0.75% 4.3
5st_ 2sb 3.9 0.73% 0.55% 14.5 3.6 0.68% 0.51% 5.4
5st_inter | 2.2 0.96% 0.71% 4.8 1.9 0.85% 0.64% 24

Table[4.3| provides results that quantify the stochastic variations. Since stochastic
variations are normally distributed the most useful quantification metric is 30 gocn /1t
because three times the standard deviation bilateral from the mean value in a Gaus-
sian distribution, contains approximately all the possible values (with 99.7% prob-
ability). Important notes can be extracted from this Table. In particular, the
standard deviations for “5st 1sb” and “7st _1sb” of device 1, which have the same
architecture, are 3.2 ps and 3.8 ps respectively, and thus we can draw the conclusion
that as the stages of an RO increase, stochastic standard deviation increases as well.
This is reasonable, because as discussed in Subsection [3.2.2] the standard deviation
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is increased by the square root of the summation of squared standard deviations.
Consequently, as the footprint increases we anticipate higher standard deviation.
However, the 300cn /1t is 1.04% and 0.90% respectively, which means that the rela-
tive standard deviation, as percentage of the mean, is reduced. The justification for
this observation is that stochastic variations become smoother as we increase the
resources that compose the sensor and hence the path delay becomes higher. The
following formula proves the aforementioned statement [13}44}62]:

O stoch 1

. x i (4.1)
where in our case N is the number of RO stages. From the above formula we deduce
that, as the delay of a path increases the magnitude of the uncorrelated stochastic
variation is attenuated due to averaging over multiple gate and interconnect delays
[23]. This has been delineated in Table [4.3| where we have multiplied the relative to
the mean standard deviation with the square root of IV, e.g., for the above-mentioned
sensors the values are very close to each other: 0.77% and 0.78% respectively. By
observing the values of the Table, we can elicit that our results verifies the equation
in all cases, having a negligent experimental error. Finally, by observing the
results of the Table, we can educe that interconnect sensors induce lower stochastic
variations than RO sensors, e.g., for sensors “5Gst 1sb” and “7st_inter” of device
3, which have approximately the same mean delay, 3000/ is 1.06% and 0.78%
respectively. This may not surprise, as interconnect sensors induce delay primarily
from metal wires, while the aforementioned RO sensor primarily from transistors,
and with respect to the analysis of variability in Chapter [2.7] transistors provide
greater intrinsic variations, while most of variations in metal wires result from spatial
systematic effects [9].

Unlike systematic, stochastic variability tends to be much more similar. Result-
ing form the Table [4.3] we can elicit that in all cases the magnitude of stochastic
variability is similar in all devices, e.g., for sensor “5st_2sb” the relative standard
deviation 30geen/pt is 0.70%, 0.66%, 0.73% and 0.68% for devices 1 to 4 respectively.
The same applies for all sensors correspondingly. By comparing the systematic with
stochastic, the latter indicates that it has a much more predictable and well-known
distribution, and its impact is abated as the critical path delay increases. This is
essential and leads to the conclusion that systematic is the type of variability that
delineates and describes the location of fast and slow areas on the FPGA.

Regarding the two variability types, a sound question that comes into existence
is the relationship among their standard deviations. Considering the first order
canonical form of a critical path delay (equation we can derive that the two in-
dependent random variables circumscribing systematic and stochastic variability, are
summed. Hence, in accordance with equation the variances should be summed.
Consequently, for standard deviations the formula has to be:

Ototal = o2 + o? (42)

sYs stoch

That is examined in Table [£.3] where this square root is calculated. By comparing
the total standard deviation from Table we assert that equation [4.2] is valid in
all cases, considering the negligible experimental error, i.e., 4%.

In Conclusion, the stochastic variability of our FPGA devices is normally dis-
tributed in all cases. Our results verify that as the footprint of the sensor increases
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and the total delay becomes higher, the 0%, increases (Figure[4.13), but stochastic
variation as ratio of mean value (30,4,4/1t) attenuates due to averaging over mul-
tiple gate and interconnect delays. Furthermore, interconnects sensors, which are
dominated by wire resources, provide lower stochastic variations than RO sensors
which are dominated by transistors.

4.3 Variability Under Voltage and Temperature Al-
teration

Our analysis is continued by assessing the performance variation under voltage and
temperature alterations. First of all, we ascertain the validity of the equation
(alpha-power law model) by plotting the mean sensor delay versus voltage and by
fitting the above equation, using the custom equation fitting model in MATLAB.
To achieve that, we provide fine-grain, in terms of the supply voltage, measurements
for one device, especially the one labeled as device 3, with the following operating
conditions: Viepns in the range of 0.640-0.875 V and 7T} constant at 30 °C. Figure
illustrates the relationship of the measured delay values, where manifestly, we
observe the accuracy of the fitting models in all cases. Note that, different values
of the fitting parameter a occur for each architecture type sensor: sensors with one
SB have approximately a &~ 1.2, while those occupying two SBs have a =~ 1.6 and
the interconnect sensors have a ~ 0.9. Unambiguously, as the ratio of the logic to
the interconnect delay increases, the parameter a increases as well, and thus the
path delay is affected by from supply voltage. This is quantified by the increase (in
percent) of the mean delays for the extreme voltage values: 56% for sensors with
one SB, 45% with two SBs and 32% for interconnect sensors. However, since the
parameter a in the equation denotes the mobility degradation of the transistor
due to the augmented lateral electric field 2], in our case where we use the fitting
equation for the entire path delay (not for each individual transistor) we should
clarify that it is not a value utilized to express the mobility saturation. Rather, due
to the precise fitting, we exploit this parameter to acquire a mathematical model of
the mean delay as a function of the supply voltage. Hence, it is reasonable the value
of the parameter a to be lower than 1 (in our case for interconnect sensors), while
for transistors the lowest possible value is 1, occurring for a transistor in extreme
velocity saturation. That said, this value of a for interconnects is an implication
for what is expected: the dominated portion of the delay is induced by metal wires
rather than switch transistors. In addition, we noticed that in all sensors cases the
delay decreases almost linearly (a ~ 1) for higher V., values in the range 0.81-
0.875V, while for the lower voltages the value of the fitting parameter is as discussed
above (Figure [4.15).

Afterward, we exhibit the performance in a more coarse-grain aspect than the
previous analysis, with respect to the supply voltage in the range of 0.640-0.875
V and the junction temperature at four constant values: 30, 45, 65 and 85 °C. In
particular, Figure illustrates the mean delay of the proposed sensors (device 1)
versus voltage in coarse-grain (six values of voltages are utilized in this analysis) for
the aforementioned temperature values. As expected below, a certain V,.,; value,
the temperature inversion phenomenon occurs (Subsection; delay decreases with
elevated T;. The temperature inversion point as well as the value of fitting parameter

72



1300

psec)

1200

o
o

1000

mean delay

©
o
o

2200

psec)

2000

mean delay
®
o
o

1600

850

mean delay (psec)

Figure 4.15: Mean path delays of the proposed sensors versus supply voltage and
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a vary depending on the sensor configuration. In sensors with higher portion of logic
delay (greater amount of transistors), we measure higher performance degradation
and temperature inversion manifests in higher V,.;,; values: approximately, the tem-
perature inversion spot is at 0.72V for “5st _1sb” and “7st_1sb”, 0.69V for “5st_ 2sb”
and “7st_2sb”) and bellow 0.65 for “5st__inter” and “7st inter”. In contrast to the
RO sensors, the interconnect sensors show lower performance degradation with volt-
age decrease and higher degradation with temperature increase; resistance of wires
increases almost linearly, and such does the path delay [2].
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Figure 4.17: Mean path delays of the proposed sensors versus supply voltage for
four distinct junction temperature values (device 2).

For completeness purposes we present the mean delay versus voltage and tem-
perature for device 2 as well (Figure[1.17). We observe that while the actual sensors’
delays of the two devices are different, the temperature inversion spots occur at the
same value of the supply voltage. Considering all devices and sensors, the perfor-
mance degradation due to voltage ranges up to 33.9% (7st_inter) - 57.9% (7st_1sb),
while the degradation due to temperature up to 2.9% (5st_1sb) - 4.8% (5st__inter).

The next step of our assessment is to figure out the variation alteration due to
temperature and voltage. For this reason, Figure illustrates the total variabil-
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ity for the reported voltage-temperature conditions. We observe that variability
increases with the decrease of V,.;,,;. This was expected because, according to equa-
tion , as Vieine scales down, the delay of slower transistors (higher Vj;) increases
relatively higher than faster transistors (lower V) thus, leading to higher vari-
ability. On the other hand, variability decreases with the elevation of Tj: the Vi,
decreases almost linearly to 7j increase [2|, i.e., the Vi Vi increases more for
slow transistors and decreases their delay more (see equation than the delay of
fast transistors [65]. Considering all devices and operating conditions, intra-die and
inter-die total variability is increased up to 7.4% (7st_inter) - 9.9% (5st_1sb) and
9.5% (7st_inter) - 12% (5st__1sb).
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Figure 4.18: Total variability (range/min) as a function of voltage and temperature
(device 1).

On account of decoupling the variability we present the systematic and the
stochastic variability as a function of voltage and temperature distinctly in Fig-
ures [4.19] and [4.20] respectively. Apparently, the same observations exist as well
for the decoupled variability. However, we notice that decoupling offers the ability
to assess the variability in a more lucid way, because in this way the systematic is
isolated and the stochastic is assessed by exploiting the standard deviation, due to
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Figure 4.19: Systematic variability (range/min) as a function of voltage and tem-
perature (device 1).
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the fact that is normally distributed as verified in the previous section. Thus, the
evaluation metric (range/min) in this case is not affected by stochastic components,
giving the ability to draw precise diagrams and calculations for both systematic and
stochastic parts. Considering all devices and operating conditions, the systematic
variability is increased up to 5.9% (7st_inter) - 7.3% (5st_1sb) and the stochastic
variability is increased up to 1.41% (7st_inter) - 1.53% (5st__1sb).
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Figure 4.21: Correlation results and performance estimation error between “5st _ 1sb”
(67/33) and other sensors for 0.640V, 30°C(logic/interconnect).

Figure represents the Pearson coefficients and performance estimation er-
rors (maximum) between the “bst 1sb” reference and the rest sensors for V. =
0.64V. In contrast to the corresponding plots in Figure £.9] for nominal conditions
(Veeint = 0.85V), the correlation between RO sensors remains almost the same,
however, the correlation with interconnect sensors has been greatly increased to
0.82 (from 0.59). This is explained by the fact that, with voltage under-scaling, the
change in the interconnect delay is attributed mainly to the transistors residing in
SBs, hence, the variability maps tend to follow the behavior of transistors. Never-
theless, note that even though the correlation is improved, the error in performance
estimation (Fig. [4.21b)) is increased to 3.6% (from 3.2%).
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Chapter 5

Conclusion

5.1 Concluding Remarks

In this work, we studied the performance variation in 16nm FinFET commercial
FPGAs. In order to attain a thorough examination of the variability, we employed
multiple types of sensors, which had been designed to assess the logic and intercon-
nect resources of the FPGA fabric. Our methodology relies on the well-established
ring oscillator approach. However, we provide a new technique to assess precisely the
variability in routing interconnect resources by completely isolating them, without
the necessity of deploying other sensors. To do so, we have meticulously designed
the ring oscillators in a manner that allows the subtraction of their delays afterward,
to obtain the intended results for the interconnects.

In addition, we decoupled the variability into its systematic and stochastic parts
and we utilized and assessed the mathematical modeling furnished by the literature.
Our results showed that systematic variability is the major portion of the total
variability. Furthermore, an extracted implication is the necessity of the individual
study of each device due to the fact that variability affects integrated circuits in a
dissimilar manner. On the other hand, the stochastic variability has a more pre-
dictable and well-know distribution, as well as its impact is abated as the critical
path delay increases. Consequently, the characteristics of the two aforementioned
types of the variability lead to the conclusion that systematic delineates and de-
scribes the locations on the FPGA, where the fast and slow areas appear. Overall,
our study indicates that the comprehensive analysis and modeling of the variability
could presumably lead to potential performance improvements.

Afterward, we evaluated the impact of diverse voltage and temperature con-
ditions. We analyzed and explained mathematically the way that mean delay is
affected by the environmental conditions (voltage and temperature). Furthermore,
besides the exhibition of the way that variability is affected by the environmental
conditions, we also provide briefly comprehensive explanations of the reasons that
lead to variability alterations.

Our experimental results showed up to 9.9% intra-die and 12% inter-die per-
formance variation under certain operating conditions. Moreover, we deduced that
logic and interconnect resources present different variation, with low correlation,
and a maximum error of 3.6% in performance estimation. Our results accentuate
the importance of a multifaceted assessment of variability in FPGAs and provide
insights for the implementation of more sophisticated mitigation methods.
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5.2 Future Work

The multifaceted study of variability in FPGA devices that is presented in this work
can lead to potential research directions, which are examined briefly in the following.

First of all, an important future extension work is the characterization of variabil-
ity of the DSP blocks across the FPGA fabric, by exploiting the proposed method-
ology of the ring oscillator approach. Typically the DSP blocks are located between
the logic and routing interconnect resources in the FPGA fabric, and an assumption
being made is that they are affected in similar way like the examined resources close
to them. However, this assumption is contentious because different results can be
expected due to dissimilar masks and layers used for the development of the indi-
vidual components comprising each chip. In order to be able to determine the effect
of variability in DSP blocks their variability examination becomes significant.

Second, this work could contribute to the implementation or improvement of
CAD tools that indicate the fast/slow areas of the FPGA and utilize this information
to guide the placement and routing process for presumable application performance
improvement. Our analysis give insights to assess the variability by considering mul-
tiple variability maps, whose number can be limited as provided by our mathematical
modeling and explanation. Since the results of this work reveal the importance of
the mathematical modeling of variability, both of systematic and stochastic, and its
individual analysis assuming feedback from the device itself, any potential design of
a CAD infrastructure should consider these aspects.

Finally, a presumable research orientation could be the on-line monitoring of
FPGAs by exploiting various sensors to measure alterations in performance on a
real-time basis. This technique can contribute to the implementation of a robust
closed-loop framework that is able to measure the variability at real-time capturing
all potential changes, e.g., in workload, and take indispensable decisions to assure the
correct operation of the logic functions. Indubitably, these type of implementations
lead to healthier FPGAs because they exploit variations by sensing them at real-time
and hence they minimize the safety margins as much as possible.
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Appendix A

Variance of the summation of
random variables

Considering n random variables, X7, Xs, -+, X,,, with mean values my, ma, - -+, my,
respectively, the variance of the random variable representing their summation can
be computed as:

2

Var(X1+X2+-..+Xn):E[(X1+X2+--.+Xn—E(X1+X2+...+Xn)> }
r 2
= B[(X0 4 Xo 4o+ X = B(X) — B(X) — -~ B(X) |

= E:<<X1 —mi) + (Xa—ma) + -+ (X, _m”)>2}

=E|(X1 —m1)’ + (Xo —ma)® 4+ + (X —mp)” + 2> (X; —my) (X — mj)}

= E[(X1 —m)?] + E[(X2 — mp)?] + -+ - + E[(X, — my)?] + QZ El(Xi — mi)(X; — my)]

=Var(Xy)+ Var(Xs) + -+ Var(X,) + 2 Z Cov(X;, X;), 4,j=12,---,n
i<j

(A1)

where the covariance of the variables X;, X, i.e., Cov(X;, X;), is used to measure
their joint variability. A useful parameter in probability theory is the correlation
coefficient, which expresses the linear interdependence of two random variables and
is given by the following formula:

CO'U(X,L', X])

A i) VVar(X;)\/Var(X;) (8.2)
Correlation coefficient is a dimensionless number between -1 and +1.
Special cases for two random variables
For the special case of two random variables, equation becomes:
Var(Xi + Xo) = Var(Xy) + Var(Xs) + 2 - Cov(Xq, Xs) (A.3)
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The equation can be restated in a more essential way, considering the equation [A.2}

Var(X, + Xy) = Var(X)) + Var(Xs) + 2 p(X1, Y2) - /Var(X,) - Var(X,) (A.4)

Perfectly correlated random variables

Two random variables are considered perfectly correlated when their correlation
coefficient is exactly +1. Then, equation [A.4] becomes:

Var(X, + Xy) = Var(Xy) + Var(Xs) +2-1-/Var(X,) - Var(X,)

(A.5)
( Var(Xy) + v/ Var( Xg)

Independent random variables

When two random variables are independent, then their correlation coefficient is 0.
Hence, equation [A.4] becomes:

Var(X; + X3) = Var(X;) + Var(Xy) (A.6)

Furthermore, due to the attribute of the variance, when considering a constant
number a, then, for a random variable X applies: Var(aX) = a*Var(X), equation
can be transformed for the subtraction as follows:

Var(X; — X3) = Var(X; + (—X3))
=Var(Xy) + Var(—Xy)
=Var(Xy) + (=1)*Var(Xs)
= Var(Xy) + Var(Xs)

(A7)
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