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#### Abstract

In this thesis, we introduce the Online Min-Sum Set Cover Problem, an online counterpart of the Min-Sum Set Cover Problem, introduced by Feige, Lovász and Tetali. Min-Sum Set cover can be used to model web ranking problems, where web search results or social networks feed need to be placed in an order adapted to the user's preferences. Web results can be modeled as a list of elements, whereas users can be represented as sets over these elements. The objective of Min-Sum Set Cover is to induce an ordering in the list of elements that minimizes the average hitting time of sets, where hitting time is defined as the the first time step in which an element from the set is scheduled. Such setting models the time overhead of a user to scan a list of results from top to bottom in order to find the first result in which he/she is interested. However, Min-Sum Set Cover assumes that sets are given offline. A realistic scenario is that the results ordering is updated frequently, under the arrival of new set requests induced by actions of users. The Online Min-Sum Set Cover attempts to resolve this problem with the assumption that sets are given online.

A simpler online problem with which we detect relation is the well-known List Accessing Problem, where the online requests are single elements instead of sets. Our work is primarily motivated by the List Accessing and the tight 2-competitive Move-To-Front deterministic algorithm. We obtain a lower bound of $A+1-\frac{A(A+1)}{l+1}$ for the competitive ratio of any deterministic algorithm, where $A$ is the average set cardinality of request sequence and $l$ the list length. Also, we propose three Move-To-Front-like algorithms, MoveFront, MoveLast and MoveSet. We show that MoveFront is $l-A+1$-competitive and MoveLast, MoveSet are tight l-competitive. For the randomized case, we show that proposed algorithms Randomized Static and Randomized Move-To-Front do not provide sublinear guarantees for their competitiveness. These algorithms are memoryless, i.e. their decisions are based only on the current requested set and its elements' position in the list. We conclude that such memoryless policies perform poorly for Online Min-Sum Set Cover.
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"Things turn out best for the people who make the best of the way things turn out"
-John Wooden
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- $\operatorname{ALG}(\sigma) \leq c \cdot O P T(\sigma)+a, \sigma \epsilon \pi \rho o ́ \beta \lambda \eta \mu a \quad \in \lambda a \chi \imath \sigma \tau о \pi о i ́ \eta \sigma \eta S$










 $\pi \rho o \beta \lambda \eta \dot{\mu} \mu$ عival to $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ Ski Rental［37］，to $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ Paging［54］x $\alpha$ to $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ k －server［41］．


## 1．3 То Про́ $\beta \lambda \eta \mu \alpha$ Е $\lambda \dot{\alpha} \chi \downarrow \sigma \tau о \cup$ A $\vartheta \rho o i ́ \sigma \mu \alpha \tau о \varsigma ~ K \alpha ́ \lambda \cup \psi \eta s$ इuvó入ou








$$
f\left(S_{j}\right)=\min _{i \in[n]: x_{i} \in S_{j}} \pi^{-1}(i)
$$

 xá入uџns t $\omega \nu \sigma \cup v o ́ \lambda \omega \nu, \delta \eta \lambda \alpha \delta \dot{\eta}:$

$$
\pi^{*}=\underset{\pi}{\arg \min } \sum_{s \in S} f(s)
$$



 aкá̀uாta $\sigma u ́ v o \lambda a$.


2．Eíval NP－Hard עa $\pi \rho о \sigma є \gamma \gamma l \sigma \tau \epsilon i ́ ~ \tau o ~ M i n-S u m ~ S e t ~ C o v e r ~ \mu \epsilon ~ \lambda o ́ \gamma o ~ \pi \rho о \sigma є ́ \gamma \gamma l \sigma \eta S ~ 4-\epsilon, ~$ үıа кáधє $\epsilon>0$ ．
 тров入 $\eta \mu \alpha ́ \tau \omega \nu$ ：



 straints). [43]

 бтouxモío tou ouvó̀ou. [12]

 $t \operatorname{\pi o\cup } f_{i}\left(\left\{e_{\pi(1)}, e_{\pi(2)}, \ldots, e_{\pi(t)}\right\}\right)=1$. [11]
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 ótov $l$ єívaı тo $\mu \epsilon ́ \gamma \in \vartheta \circ \varsigma ~ \tau \eta ร ~ \lambda i ́ \sigma \tau а s . ~$
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'Evas online $\alpha \lambda$ үópıখ

 отоเ $\omega \nu \delta \dot{\eta} \pi о \tau \varepsilon \alpha \dot{\alpha} \lambda \lambda \omega \nu$ бтоเұЕі́ $\omega \nu$.







 $\mu \epsilon ́ \gamma \epsilon \vartheta о \varsigma$ тпऽ 入ívтаs.
 $\alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha \pi о \cup \delta \varepsilon \nu \alpha \nu \alpha \lambda$ ט́ou $\mu \varepsilon$ є $\delta \dot{\omega}$ عíval:

- To offline $\pi \rho o ́ \beta \lambda \eta \mu \alpha \alpha$ ह́ $\varepsilon \iota ~ \alpha \pi о \delta \varepsilon ı \chi \vartheta \varepsilon i ́ ~ \alpha \pi o ́ ~ \tau o v ~ A m b u h l ~ o ́ t ı ~ \varepsilon i v \alpha l ~ N P-H a r d ~[9] . ~$.


 $\chi \alpha \iota$ ह́ $\chi \varepsilon \iota ~ \alpha \pi \circ \delta \varepsilon \iota \chi \vartheta \varepsilon i ́ ~ \alpha \pi o ́ ~ \tau o u s ~ A l b e r s ~ e t . ~ a l ~[8] . ~$.
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 $\frac{A(A+1)}{l+1}$





 єほoóסov＇́ $\chi \in l$ competitive ratio $\Omega(l / 4)$ ．







 $A+1-\frac{A(A+1)}{l+1}$ ．


 $\mu \varepsilon \tau \alpha x i ́ \imath \eta \sigma \varepsilon$ то $\sigma \tau \eta \nu$ хори甲и́ тŋs $\lambda i ́ \sigma \tau \alpha \varsigma$.
－MoveLast（ML）：Káve $\pi \rho o ́ \sigma \beta \alpha \sigma \eta ~ \sigma \tau о ~ \tau \varepsilon \lambda \varepsilon \cup \tau \alpha i ́ o ~ \sigma \tau o \downarrow \chi \varepsilon i ́ o ~ \tau o u ~ \sigma u v o ́ \lambda o u ~ \sigma \tau \eta ~ \lambda i ́ \sigma \tau \alpha ~$

－MoveSet（MS）：Káve $\pi \rho o ́ \sigma \beta \alpha \sigma \eta ~ \sigma \tau о ~ \tau \varepsilon \lambda \varepsilon u \tau \alpha i ́ o ~ \sigma \tau о \downarrow \chi \varepsilon i ́ o ~ \tau o u ~ \sigma u v o ́ \lambda o u ~ \sigma \tau \eta ~ \lambda i ́ \sigma \tau \alpha ~$
 $\sigma \chi \varepsilon \tau \iota \chi \grave{\eta}$ ठı́⿱㇒木几 $\tau \xi \xi \eta$ тous．

 $\tau \alpha \sigma \eta$ ：

Про́табף 3．O MoveFront єíval l－A＋1－competitive дıa aко入ovソíєs єıбódov $\mu \epsilon \mu \epsilon ́ \sigma \eta$ $\pi \lambda \eta \vartheta \imath \kappa o ́ t \eta \tau а ~ A \geq 2$ ．



 $\pi \lambda \eta \vartheta \imath \kappa o ́ t \eta \tau а ~ A \geq 2$.


 $\pi \rho o ́ t \alpha \sigma \eta:$
 $\pi \lambda \eta$ ๆъко́тпта $A \geq 2$.





 va үíveı $\mu \varepsilon \gamma \alpha ́ \lambda o$.







$\Gamma \iota \alpha$ тov Randomized Static $\delta \varepsilon i \xi \alpha \mu \varepsilon$ т $\eta \nu \alpha$ о́̀ $\lambda о \cup \vartheta \eta$ про́т $\alpha \sigma \eta:$




 єІoóסou $\mu \epsilon$ бúvòa $\mu \epsilon \gamma \epsilon ́ \vartheta o u s 2$.









## Chapter 2

## Introduction

Web search ranking plays an important role in the design of user-friendly web applications that interact with the users' preferences. For example, in social media platforms, we are interested in viewing the latest posts from page accounts with which we interact mostly. In our daily news feed, we want to receive updates on subjects that reflect our preferences. When accessing a website or web application, advertisements relative to web results that we searched in the past may pop up. Nowadays, it is the canon that web search engines and modern applications try to gather information from users' previous actions, clicks and searches in order to extract a user profile and induce a more personalized user experience. On the other hand, some web applications keep a global ordering of data, for example latest trends in videos or music, with which users interact mostly. All these problems lie in the field of preference aggregation that aims to set web data in a particular order that satisfies a specific goal. One such objective is to minimize the user effort to find information relevant to the user's interest. As the user scans web results from top to bottom, this effort can be considered as the amount of time it takes to find the first relevant result appeared in the list of web results.

One abstraction that can be used to model this problem is the following: A list of elements is given, representing the list of possible subject results. Sets of elements from this list, that represent results relevant to a user's interests and preferences, arrive in real time. Depending on the application, this sequence of sets may correspond to either one user, for example in case of social media feed, where each set may arrive on every time a user performs some new actions that perhaps modify existing preferences or introduce new ones, or in multiple users, like in the top trend case and web search results mentioned above. In these settings, we are interested in designing algorithms that reorder web results 'on the fly', in order to reduce access time in the arrival of future sets. Such setting can be modeled by the Online Min-Sum Set Cover Problem which we introduce in this thesis. To understand the problem, we first need to describe the terms online and Min-Sum Set Cover.

## Online Algorithms

Online Min-Sum Set Cover is an online problem. In contrast to the traditional framework for algorithm design, in an online problem the input is not complete or available from the beginning of execution, but is revealed gradually in parts. On every arriving piece of data, the online algorithm must respond with an action before processing the next piece, based on the partial knowledge of pieces that have arrived so far. Any algorithm is completely
unaware of future inputs. The goal of an online algorithm is to optimize an objective function as if it had all the input from the beginning. One well-studied measure of performance for online algorithms is the competitive ratio studied by competitive analysis, introduced by Sleator and Tarjan [54] and Karlin et. al [37]. The competitive ratio measures the performance of an online algorithm compared to that of the optimal offline solution $O P T$. Most important, it is a worst-case measure, i.e. an algorithm is considered 'good' if it performs 'well' on the hardest input instances. We thus say that an online algorithm $A L G$ is $c$-competitive if for any sequence of input requests $\sigma$, there exists a constant $b$ such that $A L G \leq c \cdot O P T+b$, in case of a minimization problem.

The online setting models a great number of problems that input arrives gradually and response need to be immediate. Many problems of that nature occur in the field of interactive computing, data structures, networks, motion planning, resource allocation and more [21] [5] [35]. For example, the online setting occurs naturally in the problems below.

- Ski Rental Problem: [37] Each day, we have to decide whether to rent a given good for this day or buy it for the rest of all days. Yet, we do not know the number of days in advance.
- $k$-server Problem: [41] We have $k$ mobile servers and requested points in a metric space appear online. A point is served if a server is moved to it. We are interested in making a schedule of servers that minimizes the distance covered to serve all incoming requests. Nothing is known for the future requested points.
- Paging: [54] Which pages need to be evicted from a fast memory unit on the arrival of requested memory pages, in order to reduce future page faults? Pages arrive online.


## Min-Sum Set Cover Problem

On the other hand, Min-Sum Set Cover Problem, introduced by Feige, Lovász, Tetali [27], provides a theoretical framework for many problems that aim to satisfy multiple demands under the goal of minimum total latency. It can be considered as a latency version of Min Set Cover. Specifically, a number of sets are given that jointly cover a number of elements. The goal is to find a scheduling for these elements such that the sum of cover times is minimized. The cover time of a set is defined as the first time step in which an element from the set is scheduled. The problem is NP-Hard. Feige et. al [27][28] proposed a 4 -approximate greedy algorithm, also proving that the algorithm achieves a tight approximation ratio, unless $P=N P$. The greedy algorithm is very simple, namely on each time step schedule the element that hits the most uncovered sets. What is interesting is the analysis of the algorithm. The authors use a clever pricing technique along with a histogram argument.

Since then, many applications and variants of Min-Sum Set Cover have been proposed. Azar et. al [12] introduced the Multiple Intents Re-Ranking problem, motivated by applications in web search ranking based on search intents of different users. Each user is modeled by a subset of search results, relevant to its own preferences and a particular profile weighted vector over the elements of given subset, that models the user's intents of searching. The user scans the results from top to bottom, paying an overhead that
depends on the position of the results in user subset. The goal is to provide a linear order of search results, so that the sum of total weighted cover time of sets is minimized. The authors note that in case where all profile vectors have the form $\langle 1,0, \ldots, 0\rangle$, the problem is equivalent to Min-Sum Set Cover. These users are navigational, meaning that they are interested in the first search result that is relevant to their preferences. Another model that meets applications in web ranking is Submodular Ranking, studied by Azar and Gamzu [11], where instead of sets, there are non-negative monotone submodular functions that are 'covered' when they 'reach' value 1 . The work in [12] assumes that the user sets are taken from user log files that are provided offline. This constructs the basic motivation of this thesis: What if the user sets arrive online? This idea captures a real scenario when web search results need to be rearranged online as new sets arrive. This is the concept behind Online Min-Sum Set Cover.

## List Accessing

In Online Min-Sum Set Cover, we are interested in designing an algorithm that performs rearrangements in a list of elements in order to reduce the access costs (time overhead) incurred by future set requests. However, an algorithm that performs rearrangements needs to pay a cost for such element moves, as well. The goal thus becomes to minimize total sum of rearrangement costs and access costs incurred by the arriving sequence of sets. An algorithm is given the freedom to move elements from the set, in the rearrangement process, as long as it pays the necessary cost to access them.

In the above scenario, we are motivated by the idea that web search results are scanned from top to bottom. For this reason, we can imagine this super set of results to be organized in a list data structure. The list data structure has the property that it can only be accessed sequentially from its head. Thus, the Online Min-Sum Set Cover can be represented by a list of elements, for which set requests arrive online. A simpler scenario of the above is the famous List Accessing problem, one of the most well-studied problems in online literature. In this problem, a list of elements is given and requests of single elements arrive in online manner. The goal is to perform suitable rearrangements as data arrive in order to reduce future access costs. This is a simple problem scenario that motivates self-organizing data structures, i.e. design algorithms that maintain an 'efficient', according to accesses, data structure.

The problem was first studied under competitive analysis by Sleator and Tarjan [54]. Three natural heuristics for List Accessing are Transpose, the requested element is transposed with the element that is one position prior to it, Frequency Count, the elements are kept in decreasing order of their frequencies and Move-To-Front (MTF), the requested element is moved to the front of the list. The first two of them are proved to be $\Theta(l)$ competitive. In contrast, MTF was proved to be 2-competitive by Sleator and Tarjan by deploying a potential function argument. The potential function method is a tool of amortized analysis, introduced by Tarjan [56] as a framework to measure the impact of each action or operation over the whole sequence of operations. What is interesting with $M T F$ is that it is tight to the existing lower bound for deterministic algorithms, thus it is optimal in the deterministic case. This lower bound is proved by using an averaging technique [21], namely the optimal offline cost is bounded by the average cost of a known set of offline algorithms. In case of randomized algorithms, the best known randomized algorithm is due to Albers et. al [8] and achieves 1.6-competitive ratio. The best known lower bound for randomized algorithms is 1.5 and was proved by Teia [57].

## Thesis Purpose

The goal of this thesis is to introduce the Online Min-Sum Set Cover and motivate further research work. We provide some results on both deterministic and randomized case. Most of our work is motivated by the work conducted in List Accessing. We prove a lower bound on the competitive ratio of deterministic online algorithms equal to $A+1-\frac{A(A+1)}{l+1}$, where $A$ is the average set cardinality of request sequence and $l$ is the list length, by deploying the averaging technique and comparing the total cost of optimal offline solution to the average cost of static offline algorithms. Fine tuning on parameter $A$ gives a lower bound of $\Omega(l / 4)$ for any deterministic algorithm that performs for all values of $A$. We propose three MTF-like algorithms: MoveFront, MoveLast and MoveSet and prove their competitive ratios. MoveFront is shown to be tight $l-A+1$ competitive, while MoveLast and MoveSet are tight $l$-competitive. We construct proper adversarial request sequences that always incur worst-case costs, while optimal offline solution pays only a small cost for it. Finally, we show that two proposed algorithms, Randomized Static and Randomized Move-To-Front do not provide sublinear guarantees for their competitive ratios. A randomized lower bound is left as future work. These results are far enough from the proved deterministic lower bound, taking into account that any algorithm is at least $l$-competitive. All the above algorithms are memoryless, i.e. their decisions are based only on the current requested set and its elements' position in the list. We thus conclude that such memoryless policies do not help in designing competitive algorithms close to the proved lower bound and provide motivation for future work.

## Chapters Overview

In Chapter 3, we make a brief introduction to Online Computation. We present the notion of online problems and algorithms along with the basic measure of their performance, competitive analysis. We discuss the use of randomization in online algorithms and how it can affect their performance against different types of adversaries. We also provide some famous online problems and their applications.
In Chapter 4, we present the offline Min-Sum Set Cover. We focus primarily on the proof of 4 -approximate greedy algorithm as presented by Feige et. al [27]. We also enclose a bibliographic report on Min-Sum variants and their applications.
In Chapter 5, we discuss the List Accessing Problem. In particular, we present the averaging technique used for proving the deterministic lower bound of $2-\frac{2}{l+1}$. Then, we discuss competitiveness of algorithms $T R A N S$ and $F C$, before proceeding with an analytic proof that $M T F$ is strictly 2-competitive. Prior to this, we make a brief reference on amortized analysis, introduced by Tarjan [56] and discuss the potential function method in the setting of online algorithms. Finally, we make a comprehensive presentation of List Accessing through results, proposed algorithms and variants over the years.
In Chapter 6, we provide a formal definition of the Online Min-Sum Set Cover Problem and discuss its detected relations to Min-Sum Set Cover and List Accessing. We then present our results. First, we present a deterministic lower bound for the problem. Second, we present algorithms MoveFront, MoveLast and MoveFront, motivated by algorithm Move-To-Front in List Accessing and prove their competitive ratios. Then, we discuss on the competitiveness of two simple randomized algorithms Randomized Static and Randomized Move-To-Front. We finally take some space to draw some conclusions on the current results.

## Chapter 3

## Online Computation

In computer science, a traditional framework for algorithm design is the following: Given an input $I$ for a problem $P$, design an algorithm that produces an output $O(I)$ that satisfies the goal and restrictions defined by $P$. However, in many real applications, the entire input may not be given from the beginning, but rather may be revealed gradually. In this setting, an algorithm has to take an irrevocable decision on every incoming piece of input without knowledge of the future, based only on the partial sequence of input pieces revealed up to the current point of time. Such algorithms that must perform under uncertainty of partial input knowledge are called online algorithms and the problems they deal with, online problems.

In this chapter we make a brief introduction in the theoretical framework of online algorithms and competitive analysis. We also present some historic problems in the field, that help in the understanding of online algorithms and their significant presence in many real world applications.

### 3.1 Online Algorithms and Competitive Analysis

An online algorithm receives the input as a sequence of requests $\sigma=\sigma(1), \sigma(2), \ldots, \sigma(n)$. Every request must be served by the algorithm in order of occurrence and at the time of arrival. When serving request $\sigma(t)$, the online algorithm has knowledge of requests $\sigma\left(t^{\prime}\right)$, for $t^{\prime} \leq t$, but has no knowledge of requests $\sigma\left(t^{\prime}\right)$, for $t^{\prime}>t$. Also, the size $n$ of the request sequence may not be known in advance. Serving each request incurs a cost or profit. Depending on the problem, the goal is to minimize the total cost or maximize the total profit incurred by the entire input sequence.

It becomes obvious that this incomplete image of the input instance along with the irrevocable decisions on every request may not allow the online algorithm to reach the optimum value at the end of execution. A basic question arises naturally: How can we measure the performance of an online algorithm? The most well-known performance measure for analyzing online algorithms is Competitive Analysis, a term that was first coined by Karlin et al. [37] and introduced by Sleator and Tarjan [54]. In Competitive Analysis, the output of an online algorithm is compared to the output of the optimal offline algorithm. This is the algorithm that has knowledge of the entire input sequence from the beginning of its execution and performs optimally on that sequence. Competitive Analysis makes no assumptions on the statistical distribution of input data. It is a type of Worst-Case Analysis in the sense that we judge an algorithm only by its performance
on the worst-case input, i.e. the input that brings the greatest imbalance between the outputs of online and optimal offline algorithm respectively. This imbalance is formulated by Competitive Ratio. More specifically, we introduce the following definitions:

Definition 3.1. Given a request sequence $\sigma$, let $A L G(\sigma)$ and $O P T(\sigma)$ denote the costs of online and optimal offline algorithm, respectively. The online algorithm is called $\boldsymbol{c}$ competitive if there exists constant a such that for every request sequence $\sigma$ :

- $A L G(\sigma) \leq c \cdot O P T(\sigma)+a$, in a minimization problem
- $\operatorname{ALG}(\sigma) \geq \frac{1}{c} \cdot O P T(\sigma)-a$, in a maximization problem

If $a \leq 0$, the algorithm is called strictly $c$-competitive.

Definition 3.2. The infimum over all values $c$, such that the online algorithm is $c$ competitive, is called competitive ratio of the online algorithm and is denoted by $R(A L G)$.

The value of $c$ can be a function of problem parameters, but must be independent of online input parameters, for example the size of the request sequence.

We can see that the competitive ratio for online algorithms is an extension of approximation ratio for offline algorithms. In fact, a strictly c-competitive algorithm is also a c-approximate algorithm for the offline problem, but with partial knowledge of input.

### 3.2 The Power of Randomization

Competitive Analysis introduces an alternative point of view for online algorithms, that of a request-answer game between an online player and an adversary [18]. The online player uses the online algorithm to respond on every request created by the adversary. The adversary's role is to produce the worst-case request sequence that maximizes the competitive ratio.

An online algorithm can be either deterministic, i.e. on identical request sequences it will have the same response on every request, or randomized, i.e. its decisions are random results from a probability distribution. In case of a deterministic algorithm, the adversary knows the online algorithm, we can imagine it reading the algorithm's code, so it can know the exact response of the online player on every request. Thus, it is able to produce the entire worst-case input in advance. The adversary and the optimal offline algorithm are often referred as the offline player or oblivious adversary.

By deploying randomization, an online algorithm is able to reduce the competitive ratio in comparison to acting only in deterministic case. This happens because part of the algorithm's actions are now concealed under uncertainty. The adversary has knowledge of the algorithm's description and the probability distribution, but cannot be sure of the exact actions of the algorithm because they are randomized. Thus, the worst-case input sequence is not one and only and depends on the algorithm's random choices.

Based on the adversary's knowledge for the online decisions and its ability to exploit them, a distinction can be made on the adversary models towards which the online player competes. As mentioned before, every adversary model knows the online algorithm and
the probability distribution used. Also, the competitive ratio needs to be redefined for the randomized case as the ratio of expected online cost to 'adversary cost'. In general, we have the following:

Definition 3.3. A randomized online algorithm $A L G$ is called c-competitive against adversary $A D V$ if there exists constant $a$, such that for every request sequence $\sigma$ :

$$
\mathbb{E}[A L G(\sigma)-c \cdot A D V(\sigma)] \leq a
$$

where $\mathbb{E}$ is the expected cost of $A L G$ taken over the random choices it makes. For a maximization problem, the definition is altered analogously.
The expected competitive ratio of ALG against adversary $A D V$ is defined as the infimum over all values $c$, such that the online algorithm is c-competitive and is denoted by $\bar{R}_{A D V}(A L G)$.

The three adversary models, presented in [18], are described below:

- Oblivious Adversary ( $\mathbf{O B L}$ ): Constructs the request sequence in advance and pays the optimal offline cost.
- Adaptive Online Adversary (ADON): Constructs the request sequence in online fashion: serves the current request before the online player, then generates the next request based on the online algorithm's previous actions.
- Adaptive Offline Adversary (ADOF): Constructs the request sequence in online fashion: generates the next request based on the online algorithm's previous actions, but pays the optimal offline cost for the entire generated request sequence. Randomization cannot help against this adversary.

Both $O B L(\sigma)$ and $A D O F(\sigma)$ are the optimal offline cost $O P T(\sigma) . A D O F(\sigma)$ and $A D O N(\sigma)$ are random variables, as $\sigma$ is a random variable whose construction depends on the random choices of $A L G$. Since $O B L$ constructs the sequence in advance, it is not dependent of the random choices of $A L G$, thus definition of $c$-competitiveness for $O B L$ can be simplified to $\mathbb{E}[A L G(\sigma)]-c \cdot O P T(\sigma) \leq a$. The adversaries above were sorted by their power. That is what the next theorem says:

Theorem 3.1. Given a problem and a randomized online algorithm, it holds that $\bar{R}_{O B L}(A L G) \leq$ $\bar{R}_{A D O N}(A L G) \leq \bar{R}_{A D O F}(A L G)$

Also, in [18] the following two theorems are proved:
Theorem 3.2. If there is a randomized algorithm that is c-competitive against any adaptive offline adversary, then there also exists a c-competitive deterministic algorithm.

Theorem 3.3. If $A$ is a c-competitive randomized algorithm against any adaptive online adversary, and there is a randomized d-competitive algorithm against any oblivious adversary, then $A$ is a randomized $(c \cdot d)$-competitive algorithm against any adaptive offline adversary.

### 3.3 Examples of Online Algorithms

Online algorithms provide a useful framework for problems that deal with an input arriving in pieces and the response needs to be immediate. Such problems occur naturally in the fields of interactive computing, data structures, network applications, motion planning, scheduling, resource management and many more. We present some famous online problems, as presented in [21] [5] [35] [48].

### 3.3.1 A Warmup: The Ski Rental Problem

The Ski Rental Problem is a toy example that helps in understanding the basic concepts of online computation. It also provides a general study framework for problems that involve decisions between paying a small repeating cost per time unit (rent) or switching to paying a larger one-time cost (buy) with no further payment. This cost tradeoff, the rent/buy problem as it is called, find applications in real problems such as snoopy caching, TCP acknowledgement and scheduling.

The problem can be modeled under the following simple scenario: A skier is going for ski for $d$ days in total. Each day he has two options: Rent the ski equipment for today with cost $R$ dollars or buy the ski equipment and use it for the rest of the days with a cost of $B>R$ dollars. In an offline problem the answer is easy, if $d R<B$ then rent every day, else buy the equipment from the first day. However, in the online setting, $d$ is not known in advance, for example the ski resort may close unexpectedly.

So, the skier must follow a strategy of the form 'rent for $a$ days, then buy', paying a total cost of $B+a R$. However, for every choice of $a$, the skier may have made a very bad decision, when the $d$ days finally pass. For example, he could have decided to buy on day $i$ and on day $i+1$ the ski resort would close without knowing it prior to his decision. In that case, it would be best for him to have rented on day $i$ or to have bought some days before $i$. Such scenarios describe the optimal offline solution. So, can he predict such scenarios? The answer is no. What he can do however is to minimize the total cost of a decision, that in the end, may prove to be the worst among all other decisions he could have made. This is the concept of competitive analysis.

The ratio of online to offline cost is $\frac{B+a R}{\min (B, d R)}$. We are interested in finding $a$ to minimize the maximum value of this ratio, i.e. the ratio on the worst-case scenario. Obviously, $a<d$, so the maximum value is $\frac{B+a R}{\min (B,(a+1) R)}$. This is the competitive ratio and describes the aforementioned worst-case scenario: skier buys on day $a+1$, which is the unexpected last day. The ratio is minimized when $B=(a+1) R \rightarrow a=\frac{B}{R}-1$, giving a value of $2-\frac{R}{B}$ and subsequently a strictly 2 -competitive strategy. Thus, the skier's optimal strategy in terms of competitive analysis is to rent until the day when renting again incurs a total cost that exceeds the cost of having bought from the first day.

The deterministic 2-competitive ratio was proved by Karlin et al. in [37]. Also, in [36], a randomized algorithm was proposed that achieves a competitive ratio of $\frac{e}{e-1}$ against an oblivious adversary. Day $i$ is chosen as the day of buying with probability $p_{i}=\left(\frac{b-1}{b}\right)^{b-i} \frac{1}{b\left[1-\left(1-\frac{1}{b} b\right)\right.}$, for $i \leq b$, where the buying cost equals $b$ and the renting cost equals 1.

### 3.3.2 The Paging Problem

The Paging Problem, one of the first and most well-studied problems in online literature, was first motivated by computer architecture and operating systems. A two-level memory system is given, consisting of a large slow memory (e.g. a hard disk) and a small fast memory (e.g. RAM). Each level stores a number of fixed-size memory units called pages, let $N$ pages for slow memory and $k$ pages for fast memory. A request sequence of pages is given in online fashion. If the requested page is in fast memory, it is served immediately and if not, a page fault occurs. In that case, the requested page needs to be loaded from slow memory into fast memory, resulting in the eviction of a page from the fast memory. The online paging algorithm must design an eviction strategy such that the number of page faults is minimized. Different algorithms had been studied extensively under specific distribution of the input sequence. Sleator and Tarjan were the first to study paging under competitive analysis [54].

Contrary to most online problems, the optimal offline algorithm for paging is known, which is proved to be helpful in the analysis of online paging algorithms. Belady [17] proved that the algorithm of evicting on a fault the page whose next request occurs furthest in the future is the optimal offline algorithm and was called MIN. Sleator and Tarjan [54] proved a deterministic lower bound of $k$. They also proved that $L R U$, namely evicting on a fault the page that was requested least recently and $F I F O$, i.e. evicting on a fault the page that has been in fast memory longest, are $k$-competitive. These two algorithms are part of a general class of algorithms called marking algorithms, that introduce the technique of phase partitioning. For marking algorithms, the request sequence is partitioned in phases according to the following. In the start of each phase, all pages in the memory system are unmarked. When a page is requested, it is marked. On a fault, only unmarked pages can be evicted. The phase ends when all pages in fast memory are marked and a page fault occurs. Then, all marks are erased and a new phase begins. Later, Torng [58] showed that any marking algorithm is $k$-competitive.

In case of randomization, Raghavan and Snir [49] proved that no randomized algorithm can do better that $k$-competitiveness against an adaptive online adversary. Fiat et al. [29] proved a lower bound of $H_{k}$ (the $k$ th Harmonic number) against oblivious adversaries and proposed a randomized marking algorithm that is $2 H_{k}$-competitive. In particular, on fault, a page is chosen uniformly at random from the set of unmarked pages in the fast memory and is evicted. Finally, optimal $H_{k}$-competitiveness was proved for algorithms proposed by McGeoch and Sleator [44] and later by Achlioptas et al. [1].

### 3.3.3 The $k$-server Problem

In the $k$-server Problem, a metric space $S$ and $k$ mobile servers, represented as points in $S$, are given as standard input. A request sequence is provided in online fashion, where each request is also a point in $S$. Each time a request arrives, the online algorithm must move a server to the requested point, unless there is already one there. When a server is moved from point $x$ to point $y$, it incurs a cost of $d_{x y}$, i.e. the distance between $x$ and $y$. The goal is to minimize the total distance covered by all servers for the entire request sequence. The problem draws a lot of attention because it abstracts a large number of problems such as paging, caching, motion planning and more. It has also been a living field of applying novel techniques in online computation.

The problem was introduced by Manasse and McGeoch in [41]. The authors proved a lower bound of $k$ for any deterministic algorithm in arbitrary metric space and they posed the famous $k$-server conjecture, according to which there exists a deterministic algorithm that is $k$-competitive. The conjecture was proved for special cases (tree metrics, resistive spaces, special values of $k$ ), before Koutsoupias and Papadimitriou [38] prove that the Work Function Algorithm, a general technique for online problems, is $(2 k-1)$ competitive in the general case, the closest result to the conjecture so far. Work function $w(X)$ attempts to follow the optimal offline solution and represents the minimal cost of serving request sequence $\sigma$ and ending in the configuration of servers $X$. When a new point $\sigma(t)=r$ arrives and the current configuration of servers is $X$, the algorithm will move that server $s_{i}$, located in current point $x_{i}$, which minimizes $w\left(X_{i}\right)+d_{x_{i} r}$, where $X_{i}=X-\left\{x_{i}\right\}+\{r\}$. As of today, the conjecture remains open.

In case of randomized algorithms, a lower bound of $\Omega\left(\frac{\log k}{\log ^{2} \log k}\right)$ was proved for arbitrary metric spaces against an oblivious adversary by Bartal et al. [16]. The randomized $k$-server conjecture states that there exists a randomized $\Theta(\log k)$-competitive algorithm against an oblivious adversary. In 2017, Lee [39] proved a $O\left(\log ^{6} k\right)$-competitive randomized algorithm for any metric space.

## Chapter 4

## The Min-Sum Set Cover Problem

The Min-Sum Set Cover Problem was introduced by Feige, Lovász, Tetali [27][28]. It can be considered as a version of Set Cover Problem with latency. In every time step, exactly one set of elements over a collection of sets is chosen. In that way, every element is covered for the first time at a particular time step. The goal is to schedule the sets so that the sum of first time steps over all elements is minimum. It is a general scheduling problem that motivates applications from the fields of distributed resource allocation, web search ranking, query processing and others. Also, it introduces a general framework for many other problems. As mentioned in [32], Min-Sum Set Cover and its variants are related to all problems that involve multiple demands under the objective of overall minimum latency. Feige, Lovász, Tetali [27][28] provided a simple greedy algorithm that achieves a 4 -approximation ratio. Moreover, no algorithm for the general instance can achieve a better ratio, unless $P=N P$, thus the algorithm is tight.

In this chapter, we formulate the problem and emphasize on the analysis of the 4approximate algorithm. We also provide a short reference on related problems and their applications.

### 4.1 Problem Definition

### 4.1.1 Set Representation

In the Min-Sum Set Cover (MSSC) we are given as input a collection of sets $S=$ $\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$, whose union equals the universe of elements $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. The objective is to schedule the sets, one at a time, such that the total cover time of the elements is minimized. More formally, given a permutation of sets $\pi:[n] \rightarrow[n]$, we define the cover time of element $e_{j}$ as the earliest time step $i$ at which $e_{j} \in \pi(i)$, i.e.

$$
f\left(e_{j}\right)=\min _{i \in[n]: e_{j} \in S_{i}} \pi^{-1}(i)
$$

The goal is to find a permutation $\pi^{*}:[n] \rightarrow[n]$ such that:

$$
\pi^{*}=\underset{\pi}{\arg \min } \sum_{e \in E} f(e)
$$

By $\pi(i)=j$ we mean that the $i$ th left-most set in permutation is $S_{j}$. From the problem definition, it becomes clear that every element induces an amount of latency, the number
of time steps it takes to be covered. We want to find a linear order of the sets in order to cover all elements "as soon as possible", i.e. minimizing the total latency induced by elements. Equivalently, the goal is to minimize the average cover time of elements, since the total sum of cover times is minimized in that case and vice versa.

### 4.1.2 Hypergraph Representation

An equivalent representation is that of a Min-Sum Vertex Cover in hypergraphs. The hypergraph representation is equivalent to set representation for MSSC, just like the Hitting Set Problem to the Set Cover Problem. Now, the permutations are over the vertex set of a hypergraph. Given a hypergraph $H(V, E)$ with vertex set $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, hyperedge set $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ and a permutation $\pi:[n] \rightarrow[n]$ we define the cover time of hyperedge $e_{j}$ as the earliest time step $i$ for which $\pi(i) \in e_{j}$, i.e.

$$
f\left(e_{j}\right)=\min _{i \in[n]: v_{i} \in e_{j}} \pi^{-1}(i)
$$

The goal is to find a permutation $\pi^{*}:[n] \rightarrow[n]$ such that:

$$
\pi^{*}=\underset{\pi}{\arg \min } \sum_{e \in E} f(e)
$$

This representation seems easier to understand, since the ordering objects are single entities, i.e. vertices, rather than collections of elements. For the rest of the thesis, we make use of this representation. For simplicity, we use the notation sets instead of hyperedges and elements instead of vertices. Thus, we are searching for the optimal linear ordering of elements that covers sets. Finally, in the following, we are free to omit from the output permutation those last elements that, when scheduled, all sets have already been covered.

### 4.1.3 Differences with Set Cover

The MSSC problem is NP-Hard. Apart from inherent similarities with the Set Cover problem, the results and techniques used both in MSSC and its variants reveal a quite different problem that needs different approach than Set Cover.

For instance, MSSC does not hold the property that the optimal solution is a combination of the optimal solutions of disjoint sub-instances. A simple example provided in [27] can be seen in Fig.4.1. Consider graph $G$, comprising of graphs $G_{1}$ and $G_{2}$. The MSSC instances for graphs $G_{1}$ and $G_{2}$ independently give optimal solutions ( $u, v_{1}, v_{2}, v_{3}, v_{4}$ ) with a total of 18 (Fig.4.1a) and ( $y_{1}, y_{2}, y_{3}$ ) with a total of 6 (Fig.4.1b) respectively, while the MSSC instance for graph $G$ gives the optimal solution $\left(v_{1}, v_{2}, v_{3}, v_{4}, y_{1}, y_{2}, y_{3}\right)$ with a total of 38 (Fig.4.1c). As it can be seen, vertices of $G_{1}$ are scheduled differently in the $G$ instance. In $G_{1}$ instance, $u$ is responsible for covering first edges $\left(u, v_{1}\right),\left(u, v_{2}\right),\left(u, v_{3}\right),\left(u, v_{4}\right)$, while in $G$ instance $u$ has no covering impact (and it is omitted from output). If vertices were scheduled just like in $G_{1}$ and $G_{2}$ instances, one after the other, the total cover time would be 39.

Another interesting property is that no polynomial time algorithm is known for simple graph instances such as trees, in contrast to the Vertex Cover problem. The authors in [27] detect different properties among the hardest instances of MSSC and Set Cover.

(a) $G_{1}$


(b) $G_{2}$

(c) $G$

Figure 4.1: Optimal solution in $G$ is not a combination of optimal solutions in $G_{1}$ and $G_{2}$

### 4.2 The Greedy Algorithm

As mentioned before, MSSC is NP-Hard. Feige, Lovász, Tetali [28] [27] provided an algorithm that achieves 4-approximation ratio, also proving that this algorithm is tight. Their algorithm follows a very simple greedy rule, namely at each time step schedule the element that covers the largest number of uncovered sets.

```
Algorithm 1 Greedy Algorithm
    Input: Elements \(E\), Sets \(S\) jointly covering \(E\)
    Output: Linear order of elements \(E\)
    Initialize \(i=1\)
    while \(S \neq \varnothing\) do
        Select \(e_{i} \in E\) to be the element that covers the largest number of sets in \(S\)
        \(E=E \backslash\left\{e_{i}\right\}, S=S \backslash \bigcup_{S_{j} \ni e_{i}} S_{j}\)
        \(i=i+1\)
    end while
```

Two main results hold:
Theorem 4.1. 1. The greedy algorithm approximates Min-Sum Set Cover within ratio of 4 .
2. It is NP-Hard to approximate Min-Sum Set Cover within ratio of $4-\epsilon$, for every $\epsilon>0$.

The proof of (2) is based on a modifying reduction from Max-3SAT-5 to Max-kCoverage and is not presented here, as it goes beyond the purposes of this thesis.

In the following, we present the proof of (1) as shown in [27]. Each set is priced with a particular value according to the linear ordering produced by greedy and then a clever histogram argument is used. This proof is a simplification of the proof in the conference version of this paper [28]. The original proof is based on a primal-dual approach. MSSC is formulated as an integer program and then relaxed to a linear program. The value of the dual program is a lower bound for opt, for every feasible assignment of dual variables. The authors prove that greedy $\leq 4 d u a l$ through a specific assignment of dual variables based on the output of greedy algorithm. The reader is prompted to study the proof for a better understanding of the idea behind the pricing and histogram argument. We proceed with the simplified proof.

Proof. At each time step $i$, the greedy algorithm picks an element from $E$ and places it in the $i$ th position at the linear ordering. For every $1 \leq i \leq n$ let:

$$
\begin{gathered}
X_{i}=\{s \in S \mid \text { first covered in time step } i \text { by greedy }\} \\
R_{i}=S \backslash \bigcup_{j=1}^{i-1} X_{j}=\{s \in S \mid \text { not covered prior to time step } i \text { by greedy }\} \\
P_{i}=\frac{\left|R_{i}\right|}{\left|X_{i}\right|} \\
p_{s}=P_{i}, \text { for every } s \in X_{i}
\end{gathered}
$$

Also, let greedy, opt be the values of the respective solutions and price $=\sum_{s \in S} p_{s}$. It is easy to prove the following:

$$
\begin{gather*}
\text { greedy }=\sum_{i=1}^{n} i\left|X_{i}\right|=\sum_{i=1}^{n}\left|R_{i}\right|  \tag{4.1}\\
\text { price }=\sum_{s \in S} p_{s}=\sum_{i=1}^{n}\left|X_{i}\right| P_{i}=\sum_{i=1}^{n}\left|X_{i}\right| \frac{\left|R_{i}\right|}{\left|X_{i}\right|}=\sum_{i=1}^{n}\left|R_{i}\right|=\text { greedy } \tag{4.2}
\end{gather*}
$$

An intuition for (4.1) is the following, the contribution of every set to greedy value can be measured by two ways. Either each set increases the value of greedy by $i$ units, when scheduled at time step $i$, or by one unit for every time step at which it remains uncovered (total $i$ time steps). Now, charging $p_{s}$ on every set $s \in X_{i}$ is a third way of measuring this contribution (4.2): at time step $i$, greedy is increased by $\left|R_{i}\right|$ units and $\left|X_{i}\right|$ sets are covered, so sets in $X_{i}$ are selected to be charged this increase uniformly. Most important, the sum of these prices remains equal to the total value of greedy. This alternative pricing of each set's contribution will help in the proof.

From (4.1), (4.2) it suffices to show that opt $\geq$ price/4.
The analysis is based on the histograms described below. The key idea is to draw two histograms with total areas the price of opt and price respectively and then prove
that, by shrinking the area of the price-histogram by a factor of 4 , the area of the shrunk histogram is not larger than that of opt-histogram.

In opt-histogram (Fig.4.2a), sets are placed on $x$-axis in the order that they were covered by opt and each one has width 1. $y$-axis shows the time step at which every set was covered. For that reason, the heights of the $|S|$ columns are non-decreasing integer values. Obviously, the area underneath the histogram equals the value of opt.

In price-histogram (Fig.4.2b), sets are placed on $x$-axis in the order that they were covered by greedy and each one has width 1. $y$-axis shows the value $p_{s}$ of each set $s \in S$, as defined by the greedy process. The heights of the $|S|$ columns can be positive nonmonotone rational numbers. Also, area $=\sum_{i=1}^{n}\left|X_{i}\right| P_{i}=\sum_{s \in S} p_{s}$, thus the area underneath the histogram equals the value of price


Figure 4.2: Histograms of opt, price, price*

For the proof, the price-histogram is under-scaled on both axes by a factor of 2 , thus leading to a new price ${ }^{*}$-histogram with area equal to price/4. Price*-histogram is aligned to the right of opt-histogram, thus its columns lie on the interval $[|S| / 2+1,|S|]$ of $x$-axis (Fig. 4.2c). To show that the area of price* is smaller than the area of opt, it suffices to prove that the price*-histogram fits completely within opt-histogram. This means that by picking any point $q$ in price-histogram, the projected point $q^{*}$ in the right-aligned price*-histogram must lie within opt.

Let $q$ belong to set $s$ covered at time step $i$ by greedy. Let $h, h^{*}, r, r^{*}$ be the height and right hand side distance of these points respectively. Then:
$h \leq p_{s}=\frac{\left|R_{i}\right|}{\left|X_{i}\right|} \rightarrow h^{*} \leq \frac{p_{s}}{2}=\frac{\left|R_{i}\right|}{2\left|X_{i}\right|}$
$d \leq\left|R_{i}\right| \rightarrow d^{*} \leq \frac{\left|R_{i}\right|}{2}$
Now, what condition must hold for $q^{*}$ to lie within opt-histogram? Since column heights in opt are non-decreasing and $q^{*}$ has height $h^{*}, q^{*}$ must be located somewhere inside the region of columns with heights $\left\lceil h^{*}\right\rceil$ or greater. Thus, the boundary at the start of this region must be at the left of $q^{*}$, i.e. it must have right hand side distance at least $\left\lceil d^{*}\right\rceil$. In the MSSC notation, this means that exactly before time step $\left\lceil h^{*}\right\rceil$, at least $\left\lceil d^{*}\right\rceil$ sets must have not be covered by opt yet.

Now, the greedy solution makes its appearance. The greedy algorithm picked the element at time step $i$ that covers the largest number of elements from $\left|R_{i}\right|$, i.e. $\left|X_{i}\right|$. Thus, in $\left\lfloor h^{*}\right\rfloor$ time steps (remember, 'exactly' before time step $\left\lceil h^{*}\right\rceil$ ) opt could have covered from $R_{i}$ at most $\left\lfloor h^{*}\right\rfloor\left|X_{i}\right| \stackrel{(4.3)}{\leq}\left\lfloor\frac{\left|R_{i}\right|}{2\left|X_{i}\right|}\right\rfloor\left|X_{i}\right| \leq\left\lfloor\frac{\left|R_{i}\right|}{2}\right\rfloor$ sets, leaving at least $\left\lceil\frac{\left|R_{i}\right|}{2}\right\rceil \stackrel{(4.4)}{\geq}\left\lceil d^{*}\right\rceil$ sets from $R_{i}$ uncovered, hence the result. Thus, $q^{*}$ lies within opt-histogram and the proof is complete.

### 4.3 Min-Sum Variants

The Min-Sum framework appears in many different contexts. Generally, this setting finds many applications in web page ranking, distributed resource allocation problems, data base query processing, peer to peer networks and many more. The common objective for minimization is the overall (or average) latency. We make a brief presentation of some well-studied Min-Sum versions.

Min-Sum Set Cover has been studied under precedence constraints [43], i.e. the output permutation must satisfy a feasible set of constraints $e_{i} \prec e_{j}$, meaning that $e_{i}$ must precede $e_{j}\left(\pi^{-1}(i)<\pi^{-1}(j)\right)$. The problem meets applications in software test case prioritization, when the test suite constructed for fault detection needs to be scheduled under dependency constraints between test cases. Along with other results, the authors describe a greedy algorithm that is within $4 \sqrt{|E|}$-approximation ratio and prove that there is no poly-time algorithm that approximates the problem within ratio $O\left(|E|^{\frac{1}{12}-\epsilon}\right)$, for $\epsilon>0$. Ideas such as histogram analysis and a greedy approach similar to that for MSSC are used.

Min-Sum Vertex Cover (MSVC) is a special case of Min-Sum Set Cover, also studied in [28][27]. In hypergaph representation, the hypergraph is a graph $G(V, E)$. The goal is to find a linear ordering of vertices $V$ that minimizes the total cover time of the edges $E$. MSVC is used as heuristic in solving semidefinite programs faster. It is proved that the greedy algorithm used for MSSC cannot approximate MSVC within a ratio better than 4. Instead, formulating MSVC as an integer program and using proper randomized rounding for its linear relaxation proves to achieve an approximation ratio of 2. Finally, it is proved that there exists a constant $\rho>1$ such that it is NP-Hard to approximate MSVC within ratio better that $\rho$.

Min-Sum Coloring (MCS) was studied extensively prior to MSSC and motivated its study. [15]. The objective is to find a vertex coloring in a given graph $G$ such that the sum of color numbers assigned to vertices is minimized. The problem can model distributed resource allocation problems that impose resource conflicts among computational nodes, i.e. they cannot execute their tasks simultaneously. Conflicts among tasks can be modeled as edges connecting vertices in a conflict graph. The goal is to minimize the average time of task response. MCS is NP-Hard. The authors prove that it is NP-Hard to approximate MCS within a factor of $n^{1-\epsilon}$, for any $\epsilon>0$. They also show that the greedy algorithm of finding iteratively a maximum independent set gives a 4 -approximation solution that is lower bounded by 2 .

In Generalized Min-Sum Set Cover (GMSSC), the cover time of set $S_{i}$ is defined as the earliest time step at which at least $k_{i}$ elements from $S_{i}$ have been scheduled. Again, the goal is to minimize the total cover time. Hence, MSSC is a special case of GMSSC when $k_{i}=1$, for every $i \in[S]$. GMSSC meets applications in web page ranking, where the goal is for a search engine to re-rank web search results, based on user query logs, in order to minimize average user effort in finding the web pages that satisfy their preferences. The problem was first introduced as Multiple Intents Re-Ranking in [12]. The authors made use of a shrunk histogram argument similar to that for MSSC to prove a greedy $O\left(\log \max _{i} k_{i}\right)$ approximation. Later, Bansal et al. [14] proved a constant 485approximation algorithm, using a linear program relaxation strengthened with knapsack cover constraints and a randomized rounding scheme proceeding in stages. In [53] the approximation was improved to around 28, by modifying the previous rounding process using concepts from $\alpha$-point scheduling. In [33], by using a different linear program and a modified $\alpha$-rounding scheme, the approximation was further improved to 12.4. Proving a 4-approximation algorithm for GMSSC remains an open problem.

Submodular Ranking $(S R)$ is a more general problem that includes GMSSC as a special case. A non-negative monotone submodular function $f_{i}: 2^{|E|} \rightarrow[0,1]$ with $f_{i}(E)=1$ is given, instead of each set $S_{i}$. The cover time of $f_{i}$ is defined as the earliest time step $t$ at which $f_{i}\left(\left\{e_{\pi(1)}, e_{\pi(2)}, \ldots, e_{\pi(t)}\right\}\right)=1$. SR applies to mobile network broadcasting and web search ranking, where the submodular function models the information that every receiver/user gains from any subset of transmitting data segments/search results. Submodularity is compatible with the idea that pieces of information needed for each agent to complete its goal need not be disjoint. Azar and Gamzu [11] prove a greedy $O(\log (1 / \epsilon)$-approximation algorithm, where $\epsilon$ is the minimum marginal positive increase of any function $f_{i}$. Histogram analysis is used in the proof. They also prove NP-Hardness in approximating the problem within ratio of $c \ln (1 / \epsilon)$, for some $c>0$, thus proving the optimality of the algorithm up to constant factors.

## Chapter 5

## The List Accessing Problem

Suppose we have an unsorted list data structure, that implements the dictionary abstract data type, i.e. supporting operations of access, insertion and deletion of an element in the structure. To perform each operation, the list needs to be accessed from its head and searched sequentially, one by one, until the desired position of the element subject is found. Each requested operation takes some time equal to the number of searched elements in the list. One major goal is to maintain an efficient list, i.e. the elements in list are ordered in such way so that requested operations are executed quickly. For example, frequently requested elements must be closer to the head of list. The intriguing point is that requests arrive online. We are thus interested in designing algorithms that reorganize the list as data arrive, in order to reduce future search costs. The goal, as always, is to minimize total search and reorganization costs. The above setting is modeled by the List Accessing Problem or List Update Problem, one of the most classic and wellstudied problems in online literature.

The problem was first studied under competitive analysis by Sleator and Tarjan [54]. It provides a theoretical framework for modeling problems on self-organizing data structures, motivating more efficient data structures such as splay trees [55], while it finds applications in designing efficient data compression algorithms [2] and computing convex hulls [19].

In this chapter, we make a brief introduction in the List Accessing problem and present some basic results on the deterministic case. We focus primarily on techniques and algorithms that motivate our work in Chapter 6. Finally, we present some of the research work that has been done in the field of List Accessing in the past 40 years.

### 5.1 Problem Definition

Let $L$ be an unsorted list of $l$ elements $x_{1}, x_{2}, \ldots, x_{l}$ and $\sigma=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ be an online sequence of requests on elements of the list. Each request for an element is associated with an access cost, that of the element's position in $L$. Any algorithm is allowed to reorganize the list by performing transpositions of consecutive elements. For these transpositions the algorithm must pay a moving cost according to the following:

- free transpositions: Immediately after accessing an element, it can move the requested element to any position closer to the front of the list with no extra cost.
- paid transpositions: At any time, it can perform any number of transpositions
between consecutive elements and pay a cost of 1 for each transposition.
The goal is to find an algorithm that minimizes the total cost incurred by $\sigma$. More formally, let $L_{t}$ be the list configuration after the algorithm has processed request $\sigma_{t}$. We define as $L_{0}$ the initial list configuration. On the arrival of $\sigma_{t}$, every algorithm pays an access cost equal to the position of $\sigma_{t}$ in $L_{t-1}$, denoted by $L_{t-1}\left(\sigma_{t}\right)$, performs some free transpositions and pays a moving cost move $\left(L_{t-1}, L_{t}\right)$, by using paid transpositions. Then, the goal is to find:

$$
\min \sum_{t=1}^{n}\left[L_{t-1}\left(\sigma_{t}\right)+\operatorname{move}\left(L_{t-1}, L_{t}\right)\right]
$$

under the problem constraints defined above.
The above definition formulates the static list accessing model. If, apart from accesses, insertions or deletions are permitted in the list, we have the dynamic list accessing model. The access cost of every deletion is the element's position in the list and of every insertion of a new element is $l+1$, where $l$ is the current list length, before insertion. For the rest of the thesis, the static model will be used. Most of the results expand on the dynamic model.

The definition is motivated by the unsorted linked list data structure. In accessing the element in $i$ th position, we traverse the list from the beginning and pay a cost of 1 for comparison with each preceding element. Insertion and deletion costs come naturally, too. Free transpositions are justified by the fact that, having accessed an element, we can keep a pointer at the preferred location along the way and insert the element there at no cost. The definition of paid transpositions is not well-justified. For example, any two consecutive elements are allowed to be transposed but are dismissed from paying a cost for accessing them. We should not forget that list accessing problem is used many times as an abstraction for other problems.

### 5.2 A Deterministic Lower Bound

In any online problem, proving a lower bound for the competitive ratio of any online algorithm is a strong argument that shows the limits of how well any algorithm can perform for that problem.

One simple method to prove lower bounds is the averaging technique, which is used here for proving a lower bound for any deterministic algorithm on the list accessing problem. The technique is based on that, though we do not know the optimal offline cost for an arbitrary request sequence, we can be sure that it will be at most the average cost of a particular known set of offline algorithms whose total cost can be computed easily. The following result is due to Karp and Raghavan, as reported in [34].

Theorem 5.1. For the static list accessing problem with a list of l elements, any deterministic online algorithm has a competitive ratio of at least $2-\frac{2}{l+1}$.
Proof. To maximize the cost incurred by the list accessing, the adversary constructs an input sequence $\sigma$ that, on every time step, requests the last element of the current list configuration. Remember, on the deterministic case, the adversary knows exactly the
actions of the online algorithm, hence it can always request the last element. It is obvious that any worst-case sequence must have the above property. So, the online algorithm pays an access cost of $l$ for each request, thus for a worst-case sequence of arbitrary length $n$, it will pay a total cost of at least $n l$ (including any paid transpositions).

Now, consider the set of static offline algorithms, i.e. an initial permutation of the list is chosen and remains unchanged by the end of execution. There are $l$ ! permutations of the list, each one corresponds to one distinct static offline algorithm. The algorithm pays an initial cost for paid transpositions, in order to configure the initial permutation and then only pays the access cost for each request. The cost for initial paid transpositions is a constant $b=O\left(l^{2}\right)$.

We can find the total cost of these $l$ ! static algorithms for the entire request sequence. We first pick a single request and compute the total cost over all static algorithms. For this, we count the permutations in which the requested element appears on the $i$ th position. Considering the element in fixed position $i$, there are $l-1$ positions in which the rest $l-1$ elements can be placed. Thus, there exist ( $l-1$ )! such permutations, that each one of them will incur an access cost of $i$. So, the sum of access costs for a single request over all permutations is:

$$
\sum_{i=1}^{l} i(l-1)!=(l-1)!\frac{l(l+1)}{2}=\frac{(l+1)!}{2}
$$

Hence, the sum of total costs for the entire request sequence $\sigma$ of arbitrary length $n$ over all permutations is at most:

$$
n \frac{(l+1)!}{2}+l!b
$$

The averaging technique says that there exists a permutation $\pi$ with total cost at most the average cost of static algorithms. Obviously, the optimal cost will be at most the cost of this static algorithm, i.e.

$$
O P T(\sigma) \leq \operatorname{Stati}_{\pi}(\sigma) \leq \frac{n \frac{(l+1)!}{2}+l!b}{l!}=\frac{1}{2} n(l+1)+b
$$

Finally, for any deterministic online algorithm $A L G$ we have:

$$
\frac{A L G(\sigma)}{O P T(\sigma)} \geq \frac{n l}{\frac{1}{2} n(l+1)+b} \xrightarrow{n \rightarrow \infty} \frac{A L G(\sigma)}{O P T(\sigma)} \geq \frac{l}{\frac{1}{2}(l+1)} \rightarrow R(A L G) \geq 2-\frac{2}{l+1}
$$

Another simple method to prove lower bounds is by upper bounding the unknown optimal offline cost with the cost of a known offline algorithm that can be computed easier. We present an alternative proof for the above lower bound, based on this technique.

Proof. (Alternative) We use the static offline algorithm $A$ that reorders the list according to the frequency count of elements in the request sequence. For this reordering, the algorithm pays an initial moving cost of $b=O\left(l^{2}\right)$. Let $x_{1}, x_{2}, \ldots, x_{l}$ be the reordered list configuration with frequencies $f_{1} \geq f_{2} \geq \cdots \geq f_{n}$, respectively. Then, the offline
algorithm will pay a total access cost of $\operatorname{cost}_{A}=\sum_{i=1}^{l} i f_{i}$. Let $\operatorname{cost}_{A^{\prime}}=\sum_{i=1}^{l}(l+1-i) f_{i}$. It holds that $\operatorname{cost}_{A} \leq \operatorname{cost}_{A^{\prime}}$, because on $\operatorname{cost}_{A}$ we perform in a greedy way and assign the smaller costs to elements with larger frequencies. Alternatively, we can see that $i f_{i}+(l+1-i) f_{l+1-i} \leq(l+1-i) f_{i}+i f_{l+1-i}$, for every $i \leq \frac{l+1}{2}$. Thus, we have:

$$
\sum_{i=1}^{l} i f_{i} \leq \sum_{i=1}^{l}(l+1-i) f_{i} \rightarrow 2 \sum_{i=1}^{l} i f_{i} \leq \sum_{i=1}^{l}(l+1) f_{i}=n(l+1) \rightarrow \operatorname{cost}_{A} \leq \frac{1}{2} n(l+1)
$$

Along with the moving cost, we have proved that there is an offline (static) algorithm with total cost at most $\frac{1}{2} n(l+1)+b$. The rest follows exactly the analysis of the previous proof.

### 5.3 Transpose, Frequency Count

Two basic algorithms that have been proposed for List Accessing are Transpose and Frequency Count. They use only free transpositions. Prior to competitive analysis, these algorithms were used as natural heuristics for self-organizing lists.

Transpose (TRANS): After accessing an element in position $i$, transpose it with the element in position $i-1$. If element is in the 1st position, do nothing.
Frequency Count (FC): Keep a frequency counter for every element, initialized to 0. After accessing an element, increment its counter by 1. Then, reorganize the list so that the elements are ordered in nonincreasing order of their frequencies.

For an online algorithm we can prove lower bounds for its competitive ratio by analyzing its performance on a specific input. The competitive ratio, as a worst-case measure, cannot be lower than its value on this specific input.

Theorem 5.2. Algorithm Transpose has competitive ratio at least $\frac{2 l}{3}$, for a list of length $l$.

Proof. An adversarial sequence $\sigma$ could request, on every time step, the last element of the current list configuration, so that TRANS pays a cost of $l$ for each request. Obviously, TRANS transposes the last two elements of the list repetitively. On the other hand, the optimal offline algorithm $O P T$ can move these two elements in the first and second position of the list by paid transpositions, paying an initial moving cost of $(l-1)+(l-2)=2 l-3$ and then paying a cost of 3 on every two requests. Assuming a sequence of arbitrary even length $n$, the competitive ratio for that sequence will be:

$$
\frac{T R A N S(\sigma)}{O P T(\sigma)}=\frac{n l}{3 \frac{n}{2}+(2 l-3)} \xrightarrow{n \rightarrow \infty} R(T R A N S) \geq \frac{2 l}{3}
$$

Theorem 5.3. Algorithm Frequency Count has competitive ratio at least $\frac{l+1}{2}$, for a list of length $l$.

Proof. Let $x_{1}, x_{2}, \ldots, x_{l}$ be the initial list configuration and let $k \geq l$. We construct an adversarial sequence $\sigma$ of the form $A_{1}, A_{2}, \ldots, A_{l}$, where segment $A_{i}$ requests $k+1-i$ times element $x_{i}$. $F C$ will not make any changes in the order of elements, as $x_{i}$ is requested more times than $x_{i+1}$. Thus, $F C$ 's total cost will be:

$$
F C(\sigma)=\sum_{i=1}^{l} i(k+1-i)=\frac{k l(l+1)}{2}+\frac{l\left(1-l^{2}\right)}{3}
$$

On the other hand, OPT could pay the access cost of $i$ for the first time that element $x_{i}$ is requested and then move it to the front of the list, by free transpositions, paying a cost of 1 for the rest $k-i$ requests. Thus, OPT's cost will be:

$$
O P T(\sigma)=\sum_{i=1}^{l}[i+(k-i)]=k l
$$

This implies that:

$$
\frac{F C(\sigma)}{O P T(\sigma)} \geq \frac{\frac{k l(l+1)}{2}+\frac{l\left(1-l^{2}\right)}{3}}{k l} \xrightarrow{k \rightarrow \infty} R(F C) \geq \frac{(l+1)}{2}
$$

It is easy to see that any algorithm that does not perform paid transpositions is at least $l$-competitive. This observation comes from the argument that on arbitrary request sequence of length $n$, any algorithm will pay at most $n l$, while the optimal solution will pay at least $n$. As we saw, both Transpose and Frequency Count achieve a competitive ratio of $\Omega(l)$. In that thinking, we can say that both algorithms perform poorly. Perhaps, we can find a better algorithm that performs closer to the lower bound of $2-\frac{2}{l+1}$.

### 5.4 Move-To-Front

Another natural algorithm for List Accessing is Move-To-Front (MTF). Sleator and Tarjan [54] were the first to use amortized analysis for online problems and proved that $M T F$ is strictly 2 -competitive, by using the potential function method. The algorithm uses only free transpositions. As we will see, $M T F$ is in fact the optimal online algorithm for List Accessing in the deterministic case.
Move-To-Front (MTF): After accessing an element, move it to the front of the list, without changing the relative order of any other elements.

Before we proceed with the proof, we present the concept of amortized analysis in online algorithms and the potential function method.

### 5.4.1 Amortized Analysis - The Potential Function Method

The lower bounds shown for TRANS and $F C$ in 5.3 provide a guarantee that they achieve a large competitive ratio for List Accessing. We are still in need of a better algorithm. But, how can we prove that such algorithm performs well? In that case, we need to prove
an upper bound of its competitive ratio for any input. The simplest argument that we can use is to find an upper bound for the total cost of our algorithm and a lower bound for $O P T$. However, most of the times $O P T$ is not known, so we might come up with some trivial lower bound, for instance in our problem, we have $O P T\left(\sigma_{i}\right) \geq 1$ for each $\sigma_{i}$. Such argument seems that it cannot bring strong results.

We can think of another strategy. For example, if we want to prove that our algorithm $A L G$ is $c$-competitive we can possibly show that $A L G\left(\sigma_{i}\right) \leq c \cdot O P T\left(\sigma_{i}\right)$ for all $i$. But this may do not hold for all $i, O P T$ may pay a large cost in the beginning for actions that may significantly reduce its cost on future requests, when $A L G$ would be enforced, by a worst-case input, to pay large costs. However, perhaps we could try to prove some kind of argument which guarantees that, if $A L G$ performs an action that pays a large cost for a request now, it will pay significantly smaller costs in the future or if not, then $O P T$ will also have to pay a large cost. Obviously, such action, though it seems costly in the current time, is proved to be beneficial in the future. For this reason, perhaps a 'discount' should be made to the incurred cost. This discounted cost is called amortized cost and the idea behind lies in the field of Amortized Analysis, introduced by Robert Tarjan in [56]. In Tarjan's words, amortized complexity is described as "averaging the running times of operations in a sequence over the sequence". Amortized Analysis is an average-case analysis that was proved to be very helpful and efficient in analyzing data structures and online algorithms in comparison with worst-case analysis over a single input.

One tool of Amortized Analysis is the potential function method, which is presented here in terms of proving competitiveness of an online algorithm, following the presentation in [21].

Let an online algorithm $A L G$ and the optimal offline algorithm $O P T$. We can assume that $A L G$ and $O P T$ process request sequence $\sigma$ independently, with each one performing a number of specific actions on the arrival of every request. Thus, each algorithm is associated with a particular sequence of actions over the request sequence. We combine these two sequences into one sequence with the actions of two algorithms in any order, with the only restriction of keeping the chronological order of actions per request, i.e. actions for request $\sigma_{j+1}$ cannot appear before actions for request $\sigma_{j}$ have finished. This grand sequence is called event sequence and each segment of it is called event. The partition of the sequence in events is free to be chosen in any way that can simplify the proof.

We also define the configuration $S_{A L G}$ of an algorithm $A L G$ as its state with respect to the problem parameters. For instance, $A L G$ 's configuration for List Accessing is the current order of the list maintained by the algorithm. Obviously, the configuration can change on every request by $A L G$ 's actions. We can imagine $A L G$ and $O P T$ performing their actions in their own configurations independently, i.e. $A L G$ does not interfere with $S_{O P T}$ and vice versa. The event sequence only serializes their actions in the order they are considered by the proof.

The potential function $\Phi$ is defined as a mapping of configurations $S_{A L G}$ and $S_{O P T}$ to a real number, i.e. $\Phi: S_{A L G} \times S_{O P T} \rightarrow \mathbb{R}$. We are interested in defining a potential function that satisfies certain conditions with respect to the event sequence $e_{1}, e_{2}, \ldots, e_{m}$. In particular, let $\Phi_{i}$ be the value of $\Phi$ just after event $e_{i}$. We define $\Phi_{0}$ to be a constant depending on the initial configurations of $A L G$ and $O P T$ before the start of the request sequence. Based on the problem and selection of $\Phi$, there are two popular ways to prove
competitiveness of $A L G$ :

## First Way: Amortized Costs

Let $A L G_{i}$ and $O P T_{i}$ be the actual costs incurred by the respective algorithms during event $e_{i}$. We define the amortized cost $a_{i}$ of $A L G$ for event $e_{i}$ :

$$
a_{i}=A L G_{i}+\Phi_{i}-\Phi_{i-1}
$$

Then, $A L G$ is $c$-competitive if for any request sequence $\sigma$ :

1. $a_{i} \leq c \cdot O P T_{i}$, for each $e_{i}$
2. There exists constant $b$ independent of $\sigma$ such that $\Phi_{i} \geq b$, for each $e_{i}$

The above argument is proved in the following:
Proof. From above definitions, it holds that:

$$
A L G(\sigma)=\sum_{i=1}^{m} A L G_{i}=\sum_{i=1}^{m} a_{i}-\sum_{i=1}^{m}\left(\Phi_{i-1}=\Phi_{i}\right) \rightarrow A L G(\sigma)=\sum_{i=1}^{m} a_{i}+\Phi_{0}-\Phi_{m}
$$

From (1) and (2) and the previous equality we have:

$$
A L G(\sigma) \leq c \sum_{i=1}^{m} O P T_{i}+\Phi_{0}-b \rightarrow A L G(\sigma) \leq c \cdot O P T(\sigma)+\Phi_{0}-b
$$

So, $A L G$ is $c$-competitive.

It becomes obvious now that the aforementioned 'discount' is the value $\Delta \Phi_{i}=\Phi_{i}-$ $\Phi_{i-1}$. We can consider the potential function as a measure of similarity between $A L G$ and $O P T$ configurations. The less value $\Phi$ has, the more similar they are. If $\Delta \Phi_{i}<0$, ALG 'approaches' OPT's configuration, so it receives a discount for the actual cost of its actions on event $e_{i}$.

## Second Way: Interleaving Moves

Let $A L G_{i}$ and $O P T_{i}$ be the actual costs incurred by the respective algorithms during event $e_{i}$. Then, $A L G$ is c-competitive if for any request sequence $\sigma$ :

1. $\Delta \Phi_{i}=\Phi_{i}-\Phi_{i-1} \leq c \cdot O P T_{i}$, for each $e_{i}$ in which only $O P T$ performs actions
2. $\Delta \Phi_{i}=\Phi_{i}-\Phi_{i-1} \leq-A L G_{i}$, for each $e_{i}$ in which only $A L G$ performs actions
3. There exists constant $b$ independent of $\sigma$ such that $\Phi_{i} \geq b$, for each $e_{i}$.

We have the following proof:

Proof. We partition the actions on request $\sigma_{i}$ into events $e_{i_{A L G}}$ and $e_{i_{O P T}}$ in which only actions of $A L G$ and $O P T$ exist, respectively. We have:

$$
\begin{aligned}
& \sum_{i=1}^{2 m} \Delta \Phi_{i}=\sum_{i=1}^{m}\left(\Delta \Phi_{i_{O P T}}+\Delta \Phi_{i_{A L G}}\right) \stackrel{(1),(2)}{\leq} \sum_{i=1}^{m}\left(c \cdot O P T_{i}-A L G_{i}\right) \\
& \rightarrow \Phi_{2 m}-\Phi_{0} \leq c \cdot O P T(\sigma)-A L G(\sigma) \stackrel{(3)}{\longrightarrow} A L G(\sigma) \leq c \cdot O P T(\sigma)+\Phi_{0}-b
\end{aligned}
$$

So, $A L G$ is $c$-competitive.

We can proceed with the proof of 2-competitiveness now.

### 5.4.2 Strictly 2-competitiveness

The following result was proved by Sleator and Tarjan in [54]. The amortized cost method, as presented in 5.4.1, is used in the proof.

Theorem 5.4. Let a list of length $l$. Then, Move-To-Front is $\left(2-\frac{1}{l}\right)$-competitive.
Proof. We define the potential function $\Phi_{i}$ as the total number of inversions in MTF's list configuration with respect to OPT's list configuration. Inversions are defined as the number of pairs of elements which are in one relative order in MTF's list and in reverse order in $O P T$ 's list. This number is also called Kendall tau distance and formally is defined as $\left|\left(x_{i}, x_{j}\right): S_{A L G}\left(x_{i}\right)<S_{A L G}\left(x_{j}\right) \wedge S_{O P T}\left(x_{j}\right)<S_{O P T}\left(x_{j}\right)\right|$, where $S_{A L G}, S_{O P T}$ are the list configurations for $A L G$ and $O P T$, showing the positions of elements $x_{i}$ and $x_{j}$ in respective lists. Kendall tau distance is a very common distance metric between two lists/permutations, so it can fit to the role of potential function $\Phi$. By definition, it holds $\Phi_{i} \geq 0$ for every $i$. We can also assume that list configurations of $O P T$ and MTF are the same at the beginning of request sequence $\sigma$, so $\Phi_{0}=0$.

We define three types of events in the event sequence taking place on the $i$ th request, each one having their own summing impact on $\Delta \Phi_{i}$ :

1. free transpositions performed by $M T F$, inducing $\Delta \Phi_{i_{1}}$
2. free transpositions performed by $O P T$, inducing $\Delta \Phi_{i_{2}}$
3. paid transpositions performed by $O P T$, inducing $\Delta \Phi_{i_{3}}$

The goal is to prove $a_{i} \leq c \cdot O P T_{i}$, where $a_{i}$ is the amortized cost. Let $x_{j}$ be the requested element on the $i$ th request, w.l.o.g located at position $j$ in OPT's list and at position $k$ in MTF's list. Let $v$ be the number of inversions that correspond to elements that are located before $x_{j}$ in MTF's list and after $x_{j}$ in OPT's list. Then, $k-v-1$ elements precede $x_{j}$ in both lists. Since $x_{j}$ is in $j$ th position in OPT's list, this means that $k-v-1 \leq j-1 \rightarrow k-v \leq j$.

First, $M T F$ pays an access cost of $k$, thus $M T F_{i}=k$. We examine now event $e_{i_{1}}$, i.e. MTF's contribution to $\Delta \Phi_{i}$. MTF moves $x_{j}$ to the front of its own list. This means that $v$ existing inversions are eliminated and $k-v-1$ new inversions are created. So, $\Delta \Phi_{i_{1}}=(k-v-1)-v=k-2 v-1$.

Secondly, it is the turn for $O P T$ to perform its actions on request $i$, on its own list. $O P T$ pays an access cost of $j$, so it can move $x_{j}$ closer to the front by using some free transpositions, which we do not know, let them be $f$ in number. Since $x_{j}$ has already been moved to the front in $A L G$ 's list, such transpositions will eliminate $f$ existing inversions. Thus, $\Delta \Phi_{i_{2}}=-f$. Also, OPT may have performed some paid transpositions, let them be $p$ in number. Each one of them can induce a cost of at most 1 . Thus, $\Delta \Phi_{i_{3}} \leq p$. Finally, the total cost of $O P T$ for the $i$ th request is $O P T_{i}=j+p$. So, we have:

$$
\begin{aligned}
& a_{i}=M T F_{i}+\Delta \Phi_{i_{1}}+\Delta \Phi_{i_{2}}+\Delta \Phi_{i_{3}} \leq k+(k-2 v-1)-f+p \\
& =2(k-v)-1+p-f \leq 2 j-1+p-f \\
& \leq 2(j+p)-1 \rightarrow a_{i} \leq 2 O P T_{i}-1
\end{aligned}
$$

Summing up over an entire request sequence $\sigma$ of arbitrary length $n$ we instantly receive that $\operatorname{MTF}(\sigma) \leq 2 O P T(\sigma)-n$. Obviously, $O P T(\sigma) \leq n l$, so finally we get:

$$
\operatorname{MTF}(\sigma) \leq\left(2-\frac{1}{l}\right) O P T(\sigma)
$$

It can be shown that $M T F$ matches exactly the deterministic lower bound of $\left(2-\frac{2}{l+1}\right)$, proved in 5.2. The proof was given by Irani in [34], using the list factoring technique that will be discussed in 5.5. Thus, MTF is the optimal deterministic algorithm for List Accessing in terms of competitive analysis. Finally, we have to mention that this result is quite impressing. MTF achieves strictly 2 -competitiveness, that is a constant 2-approximation for the offline problem, but with the input arriving online!

### 5.5 Short Bibliographic Note

The List Accessing problem has been studied extensively throughout the years. We make a brief presentation of only some techniques, algorithms and variants that have appeared in List Accessing literature. For a more analytic list of references, the reader can refer to [21] [46].

## The List Factoring Technique

One technique that is extensively used in List Accessing problems is the List Factoring Technique. This method enables the analysis to be reduced in lists of size 2. Such invention is proved to be helpful because many arguments can be simplified when applied to pairs of elements. For example, the optimal offline algorithm for a list of length 2 is known, i.e. on a run of at least two consecutive requests for element $x, O P T$ must move $x$ to the front, if not already there, after the first request, using one free transposition. The description of the method below is taken from [21].

The technique is based on the partial cost model, according to which the access cost for element $x$ in position $i$ is $i-1$, motivated by the $i-1$ elements that block the access to $x$. If $A L G^{*}(\sigma)$ is the cost of $A L G$, an algorithm that does not use paid transpositions, within the partial cost model, it can be proved that:

$$
A L G^{*}(\sigma)=\sum_{\{x, y\} \subseteq L, x \neq y} A L G_{x y}^{*}(\sigma)
$$

where $A L G_{x y}^{*}(\sigma)$ is the number of times that $x$ is in front of requested element $y$ plus the times that $y$ is in front of requested element $x$, in request sequence $\sigma$.

The projection of $\sigma$ over elements $x$ and $y$ is defined as the request sequence $\sigma_{x y}$ with only $x$ and $y$, keeping their relative order. Also, the projection of list $L$ over elements $x$ and $y$ is defined as the two-element list $L_{x y}$, that contains only $x$ and $y$. Then, $A L G^{*}\left(\sigma_{x y}\right)$ is defined as the total partial cost of $A L G$ for serving $\sigma_{x y}$ in list $L_{x y}$. $A L G$ is said to satisfy the pairwise property if:

$$
A L G^{*}\left(\sigma_{x y}\right)=A L G_{x y}^{*}(\sigma)
$$

Alternatively, according to pairwise property lemma, $A L G$ satisfies the pairwise property iff for every request sequence $\sigma$, when $A L G$ serves $\sigma$, the relative order of every two elements $x$ and $y$ in $L$ is the same as their relative order in $L_{x y}$, when $A L G$ serves $\sigma_{x y}$.

Finally, the factoring lemma can be proved, according to which if online algorithm $A L G$ does not use paid transpositions, satisfies the pairwise property and $A L G^{*}\left(\sigma_{x y}\right) \leq$ $c \cdot O P T^{*}\left(\sigma_{x y}\right)$ holds, for every $\sigma$ and every pair $\{x, y\} \subseteq L$, then $A L G$ is strictly $c$ competitive. The proof is based on the above two equations. The reader can refer to [21] for an analytic description of the list factoring technique.

Finally, for an algorithm that makes decisions independent of the cost model, like $M T F, T R A N S$ and $F C$, it can be proved that $c$-competitiveness in the partial cost model induces $c$-competitiveness in the full cost model.

Indicatively, we present some historic results drawn in List Accessing with the use of list factoring. The method was introduced by Bentley and McGeoch in [20]. Irani [34] used the technique to prove that MTF's competitiveness is indeed tight to the deterministic lower bound of $2-\frac{2}{l+1}$ and provide the first randomized algorithm for List Accessing, called SPLIT. Albers [4] proposed improved randomized algorithm TIMESTAMP and Albers et al. [8] gave an even better randomized algorithm, called $C O M B$. Also, Teia [57] proved a strong result on the randomized lower bound against oblivious adversaries. For the rest of this chapter, we will make no further reference on the list factoring technique. However, the reader should be aware that most of the results make either implicit or explicit use of this method.

## The Offline Problem

Many results not demand any knowledge of the optimal offline algorithm. For example, as we saw in 5.4.2, algorithm $O P T$ was considered as a black box, we did not know anything about its decisions on free or paid transpositions, yet the potential function method led to a strong result. However, better understanding of the offline case may be helpful in the design of better online algorithms. In the offline case, all requested elements are known in advance and must be served in order. The offline List Accessing problem was proved to be NP-Hard by Ambuhl [9], by performing a reduction from the minimum feedback arc set problem. One of the proposed algorithms for $O P T$ is by Reingold and Westbrook [51], running in $O\left(2^{l}(l-1)!n\right)$ time and $O(l!)$ space. The authors improved the previous $O\left((l!)^{2} n\right)$ result of Manasse et. al [41], by showing that instead of checking on each request all $l$ ! possible list rearrangements, they can be restricted to at most $2^{l}$
of them, called subset transfers. The best optimal offline algorithm as of today runs in $O\left(l^{2}(l-1)!n\right)$ and has been proposed by Divakaran [25]. The work was based on a similar idea to that of subset transfers, to prove that optimal rearrangements can be restricted to only element transfers of the requested element.

## Randomization

Much research has been conducted on randomized algorithms for the List Accessing problem. The first randomized algorithm for List Accessing was SPLIT, proposed by Irani [34]. SPLIT maintains for each element $x$, a pointer $p(x)$ to some element in list and is initialized to $x$. With probability $1 / 2$, requested element $x$ is moved to the front, else with probability $1 / 2$, it is inserted in front of $p(x) . p(x)$ is then set to the first element in list. SPLIT was proved to be $31 / 16$-competitive against an optimal offline adversary, breaking the deterministic lower bound of 2 .

Algorithm BIT was then proposed by Reingold et. al [52]. BIT initializes for each element $x$, independently and uniformly at random, a bit $b(x)$. When $x$ is requested, $b(x)$ is complemented. Then, if $b(x)=1, x$ is moved to front, else it remains unchanged. The algorithm was proved to be strictly $7 / 4$-competitive, by using the potential function method. The algorithm is a special case of $\operatorname{COUNTER}(s, S)$, according to which a mod s-counter $c(x)$ is initialized randomly for each element $x$. On each access of $x, c(x)$ is decremented by 1 mod $s$. If $c(x) \in S$, then $x$ is moved to front. The authors prove that a modification of COUNTER with a random reset process and appropriate parameters $s, S$ can yield an improved $\sqrt{3}$-competitive ratio against an oblivious adversary. Albers and Mitzenmacher [7] used a specific mixture of two COUNTER algorithms to prove a 12/7-competitive ratio.

Later, Albers [4] proposed TIMESTAMP(p)(TS) algorithms. TS was more complicated than the previous algorithms. On access of element $x$, with probability $p$, it is moved to front and with probability $1-p$, it is moved in front of $y$, where $y$ is the first element in list such that either it was not requested since the last request for $x$ or it was requested exactly once since the last request for $x$ and that request was served by $T S$ using the $1-p$ scenario. If such $y$ does not exist or $x$ is requested for the first time, the algorithm does nothing. Fine tuning on $p$ giave a $(1+\sqrt{5}) / 2$-competitive ratio against optimal offline adversary. It is also interesting that deterministic algorithms $T S(0)$ and $T S(1)$ were proved to be strictly 2-competitive. Especially, $T S(1)$ is the $M T F$ algorithm, hence an alternative proof was given for 2 -competitiveness and $T S(0)$ was only the second deterministic algorithm that achieved 2-competitiveness.

Finally, $C O M B$, proposed by Albers et. al [8], is the best-known randomized algorithm. $C O M B$ selects algorithm $B I T$ with probability $4 / 5$ and algorithm $T S(0)$ with probability $1 / 5$ for serving the entire request sequence. $C O M B$ was proved to be 1.6 competitive.

As for lower bounds, the best-known lower bound is $1.5-\frac{5}{l+5}$ against an oblivious adversary, proved by Teia [57]. Later, Ambuhl et. al [9] proved an improved lower bound of 1.50084 assuming the partial cost model.

## Miscellaneous

Many different types of analyses, assumptions, cost models and algorithms have been proposed for List Accessing.

Due to their numerous applications, List Accessing algorithms have been studied in practice under request sequences produced from empirical data or proobability distributions. The results are not unanimous and some of them appear to be in contrast with the theoretical competitive results. To mention only some of these researches, Bentley and McGeoch [20] noticed that FC outperfroms TRANS and MTF usually outperforms $F C$ for request sequences that are taken from text files, while Bachrach and El Yaniv in [30] and Bachrach et. al in [13] made an extensive study on a large number of deterministic and randomized algorithms, taking data from benchmarks used for testing the performance in dictionary maintenance and compression, also examining the influence of data locality.

To mention only some of the variants, Albers [3] studied the List Accessing problem with lookahead i.e. on every time step, the algorithm has knowledge of some future requests according to two different models: the weak, where the next $m$ requests are known and the strong, where $m$ pairwise distinct elements are known. Another interesting variant is that of List Accessing with locality of reference, studied in [6] [10] [26], providing theoretical models that represent locality of reference in data such that theoretical and empirical results match. MTF was shown to be superior to other algorithms in that case. Also, List Accessing has been studied under a relaxed cost model [24], in which access to element $x_{i}$ costs $c_{i} \leq c_{i+1}$, for all $i$, a setting of providing advice for unknown parts of input [22], using temporary memory-buffering [45], in double linked lists [50] and in particular types of request sequences [47]. The classic cost model has received criticism and more realistic cost models have been proposed [42] [31].

## Chapter 6

## The Online Min-Sum Set Cover Problem

In section 4.3, we discussed the Generalized Min-Sum Set Cover or Multiple Intents Re-Ranking. The problem is motivated by web search ranking. Azar and Gamzu [12] mention the importance of ranking web pages based on the interests of different users. Each user is represented as a subset of search results that projects a particular profile type. The profile type is defined as a weighted vector over the elements of given subset and models the intents of searching for that particular user. The user scans the results from top to bottom, paying an overhead that depends on the position of the results in user subset. The goal is to provide a linear order of search results, so that the sum of total weighted cover time of sets is minimized. The authors note that in case where all profile vectors have the form $\langle 1,0, \ldots, 0\rangle$, the problem is equivalent to Min-Sum Set Cover discussed in Chapter 5. Such profile vectors represent navigational users, interested in only the first relevant search result. However, their work is based only on user logs, i.e. offline data stored from web engines in order to produce an optimal ordering of results. However, such scenario is restricted in time and space. There exists a realistic need for changing the ordering as users access the results online. Motivated by this problem, we propose the Online Min-Sum Set Cover Problem.

In this chapter, we introduce the Online Min-Sum Set Cover Problem and present the first deterministic and randomized results. Our current work is based basically on techniques and algorithms presented for the List Accessing problem in Chapter 5.

### 6.1 Problem Definition

Let $L$ be an unsorted list of $l$ elements $x_{1}, x_{2}, \ldots, x_{l}$ and a collection of sets $S=$ $S_{1}, S_{2}, \ldots, S_{m}$ over the elements of $L$. Let $\sigma=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ be an online request sequence of sets in $S$, i.e. $\sigma_{i}=S_{j}$, with $S_{j} \in S$, for every $i \in[n]$. On every set request, an online algorithm performs access to the set by accessing at least one of the elements in set. Then, the algorithm is associated with an access cost, i.e. among the accessed elements in set, that of the element's position that is furthest from the head of $L$. The algorithm is allowed to reorganize the list by performing transpositions of consecutive elements. For these transpositions the algorithm must pay a moving cost according to the following:

- free transpositions: Immediately after accessing set $\sigma_{j}$, and paying an access cost of $i$, for $x_{i} \in \sigma_{j}$, it can move any element $x_{k} \in \sigma_{j}$ that is preceding $x_{i}$ in the list, including $x_{i}$, to any position closer to the front of the list with no extra cost.
- paid transpositions: At any time, it can perform any number of transpositions between consecutive elements in $L$ and pay a cost of 1 for each transposition.

The goal is to find an algorithm that minimizes the total cost incurred by $\sigma$. More formally, let $L_{t}$ be the list configuration after the algorithm has processed set request $\sigma_{t}$. We define as $L_{0}$ the initial list configuration. Also, let $L_{t-1}\left(x_{j}\right)$ denote the position of $x_{j} \in \sigma_{t}$ in current list configuration $L_{t-1}$. On the arrival of $\sigma_{t}$, every algorithm can select any element from $\sigma_{t}$ to access. This access cost is denoted by disjunctive cost function $\bigvee_{x_{j} \in \sigma_{t}} L_{t-1}\left(x_{j}\right)$. Then, the algorithm performs some free transpositions on elements permitted by the constraint defined above. Finally, it may perform paid transpositions, denoted by move $\left(L_{t-1}, L_{t}\right)$. Then, the goal is to find:

$$
\min \sum_{t=1}^{n}\left[\bigvee_{x_{j} \in \sigma_{t}} L_{t-1}\left(x_{j}\right)+\operatorname{move}\left(L_{t-1}, L_{t}\right)\right]
$$

under the problem constraints defined above.
We make some observations on the problem definition. List Accessing notation is used extensively. In fact, the problem can be interpreted as a multidimensional version of List Update Problem. Instead of element requests we have set requests over elements in the list.

However, the cost model is motivated by the Min-Sum Set Cover problem, presented in Chapter 4. In the offline Min-Sum Set Cover, all set requests are known and the goal is to find a static linear ordering of the elements that minimizes total sum of hitting times of sets. In the offline case, no moving costs are accounted, we only want to find the optimal linear ordering, without caring about the moving costs from initial configurations. Without any transpositions, paid or free, the disjunctive cost function gives naturally its place to the cost of first element's position in set in optimal static ordering $L$, i.e. in the optimal static ordering we have no reason to pay for accessing elements in greater positions. Hence, the previous objective function takes exactly the form presented in 4.1.2.

In the online counterpart, studied in this chapter, it is necessary to define a problem in which algorithms can adapt to incoming sets. This is the reason why we allow transpositions. The setting of how to cost these transpositions is already provided by List Accessing. The disjunctive cost function is initiated by the need to provide the algorithm with freedom of performing rearrangements, in order to reduce future accesses. In the setting of web search ranking, we said that we are interested in reducing future access costs to the element in set that occurs first in the ordering. Yet, the rest of elements in set may have some importance for future requests, so the algorithm is left free to select up to which element it needs to perform access.

It becomes obvious that the exact offline counterpart of our problem is that of sets arriving in sequential order, but all of them are known in advance. Also, the results of this thesis are proved against an optimal offline adversary and not restricted in the optimal static solution, which is Min-Sum Set Cover. Yet, Min-Sum Set Cover provides
a theoretical framework that can be used in the future for algorithms that perform well against an optimal static adversary, since in that case we have a better understanding for the unknown value of $O P T$ and a constant greedy approximation for it. We thus adopt the term Online Min-Sum Set Cover for our problem.

### 6.2 Our Results

We focus primarily on the deterministic case of Online Min-Sum Set Cover. We prove a deterministic lower bound and present algorithms MoveFront, MoveLast, MoveSet, motivated by Move-To-Front from List Accessing. On the randomized case, we present some simple arguments over two proposed algorithms, Randomized Static and Randomized Move-To-Front, to draw conclusions on their competitiveness. In this section, we make use of the following definitions.

Definition 6.1. A request sequence $\sigma$ is called $A$-regular when every set $\sigma_{i} \in \sigma$ has cardinality of $A$, i.e. $\left|\sigma_{i}\right|=A$. The sets of that sequence are called $A$-regular sets.

Definition 6.2. A request sequence $\sigma$ is called irregular when there is no positive constant $A$ such that $\sigma$ is $A$-regular. The sets of that sequence are also called irregular sets.

Trivially, the List Accessing Problem receives only 1-regular sequences as input.

### 6.2.1 A deterministic lower bound

Using the averaging technique, as seen in 5.2, we prove a lower bound for the competitiveness of deterministic algorithms.

Proposition 6.1. (A-regular sets) For an $A$-regular request sequence on a list of length $l$, any deterministic online algorithm has a competitive ratio of at least $A+1-\frac{A(A+1)}{l+1}$.

Proof. First, the adversary creates an $A$-regular request sequence such that on every request, the requested set contains the $A$ last elements of the current list configuration. Every online algorithm $A L G$ pays an access cost of at least $[l-(A-1)]$ for each request, this is the position of the closest element to the front of the list. Thus, for an adversarial request sequence $\sigma$ of arbitrary length $n$, it will hold that $A L G(\sigma) \geq n(l-A+1)$, including any paid transpositions.

We consider the set of static offline algorithms. First, they pay for an initial cost $b=O\left(l^{2}\right)$ of paid transpositions for configuring the static permutation. Then, every algorithm pays for an access cost equal to the position of the element that is closer to the front of the list among elements in the set, for each set request. Since no reorderings are made, every static algorithm does not benefit from paying larger access costs, e.g. the position of the second closer element to the front, hence it pays the least possible on every request.

Now, consider an $A$-regular set request. First, we intend to find the total cost of the $l$ ! algorithms for this request. To do this, we will count the permutations that have access cost of $i$, for every $1 \leq i \leq l$. For such counting, we use the combinatorial arguments below in the following order:

1. For a permutation that pays an access cost of $i$, it follows that, from the elements in requested set, the one closer to the front of the list is located in position $i$ and no other element from the set is located in a position preceding $i$. Moreover, position $i$ can be occupied by any of the $A$ elements.
2. The rest $A-1$ elements of set can choose among $l-i$ positions to be ordered. Thus we have $A-1$-permutations of $l-i$, i.e. $P(l-i, A-1)=\frac{(l-i)!}{(l-i-A+1)!}$ ways to do that.
3. Having placed and ordered these $A$ elements in positions from $i$ to $l$, the rest $l-A$ elements of the list are left to be ordered. This can be done in $(l-A)$ ! ways.
4. It must hold that $i \leq l-(A-1)$, since in the extreme case, the elements from the set will occupy the last $A$ positions in permutation.
Gathering the above, we conclude that there are $A \frac{(l-i)!}{(l-i-A+1)!}(l-A)$ ! permutations that pay an access cost of $i$ for a single request. Thus, the sum of access costs over all permutations is:

$$
\begin{aligned}
& \sum_{i=1}^{l-A+1} i A \frac{(l-i)!}{(l-i-A+1)!}(l-A)!=A!(l-A)!\sum_{i=1}^{l-A+1} i\binom{l-i}{A-1} \\
& =A!(l-A)!\frac{1}{A(A+1)}(l+1)(l-A+1)\binom{l}{A-1} \\
& =\frac{(l+1)!}{A+1}
\end{aligned}
$$

Hence, the sum of total costs for the entire request sequence $\sigma$ of arbitrary length $n$ over all permutations is at most:

$$
n \frac{(l+1)!}{A+1}+l!b
$$

The optimal cost will be at most the average cost of static algorithms, i.e.

$$
O P T(\sigma) \leq \frac{n \frac{(l+1)!}{A+1}+l!b}{l!}=n \frac{l+1}{A+1}+b
$$

Finally, for any deterministic algorithm $A L G$, it will hold:

$$
\frac{A L G(\sigma)}{O P T(\sigma)} \geq \frac{n(l-A+1)}{n \frac{l+1}{A+1}+b} \xrightarrow{n \rightarrow \infty} \frac{A L G(\sigma)}{O P T(\sigma)} \geq \frac{l-A+1}{\frac{l+1}{A+1}} \rightarrow R(A L G) \geq A+1-\frac{A(A+1)}{l+1}
$$

As we can see, the above generalizes the deterministic lower bound for List Accessing. Setting $A=1$ we get $R(A L G) \geq 2-\frac{2}{l+1}$, that is exactly the result in 5.2 . Also we notice that setting $A=l$, we get a lower bound of 1 . In that case, all elements are requested from the set, so an algorithm accessing the first element of the list is trivially optimal.

The previous result addressed only to regular input. For an irregular input sequence, we have the following proposition.

Proposition 6.2. (Irregular sets) Let an irregular request sequence $\sigma=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ with respective cardinalities $A_{1}, A_{2}, \ldots, A_{n}$, on a list of length $l$. Then, any deterministic online algorithm has a competitive ratio of at least $\frac{n(l-A+1)}{(l+1)\left(\sum_{i} \frac{1}{A_{i}+1}\right)}$, where $A=\frac{\sum_{i} A_{i}}{n}$ is the average cardinality of set requests.

Proof. An adversarial sequence could be just like the one in proof of Proposition 1, i.e. for request $\sigma_{i}$, the adversary requests the $A_{i}$ last elements in the list, thus incurring a cost of at least $l-A_{i}+1$. Similar to previous proof, the sum of access costs for the single request $\sigma_{i}$ over all static offline algorithms is $\frac{(l+1)!}{A_{i}+1}$. So, from the averaging technique we get that for any deterministic algorithm $A L G$, it holds:

$$
R(A L G) \geq \frac{\sum_{i}\left(l-A_{i}+1\right)}{(l+1)\left(\sum_{i} \frac{1}{A_{i}+1}\right)}=\frac{n(l-A+1)}{(l+1)\left(\sum_{i} \frac{1}{A_{i}+1}\right)}
$$

We are interested in finding a general lower bound for our problem, that holds for all types of request sequences. The previous result depends on the values of $A_{i}$. Can we find an adversarial irregular request sequence that increases the lower bound over $A+1-\frac{A(A+1)}{l+1}$ ? The answer is no.

Proposition 6.3. (General) For an arbitrary request sequence with average set cardinality $A$ on a list of length l, any deterministic online algorithm has a competitive ratio of at least $A+1-\frac{A(A+1)}{l+1}$.

Proof. We assume that $A$ is a positive integer w.l.o.g. If the request sequence is $A$ regular, the proposition is true, as we already saw in Proposition 1. What we want to find is whether there exists a particular form of irregular request sequence that induces a greater lower bound. Let request sequence $\sigma=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ with respective cardinalities $A_{1}, A_{2}, \ldots, A_{n}$. Given average cardinality $A$, maximizing value $\frac{n(l-A+1)}{(l+1)\left(\sum_{i} \frac{1}{A_{i}+1}\right)}$ is equal to minimizing $\sum_{i} \frac{1}{A_{i}+1}$. From Cauchy-Schwarz inequality we have:

$$
\begin{aligned}
& \left(\sum_{i} \frac{1}{A_{i}+1}\right)\left[\sum_{i}\left(A_{i}+1\right)\right] \geq\left(\sum_{i} \sqrt{\frac{1}{A_{i}+1}} \sqrt{A_{i}+1}\right)^{2} \\
& \rightarrow\left(\sum_{i} \frac{1}{A_{i}+1}\right)[n(A+1)] \geq n^{2} \\
& \rightarrow \sum_{i} \frac{1}{A_{i}+1} \geq \frac{n^{2}}{n(A+1)} \\
& \rightarrow \sum_{i} \frac{1}{A_{i}+1} \geq \frac{n}{A+1}
\end{aligned}
$$

Equality can hold only if $A_{i}=A_{j}$ for every $i, j$. This means that $A_{i}=A$ for every $i$, i.e. equality holds only when the request sequence is $A$-regular! Thus, replacing back $\frac{n}{A+1}$ to lower bound, we obviously receive the result of Proposition 1:

$$
R(A L G) \geq \frac{n(l-A+1)}{(l+1) \frac{n}{A+1}}=A+1-\frac{A(A+1)}{l+1}
$$

From the formal definition, the competitive ratio should be independent of values related to the request sequence. Breaking this law, we presented the previous results dependent on $A$, either it holds for the constant cardinality of a regular request sequence, either for the average cardinality of an irregular request sequence. Such results can be seen as the limits of an online algorithm, when it is restricted to perform against sequences of a given price of $A$. But, since we study online algorithms under worst case, we would like to find the price of $A$ that maximizes this lower bound. In that way, we can get a more comprehensive description of our lower bound. This is provided by the following corollary:

Corollary 6.1. For arbitrary request sequences on a list of l elements, any deterministic online algorithm for Online Min-Sum Set Cover has competitive ratio of $\Omega\left(\frac{l}{4}\right)$.

Proof. We can see that $A+1-\frac{A(A+1)}{l+1}$ is maximized for $A=\frac{l}{2}-1$. For that value, competitive ratio becomes $\frac{\frac{l}{2}\left(\frac{l}{2}+2\right)}{l+1} \in\left(\frac{l}{4}, \frac{l}{4}+1\right)$.

In this point, we make two important notes on the previous results:

1. In above propositions, we drew a lower bound for any deterministic algorithm $A L G$, such that $A L G(\sigma) \geq n(l-A+1)$. This is the general guarantee we can have for the access cost of $A L G$ in an adversarial request sequence. For a specific algorithm that may not pick for access the first element in the list among the elements in set, but succeeding elements, this lower bound can grow. For example, for an $A$-regular request sequence, if an algorithm performs access to the $i$ th closer element to the front of the list and further, then the stronger inequality $A L G(\sigma) \geq n(l-A+i)$ will hold, inducing a lower bound of $\frac{l+i}{l+1}(A+1)-\frac{A(A+1)}{l+1}$, with $i \leq A$.
2. From the corollary, we can conclude that there is no algorithm that can achieve sublinear competitiveness for all values of $A$. Also, every deterministic algorithm is trivially at least $l$-competitive. Thus, the best we can do is to find an algorithm that is $O\left(\frac{l}{4}\right)$-competitive, bridging the linear gap between $\left(\frac{l}{4}, l\right]$. This result is quite impressing: in List Accessing where a single element is requested every time, there exists a constant 2-competitive algorithm, but if the request sequence is composed by sets of elements of arbitrary cardinality, we cannot do better than $O(l)$-competitiveness scaled by up to a constant of 4 . For this reason, we can allow the quest for algorithms that perform well on specific values of $A$ and not all of them, aiming to achieve results close to lower bound $A+1=\frac{A(A+1)}{l+1}$.

### 6.2.2 MoveFront

When a set request arrives, any algorithm has a choice on which elements to access and pays the cost according to the cost model defined in 6.1. One algorithm that occurs naturally is to select and move the element that is at the front of the requested set in current list to the front of the list. This element is somewhat representative of the set,
since its position is the least cost any algorithm has to pay for accessing the set. This is algorithm MoveFront and uses only free transpositions.

MoveFront (MF): After accessing the first element (front) of the set request in current list configuration, move it to the front of the list, without changing the relative order of any other elements.

Before we proceed with the result, we prove the lemma below, that will help us in the following.

Lemma 6.1. Given a collection $T$ of $n$ natural numbers with average value $q \in \mathbb{Q}^{+}$, there exists a collection $R$ of $n$ natural numbers with average value $q$, such that each number is at least $\lfloor q\rfloor$.

Proof. Let $T=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, such that $\frac{\sum_{n} x_{i}}{n}=q$. Let the partition of $T$ into subsets $T_{1}=\left\{x_{i} \in T \mid x_{i}<\lfloor q\rfloor\right\}, T_{2}=\left\{x_{i} \in T \mid x_{i}=\lfloor q\rfloor\right\}$ and $T_{3}=\left\{x_{i} \in T \mid x_{i}>\lfloor q\rfloor\right\}$. Also, let the 'complementary' sets $T_{1}^{\prime}=\left\{y_{i} \mid y_{i}=\lfloor q\rfloor-x_{i}, \forall x_{i} \in T_{1}\right\}$ and $T_{3}^{\prime}=\left\{y_{i} \mid y_{i}=\right.$ $\left.x_{i}-\lfloor q\rfloor, \forall x_{i} \in T_{3}\right\}$. We have that:

$$
\begin{aligned}
& \frac{\sum_{T_{1}} x_{i}+\sum_{T_{2}} x_{i}+\sum_{T_{3}} x_{i}}{n} \geq\lfloor q\rfloor \rightarrow \frac{\left.\sum_{T_{1}^{\prime}}\lfloor q\rfloor-y_{i}\right)+\sum_{T_{2}} x_{i}+\sum_{T_{3}^{\prime}}\left(y_{i}+\lfloor q\rfloor\right)}{n} \geq\lfloor q\rfloor \\
& \rightarrow \frac{n\lfloor q\rfloor+\sum_{T_{3}^{\prime}} y_{i}-\sum_{T_{1}^{\prime}} y_{i}}{n} \geq\lfloor q\rfloor \rightarrow \sum_{T_{3}^{\prime}} y_{i} \geq \sum_{T_{1}^{\prime}} y_{i}
\end{aligned}
$$

Due to the last inequality, we can take $\sum_{T_{3}^{\prime}} y_{i}-\sum_{T_{1}^{\prime}} y_{i}$ units from the surplus of $T_{3}^{\prime}$ and eliminate the deficit of $T_{1}^{\prime}$. This means that we can construct a new collection $R$, where each $x_{i} \in T_{1}$ is increased by $y_{i}$ such that $x_{i}+y_{i}=\lfloor q\rfloor$ and for $T_{3}$, we can distribute the decrease of $\sum_{T_{3}^{\prime}} y_{i}-\sum_{T_{1}^{\prime}} y_{i}$ units accordingly such that each $x_{i} \in T_{3}$ remains at least $\lfloor q\rfloor$ after the decrease. In that way, each number in $R$ is at least $\lfloor q\rfloor$.

We now prove the following proposition for $M F$.
Proposition 6.4. Let a request sequence of average set cardinality $A \geq 2$, on a list of length $l$. Then, MoveFront is $l-A+1$-competitive against an optimal offline adversary.

Proof. On every set request $\sigma_{i}$, access to the first element of the set in the current ordering induces an access cost of at most $l-A_{i}+1$. Trivially, the optimal offline solution OPT induces an access cost of at least 1 per request. Thus, for any request sequence $\sigma$ of length $n$, we get:

$$
\frac{M F(\sigma)}{O P T(\sigma)} \leq \frac{\sum_{i}\left(l-A_{i}+1\right)}{n \cdot 1}=\frac{n(l-A+1)}{n} \rightarrow R(M F) \leq l-A+1
$$

Now, we want to prove a lower bound of $l-A+1$ for $R(M F)$, so it suffices to generate a specific request sequence for which $M F$ achieves this competitive ratio. Let the initial list configuration $L=\left[x_{1}, x_{2}, \ldots, x_{l}\right]$. Supposing that there exists an (infinite) request
sequence of average cardinality $A \geq 2$, from Lemma 6.1 , the adversary can construct a sequence $\sigma=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ with respective cardinalities $A_{1}, A_{2}, \ldots, A_{n}$, with $A_{i} \geq 2$, for every $i$, in which the last $A_{i}$ elements in current configuration are requested every time. With that input, $M F$ always moves to front the current element located in position $l-A_{i}+1$, so a cost of $l-A_{i}+1$ is induced per request.

Hence, since $A_{i} \geq 2$, the last element $x_{l}$ remains unchanged in its position for the entire process and belongs to every requested set. An optimal offline solution for that sequence can be at least as good as the solution that initially moves $x_{l}$ to the front of the list, by paid transpositions of total cost $l$. Since element $x_{l}$ appears in every set request, after moved to the front, this solution will pay a cost of 1 on every request. Thus:

$$
\frac{M F(\sigma)}{O P T(\sigma)} \geq \frac{\sum_{i}\left(l-A_{i}+1\right)}{n \cdot 1+l}=\frac{n(l-A+1)}{n+l} \xrightarrow{n \rightarrow \infty} R(M F) \geq l-A+1
$$

From the two proven inequalities, we get that $M F$ is $l-A+1$-competitive.

We have to note that the proposition holds for any rational number $A \geq 2$ that can stand as the average cardinality of an infinite sequence of sets. This restriction comes from the need to construct an adversarial sequence with sets of cardinality at least 2 , in order to induce at least one unchanged element, so that optimal solution can move it to the front. If a set of cardinality 1 occurs in the sequence, then we cannot apply the above argument of fixed element. But, if $A \geq 2$ then from Lemma 6.1, we can construct another sequence with that property. For $A<2$, we cannot make modifications and produce such sequence.

This machinery was invented in order to include irregular sequences in our theorem. We can always construct an adversarial $A$-regular sequence for which $M F$ is $l-A+1$ competitive, just request the last $A$ elements every time like in proof. But, if $A$ is a rational number, we have to find particular values for $A_{i}$. So, given an existed sequence of average cardinality $A$, with Lemma 6.1 we generate another sequence of the same average cardinality for which $M F$ performs worst.

Obviously, we are not interested in $A=1$, the List Accessing case, since MTF projects a constant 2 -competitiveness. We notice that $M F$ performs better for large values of cardinality $A$. A large value of $A$ intuitively means that the first element of the set in ordering is at smaller positions, so there cannot be large incongruities between access costs per request for $O P T$ and $M F$. For this reason, performance of $M F$ for sequences of small $A$ is poor. A simple intuition is that $M F$ always pays a large cost for accessing an element that is far away from the head of list, while $O P T$ is able to select and move elements that are even further in order to pay small costs for future requests. Overall, as lower bound in 6.2.1 can be written as $\frac{(A+1)(l-A+1)}{l+1}$, we conclude that $M F$ is not tight by a factor of $\frac{A+1}{l+1}$.
$M F$ has also another drawback. Being unable to access elements other than the front one, it is vulnerable to an adversarial sequence in which optimal value is obtained by moving to the front an element, that is never moved by $M F$ despite its great importance, hitting all the requested sets. In such request sequences, $M F$ is unable to converge and follow the optimal solution.

### 6.2.3 MoveLast

Algorithm MoveLast is an attempt to react to configurations of optimal solution as requests arrive and adapt to them. MoveLast is motivated by the idea of reducing the largest cost incurred by accessing the requested set, that is the last element in list configuration among the elements in set. In that way, MoveLast makes a somewhat repairing move that MoveFront cannot. Like MoveFront, it makes only free transpositions.

MoveLast (ML): After accessing the last element of the set request in current list configuration, move it to the front of the list, without changing the relative order of any other elements.

However, we receive the following proposition for $M L$.
Proposition 6.5. Let a request sequence of average set cardinality $A \geq 2$, on a list of length l. Then, MoveLast is l-competitive against an optimal offline adversary.

Proof. On every set request, accessing the last element of the set in current ordering induces a cost of at most $l$. Trivially, the optimal offline solution induces a cost of at least 1 per request. Thus, for any request sequence $\sigma$ of length $n$, we get:

$$
\frac{M L(\sigma)}{O P T(\sigma)} \leq \frac{n l}{n \cdot 1} \rightarrow R(M L) \leq l
$$

We are searching for a lower bound of $R(M L)$ now. Let the inital list configuration $L=\left[x_{1}, x_{2}, \ldots, x_{l}\right]$. For any $A \geq 2$ that can stand as average set cardinality of a sequence of sets, we can construct an adversarial sequence for which $A_{i} \geq 2$, for every $i$, from Lemma 6.1. We consider a request sequence $\sigma=\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}$ and an arbitrary element $x_{i}$, such that $x_{i}$ is fixed in every $\sigma_{j}$, i.e. $x_{i} \in \sigma_{j}$, for every $j$. Also, every $\sigma_{j}$ contains the current element located in position $l$ of the list. The rest of elements in set, if any, can be arbitrarily chosen. In the request that $x_{i}$ is located in position $l$, we can arbitrarily choose all other elements, too. Clearly, on every request, $M L$ pays an access cost of $l$ for the last element in list.

Hence, elements $x_{l}, x_{l-1}, \ldots, x_{1}$ pass from position $l$ of the list, one after the other as requests arrive, and then are moved to the front of the list by $M L$, repetitively.

On the other hand, for sequence $\sigma$, optimal offline solution $O P T$ can be at least as good as the solution that initially moves element $x_{i}$ to the front, by paid transpositions of total cost $b=O(l)$. Since $x_{i}$ appears in every set request, after moved to the front, this solution will pay a cost of 1 per request. So:

$$
\frac{M L(\sigma)}{O P T(\sigma)} \geq \frac{n l}{n \cdot 1+b} \xrightarrow{n \rightarrow \infty} R(M L) \geq l
$$

This completes our proof that $M L$ is $l$-competitive.

As we see, $M L$ performs worse than $M F$ in the worst case. Indeed, the argument of fixed element in every set request that we used for constructing the adversarial request sequence for $M F$ can still be used, but this time the fixed element $x_{i}$ does not stay unmoved throughout the process. Though this is the most important element, since it
hits every requested set, the access cost is incurred by the element that is in the last position of the list every time.
$M L$ makes a 'repairing' move of moving to the front the element that induces the largest access cost, yet the cost it pays is always that large and may appear to be unnecessary. In our example, moving $x_{i}$ to the front would have proved to be the optimal choice.

However, we should note the following. In the end of section 6.2.1, we mentioned that for an $A$-regular sequence, an algorithm that accesses the $i$ th element of set in ordering and further, cannot do better than $\frac{l+i}{l+1}(A+1)-\frac{A(A+1)}{l+1}$. $M L$ moves always the Ath element in ordering on request $\sigma_{j}$, so the lower bound can become $\frac{(A+1) l}{l+1}$. We conclude that $M L$ is not tight by a factor of $\frac{A+1}{l+1}$. This is exactly the factor that we got for $M F$. In that thinking, we can say that $M L$ is not worse than $M F$, simply the lower bound for an algorithm that accesses the last element on every request, like $M L$, is larger and $M L$ does not manage to lower this factor.

### 6.2.4 MoveSet

MoveLast pays the cost of accessing the last element of requested set and moves it to the front of the list by free transpositions. But in such case, the cost model defined in 6.1 permits further free transpositions for all elements in set. Algorithm MoveSet uses these transpositions to move the elements in set to the front of the list. We examine whether moving the entire set achieves better ratios.

MoveSet (MS): After accessing the last element of the set request in current list configuration, move all the elements in set to the front of the list, without changing their relative order and without changing the relative order of the rest elements in list.

For $M S$ the proposition below holds:
Proposition 6.6. Let a request sequence of average set cardinality $A \geq 2$, on a list of length $l$. Then, MoveSet is l-competitive against an optimal offline adversary.

Proof. On every set request, accessing the last element of the set in current ordering induces a cost of at most $l$. Trivially, the optimal offline solution induces a cost of at least 1 per request. Thus, for any request sequence $\sigma$ of length $n$, we get:

$$
\frac{M S(\sigma)}{O P T(\sigma)} \leq \frac{n l}{n \cdot 1} \rightarrow R(M S) \leq l
$$

Let the inital list configuration $L=\left[x_{1}, x_{2}, \ldots, x_{l}\right]$. Like before, from Lemma 6.1, given a sequence of average cardinality $A \geq 2$, we can construct an adversarial sequence of sets for which $A_{i} \geq 2$, for every $i$. Our adversarial argument and analysis is exactly the same with $M L$. This is a request sequence $\sigma=\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}$ for which there is an arbitrary element $x_{i}$, such that $x_{i} \in \sigma_{j}$, for every $j$ and the current element located in position $l$ of the list is contained in every set. The rest of elements in each set, if any, can be arbitrarily chosen. Thus, on every request, $M S$ pays an access cost of $l$ for the last element in list.

On the other hand, for sequence $\sigma$, optimal offline solution $O P T$ can be at least as good as the solution that initially moves element $x_{i}$ to the front, by paid transpositions
of total cost $b=O(l)$. Since $x_{i}$ appears in every set request, after moved to the front, this solution will pay a cost of 1 per request. So:

$$
\frac{M S(\sigma)}{O P T(\sigma)} \geq \frac{n l}{n \cdot 1+b} \xrightarrow{n \rightarrow \infty} R(M S) \geq l
$$

This completes our proof that $M S$ is $l$-competitive.

Finally, $M S$ does not make any improvement in competitiveness. Again, it is vulnerable to a fixed point argument. Despite the fact that $M S$ moves the entire set to the front of the list, thus also moving $x_{i}$ to positions closer to the front, it is still bound to pay for that movement the position of the last element in set. By an adversarial sequence, this cost can be large enough, $l$ per request, while $O P T$ can initially move $x_{i}$ to the front and then pay a very small cost. $M S$ obviously fails to distinguish $x_{i}$ among the elements of every requested set, thus it cannot benefit from its movement to positions at the front of the list.

### 6.2.5 Randomized Static

Our first randomized algorithm is Randomize Static, a 'dumb' algorithm of picking uniformly at random an initial static permutation of the list. This is our first attempt to receive randomized results and see an improvement in the competitive ratio in comparison with the proposed deterministic algorithms.

Randomized Static (RandStatic): Pick uniformly at random an initial static permutation of the list. On every requested set, pay for access the position of the top element of set in the static ordering.

We prove the following proposition:
Proposition 6.7. Let an $A$-regular sequence on a list of length l. Then, Randomized Static has competitive ratio $\bar{R}($ RandStatic $) \leq \frac{l+1}{A+1}$ against an oblivious adversary.

Proof. As we have seen in the proof for the deterministic lower bound 6.2.1, the sum of access costs for a single request over all permutations is $\frac{(l+1)!}{A+1}$. Since, the static permutation is selected uniformly at random, the expected access cost for one request will be $\frac{(l+1)!}{l!(A+1)}=\frac{l+1}{A+1}$. Thus, for any sequence $\sigma$ of length $n$, by linearity of expectation and also including the initial moving cost $O\left(l^{2}\right)$, we get $\mathbb{E}[\operatorname{RandStatic}(\sigma)] \leq \frac{n(l+1)}{A+1}+l^{2}$. This is exactly the expression that we found for the average cost of static algorithms in Proposition 1. Trivially, optimal offline $O P T$ pays at least 1 per request, so we have:

$$
\frac{\mathbb{E}[\text { RandStatic }(\sigma)]}{O P T(\sigma)} \leq \frac{\frac{n(l+1)}{A+1}+l^{2}}{n \cdot 1} \xrightarrow{n \rightarrow \infty} \bar{R}(\text { RandStatic }) \leq \frac{l+1}{A+1}
$$

RandStatic performs better for large values of $A$, more elements from the requested set are located closer to the front with higher probability, thus a smaller access cost is induced on average. In general, RandStatic achieves a better competitive ratio than
$M F$ and $M L$ for any value of $A$. Without any intricate arguments, we can see that competitive ratio is improved with the use of randomization.

We did not include irregular request sequences in our theorem. The reason is that in such case, following steps of the proof in Proposition 2, we would get the expression $\frac{l+1}{n} \sum_{i} \frac{1}{A_{i}+1}$. Function $\sum_{i} \frac{1}{A_{i}+1}$ is a convex function, so it is maximized in the extreme points. For that reason, we can get a rather complicated expression on irregular sequences that does not say a lot for the expected competitive ratio. In fact, this technique fails to provide an upper bound guarantee for irregular sequences. We prefer to restrict to $A$ regular sequences that provide a compact result which shows the power of randomization.

### 6.2.6 Randomized Move-To-Front

Algorithm Randomized Move-To-Front picks an element from requested set uniformly at random and moves it to the front. By this way, it can pay on average smaller access cost for a requested set in comparison with MoveLast, while it responds on the fixed element argument used for constructing adversarial sequences, like in MoveFront.
Randomized Move-To-Front (RMTF): On every set request, access uniformly at random an element from the set and move it to the front of the list, without changing the relative order of any other elements.

RandStatic showed that it performs well for large values of $A$ on average. We are interested in finding whether $R M T F$ performs well for small values of $A$. Avoiding the machinery for getting an exact result, we provide the following intuitive proof for showing that $R M T F$ does not perform well either.
Proof. (Sketch) Consider the case of a 2-regular sequence and let $L=\left[x_{1}, x_{2}, \ldots, x_{l}\right]$ be the initial list configuration. We consider the request subsequence $\sigma^{\prime}=\sigma_{1}^{\prime}, \sigma_{2}^{\prime}, \ldots, \sigma_{l-1}^{\prime}$, where $\sigma_{i}^{\prime}=\left\{x_{1}, x_{i+1}\right\}$ (instead of $x_{1}$ we can fix any element). The adversarial sequence $\sigma$ is constructed as an infinite repetition of $\sigma^{\prime}$.

For an element $x$ in position $j$, the expected access cost for set $\left\{x_{1}, x\right\}$ is at least $\frac{1+j}{2}$, because $x_{1}$ may be located in position greater than 1 . In first repetition, when set $\sigma_{i}^{\prime}$ is requested, element $x_{i}$ is located in position $i$, because $\sigma_{1}^{\prime}, \sigma_{2}^{\prime}, \ldots, \sigma_{i-1}^{\prime}$ contain elements that are located prior to $x_{i}$ in list. Thus, for the first repetition we have $\mathbb{E}\left[R M T F\left(\sigma^{\prime}\right)\right] \geq$ $\sum_{i=1}^{l-1} \frac{1+(i+1)}{2}=\frac{(l-1)(l+4)}{2}$.

In next repetitions of $\sigma^{\prime}$, we do not know the position of each $x_{i}$ in list, so the above argument does not hold. However, we can make the following rough computation. Given the current position of $x_{i}$, we want to find its new expected position before the arrival of requested set $\sigma_{i}^{\prime}=\left\{x_{1}, x_{i}\right\}$ in a new repetition of $\sigma^{\prime}$. Let $j$ be the position of $x_{i}$ before $\sigma_{i}^{\prime}$ in $k$ th repetition. Then, by the arrival of $\sigma_{i}^{\prime}$ in $(k+1)$ th repetition, all sets of $\sigma^{\prime}$ will have been requested. On request $\sigma_{i}^{\prime}$ in $k$ th repetition, for $x_{i}$ we have:

1. With probability $1 / 2, x_{i}$ is moved to the front. During the rest $l-2$ requests, before the arrival of $\sigma_{i}^{\prime}$ in $(k+1)$ th repetition, an expected number of $\frac{l-2}{2}$ elements (excluding $x_{1}$ ) is moved to the front. So, in that case, the new expected position for $x_{i}$ is $1+\frac{l-2}{2}=\frac{l}{2}$.
2. With probability $1 / 2, x_{i}$ remains in position $j$, since $x_{1}$ is moved to front in that case. During the rest $l-2$ requests, its new expected position can depend only on
the set requests that contain elements located in greater positions than $x_{i}$. These elements are $l-j$ in number, thus the expected number of elements that will move to the front is $\frac{l-j}{2}$. In that case, the new expected position for $x_{i}$ is $j+\frac{l-j}{2}=\frac{l+j}{2}$.

Overall, the new expected position will be:

$$
\frac{\frac{l}{2}+\frac{l+j}{2}}{2}=\frac{l}{2}+\frac{j}{4}
$$

Thus, on new request $\sigma_{i}^{\prime}$ in $(k+1)$ th repetition, the expected cost will be at least $\frac{1+\left(\frac{l}{2}+\frac{j}{4}\right)}{2}=\frac{l}{4}+\frac{j}{8}+\frac{1}{2}$. This means that RMTF pays an expected access cost of $\Omega(l / 4)$ per request. Trivially, optimal offline algorithm $O P T$ keeps element $x_{1}$ in the front of the list and pays a cost of 1 per request, as $x_{1}$ hits every requested set. Thus, we conclude that $R M T F$ achieves an expected competitive ratio of $\Omega(l / 4)$ for 2 -regular request sequence.

We remind that for $A=2$, the deterministic lower bound is $3-\frac{6}{l+1}$. Even the randomized algorithm $R M T F$ did not manage to induce a sublinear expected competitive ratio. Though the above computations are not exact, the previous proof provides an intuition on that even if $R M T F$ picks an element from set uniformly at random, the expected cost incurred is not decreased significantly and remains linear in relation to list length $l$.

### 6.2.7 Conclusion

The analysis we followed for proving competitive ratios of MoveFront, MoveLast, MoveSet was very simple. In contrast, as we saw in 5.4.2 for List Accessing, MTF was proved to be 2-competitive by deploying a potential function argument. However, the upper bounds for competitiveness of our proposed algorithms in Online Min-Sum Set Cover were based on trivial inequalities, specifically $O P T$ was taken to pay at least a cost of 1 per request. Despite this naive approach, we managed to draw adversarial sequences for which the algorithms achieved competitive ratio tight to the respective upper bounds. Perhaps, this is an indication that we may come up with more subtle algorithms.

We have to note again that these memoryless algorithms were proved to perform poorly, e.g. $M F$ is $l$-competitive when any algorithm can achieve such competitiveness. As we saw, none of them manages to handle the case of an element that covers each requested set. Such element should be moved closer to the front and incur small costs on future requests. A good algorithm perhaps should access this element without performing access to elements that are far from the front of the list and incur large costs. Also, Randomized Move-To-Front did not make significant improvements in terms of competitiveness. For example, the deterministic case for $A=2$ gives a constant lower bound of 3 , yet even the proposed randomized algorithm gives an expected ratio of $\Omega(l)$ scaled down by a constant factor.

The above arguments indicate that Online Min-Sum Set Cover is a radically different problem from List Accessing and needs different approach. The foremost reason for this is the defined cost model. In Online Min-Sum Set Cover, the cost is a disjunctive function of the positions of elements, i.e. any algorithm has the freedom to select which element in set to access and pay for its respective position in list. There exists a tradeoff of
access cost and available free transpositions that the algorithm must handle. Moreover, we saw that the size of sets $A$ is a significant parameter that any algorithm must take into account. If we are interested to design an algorithm that performs well for every value of $A$, then the lower bound explodes to $\Theta\left(\frac{l}{4}\right)$. Just for comparison, the List Accessing has a constant lower bound.

In the beginning of this chapter, we discussed some obvious connections between the offline case of Online Min-Sum Set Cover and Min-Sum Set Cover. Yet, in our current work we did not make use of the theory and methods developed for Min-Sum Set Cover. The competitive ratios of the algorithms we applied hold against an optimal offline adversary. If we restrict to an optimal static adversary, then Min-Sum Set Cover can prove to be helpful, regarding knowledge of $O P T$. In any case, the greedy approach based on 'frequencies' of elements in given sets may lead to a new competitive online counterpart. This is basically our direction for future work.

## Chapter 7

## Future Work

In this thesis, we defined the Online Min-Sum Set Cover Problem and drew the first results for the deterministic and randomized case. Our goal was to present and track the inherent difficulties of this problem. We hope that our work was the first attempt for introducing the problem and motivating future research.

For the deterministic case, one major goal is to find an algorithm that achieves competitive ratio tight to the proven lower bounds. One potential direction is the deployment of greedy algorithm used in offline Min-Sum Set Cover for designing a novel online counterpart. Such algorithm may track for each element the number of sets that it hits. These frequencies need to be dependent on each other, e.g. if two elements hit many sets in common, then one of them must be of small significance. We believe that some kind of dynamic programming technique or a work function algorithm can help in this direction.

In List Accessing, in 5.5, we discussed the list factoring technique that was omnipresent in the proofs of many results throughout presented bibliography. The design of a list factoring technique for our problem is a challenging task that, if possible, may have great impact in future analysis.

Moreover, the theorems provided for the proposed deterministic algorithms were restricted in values $A \geq 2$. Perhaps, there exits some argument that generalizes the results for all values of $A$, including the case $A=1$ of List Accessing.

Another direction can be the improvement of deterministic lower bound. The proof was based on a simple averaging technique. It is possible that a more complicated argument can provide a greater lower bound.

For the randomized case, there are many open problems. First and foremost, proving a randomized lower bound against some adversary model is a significant challenge. We made no reference in Yao's principle that is usually used in these proofs. Furthermore, a rigorous proof for competitiveness of $R M T F$ for different values of $A$ needs to be given, avoiding the intuition that we provided for the case of $A=2$. Of course, many other ideas, either new or from current bibliography in List Accessing and Min-Sum Set Cover, may be deployed for the design of competitive randomized algorithms.
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