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#### Abstract

Ranking distributions are a field that has traditionally drawn the interest of the statistics community, as well as that of scholar working in the field of social choice theory. In recent years, they have also drawn the attention of the theoretical computer science and machine learning communities. In this thesis, we examine distribution learning problems in the context of ranking distributions and, in particular, the Mallows model. We start by introducing the formal framework of distribution learning, along with the necessary background for understanding the fundamental techniques of distribution learning. This is followed by an introduction to the theory of permutations and ranking models with emphasis on the Mallows model. Subsequently, we present the works of Caragiannis et. al. and Busa-Fekete et. al., which provided sample optimal results about parameter estimation and distribution learning in the Kendall-Mallows model. Then, we adjust those techniques to obtain a polynomial time algorithm that recovers the central ranking in the Cayley-Mallows model with high probability. Finally, we examine possible research directions.
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## Chapter 1

##  Перìnчך



 $\varepsilon \pi o ́ \mu \varepsilon \nu \alpha$ ж $\varepsilon \varphi \alpha ́ \lambda \alpha \iota \alpha$.

### 1.1 Eı $\sigma \alpha \boldsymbol{\omega} \eta \dot{\eta} \sigma \tau \eta$ M $\alpha \theta \eta \sigma \eta \mathrm{K} \alpha \tau \alpha \nu \circ \mu \dot{\omega} \nu$











 $\gamma \iota \alpha \tau \eta \nu \alpha \xi ı \circ$ ó $\eta \eta \sigma \eta \tau \omega \nu \delta \iota \alpha \varphi o ́ \rho \omega \nu \alpha \lambda \gamma о \rho i \theta \mu \omega \nu \mu \alpha ́ \theta \eta \sigma \eta s$.

### 1.1.1 PAC-learning
















$$
\underset{\boldsymbol{z} \sim \mathcal{D}^{n}}{\mathbb{P}}\left[L_{\mathcal{D}}(\hat{h})-\inf _{h \in \mathcal{H}} L_{\mathcal{D}}(h) \geq \epsilon\right]<\delta
$$

ómou to $L_{\mathcal{D}}(h)=\mathbb{E}_{z \sim \mathcal{D}}[\ell(h, z)]$ घívaı to píбxo.







### 1.1.2 Мф́ $\theta \eta \sigma \eta \mathrm{K} \alpha \tau \alpha \nu о \mu \dot{\omega} \nu$








$$
\mathbb{P}[d(\hat{P}, P) \geq \epsilon]<\delta
$$



 $\eta \alpha \pi o ́ \sigma \tau \alpha \sigma \eta$ Kolmogorov). $\Sigma \eta \mu \varepsilon \iota \omega ́ v \varepsilon \tau \alpha \iota \pi \omega s$, $\sigma \tau \eta \nu \pi \varepsilon \rho i ́ \pi \tau \omega \sigma \eta \pi o u \mu \alpha s$ हvoı$\alpha \varphi \varepsilon ́ p o u v$ proper





### 1.1.3 Eewpía Minimax






$$
\mathcal{R}_{n}(\mathcal{F})=\inf _{\hat{f} \in \Omega} \sup _{f \in \mathcal{F}} \underset{\boldsymbol{x} \sim \mathcal{F}^{n}}{\mathbb{E}}\left[d_{T V}(\hat{f}(\boldsymbol{x}), f)\right]
$$



 uாoouvó入ou $\pi \rho \varepsilon ́ \pi \varepsilon ı ~ \nu \alpha ~ \varepsilon ́ \chi o u \nu ~ \alpha ́ v \omega ~ \varphi p \alpha \gamma \mu \varepsilon ́ v o ~ K L-d i v e r g e n c e ~ \chi \alpha ı ~ x \alpha ́ \tau \omega ~ \varphi p \alpha \gamma \mu \varepsilon ́ v \eta ~ T V-d i s t a n c e . ~ A \nu ~$




$$
\mathcal{R}_{n}(\mathcal{F}) \geq \frac{a}{4}\left(1-\left\|\mathcal{F}_{1}^{n}-\mathcal{F}_{2}^{n}\right\|_{T V}\right) \geq \frac{a}{4}\left(1-\sqrt{\frac{n}{2} b}\right)
$$

A $\nu$ モ́ $\chi \varepsilon \iota ~ \pi \varepsilon \rho เ \sigma \sigma o ́ \tau \varepsilon \rho \alpha ~ \tau \omega \nu 2 \sigma \tau о \iota \chi \varepsilon i ́ \omega \nu$, ह́ $\chi \circ \cup \mu \varepsilon:$


$$
\inf _{f, g \in \mathcal{F}: f \neq g} d_{T V}(f, g) \geq a, \sup _{f, g \in \mathcal{F}: f \neq g} D_{K L}(f \| g) \leq b
$$

тóтє $\iota \chi$ v́єı óтı：

$$
\mathcal{R}_{n}(\mathcal{F}) \geq \frac{a}{2}\left(1-\frac{n b+\ln (2)}{\ln (|\mathcal{F}|)}\right)
$$

## 1．2 K $\alpha \tau \alpha \nu o \mu$ és $K \alpha \tau \alpha \dot{\prime} \alpha \xi \eta \varsigma$










## 1．2．1 To Mov七édo चou Mallows

 $\gamma \iota \alpha$ ranking．＇E $\tau \sigma \iota, \varepsilon \pi i \lambda \varepsilon ́ \chi \theta \eta \chi \varepsilon \quad \eta \sigma \mu \pi$ ：

$$
\mathbb{P}[\pi=\sigma]=\frac{1}{Z(\phi)} \phi^{d\left(\sigma, \pi_{0}\right)}
$$


 pó入o tทs $d$. Károเعऽ a $\alpha$ ó autés عíval:

- Kendall's tau ( $\alpha \rho \iota \theta \mu o ́ \varsigma ~ \alpha \nu \tau \iota \mu \varepsilon \tau \alpha \theta \varepsilon ́ \sigma \varepsilon \omega \nu ~ \alpha \nu \alpha ́ \mu \varepsilon \sigma \alpha ~ \sigma \varepsilon ~ \gamma \varepsilon เ \tau о \nu \iota x \alpha ́ ~ \sigma \tau о \iota \chi \varepsilon i ́ \alpha ~ \gamma ı \alpha ~ \nu \alpha ~ \mu \varepsilon \tau \alpha \tau p \alpha \pi \varepsilon i ́ ~ \eta ~$ $\left.\pi \sigma \tau \eta \nu \pi_{0}\right)$.
- Cayley distance ( $\alpha \rho \bullet \theta \mu o ́ s ~ \alpha \nu \tau \iota \varepsilon \tau \alpha \theta \varepsilon ́ \sigma \varepsilon \omega \nu \gamma \iota \alpha \nu \alpha \mu \varepsilon \tau \alpha \tau \rho \alpha \pi \varepsilon i ́ \eta \pi \sigma \tau \eta \nu \pi_{0}=m$ - \# of cycles in $\left.\pi \pi_{0}^{-1}\right)$.
- Spearman's footrule $\chi \alpha l$ Spearman's rank correlation ( $\alpha \pi o ́ \sigma \tau \alpha \sigma \eta \ell_{1}$ к $\alpha l$ т $\varepsilon \tau \rho \alpha ́ \gamma \omega \nu o$ 七ŋs $\alpha \pi o ́ \sigma \tau \alpha \sigma \eta s \ell_{2} \tau \omega \nu \pi, \pi_{0}$ ót $\left.\tau \nu \alpha \nu \alpha \pi \alpha \rho^{\prime} \sigma \tau \alpha \nu \tau \alpha \iota ~ \omega \varsigma \delta \iota \alpha \nu \delta ́ \sigma \mu \alpha \tau \alpha\right)$.
- Hamming distance ( $\alpha p ı \theta \mu o ́ s ~ \sigma \tau o \iota \chi \varepsilon i ́ \omega v ~ \pi o \cup ~ \beta p i ́ \sigma \chi o v \tau \alpha \iota ~ \sigma \varepsilon ~ \lambda \alpha ́ \theta o s ~ \theta \varepsilon ́ \sigma \eta) . ~$



- KT-distance:

$$
Z(\phi)=\prod_{i=1}^{m} Z_{i}(\phi)=\prod_{i=1}^{m}\left(\sum_{j=0}^{i-1} \phi^{j}\right)
$$

- Cayley distance:

$$
Z(\phi)=\prod_{i=1}^{m} Z_{i}(\phi)=\prod_{i=1}^{m}[1+(m-i) \phi]
$$





$$
\mathbb{P}[\pi=\sigma]=\prod_{i=1}^{m} \frac{\phi_{i}^{V_{i}\left(\pi, \pi_{0}\right)}}{Z_{i}\left(\phi_{i}\right)}
$$



- KT-distance: $V_{i}\left(\pi, \pi_{0}\right)=\sum_{j=0}^{i-1} \mathbb{1}\left\{(\pi(i)-\pi(j))\left(\pi_{0}(i)-\pi_{0}(j)\right)<0\right\}$.




 $\gamma$ ivetal:

$$
\mathbb{P}[\pi=\sigma]=\prod_{i=1}^{d} \frac{\phi_{i}^{T_{i}\left(\pi, \pi_{0}, \boldsymbol{B}\right)}}{Z^{i}\left(\phi_{i}, \boldsymbol{B}\right)}
$$

о́тои:

$$
\begin{aligned}
T_{i}\left(\pi, \pi_{0}, \boldsymbol{B}\right) & =\sum_{j \in B_{i}} V_{j}\left(\pi, \pi_{0}\right) \\
Z^{i}\left(\phi_{i}\right) & =\prod_{j \in B_{i}} Z_{j}\left(\phi_{i}\right)
\end{aligned}
$$

## 






$$
\hat{\pi}_{0}=\underset{\pi_{0}}{\operatorname{argmin}}\left\{\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)\right\}
$$




- $\pi \iota \sigma \tau \varepsilon \cup ́ \varepsilon \tau \alpha \iota \pi \omega \varsigma$ عívaı NP-Hard $\gamma \iota \alpha$ тทレ Cayley distance ( $\beta \lambda$. [44]).
$\Gamma \nsim$ to spread parameter, ह́ $\chi$ оииع:

$$
\hat{\phi} \frac{Z^{\prime}(\hat{\phi})}{Z(\hat{\phi})}=\frac{1}{m}\left(\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)\right)
$$


 tou Mallows $\delta \varepsilon \nu$ عíval $\kappa \alpha \theta$ ó入ou тетрцицévo $\pi \rho o ́ \beta \lambda \eta \mu \alpha . ~$

## 




 et. al. $\sigma$ то [10], то $\delta \varepsilon \delta \varepsilon u ́ t \varepsilon \rho o ~ \alpha \pi o ́ ~ t o u s ~ B u s a-F e k e t e ~ e t . ~ a l . ~ \sigma \tau o ~[9] . ~$.

### 1.3.1 Н Пробе́ $\gamma \gamma \iota \sigma \eta \tau \omega \nu$ K $\alpha \rho \alpha \gamma \iota \alpha ́ \nu \nu \eta$ et. al.






 $\alpha \nu \alpha ́ 2 \nu \alpha$ عíval ó $\pi \omega \varsigma$ $\sigma \tau \eta \nu \pi \lambda \varepsilon เ o \psi \eta \varphi i ́ \alpha ~ \tau \omega \nu ~ \delta \varepsilon \iota \gamma \mu \alpha ́ \tau \omega \nu$.

 a $\lambda \lambda o ́ ~ \mu о \nu \tau \varepsilon ̇ \lambda o ~ K e n d a l l-M a l l o w s . ~$


### 1.3.2 H Пробе́ $\gamma \gamma \iota \sigma \eta \tau \omega \nu$ Busa-Fekete et. al.








$$
\underset{\pi \sim \mathcal{P}_{\boldsymbol{\phi}, \pi_{0}}}{\mathbb{P}_{i}}\left[Y_{i}=k_{i}\right]=\frac{\phi_{i}^{k_{i}}}{Z_{i}\left(\phi_{i}\right)}, k_{i} \in\{0,1, \ldots i-1\}
$$




 $\alpha \rho x \varepsilon \tau \alpha \dot{\alpha} \alpha \pi \lambda \circ$ ט́ $\tau \varepsilon \rho \eta \cup \pi o ́ \theta \varepsilon \sigma \eta$.
 (ó $\pi \omega \varsigma ~ \sigma \cup \mu \beta \alpha i v \varepsilon \iota ~ \sigma \tau \eta \nu ~ \pi \varepsilon p i ́ \pi \tau \omega \sigma \eta ~ \tau o u ~ b l o c k ~ m o d e l) . ~ H ~ \alpha \pi \alpha ́ \nu \tau \eta \sigma \eta ~ \varepsilon i ́ v \alpha l ~ o ́ t ı ~ \tau o ́ \tau \varepsilon ~ \mu \pi о р о u ́ \mu \varepsilon ~ \nu \alpha ~$







### 1.4 M $\dot{\theta} \eta \eta \sigma \eta$ б тo Mov $\tau$ é入o Cayley-Mallows

 KT-distance $\alpha \nu \tau \iota \nsim \tau \alpha \sigma \tau \alpha \theta \varepsilon i ́ \mu \varepsilon \tau \eta \nu$ Cayley distance. $\Sigma \cup \gamma \not \varepsilon \varepsilon x p \not \mu \varepsilon ́ v \alpha, \eta$ Cayley distance $\theta \varepsilon \omega \rho \varepsilon i \tau \alpha \iota$






 દ $\mathfrak{n}^{\prime} \varsigma:$



## Chapter 2

## Introduction

The aim of this chapter is to motivate the next by providing an overview of the areas that have inspired the topic of this thesis. Specifically, for the most part, our work focuses on issues such as parameter and density estimation, which are topics that fall into the domain of statistics and machine learning theory. However, the probabilistic models associated with the problems we examine are inspired from social choice theory. For that reason, we will make a short introduction to the above subjects and then refer to previous work in this area.

### 2.1 Machine Learning

Machine learning is a sub-field of artificial intelligence that has attracted a great deal of interest over the course of the last 10 years. Its aim is to provide a mathematical framework that adequately explains the processes based on which the human brain assimilates knowledge. Once this has been achieved, it will be possible to construct algorithms based on those processes, thus rendering possible the creation of computers that are able to think and adapt to change. The reason this area has attracted such a great deal of interest recently has to do with the impressive (and theoretically inexplicable) performance of neural networks on a number of learning tasks. However, this makes it quite easy to forget that there was an extensive body of work on the topic long before the hardware that made possible the use of neural networks was developed. A lot of that work focused on the mathematical foundations of machine learning. Specifically, the mathematical subjects on which machine learning theory mostly relies on are statistics and mathematical optimization. In particular, statistics offers the necessary framework to describe the learning process mathematically. However, the various statistical models are parameterized by specific quantities. Having chosen a specific model, it is necessary to chose the parameter values that best describe the ground truth, which is where the techniques offered by optimization come in.
Apart from the aforementioned reliance on established mathematical disciplines, machine learning theory also relies on the computational framework defined by Valiant in [47]. In particular, Valiant defined the PAC (Probably Approximately Correct) framework for supervised learning problems. In that context, each element of some instance space is associated with a value based on a rule that is unknown and learning algorithms are fed with samples that consist of elements with their associated values and attempt to determine that association rule. The evaluation of algorithms is based on the number of samples they require to estimate the target rule within a given error bound and with a given maximum probability of error, regardless of the underlying distribution according to which the samples are generated. A similar framework
was proposed 10 years later in [29] for distribution learning problems, which are prime examples of unsupervised learning problems. This last framework is the one we are most interested in. In particular, we focus on distributions defined over permutation groups, which are sets that are characterized by a combinatorial structure. Apart from their mathematical importance, they boast an interpretation as rankings in social choice theory.

### 2.2 Social Choice

Social choice theory is field that is preoccupied to the study of voting rules and electoral systems. Its origins can be traced back to the late 18 th and early 19th centuries, during which a number of scholars developed an interest in the theoretical study of the aforementioned subjects, in an attempt to construct electoral systems which would result in the aggregation of individual opinions in a manner that best represents society's views as a whole. For more information concerning the origins of social choice, a good resource is [51].
Various approaches have been suggested in order to tackle the above issues (see [3]). The one we are most interested in is that which views the social optimum as a ranking of the various alternatives and the individual opinions as noisy estimates of the previous ranking that are generated by some probabilistic model. In that context, voting rules essentially serve as estimators in the statistical sense of the term and the best voting rule that can be conceived for a specific problem is the one corresponding to the maximum likelihood estimator.
Work in the area continues to this day, with greater emphasis on the computational aspects of the theory. The focus on those issues is motivated by the progress in theoretical computer science, the main objective of which is the development of efficient procedures to solve computational problems. Applying the techniques of computer science to the problems studied by social choice theory, it is possible to get good approximations of the results of various voting rules in a time and sample efficient way, which is one of the issues examined in later chapters.

### 2.3 The Mallows Model

The Mallows model (defined in [36]) is one of the most popular probabilistic models on rankings. It is a distance based ranking model, where rankings that are closer to some ranking with respect to some distance metric tend to be favored. The distance is usually the Kendall Tau distance, which measures the number of inversions in a pair of rankings, thus being suitable to express notions in the context of social choice theory. The random behavior exhibited by the model is expressed through one or more spread parameters. Learning problems in this model have attracted a great deal of interest over the years, both from the statistics and computer science communities (due to the challenges posed by the combinatorial nature of the model) and from the social choice community.

### 2.4 Learning the Central Ranking under the Mallows Model

In the case of the central ranking, it was shown in [5] that it is $N P$-hard to accurately compute the maximum likelihood solution with reduction from the Feedback Arc Set problem. Due to this negative result, attempts have been made over the years to work around the computational intractability of the MLE. Some of those approaches were experimental in nature, such as the the branch and bound technique presented in [38], which relied on the empirical observation
that the probability mass tends to concentrate around the central ranking. On a more theoretical note, it was shown in [1] that the problem admits a $\frac{11}{7}$ polynomial time approximation algorithm and a PTAS in [30].
One of the most interesting approaches was given in [8]. The algorithm of Braverman and Mossel relied on the locality induced by the KT distance. Specifically, they showed that, given a sample from the model, the position where an element appears is close to its original position with high probability. As a result, taking an average of each element's position in the samples (and breaking ties) results in a ranking where each element should be at distance $\Theta\left(\frac{\log (n)}{r}\right)$ with high probability (where $n$ denotes the number of alternatives and $r$ denotes the number of samples). Finally, they propose a dynamic programming algorithm which exploits the previous situation, thus outputting a ranking that is close to the MLE and, consequently, to the true ranking. This approach is notable due to the fact that, unlike most learning algorithms, the runtime decreases as the number of available samples increases, because the increase in the number of the samples results in a decrease in the area that has to be searched.
The approach that has the greatest influence to our work is that of Caragiannis et. al. in [10]. There, the authors exploit the fact that each comparison is preserved with probability at least $\frac{1}{2}$ and propose a technique to reconstruct the central ranking by observing the way each pair of elements compares in the majority of samples. Then, they show that this technique indeed results in the recovery of the central ranking with high probability.

### 2.5 Learning the Spread Parameters under the Mallows Model

The estimation of the spread parameters poses an equally big challenge, this time due to the fact that it is impossible to obtain a closed form for the maximum likelihood solution. However, the work regarding the estimation of the spread parameters is less extensive than that involving the estimation of the central ranking. That is because the spread parameters are not of similar importance for social choice theory. Some have attempted to address the problem from a practical angle, not providing any theoretical guarantees for their methods (see [38]).
One important theoretically oriented work is that of Mukherjee in [41]. There, an approximation is given for the normalizing constant of the simple Kendall-Mallows model which holds when the number of alternatives tend to infinity. This facilitates the computation of the MLE, provided that the central ranking is known. This approximation is shown to be consistent, while it is shown that this estimator makes it possible to estimate the spread parameter even from a single sample as the number of alternatives tend to infinity.
The first optimal result involving the estimation of the spread parameters of the Mallows model was given in [9]. There, the authors introduced the Mallows Block model and managed to reduce the problem of estimating the spread parameters to estimating the parameters of truncated geometric distributions. Moreover, they showed that, if the minimum block size tends to infinity, it is possible to estimate the spread parameters even from a single sample.

### 2.6 The Cayley-Mallows Model

A less frequently examined version of the Mallows model is the one where the distance metric used to measure the distance between permutations is the Cayley distance. Whereas the KT distance focuses on pair-wise comparisons, the Cayley distance focuses on the cyclic structure of permutations, which makes it more difficult to study and less suitable applications in social
choice theory, though an application in computational biology was given in [27]. Another interesting thing about the Cayley-Mallows model (which serves as the motivation for our work) is the difference noted in the results of [34] (which extended the previous work of [4]) and [14], which examine the problems of learning mixtures of Kendall-Mallows and CayleyMallows models, respectively.

### 2.7 Organization of this Thesis

In chapter 3, we make a lengthy introduction to distribution learning theory, introducing the basic framework, along with all the necessary background from probability, statistics and information theory.
In chapter 4, we introduce the notion of permutations and explain both their theoretical value (in group theory) and their practical value (in modelling rankings). Moreover, we introduce the concept of permutation distances and then we present the Mallows model. The chapter closes with a section that presents the maximum likelihood solutions for parameter estimation problems under the Mallows model, thus setting the tone for the chapters that follow.
In chapter 5, we present the techniques of Caragiannis et. al. and Busa-Fekete et. al. from [10] and [9], respectively. These techniques are the ones that have been the most influential to our work.
In chapter 6 , we present our work involving parameter estimation under the Mallows model equipped with the Cayley distance. We give a polynomial time algorithm that provably learns the central ranking with high probability. We perform the sample complexity analysis of the algorithm, but we do not prove its optimality. Moreover, we show how we could

## Chapter 3

## Introduction to Distribution Learning

In this chapter, which will be the lengthiest of this thesis, we will make an introduction to distribution learning, along with all the necessary background. We will start with an introduction to PAC-learning and refer to its connection with maximum likelihood estimation. Then we will proceed with concentration inequalities. After that, we will talk about information theory and statistical distances with applications to distribution learning and lower bounds. The chapter will close with the definition and the basic properties of exponential families.

### 3.1 PAC-learning

PAC-learning (Probably Approximately Correct learning) is a framework used to study machine learning problems within the context of theoretical computer science. It was introduced by Valiant in [47] in order to help formalize the study of machine learning algorithms. Here, we will make a short introduction to the topic. For a more lengthy examination, the reader should turn to chapter 3 of [6].
Suppose that we have a pair of domains $\mathcal{X}, \mathcal{Y}$ and an unknown distribution $\mathcal{D}$ defined on $Z=\mathcal{X} \times \mathcal{Y}$. The distribution $\mathcal{D}$ can be written in the form $\mathcal{D}_{x} \cdot \mathcal{D}((x, y) \mid x)$ where $\mathcal{D}_{x}$ denotes the marginal distribution over the elements of $\mathcal{X}$ and $\mathcal{D}((x, y) \mid x)$ denotes the conditional distribution of the elements of $\mathcal{Y}$ given $x \in \mathcal{X}$. Based on the way the distribution $\mathcal{D}((x, y) \mid x)$ concentrates around values of $\mathcal{Y}$ for the various $x \in \mathcal{X}$, we would like to come up with an association rule $h: \mathcal{X} \rightarrow \mathcal{Y}$ which captures best the way the elements of the 2 domains are associated based on $\mathcal{D}((x, y) \mid x)$. To do this, we are given a number of samples $z_{i} \in Z$ generated by the unknown $\mathcal{D}$. If we do not restrict ourselves to some subset of $\{f \mid f: \mathcal{X} \rightarrow \mathcal{Y}\}$, we are bound to be faced with the issue of overfitting, resulting in bad performance outside the training set. For that reason, we restrict ourselves to some $\mathcal{H} \subset\{f \mid f: \mathcal{X} \rightarrow \mathcal{Y}\}$ which is referred to as a hypothesis class. Given some loss function $\ell: \mathcal{H} \times Z \rightarrow \mathbb{R}_{\geq 0}$, we would like to find an algorithm that finds the hypothesis $h \in \mathcal{H}$ which, given the available samples, seems to fit best.
The previous setting closely resembles that of an optimization problem. This is to be expected, since optimization is an important tool in machine learning theory. However, our description fails to take into account the inherent randomness of the problem, which is due to the sample generation process. For that reason, instead of simply demanding that $\ell$ is minimized, our aim will be to come up with an algorithm finds the $h \in \mathcal{H}$ that minimizes the expected loss
(hence referred to as risk) given $z \sim \mathcal{D}$. However, this too is way too strict, again due to the sample generation process. Indeed, we cannot guarantee that the available samples will be representative of the underlying distribution, meaning that it is impossible to rule out the possibility of a sub-optimal solution. Relaxing our demand, we would like to come up with an algorithm which, given an adequate number of samples, can compute a hypothesis whose risk is at most $\epsilon>0$ greater than the optimal ( $\epsilon$ is referred to as an accuracy parameter) with probability at least $1-\delta$ (confidence parameter). If the previous is possible for a hypothesis class, we say that it is PAC-learnable. Formally:

Definition 3.1.1 (Valiant (1984)). A hypothesis class $\mathcal{H}$ is said to be PAC-learnable with respect to some domain $Z$ and a loss function $\ell: \mathcal{H} \times Z \rightarrow \mathbb{R}_{\geq 0}$ if there exists a function $n_{\mathcal{H}}: \mathbb{R}_{\geq 0} \times(0,1) \rightarrow \mathbb{N}$ and a learning algorithm $\mathcal{A}$ such that: given any $\epsilon>0, \delta \in(0,1)$ and for any distribution $\mathcal{D}$ over $Z$, running $\mathcal{A}$ with input $\boldsymbol{z} \sim \mathcal{D}^{n}$ with $n \geq n_{\mathcal{H}}(\epsilon, \delta)$, we get $\hat{h}=\mathcal{A}(\boldsymbol{z})$ such that:

$$
\underset{\boldsymbol{z} \sim \mathcal{D}^{n}}{\mathbb{P}}\left[L_{\mathcal{D}}(\hat{h})-\inf _{h \in \mathcal{H}} L_{\mathcal{D}}(h) \geq \epsilon\right]<\delta
$$

where $L_{\mathcal{D}}(h)=\mathbb{E}_{z \sim \mathcal{D}}[\ell(h, z)]$ is the risk.

If a hypothesis class is PAC-learnable, it means that we can attain arbitrary precision levels (approximately) with arbitrarily high probability (probably). This explains the choice of name. The function $n_{\mathcal{H}}$ is referred to as the sample complexity of the class. Problems with high sample complexity are considered harder from a computational viewpoint. Note that this is referred to in [6] as Agnostic PAC-learning, due to the fact that generally $\inf _{h \in \mathcal{H}} L_{\mathcal{D}}(h) \neq 0$, which complicates the definition. Moreover, when the concept was originally defined in [47], there were restrictions on the running time of the learning algorithm. In [6], that version of the definition is referred to as efficient PAC-learnability. It is obvious from the previous definition that we want the performance of the learning algorithm to be independent of the underlying distribution. However, due to that fact, it is impossible to compute the risk function. For that reason, we define the empirical risk, which is nothing but the mean of the values of the loss function evaluated on the samples. Relying on the Law of Large Numbers (LLN), we expect that to be a good approximation of the true mean. For that reason, we pick one of the hypotheses that minimize the empirical risk and then prove that the desired results are achieved. This reasoning describes a fundamental principle known as Empirical Risk Minimization (ERM).

### 3.2 Maximum Likelihood Estimation

We now move away from machine learning and examine more traditional topics in statistics. A fundamental problem in that area is parameter estimation, which involves being given samples from a distribution that belongs to a known family but whose parameters are unknown. The aim is to use a number samples drawn from the distribution to produce an estimate that is as close as possible to the parameter and with as high probability as possible. There are various estimators which are suitable to different versions of the problem. For example, in cases where a percentage of the available samples may have been corrupted, one would wish to use estimators that do not depend on outliers (samples whose values greatly deviate from
the rest). The previous idea lies at the foundation of robust statistics (see for example [18]). However, such cases will not be examined in this thesis. Instead, we focus on the classical version of the problem, where the samples can be considered to be independent and generated by the distribution without any sort of interference. In this setting, the most intuitive approach is none other than maximum likelihood estimation.

### 3.2.1 The Technique

Let $\boldsymbol{X}_{\mathbf{1}}, \ldots, \boldsymbol{X}_{\boldsymbol{n}}$ be idd samples generated according to a distribution $\mathcal{P}$ described by a parameter vector $\boldsymbol{\theta}$ and let $f(\boldsymbol{x} \mid \boldsymbol{\theta})$ be the corresponding pdf. We define the function $L\left(\boldsymbol{\theta} \mid \boldsymbol{X}_{\mathbf{1}}^{\boldsymbol{n}}\right)=$ $\prod_{i=1}^{m} f\left(\boldsymbol{X}_{\boldsymbol{i}} \mid \boldsymbol{\theta}\right)$, which can be considered to be a measure of the likelihood of the occurrence of the available samples (hence the name likelihood function). At this point, a natural approach to determine the value of $\boldsymbol{\theta}$ is by maximizing the likelihood function. Consequently, the problem we wish to solve is $\hat{\boldsymbol{\theta}}=\operatorname{argmax}\left\{L\left(\boldsymbol{\theta} \mid \boldsymbol{X}_{1}^{n}\right)\right\}$ which is achieved by computing the points for which $\nabla_{\boldsymbol{\theta}} L\left(\boldsymbol{\theta} \mid \boldsymbol{X}_{\mathbf{1}}^{\boldsymbol{n}}\right)=\mathbf{0}$ and verifying that they are indeed maximizers of the function.
We will now mention a number of properties which we would like an estimator to have and explain which hold for maximum likelihood estimators.

Let $\theta$ be some parameter and $\hat{\theta}_{n}$ be an estimator for it which uses $n$ samples.

- Unbiasedness: The bias of $\hat{\theta}_{n}$ is $\mathbb{E}\left[\hat{\theta}_{n}\right]-\theta$. If the bias of an estimator is 0 , we say that it is unbiased. Some estimators are unbiased only as $n \rightarrow \infty$. Such estimators are referred to as asymptotically unbiased. We usually prefer unbiased estimators over the rest, though that is not always the case.
- Consistency: We say that $\hat{\theta}_{n}$ is consistent if the sequence $\left\{\hat{\theta}_{n}\right\}_{n \in \mathbb{N}}$ converges in probability to $\theta^{1}$. Unlike unbiasedness, which is merely desirable, consistency is considered to be essential.
- Mean Square Error: The Mean Square Error $(M S E)$ is defined as $\mathbb{E}\left[\left(\hat{\theta}_{n}-\theta\right)^{2}\right]$. It holds that $\mathbb{E}\left[\left(\hat{\theta}_{n}-\theta\right)^{2}\right]=\operatorname{Var}\left(\hat{\theta}_{n}\right)+\left(\mathbb{E}\left[\hat{\theta}_{n}\right]-\theta\right)^{2}$, so if an estimator is unbiased, its MSE is equal to its variance. The MSE of unbiased estimators is lower bounded by the Cramér-Rao bound (see chapter 12 of [11]). The closer the MSE of an estimator is to the bound, the better.

When it comes to MLEs, they may not always be unbiased, but they are asymptotically unbiased. Also, they are consistent and, as $n \rightarrow \infty$, they attain the Cramér-Rao bound. These properties justify why they are generally preferred over other estimators.

### 3.2.2 Examples

We will now examine a number of examples involving the computation of MLEs.

[^0]Example 3.2.2.1. Let $X \sim B e(p), p \in(0,1)$ be a Bernoulli random variable. Its pmf is $f(x \mid p)=p^{x}(1-p)^{1-x}, x \in\{0,1\}$. Given idd samples $X_{1}, \ldots, X_{n}$ from the distribution, we have:

$$
\begin{gathered}
\underset{p}{\operatorname{argmax}}\left\{L\left(p \mid X_{1}^{n}\right)\right\}=\underset{p}{\operatorname{argmax}} \prod_{i=1}^{n} p^{X_{i}}(1-p)^{1-X_{i}}= \\
=\underset{p}{\operatorname{argmax}}\left(p^{\sum_{i=1}^{n} X_{i}}(1-p)^{n-\sum_{i=1}^{n} X_{i}}\right)=\underset{p}{\operatorname{argmax}}\left(\ln (p) \sum_{i=1}^{n} X_{i}+\ln (1-p)\left(n-\sum_{i=1}^{n} X_{i}\right)\right)
\end{gathered}
$$

Demanding the derivative with respect to $p$ to be equal to 0 , we have:

$$
\frac{\sum_{i=1}^{n} X_{i}}{\hat{p}}-\frac{n-\sum_{i=1}^{n} X_{i}}{1-\hat{p}}=0 \Longleftrightarrow \hat{p}=\frac{\sum_{i=1}^{n} X_{i}}{n}=\bar{X}_{n}
$$

The second order derivative is negative, so $\hat{p}$ is indeed a maximizer of the likelihood function. Remark that the parameter we estimated is equal to the mean and the MLE is equal to the sample mean, meaning that our result is consistent with the LLN.

Example 3.2.2.2. Let $X \sim G e(p), p \in(0,1)$ be a geometric random variable. Given idd samples $X_{1}, \ldots, X_{n}$ from the distribution, we have:

$$
\begin{gathered}
\underset{p}{\operatorname{argmax}}\left\{L\left(p \mid X_{1}^{n}\right)\right\}=\underset{p}{\operatorname{argmax}} \prod_{i=1}^{n}(1-p)^{X_{i}-1} p=\underset{p}{\operatorname{argmax}}\left((1-p)^{\sum_{i=1}^{n} X_{i}-n} p^{n}\right)= \\
=\underset{p}{\operatorname{argmax}}\left(\ln (p) n+\ln (1-p)\left(\sum_{i=1}^{n} X_{i}-n\right)\right)
\end{gathered}
$$

Demanding the derivative with respect to $p$ to be equal to 0 , we have:

$$
\frac{n}{\hat{p}}-\frac{\sum_{i=1}^{n} X_{i}-n}{1-\hat{p}}=0 \Longleftrightarrow \hat{p}=\frac{n}{\sum_{i=1}^{n} X_{i}}=\frac{1}{\bar{X}_{n}}
$$

The second order derivative is negative, so $\hat{p}$ is indeed a maximizer of the likelihood function. Moreover, if we wanted the MLE for the mean, it holds that $\hat{\mu}=\widehat{\left(\frac{1}{p}\right)}=\frac{1}{\hat{p}}=\bar{X}_{n}$ (which again is consistent with the LLN). This is known as functional invariance and can be used for any quantity that can be expressed as a function of the parameter that is estimated.
Finally, there is an equivalent definition of the geometric distribution where the pmf is $f(x \mid \phi)=$ $\phi^{x}(1-\phi), x \in \mathbb{N}$. In that case, the parameter is the probability of failure while $x$ denotes the number of failed Bernoulli trials before the first successful one. The expression of the mean then becomes $\mu=\frac{1}{1-\phi}-1=\frac{\phi}{1-\phi} \Longleftrightarrow \phi=\frac{\mu}{1+\mu}$ and we have $\hat{\phi}=\frac{\bar{X}_{n}}{1+X_{n}}$.

### 3.2.3 MLE vs ERM

Though we did not highlight it in the previous paragraphs, MLE is in fact nothing but a special case of ERM. To understand that, we need to formulate maximum likelihood estimation as a learning problem in a modified version of the PAC framework (the PAC framework as defined in Section 3.1 works for supervised learning tasks while parameter estimation is unsupervised). Let $\mathcal{P}$ be a family of distributions where each is parameterized by some $\boldsymbol{\theta}: \mathcal{P} \rightarrow \Theta \subseteq \mathbb{R}^{k}$ with
$P \mapsto \boldsymbol{\theta}=\boldsymbol{\theta}(P)$. Specifically, ignore the domain $\mathcal{Y}$ from the previous definition and let $\mathcal{X} \subseteq \mathbb{R}^{d}$ and $\mathcal{H}=\Theta$ instead of a set of functions. Suppose that $\mathcal{D}=P \in \mathcal{P}$ and that we are given samples $\boldsymbol{X}_{\boldsymbol{i}} \sim \mathcal{D}$. Indeed, suppose that we pick the negative log-likelihood $\ell(\boldsymbol{\theta}, \boldsymbol{x})=-\log (f(\boldsymbol{x} \mid \boldsymbol{\theta}))$ as a loss function. Remark that:

$$
\begin{gathered}
\hat{\boldsymbol{\theta}}=\operatorname{argmax}\left\{L\left(\boldsymbol{\theta} \mid \boldsymbol{X}_{\mathbf{1}}^{\boldsymbol{n}}\right)\right\}=\operatorname{argmax}\left\{\frac{1}{n} \log \left(L\left(\boldsymbol{\theta} \mid \boldsymbol{X}_{\mathbf{1}}^{\boldsymbol{n}}\right)\right)\right\}=\operatorname{argmax}\left\{\frac{1}{n} \sum_{i=1}^{n} \log \left(f\left(\boldsymbol{X}_{\boldsymbol{i}} \mid \boldsymbol{\theta}\right)\right)\right\}= \\
=\operatorname{argmin}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(-\log \left(f\left(\boldsymbol{X}_{\boldsymbol{i}} \mid \boldsymbol{\theta}\right)\right)\right)\right\}=\operatorname{argmin}\left\{\frac{1}{n} \sum_{i=1}^{n} \ell\left(\boldsymbol{\theta}, \boldsymbol{X}_{\boldsymbol{i}}\right)\right\}
\end{gathered}
$$

Based on the above, maximizing the likelihood function is equivalent to minimizing the empirical risk when we work in the PAC-like framework defined above.

### 3.3 Concentration Inequalities

Despite arguing about the importance of MLEs, so far, we have not proven any guarantees about the quality of the approximations they produce. For that reason, we talk about concentration inequalities. These are tools used to show that the probability mass of some random variable tends to concentrate around some value (usually its mean). Such inequalities have always been of interest to the statistics community. Recently, the have also attracted the interest of the computer science community, due to the fact that they offer techniques to prove guarantees about the performance of randomized algorithms. Some very good texts on the subject are [7, 21, 45]. We will start from simpler inequalities (which usually yield results that are not tight) and then move on to more stronger ones.

### 3.3.1 Markov's Inequality

The simplest concentration bound is Markov's inequality. It involves the tails of non-negative random variables. Specifically, given a random variable $X$ with cdf $F_{X}(t)=\mathbb{P}[X \leq x]$, its (right) tail distribution is the one with $\operatorname{cdf} 1-F_{X}(t)=\mathbb{P}[X>t]$. It is known that $\lim _{t \rightarrow \infty} F(t)=$ $1 \Longleftrightarrow \lim _{t \rightarrow \infty} \mathbb{P}[X>t]=0$. However, we have no knowledge of the rate of convergence of $\mathbb{P}[X>t]$. What Markov's inequality does is that it offers a simple (but not necessarily tight) view of that rate, given that $X \geq 0$ and $\mathbb{E}[X]<\infty$.

Proposition 3.3.1 (Markov). Let $X$ be a non-negative random variable with finite mean. We have:

$$
\mathbb{P}[X \geq t] \leq \frac{\mathbb{E}[X]}{t}, \forall t>0
$$

Proof. We define the random variable $Y=X \mathbb{1}\{X \geq t\}$. We have:

$$
X \geq Y \geq t \mathbb{1}\{X \geq t\} \Longrightarrow \mathbb{E}[X] \geq t \mathbb{E}[\mathbb{1}\{X \geq t\}]=t \mathbb{P}[X \geq t] \Longleftrightarrow \mathbb{P}[X \geq t] \leq \frac{\mathbb{E}[X]}{t}
$$

The above implies that, for the random variables described above, we have $\mathbb{P}[X \geq t]=o\left(\frac{1}{t}\right)$. This, is not generally tight, since it was proven under rather weak assumptions. Note that some tend to replace $t$ in the previous inequalities with $t \mathbb{E}[X]$. This results in a description of the tail with respect to the mean value and the elimination of $\mathbb{E}[X]$ from the RHS.
We now present an extension of Markov's inequality which will be useful for the next parts.

Corollary 3.3.1. Let $X$ be a non-negative random variable with finite mean. For any increasing function $\Phi: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, we have:

$$
\mathbb{P}[X \geq t] \leq \mathbb{P}[\Phi(X) \geq \Phi(t)] \leq \frac{\mathbb{E}[\Phi(X)]}{\Phi(t)}, \forall t>0
$$

where the first inequality becomes an equality for $\Phi$ : strictly increasing.

The previous results can be extended for random variables that take negative values too, simply by replacing $X$ with $|X|$.
In the next parts of our treatment of concentration inequalities, this will be used as a building block for a number of other bounds that involve concentration around the mean.

### 3.3.2 Chebyshev's Inequality

Chebyshev's inequality is the most elementary inequality involving concentration around the mean. Specifically, we want to upper bound the probability $\mathbb{P}[|X-\mathbb{E}[X]| \geq t]$. A direct application of Markov's inequality results in $\mathbb{P}[|X-\mathbb{E}[X]| \geq t] \leq \frac{\mathbb{E}[|X-\mathbb{E}[X]|]}{t}$, which involves the expected absolute deviation of the random variable from its mean. However, this quantity is not generally used. On the other hand, by applying Proposition 3.3.1 for $\Phi(x)=x^{2}$ we get:

Proposition 3.3.2 (Chebyshev). Let $X$ be a random variable with finite mean and variance. We have:

$$
\mathbb{P}[|X-\mathbb{E}[X]| \geq t] \leq \frac{\operatorname{Var}(X)}{t^{2}}, \forall t>0
$$

The above implies that, $\mathbb{P}[|X-\mathbb{E}[X]| \geq t]=o\left(\frac{1}{t^{2}}\right)$, for the random variables described above. This result is not tight, since information involving only the first 2 moments of a random variable were taken into account ${ }^{2}$. Instead, it only demonstrates that random variables with finite mean and variance may tend to concentrate around their mean value. Note that some tend to replace $t$ in the previous inequalities with $t \sqrt{\operatorname{Var}(X)}$. This results in the elimination of $\operatorname{Var}(X)$ from the RHS.

### 3.3.3 Chernoff Bounds

From this point on, we will present concentration inequalities that are tight, thus allowing us to achieve better approximations with fewer samples than Markov's and Chebyshev's inequalities.

[^1]That is not say that those 2 inequalities are not useful. It's just that their value is greater from a theoretical standpoint, as a means to create other inequalities that yield better results.
First, we will present the method of Chernoff bounds, which relies heavily on Markov's inequality. Specifically, there were 2 problems that we encountered when we first introduced the inequality. The first had to do with the lack of tight results, which we remarked back then. The second had to do with the fact that the inequality applies only for non-negative random variables ( $X \rightarrow|X|$ is a solution to this, but it suffers from the inequality's inherent weakness). Now we will present a technique which relies on Markov's inequality but works regardless of the involved random variable's values and produces tighter results. Specifically, suppose we have a random variable $X$ and some $t \in \mathbb{R}$ and we want to upper bound $\mathbb{P}[X \geq t]$. By Corollary 3.3.1 for $\Phi(x)=e^{\lambda x}, \lambda>0$, we have:

$$
\mathbb{P}[X \geq t]=\mathbb{P}\left[e^{\lambda X} \geq e^{\lambda t}\right] \leq \frac{\mathbb{E}\left[e^{\lambda X}\right]}{e^{\lambda t}}, \forall \lambda>0
$$

Since this holds for any $\lambda>0$, we can choose the one which minimizes the RHS, so we have:

$$
\mathbb{P}[X \geq t] \leq \inf _{\lambda>0}\left\{\frac{\mathbb{E}\left[e^{\lambda X}\right]}{e^{\lambda t}}\right\}
$$

The previous method is quite general and is named after Herman Chernoff. A similar bound can be obtained for $\mathbb{P}[X \leq t]$, simply by using $\Phi(x)=e^{-\lambda x}, \lambda>0$. To proceed, further knowledge about $X$ is required. In particular, if $X$ is the sum of independent (but not necessarily identically distributed) random variables $X_{1}, X_{2}, \ldots, X_{n}$, we have:

$$
\mathbb{P}\left[\sum_{i=1}^{n} X_{i} \geq t\right] \leq \inf _{\lambda>0}\left\{\frac{\mathbb{E}\left[e^{\lambda \sum_{i=1}^{n} X_{i}}\right]}{e^{\lambda t}}\right\}=\inf _{\lambda>0}\left\{\frac{\prod_{i=1}^{n} \mathbb{E}\left[e^{\lambda X_{i}}\right]}{e^{\lambda t}}\right\}
$$

Remark that, for the final transition to be correct, it is necessary that $X_{i}$ are independent (simply being pairwise uncorrelated would not suffice). Moreover, the quantity $\mathbb{E}\left[e^{\lambda X_{i}}\right]$ is the moment generating function of $X_{i}$. This term is used to describe it because $\mathbb{E}\left[e^{\lambda X_{i}}\right]=$ $\sum_{k=0}^{\infty} \frac{\lambda^{k} \mathbb{E}\left[X_{i}^{k}\right]}{k!}$, meaning that all moments are involved. Finally, after computing the value of $\lambda$ we get that $\mathbb{P}[X \geq t]=o\left(\frac{1}{e^{\lambda t}}\right)$, which is as good as one could hope for.
We will now use the above for sums of independent Bernoulli random variables.

Proposition 3.3.3. Given independent $X_{i} \sim B e\left(p_{i}\right), i \in[n]$ such that $\sum_{i=1}^{n} p_{i}=\mu$, for any $\delta \geq 0$ we have:

$$
\begin{aligned}
& \mathbb{P}\left[\sum_{i=1}^{n} X_{i} \geq(1+\delta) \mu\right] \leq\left(\frac{e^{\delta}}{(1+\delta)^{1+\delta}}\right)^{\mu} \\
& \mathbb{P}\left[\sum_{i=1}^{n} X_{i} \leq(1-\delta) \mu\right] \leq\left(\frac{e^{-\delta}}{(1-\delta)^{1-\delta}}\right)^{\mu}
\end{aligned}
$$

Proof. We will prove only the first of the 2 bounds. Setting $t=(1+\delta) \mu$ to the generic bound we proved above, we get:

$$
\mathbb{P}\left[\sum_{i=1}^{n} X_{i} \geq(1+\delta) \mu\right] \leq \inf _{\lambda>0}\left\{e^{-\lambda(1+\delta) \mu} \prod_{i=1}^{n} \mathbb{E}\left[e^{\lambda X_{i}}\right]\right\}
$$

The moment generating function of a Bernoulli random variable is $\mathbb{E}\left[e^{\lambda X_{i}}\right]=p_{i} e^{\lambda}+\left(1-p_{i}\right)=$ $1+p_{i}\left(e^{\lambda}-1\right)$. The minimization of the product $\left.e^{-\lambda(1+\delta) \mu} \prod_{i=1}^{n}\left[1+p_{i}\left(e^{\lambda}-1\right)\right]\right]$ is by no means an easy task. So, instead of minimizing it, we will take advantage of the fact that $1+p_{i}\left(e^{\lambda}-1\right) \leq e^{p_{i}\left(e^{\lambda}-1\right)}$ and instead minimize:

$$
e^{-\lambda(1+\delta) \mu+\sum_{i=1}^{n} p_{i}\left(e^{\lambda}-1\right)}=e^{-\lambda(1+\delta) \mu+\mu\left(e^{\lambda}-1\right)}
$$

which is equivalent to minimizing the exponent. This yields $\lambda_{\text {min }}=\ln (1+\delta)$ which leads to the desired result.

Due to the fact that the above 2 expressions are not practical, the following approximations are commonly used (see [39]):

Corollary 3.3.2. Given independent $X_{i} \sim B e\left(p_{i}\right), i \in[1, \ldots, n]$ such that $\sum_{i=1}^{n} p_{i}=\mu$, for any $\delta \in[0,1]$ we have:

$$
\begin{aligned}
& \mathbb{P}[X \geq(1+\delta) \mu] \leq e^{-\frac{\delta^{2} \mu}{3}} \\
& \mathbb{P}[X \leq(1-\delta) \mu] \leq e^{-\frac{\delta^{2} \mu}{2}}
\end{aligned}
$$

### 3.3.4 Hoeffding's Inequality

Hoeffding's Inequality is the last concentration bound we will see for now (one more will be added after we talk about exponential families). It is a consequence of the application of Chernoff bounds to sums of independent random variables with bounded support. Specifically, it can be shown that bounded random variables satisfy the following lemma.

Lemma 3.3.1 (Hoeffding (1963)). Let $X$ be a random variable such that $\mathbb{E}[X]=0$ and $X \in[a, b]$. Then, for any $s \in \mathbb{R}$, its moment generating function is upper bounded by $e^{\frac{s^{2}(b-a)^{2}}{8}}$.

We will not present the proof of the lemma. To fully comprehend it, an introduction to the concept of sub-Gaussian random variables would be necessary. For the sake of brevity, we avoid that. For a better understanding of the issue, the reader should turn to one of the books referenced at the start of the section. Combining the above with Chernoff's method, we get:

Proposition 3.3.4 (Hoeffding (1963)). Let $X_{i}, i \in[n]$ be $n$ independent random variables such that $X_{i} \in\left[a_{i}, b_{i}\right], \forall i$ and $\bar{X}_{n}=\frac{\sum_{i=1}^{n} X_{i}}{n}$. For any $t>0$ :

$$
\begin{gathered}
\mathbb{P}\left[\bar{X}_{n}-\mathbb{E}\left[\bar{X}_{n}\right] \geq t\right] \leq e^{-\frac{2 n^{2} t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}} \\
\mathbb{P}\left[\bar{X}_{n}-\mathbb{E}\left[\bar{X}_{n}\right] \leq-t\right] \leq e^{-\frac{2 n^{2} t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}} \\
\mathbb{P}\left[\left|\bar{X}_{n}-\mathbb{E}\left[\bar{X}_{n}\right]\right| \geq t\right] \leq 2 e^{-\frac{2 n^{2} t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}}
\end{gathered}
$$

Both the previous 2 results where first given in [26]. Applying Hoeffding's bound to Example 3.2.2.1, we get $\mathbb{P}[|\hat{p}-p| \geq \epsilon] \leq 2 e^{-2 n \epsilon^{2}} \leq \delta \Longrightarrow n \geq \frac{1}{2 \epsilon^{2}} \ln \left(\frac{2}{\delta}\right)$. That way, we have a tight lower bound on the number of samples required to have an approximation that is within acceptable limits (which we set by choosing $\epsilon, \delta \in(0,1)$ ). Another application (this time in the context of machine learning theory) can be found in chapter 4 of [6]. There, Hoeffding's bound is exploited to show that all finite hypothesis classes are Agnostic PAC-learnable.

### 3.4 Information Theory and Statistics

Information Theory is a mathematical subject that was first developed during the mid 20th century by Shannon in [46]. Its aim is to present a framework for the theoretical analysis of communications. Due to the presence of noise in communication, tools from probability theory and statistics were employed since its early days. However, after some point, information theory begun influencing those fields, due to the fact that some of the tools developed for it proved quite useful in statistics. It is those tools that we wish to emphasize. A good reference on the topic is [20]. Should someone be interested in a more general introduction with greater emphasis on communications, the authoritative text is [11].

### 3.4.1 Fundamental Information Theoretic Measures

At the foundation of information theory lies the concept of entropy. The idea behind it was to define a measure whose value increases when a random variable exhibits more "random" behavior, which is to say that it tends to concentrate less on specific values, thus making it harder to predict what value it will take. For that reason, the proposed definition was:

Definition 3.4.1 (Shannon (1948)). Let $X$ be a random variable taking values in some discrete set $\mathcal{X}$ with $\operatorname{pmf} p: \mathcal{X} \rightarrow[0,1]$. Its entropy is defined as:

$$
H(X)=\mathbb{E}\left[\log \left(\frac{1}{p(X)}\right)\right]=-\sum_{x \in \mathcal{X}} p(x) \log (p(x))
$$

The logarithm in the above definition is usually with base 2 , so entropy is measured in bits. It is obvious from the above definition it cannot take negative values since $p(x) \in[0,1]$.

In particular, the only case when the entropy is equal to 0 is when all probability mass is concentrated on a single value, resulting in a constant distribution ${ }^{3}$. Moreover, it is possible to show that, if a random variable has finite support (say $|X|=m \in \mathbb{N}$ ), its entropy is upper bounded by $\log (m)$, which is attained only by the uniform distribution. The proof relies on the fact that the function $\log (\cdot)$ is strictly concave and Jensen's inequality. At this point, we should remark that $\log (m)$ is equal to the number of bits required to index a set with $m$ elements. If any distribution other than the uniform is used, due to the bias towards specific values, it is possible to encode it using fewer bits, which is the idea that lies at the core of data compression. The minimum number of bits required for such an encoding is given approximately by the value of the entropy (see chapter 5 of [11]). This motivates the previous definition.
Also, note that the entropy is independent of the support $\mathcal{X}$. Indeed, it is the values of the pmf $p$ that determine it. Consequently, if we consider the random variable $Y=f(X)$ with $f: 1-1$, its entropy would be equal to that of $X$. On the other hand, if $f$ is not $1-1$, the entropy of $Y$ would be less. Intuitively, this holds because the support of $Y$ is smaller than that of $X$, resulting in stronger bias towards specific values.
We now proceed to define the relative entropy of a pair of random variables, more commonly referred to as Kullback-Leibler divergence (KL-divergence). The definition was given in [32].

Definition 3.4.2 (Kullback, Leibler (1951)). Let $X \sim P, Y \sim Q$ be random variables with discrete supports $\mathcal{X}, \mathcal{Y}$ and pmfs $p: \mathcal{X} \rightarrow[0,1], q: \mathcal{Y} \rightarrow[0,1]$, respectively. The KL-divergence between $P$ and $Q$ is:

$$
D_{K L}(P \| Q)=\mathbb{E}\left[\log \left(\frac{p(X)}{q(X)}\right)\right]=\sum_{x \in \mathcal{X}} p(x) \log \left(\frac{p(x)}{q(x)}\right)=-\sum_{x \in \mathcal{X}} p(x) \log \left(\frac{q(x)}{p(x)}\right)
$$

The KL-divergence is commonly used as distance metric between distributions. However, it does not satisfy all the properties commonly associated with distance metrics. Specifically, the KL-divergence is non-negative and becomes 0 only when the 2 distributions involved are the same. This can be proven using the fact that $-\log (\cdot)$ is strictly convex and Jensen's inequality. However, it is neither symmetric, nor does it satisfy the triangle inequality.
Another interesting aspect of the KL-divergence is its behavior when distributions not having the same support are involved. Suppose, for example, that we have 2 distributions $P$ and $Q$, such that $\operatorname{supp}(P) \subset \operatorname{supp}(Q)$. In that case, when computing $D_{K L}(Q \| P)$, terms involving $x \in \operatorname{supp}(Q) \backslash \operatorname{supp}(P)$ will result in $D_{K L}(Q \| P)=+\infty$ while similar terms do not cause the same in $D_{K L}(P \| Q)$. This is another peculiarity of the KL-divergence.
Note that, in case $P \equiv P_{1} \times \cdots \times P_{n}$ and $Q \equiv Q_{1} \times \cdots \times Q_{n}$ (joint distributions of an equal number of independent random variables), we have the following tensorization identity:

$$
D_{K L}(P \| Q)=\sum_{i=1}^{n} D_{K L}\left(P_{i} \| Q_{i}\right)
$$

Now, the next step is to define conditional entropy:

[^2]Definition 3.4.3 (Shannon (1948)). Let $X, Y$ be random variables taking values in $\mathcal{X}, \mathcal{Y}$, respectively. The conditional entropy of $X$ given that $Y=y$ is:

$$
H(X \mid Y=y)=-\sum_{x \in X} p_{X \mid Y}(x \mid y) \log \left(p_{X \mid Y}(x \mid y)\right)
$$

Furthermore, we have:

$$
H(X \mid Y)=\sum_{y \in \mathcal{Y}} p_{Y}(y) H(X \mid Y=y)
$$

Another important definition is that of the joint entropy of a random vector. It is simply the entropy that corresponds to the joint pmf of its components. Formally, we have:

Definition 3.4.4 (Shannon (1948)). Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{d}\right) \in \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{d}=D$ be a random vector whose components have joint pmf $p: D \rightarrow[0,1]$. Its entropy is defined as $H(\boldsymbol{X})=\mathbb{E}\left[\log \left(\frac{1}{p(\boldsymbol{X})}\right)\right]=-\sum_{\boldsymbol{x} \in D} p(\boldsymbol{x}) \log (p(\boldsymbol{x}))$.

Both conditional entropy and joint entropy are non-negative, just like entropy. Moreover, the 2 previously defined measures are connected by the following chain rule:

$$
H(\boldsymbol{X})=\sum_{i=1}^{n} H\left(X_{i} \mid \boldsymbol{X}_{\mathbf{1}}^{\boldsymbol{i}-\mathbf{1}}\right)
$$

where $\boldsymbol{X}_{\boldsymbol{i}}^{\boldsymbol{j}}$ denotes $\left(X_{i}, \ldots, X_{j}\right)$. We will prove the result for $n=2$ and the rest can be done by induction. We have:

$$
\begin{gathered}
H\left(X_{1}, X_{2}\right)=-\sum_{x_{1} \in \mathcal{X}_{1}} \sum_{x_{2} \in \mathcal{X}_{2}} p\left(x_{1}, x_{2}\right) \log \left(p\left(x_{1}, x_{2}\right)\right)= \\
=-\sum_{x_{1} \in \mathcal{X}_{1}} \sum_{x_{2} \in \mathcal{X}_{2}} p\left(x_{1}\right) p\left(x_{2} \mid x_{1}\right)\left(\log \left(p\left(x_{1}\right)\right)+\log \left(p\left(x_{2} \mid x_{1}\right)\right)\right)= \\
=-\sum_{x_{1} \in \mathcal{X}_{1}} \sum_{x_{2} \in \mathcal{X}_{2}} p\left(x_{1}\right) p\left(x_{2} \mid x_{1}\right) \log \left(p\left(x_{1}\right)\right)-\sum_{x_{1} \in \mathcal{X}_{1}} \sum_{x_{2} \in \mathcal{X}_{2}} p\left(x_{1}\right) p\left(x_{2} \mid x_{1}\right) \log \left(p\left(x_{2} \mid x_{1}\right)\right)= \\
=-\sum_{x_{1} \in \mathcal{X}_{1}} p\left(x_{1}\right) \log \left(p\left(x_{1}\right)\right)\left(\sum_{x_{2} \in \mathcal{X}_{2}} p\left(x_{2} \mid x_{1}\right)\right)+H\left(X_{2} \mid X_{1}\right)=H\left(X_{1}\right)+H\left(X_{2} \mid X_{1}\right)
\end{gathered}
$$

The above result should be compared with the fundamental property of probability measures which states that, given any events $A, B$ and a probability measure $\mathbb{P}[\cdot]$, we have $\mathbb{P}[A \cup B]=$ $\mathbb{P}[A]+\mathbb{P}[B \backslash A]$. Taking this analogy into account, entropy has a role similar to probability. However, instead of expressing the likelihood of an outcome occurring, entropy measures how
random is the behavior exhibited by a random variable. Extending this to more random variables, we get joint entropy, which is similar to the probability of a union of events. Finally, by computing the conditional entropy, we get a view of how the perceived randomness of a random variable changes when we know the value of another random variable. This should be compared with the probability of $\mathbb{P}[B \backslash A]$. Note that $\mathbb{P}[B \backslash A] \leq \mathbb{P}[B]$, so for the analogy to be correct, we would expect that $H\left(X_{2} \mid X_{1}\right) \leq H\left(X_{2}\right)$. This is true, but the necessary tools to prove this have not been introduced yet.
Having said the above, the analogy between entropy and probability measures is not complete, due to the fact that we have not defined a measure that is similar to $\mathbb{P}[A \cap B]$. For that reason, we define mutual information.

Definition 3.4.5 (Shannon (1948)). Let $X, Y$ be random variables taking values in $\mathcal{X}, \mathcal{Y}$, respectively with joint pmf $p$. Their mutual information is defined as:

$$
I(X ; Y)=\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log \left(\frac{p(x, y)}{p_{X}(x) p_{Y}(y)}\right)
$$

Remark that mutual information can be expressed as the KL-divergence of 2 distributions: the first is the joint distribution of $X, Y$ (denoted $P_{X, Y}$ ), while the second is their product distribution (denoted $P_{X} \times P_{Y}$ ), which is the joint distribution of 2 independent random variables which follow $P_{X}$ and $P_{Y}$, respectively. Formally, we have $I(X ; Y)=D_{K L}\left(P_{X, Y} \| P_{X} \times P_{Y}\right)$ which implies that mutual information is non-negative, since the KL-divergence is non-negative. Moreover, $I(X ; Y)=0 \Longleftrightarrow P_{X, Y} \equiv P_{X} \times P_{Y}$, meaning that $X, Y$ are independent.
From the definition, it is easy to see that $I(X ; X)=H(X)$ (which why entropy is sometimes referred to as self information) and $I(X ; Y)=H(X)-H(X \mid Y) \geq 0 \Longrightarrow H(X) \geq H(X \mid Y)$. This has a natural interpretation, which is that giving information about the value of some random variable cannot make it harder for us to guess the value of another one. Substituting according to this to $H(X, Y)=H(X)+H(Y \mid X)$ we get $H(X, Y)=H(X)+H(Y)-I(X ; Y)$, which should be compared with $\mathbb{P}[A \cup B]=\mathbb{P}[A]+\mathbb{P}[B]-\mathbb{P}[A \cap B]$. Also, mutual information satisfies the following chain rule:

$$
I\left(X_{1}, \ldots, X_{n} ; Y\right)=\sum_{i=1}^{n} I\left(X_{i} ; Y \mid \boldsymbol{X}_{\mathbf{1}}^{i-\mathbf{1}}\right)
$$

For $n=2$ we have:

$$
\begin{gathered}
I\left(X_{1}, X_{2} ; Y\right)=H\left(X_{1}, X_{2}\right)-H\left(X_{1}, X_{2} \mid Y\right)= \\
=\left(H\left(X_{1}\right)+H\left(X_{2} \mid X_{1}\right)\right)-\left(H\left(X_{1} \mid Y\right)+H\left(X_{2} \mid X_{1}, Y\right)\right)=I\left(X_{1} ; Y\right)+I\left(X_{2} ; Y \mid X_{1}\right)
\end{gathered}
$$

For $n>2$ the result can be obtained by induction.
The way the measures we defined are related to each other is summarized in the following image, which is taken from [11]. This makes the analogy with elementary probability obvious. We are done with the definitions of the basic information theoretic quantities. Before proceeding, we have to make one final remark. The previous definitions can be extended to continuous random variables, simply by replacing the sums in the previous definitions with integrals. This


Figure 3.1: Venn diagram of fundamental measures of information theory.
results in the definition of differential entropy and is denoted by $h(\cdot)$. Unlike the previously defined measure, it may also take negative values, which is why it lacks a similar interpretation. However, all the other properties satisfied by it and the other measures we defined do not change. For the rest of the text, the definitions and proofs that will be presented will for the most part use differential entropy notation.

### 3.4.2 f-divergences

We will now make an introduction to the concept of statistical distances and, in particular, $f$-divergences. f-divergences offer a unified way of describing measures of dissimilarity between probability distributions. Some of those divergences satisfy all the properties of distance metrics (see Definition 4.2.1).
Below, we will give the definition of f-divergences in the case of continuous distributions, which is the one that will draw our attention for the rest of the text. In order to give a more general definition, it would be necessary to introduce some measure-theoretic concepts and notation, which is outside the scope of this thesis. Should the reader be interested in such an approach, they should turn to chapter 2 of [20] (or, as a matter of fact, [2, 12], where they were independently introduced).

Definition 3.4.6 (Ali, Silvey (1966) and Csiszár (1967)). Let $P, Q$ be 2 continuous distributions with pdfs $p, q$, respectively. Also, let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a continuous convex function satisfying $f(1)=0$. The f-divergence of $P, Q$ is defined as:

$$
D_{f}(P \| Q)=\int_{\mathbb{R}} q(x) f\left(\frac{p(x)}{q(x)}\right) d x
$$

This definition covers a wide category of statistical distances, all of which satisfy the following property:

Proposition 3.4.1. Let $P_{1}, P_{2}, Q_{1}, Q_{2}$ be distributions with support $\mathcal{X}$ and $f: \mathbb{R}_{+} \rightarrow R$ be convex with $f(1)=0$. Then, $D_{f}$ is jointly convex in its arguments, meaning that for any $\lambda \in[0,1]:$

$$
D_{f}\left(\lambda P_{1}+(1-\lambda) P_{2} \| \lambda Q_{1}+(1-\lambda) Q_{2}\right) \leq \lambda D_{f}\left(P_{1} \| Q_{1}\right)+(1-\lambda) D_{f}\left(P_{2} \| Q_{2}\right)
$$

Below, we will present the 3 instances of f-divergences that are of greatest interest to us:

- KL-divergence: Choosing $f(x)=x \log (x), x>0$ results in:

$$
D_{K L}(P \| Q)=\int_{\mathbb{R}} p(x) \log \left(\frac{p(x)}{q(x)}\right) d x
$$

The properties of this divergence measure have been examined in detail in the previous section, so we will not repeat them here.

- Hellinger distance: Setting $f(x)=\frac{1}{2}(\sqrt{x}-1)^{2}, x>0$ yields:

$$
d_{\text {hel }}(P, Q)^{2}=\frac{1}{2} \int_{\mathbb{R}} q(x)\left(\sqrt{\frac{p(x)}{q(x)}}-1\right)^{2} d x=\frac{1}{2} \int_{\mathbb{R}}(\sqrt{p(x)}-\sqrt{q(x)})^{2} d x
$$

which is commonly referred to as the squared Hellinger distance. The Hellinger distance is the $\ell_{2}$ distance of $\sqrt{p}$ and $\sqrt{q}$ multiplied by a normalizing constant equal to $\frac{1}{\sqrt{2}}$. The previous formula can be written in the form:

$$
d_{\text {hel }}(P, Q)^{2}=1-\int_{\mathbb{R}} \sqrt{p(x)} \sqrt{q(x)} d x
$$

by using the identity about the square of a difference and the fact that $p$ and $q$ are density functions. Taking advantage of that, we get a very elegant tensorization identity in case $P \equiv P_{1} \times \cdots \times P_{n}, Q \equiv Q_{1} \times \cdots \times Q_{n}$ :

$$
d_{\text {hel }}(P, Q)^{2}=1-\prod_{i=1}^{n} \int_{\mathbb{R}} \sqrt{p_{i}(x)} \sqrt{q_{i}(x)} d x=1-\prod_{i=1}^{n}\left(1-d_{\text {hel }}\left(P_{i}, Q_{i}\right)^{2}\right)
$$

- Total Variation distance (TV-distance): Setting $f(x)=\frac{1}{2}|x-1|, x>0$, we get:

$$
d_{T V}(P, Q)=\frac{1}{2} \int_{\mathbb{R}}|p(x)-q(x)| d x=\frac{1}{2}\|p-q\|_{1}
$$

Note that the above is not the way the TV-distance is usually defined. Instead, given 2 probability measures $P, Q$ with the same support $\mathcal{X}$, we have:

$$
d_{T V}(P, Q)=\sup _{A \subseteq \mathcal{X}}|P(A)-Q(A)|
$$

The 2 definitions are equivalent. Indeed, remark that the absolute value in the above definition is redundant. Indeed, for any $A \subseteq \mathcal{X}$, we have:

$$
|P(A)-Q(A)|=\left|1-P\left(A^{c}\right)-1+Q\left(A^{c}\right)\right|=\left|P\left(A^{c}\right)-Q\left(A^{c}\right)\right|
$$

If for some $A \subseteq \mathcal{X}$ we have $Q(A) \geq P(A) \Longleftrightarrow P\left(A^{c}\right) \geq Q\left(A^{c}\right)$. Since for every $A \subseteq \mathcal{X}$ we have $A^{c} \subseteq \mathcal{X}$, dropping the absolute value does not change the value of the TV-distance. Instead, for any set $A \subseteq \mathcal{X}$, it forces us to choose between $A$ and $A^{c}$ the one for which the difference $P-Q$ is non-negative. As a result, we have:

$$
d_{T V}(P, Q)=\sup _{A \subseteq \mathcal{X}}\{P(A)-Q(A)\}
$$

Let $A$ be a maximizer of the previous quantity. This implies that $p(x) \geq q(x), \forall x \in A$. Indeed, if for some $x \in A$, we have $p(x)<q(x)$, there would be an interval $I$ where $p(x)<q(x)$ (due to the continuity of $p, q)$. However, this implies that $P(A \backslash I)-$ $Q(A \backslash I)>P(A)-Q(A)$, which contradicts the assumption that $A$ is a maximizer. Similarly, we get that for any interval $I$ where $p(x) \geq q(x), I \subseteq A$. Consequently, we have that $A=\{x \in \mathbb{R}: p(x) \geq q(x)\}$ :

$$
\begin{aligned}
d_{T V} & (P, Q)=\int_{A}(p(x)-q(x)) d x=\frac{1}{2}\left(\int_{A}(p(x)-q(x)) d x+\int_{A^{c}}(q(x)-p(x)) d x\right) \\
& =\frac{1}{2}\left(\int_{A}|p(x)-q(x)| d x+\int_{A^{c}}|p(x)-q(x)| d x\right)=\frac{1}{2} \int_{\mathbb{R}}|p(x)-q(x)| d x
\end{aligned}
$$

Based on the previous, it is easy to see a geometric interpretation of the TV-distance: it is nothing more than the area between $p$ and $q$ where $p(x) \geq q(x)$.
The TV-distance is commonly regarded as the main statistical distance. Unlike the previous ones, it does not have a tensorization identity. Instead, the closest thing we have to that is the following proposition, which is given for discrete distributions, but can be easily generalized for continuous as well:

Proposition 3.4.2. Let $\left\{P_{i}\right\}_{i \in[n]},\left\{Q_{i}\right\}_{i \in[n]}$ be distributions where, for each $i$, the distributions $P_{i}, Q_{i}$ have the same support $\mathcal{X}_{i}$. Suppose there is some non-empty set $I \subseteq[n]$, such that $P_{i} \equiv Q_{i}, \forall i \in I$ and let $I^{\prime}$ denote its complement. Consider the product distributions $P=\bigotimes_{i \in[n]} P_{i}, Q=\bigotimes_{i \in[n]} Q_{i}$ and $P^{\prime}=\bigotimes_{i \in I^{\prime}} P_{i}, Q^{\prime}=\bigotimes_{i \in I^{\prime}} Q_{i}$. We have:

$$
d_{T V}(P, Q)=d_{T V}\left(P^{\prime}, Q^{\prime}\right)
$$

Proof. Let $\mathcal{X}=\bigotimes_{i \in[n]} \mathcal{X}_{i}$ and $\mathcal{X}_{A}=\bigotimes_{i \in I} \mathcal{X}_{i}, \mathcal{X}_{B}=\bigotimes_{i \in I^{\prime}} \mathcal{X}_{i}$. Bold letters used below, based on the context, will denote an element of one of the 3 previous sets. By the definition of the TV-distance, we have that:

$$
d_{T V}(P, Q)=\frac{1}{2} \sum_{\boldsymbol{x} \in \mathcal{X}}|P(\boldsymbol{x})-Q(\boldsymbol{x})|=\frac{1}{2} \sum_{\boldsymbol{x} \in \mathcal{X}}\left|\prod_{i \in[n]} P_{i}\left(x_{i}\right)-\prod_{i \in[n]} Q_{i}\left(x_{i}\right)\right|
$$

Given that, for all $i \in I$, the corresponding $P_{i}, Q_{i}$ are essentially the same distribution, the above can be written in the form:

$$
\begin{equation*}
d_{T V}(P, Q)=\frac{1}{2} \sum_{\boldsymbol{x} \in \mathcal{X}}\left[\left(\prod_{i \in I} P_{i}\left(x_{i}\right)\right) \cdot\left|\prod_{i \in I^{\prime}} P_{i}\left(x_{i}\right)-\prod_{i \in I^{\prime}} Q_{i}\left(x_{i}\right)\right|\right] \tag{1}
\end{equation*}
$$

Now, the TV-distance of $P^{\prime}, Q^{\prime}$ is equal to:

$$
\begin{equation*}
d_{T V}\left(P^{\prime}, Q^{\prime}\right)=\frac{1}{2} \sum_{x \in \mathcal{X}_{B}}\left|\prod_{i \in I^{\prime}} P_{i}\left(x_{i}\right)-\prod_{i \in I^{\prime}} Q_{i}\left(x_{i}\right)\right| \tag{2}
\end{equation*}
$$

Our aim now is to group the elements of the sum in the first expression in a way that will help us reach our conclusion. To that end, we write (1) in the form:

$$
\begin{gathered}
d_{T V}(P, Q)=\frac{1}{2} \sum_{\boldsymbol{x} \in \mathcal{X}_{B}}\left[\left|\prod_{i \in I^{\prime}} P_{i}\left(x_{i}\right)-\prod_{i \in I^{\prime}} Q_{i}\left(x_{i}\right)\right| \cdot\left(\sum_{\boldsymbol{y} \in \mathcal{X}_{A}} \prod_{i \in I} P_{i}\left(y_{i}\right)\right)\right]= \\
=\frac{1}{2} \sum_{x \in \mathcal{X}_{B}}\left|\prod_{i \in I^{\prime}} P_{i}\left(x_{i}\right)-\prod_{i \in I^{\prime}} Q_{i}\left(x_{i}\right)\right| \stackrel{(2)}{=} d_{T V}\left(P^{\prime}, Q^{\prime}\right) \Longrightarrow \\
\Longrightarrow d_{T V}(P, Q)=d_{T V}\left(P^{\prime}, Q^{\prime}\right)
\end{gathered}
$$

where the transition from the first line to the second is based on the fact that in the parenthesis we add over all elements of $\mathcal{X}_{A}$.

There is a simple analogy that helps understand the previous proposition. Suppose we are given 2 points on the real line $x_{1}$ and $x_{2}$ with $x_{1}<x_{2}$. Their distance is equal to $x_{2}-x_{1}$. Now, suppose that we consider vectors of the form $\left(x_{1}, x, \ldots, x\right),\left(x_{2}, x, \ldots, x\right)$. No matter how many components we add, the distance of the 2 vectors will still be $x_{2}-x_{1}$. The previous proposition states the exact same thing for the TV-distance.
We will now provide another proposition which involves distributions defined on discrete number sets. We slightly abuse notation, since we refer to TV-distance of random variables, when we actually mean the TV-distance between of their respective distributions.

Proposition 3.4.3. Let $\left\{X_{i}\right\}_{i \in[n]},\left\{Y_{i}\right\}_{i \in[n]}$ be independent discrete random variables with $X_{i} \sim P_{i}, Y_{i} \sim Q_{i}$, where, for each $i$, both $P_{i}$ and $Q_{i}$ are defined over $\mathcal{X}_{i} \subset \mathbb{R}$. Also, let $P=\bigotimes_{i \in[n]} P_{i}, Q=\bigotimes_{i \in[n]} Q_{i}$ be the corresponding product distributions. We have:

$$
d_{T V}(P, Q) \geq d_{T V}\left(\sum_{i \in[n]} X_{i}, \sum_{i \in[n]} Y_{i}\right)
$$

Proof. Let $\mathcal{X}=\bigotimes_{i \in[n]} \mathcal{X}_{i}$ and let $\mathcal{Y}$ be the (common) support of $X=\sum_{i \in[n]} X_{i}$ and $Y=\sum_{i \in[n]} Y_{i}$. We have:

$$
\begin{equation*}
d_{T V}(P, Q)=\frac{1}{2} \sum_{\boldsymbol{x} \in \mathcal{X}}|P(\boldsymbol{x})-Q(\boldsymbol{x})|=\frac{1}{2} \sum_{\boldsymbol{x} \in \mathcal{X}}\left|\prod_{i \in[n]} P_{i}\left(x_{i}\right)-\prod_{i \in[n]} Q_{i}\left(x_{i}\right)\right| \tag{1}
\end{equation*}
$$

We write (1) by grouping the terms according to the value of $\sum_{i \in[n]} x_{i}$. Applying the triangle inequality, we get:

$$
\begin{gathered}
d_{T V}(P, Q)=\frac{1}{2} \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}}\left|\prod_{i \in[n]} P_{i}\left(x_{i}\right)-\prod_{i \in[n]} Q_{i}\left(x_{i}\right)\right| \mathbb{1}\left\{\sum_{i \in[n]} x_{i}=y\right\} \geq \\
\geq \frac{1}{2} \sum_{y \in \mathcal{Y}}\left|\sum_{x \in \mathcal{X}}\left[\prod_{i \in[n]} P_{i}\left(x_{i}\right)-\prod_{i \in[n]} Q_{i}\left(x_{i}\right)\right] \mathbb{1}\left\{\sum_{i \in[n]} x_{i}=y\right\}\right|= \\
=\frac{1}{2} \sum_{y \in \mathcal{Y}}|\mathbb{P}[X=y]-\mathbb{P}[Y=y]|=d_{T V}(X, Y) \Longrightarrow \\
\Longrightarrow d_{T V}(P, Q) \geq d_{T V}(X, Y)
\end{gathered}
$$

The way the triangle inequality was used in the previous proof is quite general and can be used to prove similar results for any function of the random vectors $X_{\mathbf{1}}^{\boldsymbol{n}}, \boldsymbol{Y}_{\mathbf{1}}^{\boldsymbol{n}}$. Intutively, this holds because the support of the resulting distributions is generally smaller, thus making them look more similar than the initial joint distributions.
By combining the 2 previous propositions, we get:

Corollary 3.4.1. Let $\left\{X_{i}\right\}_{i \in[n]},\left\{Y_{i}\right\}_{i \in[n]}$ be independent discrete random variables with $X_{i} \sim P_{i}, Y_{i} \sim Q_{i}$, where, for each $i$, both $P_{i}$ and $Q_{i}$ are defined over $\mathcal{X}_{i} \subset \mathbb{R}$. Also, let $P=\bigotimes_{i \in[n]} P_{i}, Q=\bigotimes_{i \in[n]} Q_{i}$ be the corresponding product distributions. Suppose there is some non-empty set $I \subseteq[n]$, such that $P_{i} \equiv Q_{i}, \forall i \in I$ and let $I^{\prime}$ denote its complement. We have:

$$
d_{T V}(P, Q) \geq d_{T V}\left(\sum_{i \in I^{\prime}} X_{i}, \sum_{i \in I^{\prime}} Y_{i}\right)
$$

Before moving on, we should point out that the 3 divergence measures we introduced above are connected by the following inequalities:

Proposition 3.4.4. Let $P, Q$ be 2 distributions with the same support:

- Using the Hellinger distance, we have:

$$
\frac{1}{2} d_{\text {hel }}(P, Q)^{2} \leq d_{T V}(P, Q) \leq d_{\text {hel }}(P, Q) \sqrt{1-\frac{d_{h e l}(P, Q)^{2}}{4}}
$$

- Using the KL-divergence, we have Pinsker's inequality:

$$
d_{T V}(P, Q)^{2} \leq \frac{1}{2} D_{K L}(P, Q)
$$

The above inequalities usually help in bounding the TV-distance, which is generally more difficult to compute compared to the other 2 . In some cases where the above 2 inequalities do not yield tight results (especially the first one), Corollary 3.4.1 comes in handy.

### 3.4.3 Inequalities of Information Theory

So far, we have not made any reference to the fundamental topic of information theoretic inequalities. No treatment of the subject is possible without making references to the issue, due to the fact that such inequalities expose inherent limitations of various information processing procedures and statistical methods. Our examination will start from the Data Processing Inequality and then move on to Le Cam's and Fano's inequalities, which will evoked in later sections where we talk about lower bounds.

### 3.4.3.1 Data Processing Inequality

The Data Processing Inequality is formal statement of a remark that seems intuitively obvious. Specifically, suppose that we have a source of information which is processed by various procedures. As we process the information, the results become less similar to their original form, provided that the source is not involved in any of the processing stages. To express the previous mathematically, it is necessary to introduce the concept of Markov Chains.
Markov chains are one of the most common examples of stochastic processes. We do not intend to make a detailed introduction to the topic (for a proper exposition, see [33]). Instead, we focus on their defining feature which is that each state depends solely on the previous one, meaning that, given 3 consecutive states $X \rightarrow Y \rightarrow Z, Z$ and $X$ are conditionally independent given $Y$. Having said that, we can now state and prove the Data Processing Inequality:

Proposition 3.4.5. Let $X \rightarrow Y \rightarrow Z$ be a Markov chain. We have $I(X ; Y) \geq I(X ; Z)$.

Proof. Consider the quantity $I(X, Y ; Z)$. Based on the chain rule about mutual information we proved previously, there 2 ways to compute it. First, we have:

$$
I(X ; Y, Z)=I(X ; Y)+I(X ; Z \mid Y)=I(X ; Y)
$$

due to the conditional independence of $X, Z$ given $Y$. Secondly, we have:

$$
I(X ; Y, Z)=I(X ; Z)+I(X ; Y \mid Z)
$$

Combining (1), (2), we get:

$$
I(X ; Y)=I(X ; Z)+I(X ; Y \mid Z) \geq I(X ; Z)
$$

due to the fact that mutual information is non-negative. The equality holds when $I(X ; Y \mid Z)=$ 0 , which implies that $X, Y$ are conditionally independent given $Z$, meaning that $X \rightarrow Z \rightarrow Y$ is also a Markov chain.

As we can see, the more we distance ourselves from the source (the random variable $X$ ), the less there is in common between it and the random variables that we get in the next stages of the process, judging by the decrease in the values of the mutual information.

### 3.4.3.2 Le Cam's Inequality

Le Cam's inequality is related to hypothesis testing, which is a fundamental problem in statistics. In particular, it involves being given a finite family of distributions along with samples from one of them and being able to discriminate the underlying distribution from the rest. More formally, let $\left\{P_{1}, \ldots, P_{k}\right\}$ be the candidate distributions and let $P^{*} \in\left\{P_{1}, \ldots, P_{k}\right\}$ be the ground truth. All distributions are defined over the same sample space $\mathcal{X}$. Intuitively, the closer the distributions are to each other, the harder it should be to discriminate between them (provided that the same distribution does not appear twice in the family, which would render discrimination impossible). These ideas are expressed through Le Cam's inequality in the case of binary hypothesis testing and through Fano's inequality in the case of multiple hypothesis testing (see [50] as a reference). Below, we will examine the former.
Let $\left\{P_{1}, P_{2}\right\}$ be the family of possible distributions and let $V \in\{1,2\}$ be the index corresponding to the ground truth. Since we are not biased towards any of the 2 hypotheses, we view $V$ as a uniform random variable. Supposing that the number of samples we are given is $n$ and that they are denoted $X_{1}^{n}$, we refer to any function $\Psi: \mathcal{X}^{n} \rightarrow\{1,2\}$ as a statistical test or a testing function. The probability of error of a testing function is given by:

$$
\begin{aligned}
\mathbb{P}\left[\Psi\left(X_{1}^{n}\right) \neq V\right]=\mathbb{P}[V & =1] \mathbb{P}\left[\Psi\left(X_{1}^{n}\right) \neq V \mid V=1\right]+\mathbb{P}[V=2] \mathbb{P}\left[\Psi\left(X_{1}^{n}\right) \neq V \mid V=2\right]= \\
& =\frac{1}{2} P_{1}\left(\Psi\left(X_{1}^{n}\right) \neq 1\right)+\frac{1}{2} P_{2}\left(\Psi\left(X_{1}^{n}\right) \neq 2\right)
\end{aligned}
$$

This can be lower bounded using Le Cam's inequality, which we will now state and prove:

Proposition 3.4.6 (Le Cam). Let $P_{1}, P_{2}$ be a pair of distributions defined over the same sample space $\mathcal{X}$ and let $\Psi: \mathcal{X} \rightarrow\{1,2\}$ be some testing function. We have:

$$
\inf _{\Psi}\left\{P_{1}(\Psi(X) \neq 1)+P_{2}(\Psi(X) \neq 2)\right\}=1-\left\|P_{1}-P_{2}\right\|_{T V}
$$

Proof. By the definition of the TV-distance, we have:
$\left\|P_{1}-P_{2}\right\|_{T V}=\sup _{A \subseteq \mathcal{X}}\left\{P_{1}(A)-P_{2}(A)\right\} \Longleftrightarrow 1-\left\|P_{1}-P_{2}\right\|_{T V}=1-\sup _{A \subseteq \mathcal{X}}\left\{P_{1}(A)-P_{2}(A)\right\}$
Remark that $-\sup _{A \subseteq \mathcal{X}}\left\{P_{1}(A)-P_{2}(A)\right\}=\inf _{A \subseteq \mathcal{X}}\left\{P_{2}(A)-P_{1}(A)\right\}$. Suppose now that we have found a set $A$ that minimizes the previous quantity. Let $\Psi$ be a testing function such that $\Psi(x)=1, \forall x \in A$ and $\Psi(x)=2, \forall x \in A^{c}$. Consequently, we have $P_{1}(A)=P_{1}(\Psi(X)=1)$ and $P_{2}(A)=P_{2}(\Psi(X)=1)=P_{2}(\Psi(X) \neq 2)$. This yields:

$$
\begin{gathered}
1-\left\|P_{1}-P_{2}\right\|_{T V}=\inf _{A \subseteq \mathcal{X}}\left\{P_{2}(\Psi(X) \neq 2)+1-P_{1}(\Psi(X)=1)\right\}= \\
=\inf _{A \subseteq \mathcal{X}}\left\{P_{1}(\Psi(X) \neq 1)+P_{2}(\Psi(X) \neq 2)\right\}
\end{gathered}
$$

Applying this to our previous problem, we get:

$$
\frac{1}{2} P_{1}\left(\Psi\left(X_{1}^{n}\right) \neq 1\right)+\frac{1}{2} P_{2}\left(\Psi\left(X_{1}^{n}\right) \neq 2\right) \geq \frac{1}{2}\left(1-\left\|P_{1}^{n}-P_{2}^{n}\right\|_{T V}\right)
$$

By Pinsker's inequality, we get $\left\|P_{1}^{n}-P_{2}^{n}\right\|_{T V} \leq \sqrt{\frac{1}{2} D_{K L}\left(P_{1}^{n} \| P_{2}^{n}\right)}=\sqrt{\frac{n}{2} D_{K L}\left(P_{1} \| P_{2}\right)}$ where the last transition is due to the tensorization identity of the KL-divergence. This results in:

$$
\mathbb{P}\left[\Psi\left(X_{1}^{n}\right) \neq V\right]=\frac{1}{2} P_{1}\left(\Psi\left(X_{1}^{n}\right) \neq 1\right)+\frac{1}{2} P_{2}\left(\Psi\left(X_{1}^{n}\right) \neq 2\right) \geq \frac{1}{2}\left(1-\sqrt{\frac{n}{2} D_{K L}\left(P_{1} \| P_{2}\right)}\right)
$$

We have thus lower bounded the error probability of any testing function in binary hypothesis testing problems.

### 3.4.3.3 Fano's Inequality

Fano's inequality (introduced in [23]) offers a similar lower bound in the setting of multiple hypothesis testing. We now view the whole process as a Markov chain, in a way similar to the data processing inequality. Specifically, let $V$ be a random variable taking values in some finite set $\mathcal{V}$ (which will generally be considered to be $[k]$ ). Suppose that we are given some random variable $X$ whose value depends on that of $V$ and which we use to guess the value of $V$. This results in another random variable, denoted $\hat{V}$, which is our guess for the value of $V$. This results in the Markov chain $V \rightarrow X \rightarrow \hat{V}$. We define the binary random variable $E=\mathbb{1}\{V \neq \hat{V}\}$, which becomes 1 when an error is made. Fano's inequality states that:

Proposition 3.4.7 (Fano (1968)). Given the Markov chain $V \rightarrow X \rightarrow \hat{V}$ where $V, \hat{V} \in$ $\mathcal{V},|\mathcal{V}|<\infty$ and the random variable $E$ defined as above, we have:

$$
H(E)+\mathbb{P}[V \neq \hat{V}] \log (|\mathcal{V}|-1) \geq H(V \mid \hat{V})
$$

Proof. We will compute the joint entropy of $V$ (the value we wish to guess) and $E$ (the indicator of error) given $\hat{V}$ (our guess, which is the only of the 3 variables we know). Based on the chain rule introduced earlier, we have:

$$
\begin{equation*}
H(V, E \mid \hat{V})=H(V \mid \hat{V})+H(E \mid V, \hat{V})=H(V \mid \hat{V}) \tag{1}
\end{equation*}
$$

where the last transition is based on the fact that $V, \hat{V}$ fully determine $E$. Applying the chain rule differently, we get:

$$
H(V, E \mid \hat{V})=H(E \mid \hat{V})+H(V \mid E, \hat{V}) \leq H(E)+H(V \mid E, \hat{V})
$$

The second term in the previous expression can be written in the form:

$$
\begin{aligned}
& H(V \mid E, \hat{V})=\mathbb{P}[V \neq \hat{V}] H(V \mid E=1, \hat{V})+(1-\mathbb{P}[V \neq \hat{V}]) H(V \mid E=0, \hat{V}) \leq \\
& \leq \mathbb{P}[V \neq \hat{V}] \log (|V|-1)(3)
\end{aligned}
$$

where the final transition is based on the fact that given $\hat{V}$ and that $E=0$ the value of $V$ is fully determined while given $\hat{V}$ and that $E=1$ the support of $V$ is $\mathcal{V} \backslash\{\hat{V}\}$ and its entropy is upper bounded by that of the uniform distribution on that set. Combining (1), (2) and (3) we get the desired result.
So far, we have not made any assumption regarding the distribution of $V$. Like in the case of binary hypothesis testing, we will assume that the distribution of $V$ is uniform over the set $\mathcal{V}$. As a result, we have:

Corollary 3.4.2. Given the Markov chain $V \rightarrow X \rightarrow \hat{V}$ where $V, \hat{V} \in \mathcal{V},|\mathcal{V}|<\infty$ and assuming that $V$ is uniform over $\mathcal{V}$, we have:

$$
\mathbb{P}[\hat{V} \neq V] \geq 1-\frac{\log (2)+I(V ; X)}{\log (|\mathcal{V}|)}
$$

Proof. In Proposition 3.4.7, the LHS is upper bounded by $\log (2)+\mathbb{P}[V \neq \hat{V}] \log (|\mathcal{V}|)$. The RHS can be written in the form $H(V \mid \hat{V})=H(V)-I(V ; \hat{V})=\log (m)-I(V ; \hat{V}) \geq$ $\log (m)-I(V ; X)$, where the last transition is due to Proposition 3.4.5. Combining the above leads to the desired version of the inequality.

Using the notation introduced previously about hypothesis testing, we get:

$$
\inf _{\Psi} \mathbb{P}[\Psi(X) \neq V] \geq 1-\frac{\log (2)+I(V ; X)}{\log (|\mathcal{V}|)}
$$

### 3.5 Distribution Learning and Lower Bounds

Despite being the main issue of this chapter, we have not so far made any references to distribution learning. However, we have now introduced all the necessary background to examine the topic.

### 3.5.1 The Framework

The framework to study distribution learning problems is analogous to the PAC-learning framework. It was introduced 10 years after PAC-learning in [29]. The main difference between the 2 frameworks is due to the fact that distribution learning problems are examples of unsupervised learning tasks, since all we are given are samples from a distribution and we want to compute a distribution with that is close to the underlying with high probability with respect to some statistical distance. The statistical distance is usually either the KL-divergence or the TV-distance, while there is also Kolmogorov's distance (which is a "weaker" version of the TV-distance where the supremum is taken over all intervals of the form $(-\infty, a]$ instead of all sets $A \subseteq \mathbb{R}$ ). The KL-divergence is the "strongest" of the 3 . That is because, due to Pinsker's inequality (see Proposition 3.4.4), having $D_{K L}(P \| Q) \leq \epsilon^{2}$ implies $d_{T V}(P, Q) \leq \epsilon$. On the other hand, Kolmogorov's distance is the weakest and we will not use it in the rest of the text. We now present the definition of learnability given in [29] (though slightly simplified):

Definition 3.5.1 (Kearns et. al. (1994)). A family of distributions $\mathcal{F}$ is said to be efficiently learnable with respect to some divergence measure $d$ when, for any $\epsilon>0, \delta \in(0,1)$, given oracle access to samples from an unknown distribution $P \in \mathcal{F}$, there exists a polynomial time algorithm $\mathcal{A}$ that outputs a distribution $\hat{P}$ such that:

$$
\mathbb{P}[d(\hat{P}, P) \geq \epsilon]<\delta
$$

where the probability is computed with respect to the samples.
If $\hat{P} \in \mathcal{F}$, then $\mathcal{A}$ is said to be proper. Otherwise, it is improper.

What we need to do now is to describe a principle similar to ERM, which will help us approach distribution learning problems. We should stress that the distribution learning problems we will examine are proper (unlike [13] for example) and we have no corrupted samples (unlike [18]). It turns out that, in this context, the best approach is simply to output the distribution corresponding to the parameter vector computed using MLE (provided that computing or approximating the MLE is possible, which is true for the problems examined in subsequent chapters of this thesis). The previous description is quite informal, but a proper exposition of those ideas can be found in chapter 24 of [6], where it is shown that minimizing the expected negative log-likelihood is equivalent to minimizing the KL-divergence between the true distribution and the estimate.

### 3.5.2 Minimax Lower Bounds

Having defined a framework for distribution learning, we need to come up with techniques that verify the optimality of our algorithms. For that reason, we need to think which instances are the ones that are bound to make our algorithms struggle. Specifically, suppose that we have 2 distributions $\mathcal{P}_{1}, \mathcal{P}_{2}$ belonging in the same family. If the 2 distributions are well-separated with respect to some of the statistical distances we defined, our algorithms should not have a hard time telling them apart, even with a smaller number of samples. The hard instances are the ones where the distributions are close to each other, resulting in the samples tending to concentrate around the same values. Such instances help us describe the sample complexity of various classes of distributions.

### 3.5.2.1 Minimax Risk

To express the previous thoughts formally, we need to define the minimax risk. Our presentation will be quite concise, focusing on its definition in the context of distribution learning, using the notation presented in [9], which we will also use in later chapters. Should the reader interested in a more general approach, they should turn to chapter 7 of [20] or [50].
Suppose that we are given a family of distributions $\mathcal{F}$ with support $\mathcal{X}$ and there is some unknown $f \in \mathcal{F}$ which we want to estimate using $n$ samples $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \sim f^{n}$. Let $\Delta_{\mathcal{X}}$ denote the set of all distributions on the set $\mathcal{X}$ and let $\hat{f}: \mathcal{X}^{n} \rightarrow \Delta \mathcal{X}$ be an estimator which uses $n$ samples and outputs a distribution in $\Delta_{\mathcal{X}}$. Then, the maximum risk of $\hat{f}$ is defined as:

$$
\mathcal{R}_{n}(\hat{f}, \mathcal{F})=\sup _{f \in \mathcal{F}} \underset{\boldsymbol{x} \sim \mathcal{F}^{n}}{\mathbb{E}}\left[d_{T V}(\hat{f}(\boldsymbol{x}), f)\right]
$$

Now suppose that we have the set of all possible estimators $\Omega=\left\{\hat{f}: \hat{f}: \mathcal{X}^{n} \rightarrow \Delta_{\mathcal{X}}\right\}$. The difficulty of estimating distributions in $\mathcal{F}$ can be determined by the maximum risk of the best possible estimator. For that reason, we define the minimax risk of $\mathcal{F}$ :

$$
\mathcal{R}_{n}(\mathcal{F})=\inf _{\hat{f} \in \Omega} \mathcal{R}_{n}(\hat{f}, \mathcal{F})
$$

There are some remarks that we should make regarding the nature of the previous definition. The first involves the choice of the TV-distance. Specifically, one could ask why we did not use the KL-divergence instead of it. The answer is that most results of minimax theory that we will use require the employed distance measure to be at least a semi-metric (meaning that all conditions of Definition 4.2 .1 are satisfied apart (possibly) from the triangle inequality). Conversely, the KL-divergence is not symmetric, which renders it unusable for such tasks. Our second remark is about the definition of $\hat{f}$ and $\Omega$, which are quite general, since they refer to all possible distributions defined on $\mathcal{X}$. The classes of estimators that we will examine will be far more restricted, because the output distributions will be similar to those in $\mathcal{F}$, due to the fact that we are interested in proper learning tasks.
Before moving on, we would like to explain how the version of the minimax risk that we introduced can be derived from the more general version given in chapter 7 of [20]. Specifically, the definition given there is:

$$
\mathfrak{M}_{n}(\theta(\mathcal{P}), \Phi \circ \rho)=\inf _{\hat{\theta}} \sup _{P \in \mathcal{P}} \mathbb{E}_{P}\left[(\Phi \circ \rho)\left(\hat{\theta}\left(X_{1}^{n}\right), \theta(P)\right)\right]
$$

where $\mathcal{P}$ is a family of distributions, $\theta: \mathcal{P} \rightarrow \Theta$ with $P \mapsto \theta=\theta(P), \rho: \Theta \times \Theta \rightarrow \mathbb{R}_{\geq 0}$ is a (semi)metric and $\Phi: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is non-decreasing with $\Phi(0)=0$. Setting $\mathcal{P}=\mathcal{F}, \bar{\Theta}=\mathcal{F}$ and substituting $\theta(f)=f, \rho=d_{T V}$ and $\Phi(x)=x$ yields our version of the minimax risk.

### 3.5.2.2 Le Cam's and Fano's Methods

Generally, the minimax risk can be hard to compute exactly, due to the fact that the structure of the family of distributions involved may be quite complex. For that reason, the common approach is to lower bound it by reducing it to an instance of hypothesis testing. This results in the minimax risk being lower bounded by an expression involving the probability of error in the testing problem. The hypotheses must be chosen in a way that captures the problem's inherent hardness. As we described previously, to do that, it is necessary to chose distributions that are hard to separate. This need is expressed through an upper bound on the KL-divergence (which, as we mentioned, is the "strongest" of the statistical distances) of any pair of hypotheses.

However, on its own, this is not sufficient, because it does not rule out the possibility of having distributions that are way too close to each other (or multiple instances of the same distribution) among the hypotheses, which could lead to a degenerate case. For the previous to be ensured, a lower bound on the TV-distance of any pair of distinct hypotheses is also required.
The previous reasoning is reflected in Le Cam's and Fano's methods. Both are inspired from the inequalities of the same name, which were stated and proven in Section 3.4.3. By adjusting (7.3.3) from [20] to our setting, we get Le Cam's method:

Proposition 3.5.1 (Le Cam, Pinsker). Given a pair of distributions $P_{1}, P_{2} \in \mathcal{F}$ with support $\mathcal{X}$ satisfying $d_{T V}\left(P_{1}, P_{2}\right) \geq a$ and $D_{K L}\left(P_{1} \| P_{2}\right), D_{K L}\left(P_{2} \| P_{1}\right) \leq b$, we have:

$$
\mathcal{R}_{n}(\mathcal{F}) \geq \frac{a}{4}\left(1-\left\|\mathcal{F}_{1}^{n}-\mathcal{F}_{2}^{n}\right\|_{T V}\right) \geq \frac{a}{4}\left(1-\sqrt{\frac{n}{2} b}\right)
$$

The second part of the inequality is a consequence of Pinsker's inequality. It is not included in the version of the statement presented in [20], but it is used in the examples that follow it, so we integrated it to the proposition.
We now proceed with Fano's inequality, as it is stated in [50].

Proposition 3.5.2 (Yu (1997)). Let $\mathcal{F}$ be a finite family of densities such that:

$$
\inf _{f, g \in \mathcal{F}: f \neq g} d_{T V}(f, g) \geq a, \sup _{f, g \in \mathcal{F}: f \neq g} D_{K L}(f \| g) \leq b
$$

then it holds that:

$$
\mathcal{R}_{n}(\mathcal{F}) \geq \frac{a}{2}\left(1-\frac{n b+\ln (2)}{\ln (|\mathcal{F}|)}\right)
$$

An interesting aspect of both the above propositions is the fact that the number of samples required to be able to discriminate between the distributions in the family is depends only on $b$ and not on $a$. That should be expected, since the hardness of telling apart the distributions is determined by how close they are, which is expressed through $b$.

### 3.5.2.3 The Gilbert-Varshamov Bound

The Gilbert-Varshamov bound is a result in coding theory that was proven independently by the people it is named after (see [25, 48]). Despite that, it also has applications in minimax theory when combined with Fano's inequality, since it can be exploited to lower bound the cardinality of families of distributions. We state and prove a special version of the bound which we will use later.

Lemma 3.5.1 (Gilbert (1952), Varshamov (1957)). Let $d \geq 1$ and $\mathcal{H}=\{0,1\}^{d}$. There exists a subset $\mathcal{V}$ of $\mathcal{H}$ with $|\mathcal{V}| \geq 2^{\frac{d}{8}}$ where any pair of distinct elements of $\mathcal{V}$ has Hamming distance at least $\frac{d}{8}$.

Proof. Let $\mathcal{V}$ be a maximal subset satisfying the required property. This means that, for any $\boldsymbol{u} \in \mathcal{H} \backslash \mathcal{V}$, the set $\mathcal{V} \cup\{\boldsymbol{u}\}$ cannot have the desired property. Equivalently, this means that, for any $\boldsymbol{u} \in \mathcal{H}$, there is some $\boldsymbol{v} \in \mathcal{V}$ such that $\boldsymbol{u} \in B\left(\boldsymbol{v}, \frac{d}{8}\right)$, where $B\left(\boldsymbol{v}, \frac{d}{8}\right)$ denotes the set of all the elements that have Hamming distance from $\boldsymbol{v}$ less than $\frac{d}{8}$. Consequently, we have:

$$
\bigcup_{\boldsymbol{v} \in \mathcal{V}} B\left(\boldsymbol{v}, \frac{d}{8}\right)=\mathcal{H} \Longrightarrow \sum_{\boldsymbol{v} \in \mathcal{V}}\left|B\left(\boldsymbol{v}, \frac{d}{8}\right)\right|=|\mathcal{V}|\left|B\left(\mathbf{0}, \frac{d}{8}\right)\right| \geq|\mathcal{H}|=2^{d}
$$

We now have to upper bound $\left|B\left(\mathbf{0}, \frac{d}{8}\right)\right|$. To do that, let $X_{i} \sim B e\left(\frac{1}{2}\right)$ and consider the vector $\boldsymbol{X}=\left(X_{1}, \ldots, X_{d}\right)$. We have $\boldsymbol{X} \in B\left(\mathbf{0}, \frac{d}{8}\right)$ if $\sum_{i=1}^{d} X_{i} \leq \frac{d}{8}$, so we have:

$$
\frac{\left|B\left(\mathbf{0}, \frac{d}{8}\right)\right|}{2^{d}}=\mathbb{P}\left[\sum_{i=1}^{d} X_{i} \leq \frac{d}{8}\right]=\mathbb{P}\left[\sum_{i=1}^{d} X_{i} \geq \frac{7 d}{8}\right]
$$

where the last transition is due to the symmetry resulting from the fact that $X_{i}$ are uniform over $\{0,1\}$. By using the Chernoff bound we introduced in Corollary 3.3.2 with $\mu=\frac{d}{2}$ and $\delta=\frac{3}{4}$, we get:

$$
\frac{1}{|\mathcal{V}|}=\frac{\left|B\left(\mathbf{0}, \frac{d}{8}\right)\right|}{2^{d}} \leq e^{-\frac{3 d}{32}} \Longleftrightarrow|\mathcal{V}| \geq e^{\frac{3}{4} \frac{d}{8}}>e^{\ln (2) \frac{d}{8}}=2^{\frac{d}{8}}
$$

### 3.6 Exponential Families

This chapter will close with an introduction to exponential families. We will use the notation of exponential families in the following parts of this thesis due to its expressive power. Specifically, every distribution whose density can be written in the form:

$$
p_{\boldsymbol{\theta}}(\boldsymbol{x})=h(\boldsymbol{x}) \exp \left(\boldsymbol{\theta}^{T} \boldsymbol{T}(\boldsymbol{x})-a(\boldsymbol{\theta})\right), \boldsymbol{x} \in \mathbb{R}^{d}
$$

with $h: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$(carrier measure), $\boldsymbol{T}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{k}$ (sufficient statistics) and $\boldsymbol{\theta} \in \mathbb{R}^{k}$ (natural parameters) belongs to some exponential family. Moreover, distributions described by the same $\boldsymbol{T}, h$ belong to the same exponential family (denoted $\mathcal{E}(\boldsymbol{T}, h)$ ). Finally, the function $a: \mathbb{R}^{k} \rightarrow \mathbb{R}$ (logarithmic partition function) is equal to:

$$
a(\boldsymbol{\theta})=\ln \left(\int h(\boldsymbol{x}) \exp \left(\boldsymbol{\theta}^{T} \boldsymbol{T}(\boldsymbol{x})\right) d \boldsymbol{x}\right), a(\boldsymbol{\theta})<\infty
$$

supposing $\boldsymbol{\theta} \in \mathcal{H}$ (range of natural parameters).
Most, if not all the distributions one encounters in introductory probability courses are exponential families. We give some examples below:

Example 3.6.0.1. The Bernoulli distribution has pmf $f(x \mid p)=p^{x}(1-p)^{1-x}, x \in\{0,1\}$. This can be written in the form $(1-p)\left(\frac{p}{1-p}\right)^{x}=e^{\ln \left(\frac{1-p}{p}\right) x+\ln (1-p)}$. Setting $h(x)=1, \theta=$ $\ln \left(\frac{1-p}{p}\right), T(x)=x, a(\theta)=\ln \left(1+e^{\theta}\right)$ we have an exponential family.

Example 3.6.0.2. The geometric distribution has pmf $f(x \mid \phi)=\phi^{x}(1-\phi), x \in \mathbb{N} \cup\{0\}$. This can be written in the form $e^{\ln (\phi) x+\ln (1-\phi)}$. Setting $h(x)=1, \theta=\ln (\phi), T(x)=x, a(\theta)=$ $\ln \left(\frac{1}{1-e^{\theta}}\right)$ we have an exponential family.
The following theorem gives a general way of computing various quantities about exponential families, thus justifying their usefulness:

Proposition 3.6.1. Let $\mathcal{E}(\boldsymbol{T}, h)$ be an exponential family parameterized by $\boldsymbol{\theta} \in \mathbb{R}^{k}$. Then, the following hold:

- For all $\boldsymbol{\theta} \in \mathcal{H}$, it holds that $\underset{\boldsymbol{x} \sim \mathcal{P}_{\boldsymbol{\theta}}}{\mathbb{E}}[\boldsymbol{T}(\boldsymbol{x})]=\nabla a(\boldsymbol{\theta})$.
- For all $\boldsymbol{\theta} \in \mathcal{H}$, it holds that $\operatorname{Var}_{\boldsymbol{x} \sim \mathcal{P}_{\boldsymbol{\theta}}}(\boldsymbol{T}(\boldsymbol{x}))=\nabla^{2} a(\boldsymbol{\theta})$.
- For all $\boldsymbol{\theta} \in \mathcal{H}, \boldsymbol{s} \in \mathbb{R}^{k}$, it holds that:

$$
\underset{\boldsymbol{x} \sim \mathcal{P}_{\boldsymbol{\theta}}}{\mathbb{E}}\left[\exp \left(\boldsymbol{s}^{T} \boldsymbol{T}(\boldsymbol{x})\right)\right]=\exp (a(\boldsymbol{\theta}+\boldsymbol{s})-a(\boldsymbol{\theta}))
$$

- For all $\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime} \in \mathcal{H}$, and for some $\boldsymbol{\xi} \in L\left(\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)^{4}$ it holds that:

$$
D_{K L}\left(\mathcal{P}_{\boldsymbol{\theta}^{\prime}} \| \mathcal{P}_{\boldsymbol{\theta}}\right)=-\left(\boldsymbol{\theta}^{\prime}-\boldsymbol{\theta}\right)^{T} \nabla a(\boldsymbol{\theta})+\left(a\left(\boldsymbol{\theta}^{\prime}\right)-a(\boldsymbol{\theta})\right)=\left(\boldsymbol{\theta}^{\prime}-\boldsymbol{\theta}\right)^{T} \nabla^{2} a(\boldsymbol{\xi})\left(\boldsymbol{\theta}^{\prime}-\boldsymbol{\theta}\right)
$$

- For all $\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime} \in \mathcal{H}$, and for some $\boldsymbol{\xi} \in L\left(\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)$ it holds that:

$$
d_{T V}\left(\mathcal{P}_{\boldsymbol{\theta}}, \mathcal{P}_{\boldsymbol{\theta}^{\prime}}\right)=\frac{1}{2} \cdot \underset{\boldsymbol{x} \sim \mathcal{P}_{\boldsymbol{\xi}}}{\mathbb{E}}\left[\operatorname{sign}\left(\mathcal{P}_{\boldsymbol{\theta}}(\boldsymbol{x})-\mathcal{P}_{\boldsymbol{\theta}^{\prime}}(\boldsymbol{x})\right)\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)^{T}\left(\boldsymbol{T}(\boldsymbol{x})-\underset{\boldsymbol{y} \sim \mathcal{P}_{\boldsymbol{\xi}}}{\mathbb{E}}[\boldsymbol{T}(\boldsymbol{y})]\right)\right]
$$

We will use a simpler version of the expression for the TV-distance. Specifically, in the single parameter case, for $\theta^{\prime} \rightarrow \theta^{-}$we get:

$$
d_{T V}\left(\mathcal{P}_{\theta}, \mathcal{P}_{\theta^{\prime}}\right)=\frac{1}{2}\left(\theta-\theta^{\prime}\right) \underset{\boldsymbol{x} \sim \mathcal{P}_{\xi}}{\mathbb{E}}\left[\left|T(\boldsymbol{x})-\underset{\boldsymbol{y} \sim \mathcal{P}_{\xi}}{\mathbb{E}}[T(\boldsymbol{y})]\right|\right]
$$

Put in simple terms, the above says that, if $\theta, \theta^{\prime}$ are close and $\theta>\theta^{\prime}$, the TV-distance of 2 distributions in the same exponential family with natural parameters $\theta, \theta^{\prime}$ is equal to half the expected absolute deviation from the mean of some distribution in the family whose natural parameter lies between $\theta, \theta^{\prime}$ multiplied by $\theta-\theta^{\prime}$.

[^3]The terms involving $\boldsymbol{\xi} \in L\left(\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)$ result from the application of the multidimensional version of the mean value theorem.
Just as we found general expressions for the mean and the variance of exponential families, it is possible to find a Chernoff bound for single dimensional/single parameter exponential families.

Proposition 3.6.2 (Busa-Fekete et. al. (2019)). Let $\mathcal{E}(T, h)$ be an exponential family with natural parameter $\theta \in \mathbb{R}$, logarithmic partition function a and range of parameters $\mathcal{H}$. Then, the following concentration inequality holds for all $\theta, \theta^{\prime} \in \mathcal{H}$ :

$$
\begin{gathered}
\underset{x \sim \mathcal{P}_{\theta}^{n}}{\mathbb{P}}\left[\left(\frac{1}{n} \sum_{i=1}^{n} T\left(x_{i}\right)\right)\left(\theta^{\prime}-\theta\right) \geq \underset{y \sim \mathcal{P}_{\theta^{\prime}}}{\mathbb{E}}[T(y)]\left(\theta^{\prime}-\theta\right)\right] \leq \\
\leq \exp \left(-D_{K L}\left(\mathcal{P}_{\theta^{\prime}} \| \mathcal{P}_{\theta}\right) n\right)
\end{gathered}
$$

In Proposition 3.6.1, we gave an expression of the KL-divergence which in the single dimensional/single parameter case can be written as $D_{K L}\left(\mathcal{P}_{\theta^{\prime}} \| \mathcal{P}_{\theta}\right)=\left(\theta^{\prime}-\theta\right)^{2} \operatorname{Var}_{x \sim \mathcal{P}_{\xi}}(T(x))$ for some $\xi \in L\left(\theta, \theta^{\prime}\right)$. This can be used to compute the KL-divergence in the above case. Finally, using Pinsker's inequality, we can get a similar bound using the TV-distance.
The last result about exponential families that we will need involves the relationship between the TV-distance and the KL-divergence of any pair of distributions belonging in the same exponential family and those of their corresponding sufficient statistics.

Proposition 3.6.3 (Busa-Fekete et. al. (2019)). Let $\mathcal{E}(\boldsymbol{T}, h)$ be an exponential family with sufficient statistics $\boldsymbol{T}$ and carrier measure $h$. For any $\mathcal{P}_{\boldsymbol{\theta}} \in \mathcal{E}(\boldsymbol{T}, h)$ let $\mathcal{D}_{\boldsymbol{\theta}}$ be the distribution of the corresponding sufficient statistics, i.e $\mathcal{D}_{\boldsymbol{\theta}}$ is the distribution of $\boldsymbol{T}(\boldsymbol{x})$ when $\boldsymbol{x} \sim \mathcal{P}_{\boldsymbol{\theta}}$. Then, for all $\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime} \in \mathcal{H}$ :

$$
d_{T V}\left(\mathcal{P}_{\boldsymbol{\theta}}, \mathcal{P}_{\boldsymbol{\theta}^{\prime}}\right)=d_{T V}\left(\mathcal{D}_{\boldsymbol{\theta}}, \mathcal{D}_{\boldsymbol{\theta}^{\prime}}\right) \text { and } D_{K L}\left(\mathcal{P}_{\boldsymbol{\theta}} \| \mathcal{P}_{\boldsymbol{\theta}^{\prime}}\right)=D_{K L}\left(\mathcal{D}_{\boldsymbol{\theta}} \| \mathcal{D}_{\boldsymbol{\theta}^{\prime}}\right)
$$

Our exposition of the topic ends here. For a more detailed introduction to exponential families, a good resource is [28]. The proofs for the first 3 expressions of Proposition 3.6.1 can be found there. The last 2 can be found in [9] (the last expression is given there without the normalization constant $\frac{1}{2}$ ) and so can Propositions 3.6.2 and 3.6.3.

## Chapter 4

## Permutations and Rankings

In this chapter, we will start with the theoretical aspects of permutations and then move on to their more practical value. Specifically, we will introduce some important properties of permutations as mathematical objects. Moreover, we will explain their use in modelling rankings. Finally, we will present a number of probabilistic models on rankings, most notably the Mallows model, where we will focus our attention.

### 4.1 Permutations

### 4.1.1 Permutations as Groups

We start by giving the definition of permutations. Our presentation will include some references to group theory, though our exposition of the subject will be rather restricted. For more details, the reader should turn to abstract algebra textbooks (for example [24]).

Definition 4.1.1. Given $A \neq \emptyset$, all functions $\pi: A \rightarrow A$ that are bijective ( $1-1$ and onto) are referred to as permutations of $A$.

For the rest of the text, given any non-empty set $A$, the set of all its permutations will be denoted $S_{A}$. If $A$ is equal to some initial segment of the set of natural numbers, e.g. $A=$ $\{1,2, \ldots, m\}=[m]$, its set of permutations will be denoted $S_{m}$. Moreover, if $|A|=m \in \mathbb{N}$, it is known that $\left|S_{A}\right|=m$ !.
We now proceed to define the algebraic structure known as a group. Groups are important because they allow us to study the properties of a large number of sets. After stating the definition, we will show that permutation sets can be equipped with a binary operation, resulting in them having the structure of a group.

Definition 4.1.2. Let $G \neq \emptyset$ and $*: G \times G \rightarrow G$ be a binary operation. We say that $(G, *)$ is group if the following hold:

- $*$ is associative $\Longleftrightarrow a *(b * c)=(a * b) * c, \forall a, b, c \in G$.
- $G$ has an identity element with respect to $* \Longleftrightarrow \exists e \in G: a * e=e * a=a, \forall a \in G$.
- every element of $G$ has an inverse $\Longleftrightarrow \forall a \in G: \exists a^{-1} \in G: a * a^{-1}=a^{-1} * a=e$.

The uniqueness of both the identity element as well as each element's inverse are direct consequences of the above definition. Another important consequence of it is that, for any $a, b$ belonging to a group with operation $*$, the equation $a * x=b$ has a unique solution, which is $x=a^{-1} * b$ (the same holds for $x * a=b \Longleftrightarrow x=b * a^{-1}$ ). Furthermore, given some group $(G, *)$ and a non-empty subset $G^{\prime}$ of $G$ which closed with respect to both the group operation and the inverse operation, we say that $\left(G^{\prime}, *\right)$ is a subgroup of $(G, *)\left(\operatorname{denoted}\left(G^{\prime}, *\right) \leq(G, *)\right)$. We now need to equip $S_{A}$ with some binary operation $*$ which will result in a structure $\left(S_{A}, *\right)$ that satisfies the above definition. That operation will be function composition, which will henceforth be referred to as permutation multiplication. The usual notation for function composition is $\circ$, though we will, for the most part, avoid it, instead opting to simply write compositions as products. All the previous reasoning is summarized in the following theorem.

Proposition 4.1.1. Let $A \neq \emptyset$ and $S_{A}$ be the set of all its permutations. The structure $\left(S_{A}, \circ\right)$ is a group.

Proof. We first have to prove that permutation multiplication is an internal operation. To that end, we consider 2 permutations $\pi, \sigma \in S_{A}$. The function $\pi \sigma: A \rightarrow A$ has to be bijective. Suppose that we have $x_{1}, x_{2} \in A$ such that $\pi \sigma\left(x_{1}\right)=\pi \sigma\left(x_{2}\right)$. Since both $\pi$ and $\sigma$ are 1-1, we have:

$$
\pi\left(\sigma\left(x_{1}\right)\right)=\pi\left(\sigma\left(x_{2}\right)\right) \stackrel{\pi ; 1-1}{\Longleftrightarrow} \sigma\left(x_{1}\right)=\sigma\left(x_{2}\right) \stackrel{\sigma ; 1-1}{\Longleftrightarrow} x_{1}=x_{2} \Longleftrightarrow \pi \sigma: 1-1
$$

Moreover, given any $y \in A$, it is possible to find $x \in A$ such that $\pi \sigma(x)=y$, simply by setting $x=\sigma^{-1} \pi^{-1}(y)$. Consequently, $\pi \sigma$ is indeed bijective, so $\pi \sigma \in S_{A}$.
The remaining conditions are easier to prove. Specifically, associativity follows directly from the fact that function composition is associative, while the identity element is none other than the identity function $i d(x)=x, \forall x \in A$. Finally, the fact that permutations are bijective guarantees the existence of inverse functions.

Henceforth, we will now use the term symmetric group to refer to $S_{A}$. However, so far, we have not given a satisfactory explanation of the importance of permutations. To do that, it is necessary to define the concept of homomorphisms. This notion is fundamental in abstract algebra and will help us highlight the ubiquity of permutations.

Definition 4.1.3. Let $(G, *)$ and $\left(G^{\prime}, *^{\prime}\right)$ be 2 groups and let $f: G \rightarrow G^{\prime}$ be a mapping. If $f$ is such that $f\left(x_{1} * x_{2}\right)=f\left(x_{1}\right) *^{\prime} f\left(x_{2}\right)$, we refer to $f$ as a homomorphism. Based on whether a number of other properties are satisfied, we may also use the following terms:

- if $f$ is $1-1$, it is a monomorphism.
- if $f$ is surjective, it is an epimorphism.
- if both the above properties are satisfied, it is an isomorphism (denoted $\left.(G, *) \cong\left(G^{\prime}, *^{\prime}\right)\right)$.

From the above definition, it is obvious that $f(G) \subseteq G^{\prime}$. We will prove that $\left(f(G), *^{\prime}\right)$ is a subgroup of $\left(G^{\prime}, *^{\prime}\right)$. The proof will be facilitated by the next lemma.

Lemma 4.1.1. Let $(G, *)$ and $\left(G^{\prime}, *^{\prime}\right)$ be groups and $f: G \rightarrow G^{\prime}$ be a homomorphism. Then, the following hold:

- $f(e)=e^{\prime}$.
- $f\left(a^{-1}\right)=f(a)^{-1}, \forall a \in G$.

Proof. - We have $f(e)=f(e * e)=f(e) *^{\prime} f(e) \Longleftrightarrow f(e)=e^{\prime}$.

- We have $e^{\prime}=f(e)=f\left(a * a^{-1}\right)=f(a) *^{\prime} f\left(a^{-1}\right) \Longleftrightarrow(f(a))^{-1}=f\left(a^{-1}\right)$.

Using the above lemma, we can now show the following proposition:

Proposition 4.1.2. Let $(G, *),\left(G^{\prime}, *^{\prime}\right)$ be groups and $f: G \rightarrow G^{\prime}$ be a homomorphism. The image of $G$ under $f$ is a subgroup of $\left(G^{\prime}, *^{\prime}\right)$.

Proof. First, we know that $f(G) \neq \emptyset$, since $f(e)=e^{\prime} \Longrightarrow e^{\prime} \in f(G)$. Moreover, given any $y_{1}, y_{2} \in f(G)$, there exist $x_{1}, x_{2} \in G$ such that $y_{1}=f\left(x_{1}\right), y_{2}=f\left(x_{2}\right)$, so $y_{1} *^{\prime} y_{2}=$ $f\left(x_{1}\right) *^{\prime} f\left(x_{2}\right)=f\left(x_{1} * x_{2}\right) \in f(G)$, so $f(G)$ is closed with respect to $*^{\prime}$. Finally, given $y \in f(G)$, we have $y^{-1}=f(x)^{-1}=f\left(x^{-1}\right) \in f(G)$, so $f(G)$ is closed with respect to the inverse operation. As a result $\left(f(G), *^{\prime}\right) \leq\left(G^{\prime}, *^{\prime}\right)$.

Though the previous propositions may have seemed to be of little relevance to the topic of this thesis, we can now combine all the above to prove Cayley's theorem, which is fundamental in group theory and offers a glimpse of the importance of permutations from an algebraic standpoint. This result and the next will be the last ones of purely theoretical interest.

Theorem 4.1.2 (Cayley). Given any group $(G, *)$, it is isomorphic to a subgroup of its symmetric group $\left(S_{G}, \circ\right)$.

Proof. The proof relies on the observation that, given any $a, b \in G$, the equation $a * x=b$ has a unique solution in $G$, which we mentioned above as a direct consequence of the definition of groups. Specifically, given any $a \in G$, we define the function $f_{a}: G \rightarrow G$ with $f_{a}(x)=$
$a * x, \forall x \in G$. Based on the previous remark, $f_{a}$ is bijective, so it is a permutation of the elements of $G$. We now define the mapping $\phi: G \rightarrow S_{G}$ with $\phi(a)=f_{a}, \forall a \in G$. We will show that this mapping is a monomorphism from $G$ to $S_{G}$.
First, let $a, b \in G$ and let $f_{a}, f_{b}$ be their images through $\phi$. We have $\phi(a * b)=f_{a * b}$ where $f_{a * b}(x)=(a * b) * x=a *(b * x)=f_{a}\left(f_{b}(x)\right)=f_{a} f_{b}(x), \forall x \in G$, so $\phi$ is a homomorphism.
Second, let $a, b \in G$ such that $f_{a} \equiv f_{b}$. In that case, given any $x \in G$, we have $f_{a}(x)=$ $f_{b}(x) \Longleftrightarrow a * x=b * x \Longleftrightarrow a=b$, so $\phi$ is also a monomorphism.
To complete the proof, we exploit the fact that the mapping is onto $\phi(G)$ which we know is a subgroup of $S_{G}$. Therefore, we have $(G, *) \cong(\phi(G), \circ) \leq\left(S_{G}, \circ\right)$.

Cayley's theorem is notable for demonstrating that the study of the properties of any group is essentially equivalent to studying some symmetric subgroup (though it does not offer a general way of determining which subgroup it is). We can take this one step further and show that the study of the symmetric group of any finite set $A$ is equivalent to studying the properties of the symmetric group $S_{m}$ where $|A|=m \in \mathbb{N}$. Intuitively, that is obvious because each permutation specifies an ordering of some elements. Having 2 sets with an equal number of elements means that the possible orderings are the same. This is the essence of the following theorem, which expresses the previous reasoning in a formal manner.

Proposition 4.1.3. Let $A \neq \emptyset$ be a set with $|A|=m \in \mathbb{N}$. We have $\left(S_{A}, \circ\right) \cong\left(S_{m}, \circ\right)$.

Proof. We know that the set $A$ has the same number of elements as $[m]$, so there is some function $f: A \rightarrow[m]$ that is bijective. We now have to define an isomorphic mapping $\phi:$ $S_{A} \rightarrow S_{m}$. For that reason, we define $\phi(\pi)=f \pi f^{-1}, \forall \pi \in S_{A}$. This choice may seem strange, but there is a very simple intuition behind it. We want the image of any $\pi \in S_{A}$ to be some $\pi^{\prime} \in S_{m}$, so we exploit $f$ to create a function that takes any element of $[m]$ and maps it to its corresponding element in $A$, then applies $\pi$ to it and then maps the result back to $[m]$. We now have to verify the above formally and show that $\phi$ is indeed an isomorphism.
We first show that the images produced by the previously defined mapping are indeed members of $S_{m}$. Let $\pi \in S_{A}$ and $x_{1}, x_{2} \in[m]$ such that $(\phi(\pi))\left(x_{1}\right)=(\phi(\pi))\left(x_{2}\right) \Longleftrightarrow$ $f\left(\pi\left(f^{-1}\left(x_{1}\right)\right)\right)=f\left(\pi\left(f^{-1}\left(x_{2}\right)\right)\right)$. Since $f, f^{-1}, \pi$ are all $1-1$, the previous implies that $x_{1}=x_{2}$, so $\phi(\pi)$ is $1-1$ for all $\pi \in S_{A}$. Additionally, for any $y \in[m]$ choosing $x=$ $\left(f \pi^{-1} f^{-1}\right)(y)$ results in $(\phi(\pi))(x)=y$, so so $\phi(\pi)$ is onto for all $\pi \in S_{A}$. Consequently, $\phi(\pi) \in S_{m}, \forall \pi \in S_{A}$.
Now it remains to show that $\phi$ is an isomorphism. Given $\pi_{1}, \pi_{2} \in S_{A}$, we have $\phi\left(\pi_{1} \pi_{2}\right)=$ $f \pi_{1} \pi_{2} f^{-1}=\left(f \pi_{1} f^{-1}\right)\left(f \pi_{2} f^{-1}\right)=\phi\left(\pi_{1}\right) \phi\left(\pi_{2}\right)$, so we know $\phi$ is a homomorphism. Apart from that, having $\pi_{1}, \pi_{2} \in S_{A}$ such that $\phi\left(\pi_{1}\right)=\phi\left(\pi_{2}\right)$ yields $f \pi_{1} f^{-1}=f \pi_{2} f^{-1} \Longleftrightarrow \pi_{1}=$ $\pi_{2}$. Finally, given any $\sigma \in S_{m}$, by choosing $\pi=f^{-1} \sigma f$, we get $\phi(\pi)=\sigma$. Thus, $\phi$ is indeed an isomorphism and the proof is complete.

As we leave group theory behind us, we should make a review of what we have shown. This can summarized in the following informal statement, which serves as the bottom line (both figuratively and literally) for our treatment of the subject:

All groups are permutation groups. All finite permutation groups are permutation groups of initial segments of $\mathbb{N}$.

### 4.1.2 Cyclic Permutations

We will now introduce the notion of cyclic permutations which, as we will see, are necessary to understand one of the ranking distances that will be examined in the next section. The simplest example of a cyclic permutation that comes to mind is one where each element has been moved to the position of the next and the first and last elements have switched places. However, this does not fully capture the concept. To do that, we need to define what the orbit of an element under a permutation is.

Definition 4.1.4. Let $m \in \mathbb{N}$ and $\sigma \in S_{m}$. Given some $a \in[m]$, its orbit under $\sigma$ is the set of positions where $a$ can be moved if $\sigma$ or $\sigma^{-1}$ are applied repeatedly to it. This set is denoted $\mathcal{O}_{a, \sigma}=\left\{b \in[m] \mid \exists i \in \mathbb{Z}: \sigma^{i}(a)=b\right\}$.

Suppose now that we define a binary relation $\sim$ in $[m]$ where $a \sim b \Longleftrightarrow b \in \mathcal{O}_{a, \sigma}$. It is easy to see that this is an equivalence relation. Indeed, we have:

- $a \in \mathcal{O}_{a, \sigma}$, since $\sigma^{0}(a)=i d(a)=a$, so it is reflexive.
- $b \in \mathcal{O}_{a, \sigma} \Longrightarrow \exists i \in \mathbb{Z}: \sigma^{i}(a)=b \Longleftrightarrow \sigma^{-i}(b)=a \Longleftrightarrow a \in \mathcal{O}_{b, \sigma}$, so it is symmetric.
- $b \in \mathcal{O}_{a, \sigma}, c \in \mathcal{O}_{b, \sigma} \Longleftrightarrow \exists i, j \in \mathbb{Z}: \sigma^{i}(a)=b, \sigma^{j}(b)=c \Longrightarrow \sigma^{i+j}(a)=c \Longleftrightarrow c \in$ $\mathcal{O}_{a, \sigma}$, so it is transitive.

The above implies that, given some $\sigma \in S_{m}$, the set $[m$ ] is partitioned into sets of elements that share the same orbit under $\sigma$. These sets are the cycles of $\sigma$. The number of elements in a cycle are referred to as its length. Elements that are not moved by $\sigma$ (referred to as fixed points) belong in cycles of length 1 . If $\sigma$ has at most 1 cycle with more than 1 elements, we say that it's a cyclic permutation. However, even if a permutation is not cyclic, it can be written as a product of its cycles, which are disjoint. Indeed, when multiplying disjoint cycles, the elements belonging to each cycle are not affected by the rest, so the elements of different cycles can be examined independently.
We have introduced all the theoretical background about cyclic permutations that is necessary for the rest of text. Before moving on, however, we should also give a bit of notation commonly used to represent a cycle. Specifically, if we write $\sigma=\left(i_{1}, i_{2}, \ldots, i_{k}\right)$, it means that $\sigma\left(i_{1}\right)=$ $i_{2}, \sigma\left(i_{2}\right)=i_{3}, \ldots, \sigma\left(i_{k}\right)=i_{1}$ and the rest of the elements are not affected by $\sigma$ (equivalently, we may write $i_{1} \rightarrow i_{2} \rightarrow \cdots \rightarrow i_{k} \rightarrow i_{1}$ ). Now, we are indeed ready to proceed.

### 4.2 Permutation Distances

We are almost ready to start dealing with the ranking models that will be the main topic of this thesis. The last notion that we have to introduce is that of permutations distances. Specifically, the Mallows model, which is the model we intend to focus on, favors permutations that are "close" to a given permutation, which is a parameter of the model. For the previous sentence to be mathematically meaningful, we need to define distance measures between permutations. In this section, we will present 5 such distances, though only 2 will be heavily referenced later on. We should remark that the authoritative text on the issue is [15].
Before moving on to specific distance measures, we would like to remind the reader the definition of distance metrics.

Definition 4.2.1. Let $S \neq \emptyset$ and $d: S \times S \rightarrow \mathbb{R}_{\geq 0}$. We say that $(S, d)$ is a metric space and that $d$ is a distance metric if the following hold:

- $d(x, y) \geq 0, \forall x, y \in S$ and $d(x, y)=0 \Longleftrightarrow x=y$.
- $d(x, y)=d(y, x), \forall x, y \in S$ (symmetric).
- $d(x, y)+d(y, z) \geq d(x, z), \forall x, y, z \in S$ (triangle inequality).

In our setting, distances will take values in the set $\mathbb{N} \cup\{0\}$ instead of $\mathbb{R}_{\geq 0}$. As we will see, the above properties are satisfied by all the distances that we will present except 1. Additionally, there exists a property referred to as right-invariance that is satisfied by all ranking distances. Specifically, given any permutations $\pi, \sigma, \tau \in S_{m}$, we have $d(\pi, \sigma)=d(\pi \tau, \sigma \tau)$ for any of the ranking distances that we will encounter.

### 4.2.1 Kendall Tau Distance

The Kendall Tau (KT) distance is the distance metric most commonly used in the bibliography. Given 2 permutations $\pi, \pi_{0} \in S_{m}$, their KT distance $d_{K T}\left(\pi, \pi_{0}\right)$ is equal to the minimum number of swaps between adjacent elements required to convert $\pi^{-1}$ to $\pi_{0}^{-1}$. To make this clear, we will examine the following example:

Example 4.2.1.1. Let $\pi, \pi_{0} \in S_{3}$ with $\pi(1)=1, \pi(2)=2, \pi(3)=3$ and $\pi_{0}(1)=3, \pi_{0}(2)=$ $2, \pi_{0}(3)=1$. To simplify the notation, we write: $\pi^{-1}: 1,2,3$ and $\pi_{0}^{-1}: 3,2,1$. We have $d_{K T}\left(\pi, \pi_{0}\right)=3$. Indeed, the process to convert $\pi^{-1}$ to $\pi_{0}^{-1}$ is $1,2,3 \rightarrow 2,1,3 \rightarrow 2,3,1 \rightarrow 3,2,1$.

Due to the similarity of the previous process with the bubble-sort algorithm, this distance is sometimes referred to as bubble-sort distance. Another similarity with bubble-sort stems from the fact that the maximum value the KT distance can have for elements of $S_{m}$ is $\frac{m(m-1)}{2}$, which is number of steps required by bubble sort in the worst case.
Apart from the previous definition we gave, there is another way to view this distance. In particular, it can be shown that it is equal to the number of discordant pairs between $\pi$ and $\pi_{0}$. To express that formally, we write:

$$
d_{K T}\left(\pi, \pi_{0}\right)=\sum_{i=1}^{m} \sum_{j=0}^{i-1} \mathbb{1}\left\{(\pi(i)-\pi(j))\left(\pi_{0}(i)-\pi_{0}(j)\right)<0\right\}
$$

Using this definition and the previous one, it is possible to verify that all the aforementioned properties are satisfied, so equipping $S_{m}$ with this distance function results in a metric space. Another property that is quite important for this distance is that it is swap-increasing. This means that, given 2 permutations $\pi, \pi_{0} \in S_{m}$ that agree in the way a pair of elements $a, b$ compare, the KT distance between the permutation $\pi_{a \leftrightarrow b}$ (which is the same as $\pi$ with the exception of the pair $a, b$ which has been swapped) and $\pi_{0}$ is greater than the distance between $\pi$ and $\pi_{0}$ (their difference must be exactly 1 if $a, b$ are adjacent in $\pi$ ). This may seem obvious intuitively, since we have:

$$
\mathbb{1}\left\{\left(\pi_{a \leftrightarrow b}(a)-\pi_{a \leftrightarrow b}(b)\right)\left(\pi_{0}(a)-\pi_{0}(b)\right)<0\right\}>\mathbb{1}\left\{(\pi(a)-\pi(b))\left(\pi_{0}(a)-\pi_{0}(b)\right)<0\right\}
$$

However, this fails to take into consideration the contribution of terms corresponding to elements that are placed between $a$ and $b$ by $\pi$. For that reason, we will present a formal proof that the property holds. Note that our proof will be slightly different than the one presented in [10], where the notion of swap-increasingness was first introduced.

Lemma 4.2.1 (Caragiannis et. al. (2013)). The KT distance is swap-increasing.

Proof. Let $\pi, \pi_{0} \in S_{m}$. Assume, without loss of generality that, for some $a, b \in[m]$, we have $\pi_{0}(a)<\pi_{0}(b)$ and $\pi(a)<\pi(b)$. In $\pi_{a \leftrightarrow b}$, they only comparisons that may change are those involving either $a$ or $b$. This motivates us to partition the elements of [ $m$ ] into 3 sets based on their position in $\pi$ with respect to $a$ and $b$. The elements that do not lie between $a$ and $b$ are of no interest to us. Indeed, swapping $a$ and $b$ does not affect the way they compare with them. Now, let $Y=\{y \in[m]: \pi(a)<\pi(y)<\pi(b)\}$. Based on the above, we can write:

$$
d_{K T}\left(\pi_{a \leftrightarrow b}, \pi_{0}\right)-d_{K T}\left(\pi, \pi_{0}\right)=1+\sum_{y \in Y} A(y)
$$

where:

$$
A(y)=\mathbb{1}\left\{\left(\pi_{a \leftrightarrow b}(a)-\pi_{a \leftrightarrow b}(y)\right)\left(\pi_{0}(a)-\pi_{0}(y)\right)<0\right\}+
$$

$$
+\mathbb{1}\left\{\left(\pi_{a \leftrightarrow b}(b)-\pi_{a \leftrightarrow b}(y)\right)\left(\pi_{0}(b)-\pi_{0}(y)\right)<0\right\}-\mathbb{1}\left\{(\pi(a)-\pi(y))\left(\pi_{0}(a)-\pi_{0}(y)\right)<0\right\}-
$$

$$
-\mathbb{1}\left\{(\pi(b)-\pi(y))\left(\pi_{0}(b)-\pi_{0}(y)\right)<0\right\}
$$

The above expression can be simplified based on the facts that $\pi(a)<\pi(y)<\pi(b), \pi_{0}(a)<$ $\pi_{0}(b)$ and $\pi_{a \leftrightarrow b}(a)=\pi(b), \pi_{a \leftrightarrow b}(b)=\pi(a), \pi_{a \leftrightarrow b}(y)=\pi(y)$. Specifically, we have:

$$
\begin{aligned}
& A(y)=\left(\mathbb{1}\left\{\pi_{0}(a)<\pi_{0}(y)\right\}+\mathbb{1}\left\{\pi_{0}(b)>\pi_{0}(y)\right\}\right)- \\
& \quad-\left(\mathbb{1}\left\{\pi_{0}(a)>\pi_{0}(y)\right\}+\mathbb{1}\left\{\pi_{0}(b)<\pi_{0}(y)\right\}\right)
\end{aligned}
$$

Suppose that for some $y \in Y$ we have $A(y)<0$. Based on the above expression, $A(y) \in$ $\{0, \pm 1, \pm 2\}$. If $A(y)=-2$, we would have $\pi_{0}(b)<\pi_{0}(y)<\pi_{0}(a)$, which violates the assumption that $\pi_{0}(a)<\pi_{0}(b)$. If $A(y)=-1$, both terms in the second line should be 1 while exactly one term in the first line should be 1 . If $\mathbb{1}\left\{\pi_{0}(a)<\pi_{0}(y)\right\}=1$, then $\mathbb{1}\left\{\pi_{0}(a)>\pi_{0}(y)\right\}=0$. The same is true for the other term, so $A(y) \neq-1$. This leads to a contradiction, so $A(y) \geq$ $0, \forall y \in Y$, which yields $d_{K T}\left(\pi_{a \leftrightarrow b}, \pi_{0}\right)-d_{K T}\left(\pi, \pi_{0}\right) \geq 1$. The equality holds either when $Y=\emptyset(a$ and $b$ are adjacent in $\pi)$ or when $\forall y \in Y:\left(\pi_{0}(y)>\pi_{0}(b)\right) \vee\left(\pi_{0}(y)<\pi_{0}(a)\right)$.

We will now present a way to decompose the KT distance in terms that offer us a different way of representing permutations. The starting point for all this is that the second definition we gave can be written in the form:

$$
d_{K T}\left(\pi, \pi_{0}\right)=\sum_{i=1}^{m} V_{i}\left(\pi, \pi_{0}\right)
$$

where:

$$
V_{i}\left(\pi, \pi_{0}\right)=\sum_{j=0}^{i-1} \mathbb{1}\left\{(\pi(i)-\pi(j))\left(\pi_{0}(i)-\pi_{0}(j)\right)<0\right\}
$$

Note that $V_{i}\left(\pi, \pi_{0}\right) \leq i-1$. This implies that the vector $\left(V_{1}\left(\pi, \pi_{0}\right), \ldots, V_{m}\left(\pi, \pi_{0}\right)\right)$ takes values in the set $\{0\} \times\{0,1\} \times \cdots \times\{0, \ldots, m-1\}$, which has $m!=\left|S_{m}\right|$ elements. This leads to the following representation, pioneered by Hall in 1956 (as is mentioned in [31]):

Proposition 4.2.1 (Hall). The mapping $\pi \mapsto\left(V_{1}\left(\pi, \pi_{0}\right), \ldots, V_{m}\left(\pi, \pi_{0}\right)\right)$ is a bijection from $S_{m}$ to the set $\{0\} \times\{0,1\} \times \cdots \times\{0, \ldots, m-1\}$.

This last property, along with swap-increasingness, will prove to be indispensable to prove the results that are referenced in chapter 5 .

### 4.2.2 Cayley Distance

The other distance that will draw our attention is the Cayley distance. It is similar to the KT distance in the sense that it involves the minimum number of swaps required to convert one permutation to another. However, unlike the previous distance, the swaps do not need to be between adjacent elements. The properties of distance metrics as well as right-invariance are satisfied by this distance.
We will now prove a formula that gives us an easier way to calculate the Cayley distance between some $\pi, \pi_{0} \in S_{m}$. Specifically, it is possible to compute the value $d_{c a}\left(\pi, \pi_{0}\right)=d_{c a}\left(\pi \pi_{0}^{-1}, i d\right)$ based on the remark that each permutation can be written as a product of disjoint cycles. Suppose that $\pi \pi_{0}^{-1}$ can be written as a product of $k$ cycles, each comprising of $x_{1}, x_{2}, \ldots, x_{k} \geq 1$ elements with $x_{1}+x_{2}+\cdots+x_{k}=m$. The key observation here is that it is not necessary to transpose elements belonging in different cycles. Instead, the optimal way of working to convert $\pi \pi_{0}^{-1}$ into the identity permutation is by treating the elements of each cycle separately. Now, to order the elements of a cycle with $x_{i}$ elements, it is necessary to perform $x_{i}-1$ swaps, so overall we have $d_{c a}\left(\pi, \pi_{0}\right)=d_{c a}\left(\pi \pi_{0}^{-1}, i d\right)=\sum_{i=1}^{k}\left(x_{i}-1\right)=m-k$ (note that it is possible to perform the computation directly for $\pi$ instead of $\pi \pi_{0}^{-1}$ simply by relabelling the elements of $i d$ according to $\pi_{0}$ ). A consequence of this is that the Cayley distance can be at most $m-1$, since there has to be at least one cycle.
Furthermore, we will present a property of the Cayley distance that is similar to swapincreasingness and will be crucial for our work in chapter 6 . We should note that, despite the property's simplicity, we have not found any reference to it in the bibliography.

Lemma 4.2.2. Suppose we are given permutations $\pi, \pi_{0} \in S_{m}$ such that, for some element $i \in[m]$, we have $\pi(i)=\pi_{0}(i)$. For any permutation $\pi^{\prime}$ that is produced by taking $\pi$ and transposing $i$ with some other element we have $d_{c a}\left(\pi^{\prime}, \pi_{0}\right)=d_{c a}\left(\pi, \pi_{0}\right)+1$.

Proof. The relation we want to prove means that $\pi^{\prime}$ has exactly one cycle less than $\pi$ with respect to the positions of the elements in $\pi_{0}$. The result is obvious if the element with which
$i$ was swapped is in its correct position. Indeed, all the other elements are not affected while the 2 elements that are transposed form a cycle of length 2 (while at first each belonged in a cycle of length 1 ). Consequently, the number of cycles decreases by exactly 1.
The statement is equally easy to prove when the element with which $i$ was swapped belongs in a cycle of length $k \geq 2$. Suppose that the elements that are part of that cycle are $i_{1}, i_{2}, \ldots, i_{k} \in[m]$. Using notation from abstract algebra, we write the cycle in the form $\left(\pi_{0}\left(i_{1}\right), \pi_{0}\left(i_{2}\right), \ldots, \pi_{0}\left(i_{k}\right)\right)$, which implies that $i_{1}$ is moved in position $\pi_{0}\left(i_{2}\right), i_{2}$ is moved in position $\pi_{0}\left(i_{3}\right)$ etc by $\pi$. Suppose that the element participating in the swap was $i_{l}, 1 \leq l \leq k$. Due to the cycle's nature, $i_{l}$ occupies the position $\pi_{0}(l(\bmod k)+1)$. As a result of the swap, element $i_{l}$ ends up occupying the position $\pi_{0}(i)$ while $i$ is moved to the position $\pi_{0}(l(\bmod k)+1)$. Consequently, the cycle becomes:

$$
\left(\pi_{0}\left(i_{1}\right), \pi_{0}\left(i_{2}\right), \ldots, \pi_{0}\left(i_{l}\right), \pi_{0}(i), \pi_{0}(l \quad(\bmod k)+1), \ldots, \pi_{0}\left(i_{k}\right)\right)
$$

while the rest of the cycles are unaffected, meaning that we have exactly 1 cycle less.
Finally, we will present a useful decomposition of the Cayley distance. We write $d_{c a}=$ $\sum_{i=1}^{m} V_{i}\left(\pi, \pi_{0}\right)$ where $V_{i}\left(\pi, \pi_{0}\right) \in\{0,1\}$ where $V_{i}\left(\pi, \pi_{0}\right)$ becomes 0 when the element $i$ is the one with the biggest index in the cycle where it belongs in $\pi$ (having $\pi_{0}$ as a reference and not the identity permutation, as is usually the case). With the above definition, we manage to have as many 0 s in the sum as the number of cycles, which verifies its correctness (note that $V_{m}\left(\pi, \pi_{0}\right) \equiv 0$, which commonly results in terms involving alternative $m$ being omitted). Obviously, in this case, the mapping $\pi \mapsto\left(V_{1}\left(\pi, \pi_{0}\right), \ldots, V_{m}\left(\pi, \pi_{0}\right)\right)$ is not a bijection, since there are $m$ ! permutations, while there are only $2^{m-1}$ vectors that satisfy the previous conditions. Instead, we have the following proposition, which can be proved using counting arguments:

Proposition 4.2.2. Given a vector $\left(v_{1}, \ldots, v_{m}\right) \in\{0,1\}^{m-1} \times\{0\}$ and a permutation $\pi_{0} \in$ $S_{m}$ that serves as a reference, there are $\prod_{i=1}^{m-1}(m-i)^{v_{i}}$ permutations $\pi \in S_{m}$ such that $\left(V_{1}\left(\pi, \pi_{0}\right), \ldots, V_{m}\left(\pi, \pi_{0}\right)\right)=\left(v_{1}, \ldots, v_{m}\right)$.

### 4.2.3 Other Distances

We will now make a short reference to other distances between permutations which will not be used in the rest of the text. These are Spearman's measures and the Hamming distance.
There are 2 measures attributed to Spearman, namely Spearman's footrule and Spearman's rank correlation. They both rely on the fact that permutations can be represented as vectors in the form $(\pi(1), \ldots, \pi(m))$. Given that representation, Spearman's footrule is the $\ell_{1}$ distance (and thus satisfies all properties of distance metrics), while Spearman's rank correlation is the square of the $\ell_{2}$ distance (which is the reason that this distance does not satisfy the triangle inequality). Both measures are right-invariant. The most important work involving Spearman's footrule is [16], where many of the metric's properties were established.
The Hamming distance of 2 permutations $\pi, \pi_{0} \in S_{m}$ is equal to the number of elements that are assigned to different positions. Equivalently, we can say that it is equal to $m$ - (the number of fixed points in $\pi \pi_{0}^{-1}$ ). It satisfies all the aforementioned properties.

### 4.3 Ranking Distributions

In this section we will introduce the concept of ranking distributions. As we mentioned back in chapter 2 , these models are inspired by social choice theory. By Proposition 4.1.3, given any set of $m$ alternatives, its permutation group is isomorphic to $S_{m}$. For that reason, the support of all the distribution models we will study will be $S_{m}$. We now define the Mallows model, which is the one on which we will focus. After that, we will, for the sake of completeness, make a short presentation of the Plackett-Luce model.

### 4.3.1 The Mallows Model

The Mallows model with $m$ alternatives is a probability distribution defined over the symmetric group $S_{m}$. It is parameterized by a central ranking $\pi_{0} \in S_{m}$ and a spread parameter $\phi \in(0,1)$ (the cases where $\phi=1$ or $\phi=0$ are degenerate and correspond to the uniform distribution and the constant one, respectively). It was introduced in 1957 in [36]. Specifically, the model was conceived as an analogue to the normal distribution for ranking distributions. In particular, the probability of a ranking occurring decreases exponentially according to its distance from the central ranking while the spread parameter plays a role similar to that of the variance. The pmf of the model is:

$$
\mathbb{P}[\pi=\sigma]=\frac{1}{Z(\phi)} \phi^{d\left(\sigma, \pi_{0}\right)}
$$

where $d$ is a ranking distance (usually the KT distance) and $Z(\phi)$ is a normalizing constant that depends on $\phi$ and the ranking distance (but not the central ranking). In the case of the KT distance, the normalizing constant has the form:

$$
Z(\phi)=\prod_{i=1}^{m} Z_{i}(\phi)=\prod_{i=1}^{m}\left(\sum_{j=0}^{i-1} \phi^{j}\right)=\frac{1}{(1-\phi)^{m-1}} \prod_{i=2}^{m}\left(1-\phi^{i}\right)
$$

while in that of the Cayley distance we have:

$$
Z(\phi)=\prod_{i=1}^{m} Z_{i}(\phi)=\prod_{i=1}^{m}[1+(m-i) \phi]
$$

A systematic way of computing those constants using generating functions can be found in [22]. However, the only cases where the result can be expressed in known expression are those above and that of the Hamming distance. Indeed, for Spearman's metrics, only approximations are known which are valid for $m \rightarrow \infty$ (see [41]). Moreover, the 2 above examples are the only ones where it is possible to factorize the constant in a manner that can be used to construct an iterative process that generates samples from the model (see [19]). For that reason, Flinger and Verducci proposed a generalization in [22], which eventually became known as the Generalized Mallows model and argued that it is meaningful only in the cases of the KT and the Cayley distances. In that generalization, a different spread parameter is assigned to each alternative. As a result, the pmf has the form:

$$
\mathbb{P}[\pi=\sigma]=\prod_{i=1}^{m} \frac{\phi_{i}^{V_{i}\left(\pi, \pi_{0}\right)}}{Z_{i}\left(\phi_{i}\right)}
$$

where $V_{i}\left(\pi, \pi_{0}\right)$ are the terms to which the distance metric we use is decomposed to (see Propositions 4.2.1 and 4.2.2). For more information on the above, a good reference is [37].
Finally, there is one last generalization to consider, which was recently introduced in [9]. That is the Mallows block model, where the set of alternatives is partitioned into $d$ blocks and a spread parameter is assigned to the alternatives of each block. The block structure is denoted $\boldsymbol{B}=\left(B_{1}, B_{2}, \ldots, B_{d}\right)$, we have $\boldsymbol{\phi} \in[0,1]^{d}$ and the pmf becomes:

$$
\mathbb{P}[\pi=\sigma]=\prod_{i=1}^{d} \frac{\phi_{i}^{T_{i}\left(\pi, \pi_{0}, \boldsymbol{B}\right)}}{Z^{i}\left(\phi_{i}, \boldsymbol{B}\right)}
$$

where:

$$
\begin{aligned}
T_{i}\left(\pi, \pi_{0}, \boldsymbol{B}\right) & =\sum_{j \in B_{i}} V_{j}\left(\pi, \pi_{0}\right) \\
Z^{i}\left(\phi_{i}\right) & =\prod_{j \in B_{i}} Z_{j}\left(\phi_{i}\right)
\end{aligned}
$$

For the rest of the text, instances of the Mallows block distribution will be denoted $\mathcal{P}_{\boldsymbol{\phi}, \pi_{0}, \boldsymbol{B}}$. The family of all d-block Mallows distributions with block structure $\boldsymbol{B}$ is denoted $\mathcal{M}_{d}(\boldsymbol{B})=$ $\left\{\mathcal{P}_{\boldsymbol{\phi}, \pi_{0}, \boldsymbol{B}}: \boldsymbol{\phi} \in[0,1]^{d}, \pi_{0} \in S_{m}\right\}$. In the cases of the simple Mallows model and the Generalized Mallows model, the same notation will be used but the subscript $\boldsymbol{B}$ will be dropped.

### 4.3.2 The Plackett-Luce Model

The Plackett-Luce model was introduced independently by the people it is named after (see $[43,35])$. It is different from the Mallows model in the sense that, instead of being parameterized by a central ranking and one or more spread parameters, it is described using a weight vector $\boldsymbol{w}=\left(w_{1}, \ldots, w_{m}\right) \in[0,1]^{m}$ with $\sum_{i=1}^{m} w_{i}=1$. Specifically, the greater the value of the weight corresponding to alternative $i$, the more likely it is to be preferred over the rest in the samples generated by the model. The sample generation process is performed in $m$ rounds, where in round $i$ the alternative that will be placed in position $i$ is picked with probability that is proportional to its weight. The pmf of the model is:

$$
\mathbb{P}[\pi=\sigma]=\prod_{i=1}^{m} \frac{w_{\sigma^{-1}(i)}}{\sum_{j=i}^{m} w_{\sigma^{-1}(j)}}
$$

It can be shown that, given some $i, j \in[m]$, the probability that $i$ is placed before $j$ is:

$$
\mathbb{P}[\pi(i)<\pi(j)]=\frac{w_{i}}{w_{i}+w_{j}}
$$

It is interesting to compare this to the Mallows model. As mentioned previously, the concept of a central ranking does not exist in this model. Instead, the closest thing there is to one can be obtained by sorting the elements in decreasing weight order. However, there is the issue of how ties are resolved in cases where a number of elements share the same weight. Additionally, there is no parameter that determines the variance of the model. Instead, the model exhibits greater variance when the weight vector is close to a vector whose coordinates are equal to $\frac{1}{m}$, which results in a distribution that is close to a uniform over $S_{m}$.

### 4.4 Parameter Estimation in the Mallows Model

In this short section, we will attempt to connect the ideas presented in chapter 3 with the material of this chapter and pave the way for the next. Specifically, we will examine parameter estimation under the Mallows model (the form of the MLE is the same for any distance metric).

### 4.4.1 The MLE for the Central Ranking

Let $\mathcal{P}_{\phi, \pi_{0}}, \phi \in(0,1)$ be a simple Mallows distribution and $\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}$. We have:

$$
\begin{aligned}
\hat{\pi}=\underset{\pi_{0}}{\operatorname{argmax}}\left\{L\left(\pi_{0} \mid \boldsymbol{\pi}\right)\right\}= & \underset{\pi_{0}}{\operatorname{argmax}}\left\{\prod_{i=1}^{n} \frac{\phi^{d\left(\pi_{i}, \pi_{0}\right)}}{Z(\phi)}\right\}=\underset{\pi_{0}}{\operatorname{argmax}}\left\{\phi^{\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)}\right\}= \\
& =\underset{\pi_{0}}{\operatorname{argmin}}\left\{\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)\right\}
\end{aligned}
$$

Remark that the above is the median of $\pi_{1}, \ldots, \pi_{n}$ with respect to the distance $d$. However, the support of the distribution is $S_{m}$ and computing the median of the samples would require us to perform discrete search over a set with $m$ ! elements. Intuitively, this appears to be impossible in polynomial time. Indeed, in the case of the KT distance, it was proven in [5] that computing the MLE is NP-Hard with reduction from the Feedback Arc Set problem. For the Cayley distance the problem has not been shown to be NP-hard, though it believed to be so (see [44]). We believe this to be reasonable, due to the fact that, as we will see in chapter 6, this version of the model exhibits weaker concentration than the one with the KT distance.

### 4.4.2 The MLE for the Spread Parameters

As before, let $\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}$. Suppose, for simplicity, that $\pi_{0}$ is known. We have:

$$
\begin{gathered}
\hat{\phi}=\underset{\phi}{\operatorname{argmax}}\{L(\phi \mid \boldsymbol{\pi})\}=\underset{\phi}{\operatorname{argmax}}\left\{\prod_{i=1}^{n} \frac{\phi^{d\left(\pi_{i}, \pi_{0}\right)}}{Z(\phi)}\right\}=\underset{\phi}{\operatorname{argmax}}\left\{\frac{\phi^{\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)}}{(Z(\phi))^{m}}\right\}= \\
=\underset{\phi}{\operatorname{argmax}}\left\{\left(\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)\right) \ln (\phi)-m \ln (Z(\phi))\right\}
\end{gathered}
$$

Taking the derivative with respect to $\phi$ we get:

$$
\left(\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)\right) \frac{1}{\hat{\phi}}-m \frac{Z^{\prime}(\hat{\phi})}{Z(\hat{\phi})}=0 \Longleftrightarrow \hat{\phi} \frac{Z^{\prime}(\hat{\phi})}{Z(\hat{\phi})}=\frac{1}{m}\left(\sum_{i=1}^{n} d\left(\pi_{i}, \pi_{0}\right)\right)
$$

However, the normalizing constant has a known expression only in the cases of the KT, Cayley and Hamming distances. Even then, it is impossible to get a closed form for the solution. Moreover, the distribution of $d\left(\pi_{i}, \pi_{0}\right)$ is generally not a known one, so we cannot prove any guarantees about the estimates produced by the MLE. This constitutes another example where exploiting the MLE is not as straightforward as we could have hoped for, though for entirely different reasons than before.

## Chapter 5

## Learning in the Kendall-Mallows Model


#### Abstract

The Mallows model equipped with the Kendall tau distance (henceforth referred to as the Kendall-Mallows model) is generally regarded as the most "natural" version of the model. That is because this distance metric imbues it with a strong concentration around the central ranking, resulting in a behavior similar to that of the normal distribution. Moreover, as we explained in chapter 4 , the model is also important in social choice theory and this distance is the most suitable for that setting. In this chapter, we will present the works that have mostly influenced ours. We will focus only in problems involving the central ranking and the spread parameters. We will not examine the problem of learning mixtures of Kendall-Mallows models (though the reader should turn to [4] and [34] if they are interested). In the next 2 sections, we will make a survey of past work concerning the estimation of the central ranking and the spread parameters, respectively, with greater focus on [10] and [9], whose approaches have mostly influenced ours. The proofs of the results of [9] will not be presented in detail, due to the fact that most of them involve lengthy computations. Instead, we will restrict ourselves to sketches of proofs.


### 5.1 Recovering the Central Ranking

The work where the sample complexity of recovering the central ranking was essentially settled is that of Caragiannis et. al. in [10]. There, they approach the problem in the context of computational social choice, motivated by the noisy comparisons model defined in the 18th by the Marquis de Condorcet, where a ranking is given and samples are generated by inverting the way elements compare with probability $1-p, p>\frac{1}{2}$. This model is known to be equivalent to the Kendall-Mallows model. To better understand that, consider a representation of each ranking as an acyclic tournament graph, where vertices correspond to alternatives and there is a single edge for any pair of vertices the direction of which expresses the way the corresponding alternatives compare. For example, the graph corresponding to $\pi^{-1}: 1,2,3$ is:
The question now is why choose this representation instead of a path for example. The answer is given by the fact that such a representation facilitates the sample generation process of Condorcet's model, which is described by the following algorithm:


Figure 5.1: Graph representation of the identity element of $S_{3}$.

```
Algorithm 1: Condorcet Sample Generation
    Data: \(\pi_{0} \in S_{m}, p \in\left(\frac{1}{2}, 1\right)\)
    Result: \(\pi \in S_{m}\)
    construct the corresponding acyclic tournament graph;
    for each pair of vertices in \([m]\) do
        preserve the direction of the edge between them with independent probability \(p\);
    end
    if the resulting graph contains cycles then
        restart the process;
    else
        return the corresponding ranking \(\pi\);
```

Given $\pi \in S_{m}$, since the KT distance is equal to the number of discordant pairs, the probability of $\pi$ being generated in a single iteration of the algorithm:

$$
\begin{gathered}
p^{\binom{m}{2}-d_{K T}\left(\pi, \pi_{0}\right)}(1-p)^{d_{K T}\left(\pi, \pi_{0}\right)}=p^{\binom{m}{2}}\left(\frac{1-p}{p}\right)^{d_{K T}\left(\pi, \pi_{0}\right)}= \\
=p^{\binom{m}{2}} \phi^{d_{K T}\left(\pi, \pi_{0}\right)}
\end{gathered}
$$

where $\phi=\phi(p)=\frac{1-p}{p} \in(0,1)$ is a strictly decreasing function of $p \in\left(\frac{1}{2}, 1\right)$ (its inverse is $\left.p=p(\phi)=\frac{1}{1+\phi}\right)$. If the probability of an iteration outputting a valid ranking is denoted $a$, then the probability of $\pi$ being generated after an arbitrary number of iterations is:

$$
\sum_{i=0}^{\infty}(1-a)^{i}\left(\frac{1}{1+\phi}\right)^{\binom{m}{2}} \phi^{d_{K T}\left(\pi, \pi_{0}\right)}=\frac{1}{a}\left(\frac{1}{1+\phi}\right)^{\binom{m}{2}} \phi^{d_{K T}\left(\pi, \pi_{0}\right)}=\frac{\phi^{d_{K T}\left(\pi, \pi_{0}\right)}}{Z(\phi)}
$$

where $Z(\phi)=a(1+\phi){ }^{\binom{m}{2}}$.
The above verify the equivalence of the 2 models and give a sample generation process for the Mallows model. However, it is rather impractical, since the average number of iterations required for it to produce a sample are $\frac{1}{a}=\frac{(1+\phi)}{Z(\phi)}$ ( $\left.\begin{array}{c}m \\ 2\end{array}\right)$, so the method of [19] is used instead.

### 5.1.1 Concentration in Kendall-Mallows

The previous method motivates us to compute the probability of a comparison being preserved in a sample. This results in the following lemma:

Lemma 5.1.1. In the simple Kendall-Mallows model, given $a, b \in[m]$ such that $\pi_{0}(a)<\pi_{0}(b)$, we have $p_{\pi_{0}(a)<\pi_{0}(b)} \geq \frac{1}{1+\phi}=p>\frac{1}{2}$.

Proof. Given $\mathcal{P}_{\phi, \pi_{0}}$ and $a, b \in[m]$ such that $\pi_{0}(a)<\pi_{0}(b)$. We have:

Remark that, for any ranking that preserves the comparison of $a, b$, there is exactly one ranking were that pair is inverted and the rest are the same. By Lemma 4.2.1, given $\sigma \in S_{m}$ such that $\sigma(a)<\sigma(b)$, we have:

$$
\begin{aligned}
d_{K T}\left(\sigma_{a \leftrightarrow b}, \pi_{0}\right) & \geq d_{K T}\left(\sigma, \pi_{0}\right)+1 \Longleftrightarrow \phi^{d_{K T}\left(\sigma_{a \leftrightarrow b}, \pi_{0}\right)} \leq \phi^{d_{K T}\left(\sigma, \pi_{0}\right)+1} \Longleftrightarrow \\
& \Longleftrightarrow{\underset{\sim \sim}{\mathcal{P}}}_{\phi, \pi_{0}}\left[\pi=\sigma_{a \leftrightarrow b}\right] \leq \phi_{\pi \sim \mathcal{P}_{\phi, \pi_{0}}}^{\mathbb{P}}[\pi=\sigma](2)
\end{aligned}
$$

Combining (1) and (2), we get:

$$
\begin{aligned}
p_{\pi_{0}(a)<\pi_{0}(b)} & =1-\sum_{\substack{\sigma \in S_{m} \\
\sigma(a)<\sigma(b)}}{\underset{\mathcal{P}}{\mathcal{P}_{\phi, \pi_{0}}}}_{\mathbb{P}}\left[\pi=\sigma_{a \leftrightarrow b}\right] \geq 1-\phi \sum_{\substack{\sigma \in S_{m} \\
\sigma(a)<\sigma(b)}} \mathbb{P}_{\substack{\mathcal{P}_{\phi, \pi_{0}}}}^{\mathbb{P}}[\pi=\sigma]= \\
& =1-\phi p_{\pi_{0}(a)<\pi_{0}(b)} \Longrightarrow p_{\pi_{0}(a)<\pi_{0}(b) \geq \frac{1}{1+\phi}=p>\frac{1}{2}}
\end{aligned}
$$

Remark that repetitions do not cause a decrease in the probability of a comparison being preserved. This has a very simple interpretation. Suppose that we have an instance where $p \rightarrow 1^{-}$. In that case, we start from a valid ranking and few inversions take place, resulting in what will probably be another valid ranking. On the other hand, if $p \rightarrow \frac{1}{2}^{+}$, we compensate for having a non-negligible probability of an invalid result by performing multiple iterations. Additionally, despite choosing independently each edge's direction in each iteration, the comparisons in the resulting sample are not independent (and they shouldn't be- if we take $\pi_{0}^{-1}: 1,2,3$ and swap 1 and 3 , this inadvertently causes the comparisons of those elements with 2 to change as well, so they can't, by any means, be independent). Finally, not all swaps have the same probability of occurring at the end.
Exploiting the fact that $p_{\pi_{0}(a)<\pi_{0}(b)}+p_{\pi_{0}(a)>\pi_{0}(b)}=1$, we get the following corollary:

Corollary 5.1.1. In the simple Kendall-Mallows model, given $a, b \in[m]$ such that $\pi_{0}(a)<$ $\pi_{0}(b)$, we have $p_{\pi_{0}(a)>\pi_{0}(b)} \leq \frac{\phi}{1+\phi}<1-p<\frac{1}{2}$ and $\delta_{a b} \geq \frac{1-\phi}{1+\phi}$ where $\delta_{a b}=p_{\pi_{0}(a)<\pi_{0}(b)}-$ $p_{\pi_{0}(a)>\pi_{0}(b)}$.

### 5.1.2 Approximating the MLE

The previous results motivate us to estimate the central ranking by focusing on pair-wise comparisons. The idea is to construct a ranking by examining each pair and seeing how they compare in the majority of samples. However, the previous approach does not define a single algorithm, since we have to resolve the issues of tie-breaking and cycle formation. Solving these defines an algorithm (or voting rule, as it would be referred in the context of social choice). This approach defines a family of rules referred to as pairwise-majority consistent (PM-c). We give a high level description of the algorithms of that family:

```
Algorithm 2: MLE approximation via PM-c rules
    Data: \(\boldsymbol{\pi}=\left(\pi_{1}, \ldots, \pi_{n}\right) \sim \mathcal{P}_{\phi, \pi_{0}}^{n}\)
    Result: \(\hat{\pi}\)
    for each \(a \in[m]\) do
        for each \(b \in[m] \backslash\{a\}\) do
            determine the way \(\hat{\pi}(a), \hat{\pi}(b)\) compare based on the majority of the samples
            (break ties arbitrarily);
        end
    end
    if the resulting graph is not acyclic then
        apply rule to convert it to an acyclic tournament graph;
    convert the graph to a ranking \(\hat{\pi}\);
    return \(\hat{\pi}\);
```

The time complexity of the above family is $\mathcal{O}\left(\mathrm{nm}^{2}\right)$ (supposing that tie-breaking takes negligible time compared to the other steps).

### 5.1.3 Sample Complexity Analysis

Having introduced PM-c rules, we can now present the main results of Caragiannis et. al.:

Theorem 5.1.2 (Caragiannis et. al. (2013)). For any $\epsilon \in(0,1]$, any $P M-c$ rule determines the true ranking with probability at least $1-\epsilon$ given $\mathcal{O}\left(\log \left(\frac{m}{\epsilon}\right)\right)$ samples from a simple KendallMallows model.

Proof. Let $\mathcal{P}_{\phi, \pi_{0}}$ be an instance of the model and $\boldsymbol{\pi}=\left(\pi_{1}, \ldots, \pi_{n}\right) \sim \mathcal{P}_{\phi, \pi_{0}}^{n}$ be $n$ iid samples from it. We write $n_{a b}=\sum_{i=1}^{n} \mathbb{1}\left\{\pi_{i}(a)<\pi_{i}(b)\right\}$ for any distinct $a, b \in[a, b]$. The probability of error of any PM-c rule whose result is denoted $\hat{\pi}$ is:

$$
\begin{aligned}
& \underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\hat{\pi} \neq \pi_{0}\right]=\underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\exists a, b \in[m]: \pi_{0}(a)<\pi_{0}(b) \wedge n_{a b} \leq n_{b a}\right] \leq \\
& \leq \sum_{a \in[m]} \sum_{b \in[m] \backslash\{a\}} \underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}_{n}^{n}}\left[\pi_{0}(a)<\pi_{0}(b) \wedge n_{a b} \leq n_{b a}\right]
\end{aligned}
$$

Given a pair of $a, b$ such that $\pi_{0}(a)<\pi_{0}(b)$, we have:

$$
\begin{aligned}
& \underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[n_{a b} \leq n_{b a}\right]=\underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\frac{n_{a b}-n_{b a}}{n} \leq 0\right] \leq \\
& \leq \underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\left|\frac{n_{a b}-n_{b a}}{n}-\underset{\boldsymbol{\pi} \sim \underset{\mathcal{P}}{\phi, \pi_{0}}}{\mathbb{E}}\left[\frac{n_{a b}-n_{b a}}{n}\right]\right| \geq \underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{E}}\left[\frac{n_{a b}-n_{b a}}{n}\right]\right]
\end{aligned}
$$

where $\underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{E}}\left[\frac{n_{a b}-n_{b a}}{n}\right]=\delta_{a b} \geq \frac{1-\phi}{1+\phi}=\delta$ (by Corollary 5.1.1). By the Hoeffding bound, we get:

$$
\underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[n_{a b} \leq n_{b a}\right] \leq 2 e^{-2 \delta^{2} n} \Longrightarrow \underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\hat{\pi} \neq \pi_{0}\right] \leq m^{2} e^{-2 \delta^{2} n}
$$

Demanding that to be less than $\epsilon$, we get $n \geq \frac{1}{2 \delta^{2}} \ln \left(\frac{m^{2}}{\epsilon}\right)$. Since we have $\delta=\Theta(1)$, we get that $n=\Omega\left(\log \left(\frac{m}{\epsilon}\right)\right)$ samples suffice for the probability of error to be less than $\epsilon$.

The time complexity of PM-c rules is $\Theta\left(n m^{2}\right)=\Theta\left(m^{2} \log \left(\frac{m}{\epsilon}\right)\right)$, assuming that the time required by the tie-breaking steps and post-processing of the result are negligible compared to the main procedure (which is a reasonable hypothesis).
We remark that the previous result holds even if the samples are drawn from simple KendallMallows distributions with the same central ranking but unequal spread parameters. Indeed, the Hoeffding bound does not require the involved random variables to identically distributed, just independent. The only thing that would change is $\delta$, which would have to be defined as $\delta=\min _{i \in[n]} \frac{1-\phi_{i}}{1+\phi_{i}}$. This was first remarked in [49].
This result comes with a matching lower bound. In order to present the proof, we need to define the accuracy of a (randomized) voting rule $r$ given $n$ samples. Given an instance of the model where the central ranking is $\pi_{0}$ the accuracy of the voting rule $r$ given $n$ samples $\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}$ is defined as $A c c^{r}\left(n, \pi_{0}\right)=\sum_{\boldsymbol{\sigma} \in S_{m}^{n}} \underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}[\boldsymbol{\pi}=\boldsymbol{\sigma}] \mathbb{P}\left[r(\boldsymbol{\sigma})=\pi_{0}\right]$ (the second probability is computed with respect to $r$ ). The accuracy of $r$ given $n$ samples is $A c c^{r}(n)=\min _{\pi_{0} \in S_{m}} A c c^{r}\left(n, \pi_{0}\right)$.

Theorem 5.1.3 (Caragiannis et. al. (2013)). For any $\epsilon \in\left(0, \frac{1}{2}\right]$, any (randomized) voting rule requires $\Omega\left(\log \left(\frac{m}{\epsilon}\right)\right)$ samples from a simple Kendall-Mallows model to determine the true ranking with probability at least $1-\epsilon$.

Proof. Though we do not have to resort to minimax theory, the idea of the proof is similar to that of the lower bounds presented in chapter 3: we need to find the instances that would make any algorithm struggle. For that reason, suppose that we have an instance of the model where the central ranking is $\pi_{0}$. We define the set $\mathcal{N}\left(\pi_{0}\right)=\left\{\sigma \in S_{m}: d_{K T}\left(\sigma, \pi_{0}\right)=1\right\}$. These are the rankings that can be constructed by swapping a single pair of adjacent elements of $\pi_{0}$ (the "neighbors" of $\pi_{0}$ ). We have $\left|\mathcal{N}\left(\pi_{0}\right)\right|=m-1$. The instances of the model that correspond to the elements of $\mathcal{N}\left(\pi_{0}\right)$ are those that, intuitively, should be harder for any voting rule to tell apart. Given some $\sigma_{0} \in \mathcal{N}\left(\pi_{0}\right)$, the triangle inequality yields $d_{K T}\left(\pi, \pi_{0}\right) \leq$ $d_{K T}\left(\pi, \sigma_{0}\right)+d_{K T}\left(\sigma_{0}, \pi_{0}\right)=d_{K T}\left(\pi, \sigma_{0}\right)+1, \forall \pi \in S_{m}$. For any $\boldsymbol{\sigma} \in S_{m}^{n}$, we have:

$$
\underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}[\boldsymbol{\pi}=\boldsymbol{\sigma}]=\prod_{i=1}^{n} \frac{\phi^{d_{K T}\left(\sigma_{i}, \pi_{0}\right)}}{Z(\phi)} \geq \prod_{i=1}^{n} \frac{\phi^{d_{K T}\left(\sigma_{i}, \sigma_{0}\right)+1}}{Z(\phi)}=\phi_{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \sigma_{0}}^{n}}^{\mathbb{P}}[\boldsymbol{\pi}=\boldsymbol{\sigma}]
$$

Let $r$ be a voting rule such that $\operatorname{Acc}^{r}(n) \geq 1-\epsilon \Longrightarrow A c c^{r}\left(n, \pi_{0}\right) \geq 1-\epsilon$. We have:

$$
\begin{gathered}
1-\epsilon \leq A c c^{r}\left(n, \pi_{0}\right)=\sum_{\boldsymbol{\sigma} \in S_{m}^{n}}{\mathbb{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}_{\mathbb{P}}[\boldsymbol{\pi}=\boldsymbol{\sigma}] \mathbb{P}\left[r(\boldsymbol{\sigma})=\pi_{0}\right]= \\
=\sum_{\boldsymbol{\sigma} \in S_{m}^{n}} \boldsymbol{\pi} \sim \mathcal{P}_{\mathcal{P}_{\phi, \pi_{0}}^{n}}^{\mathbb{P}_{n}}[\boldsymbol{\pi}=\boldsymbol{\sigma}]\left(1-\mathbb{P}\left[r(\boldsymbol{\sigma}) \neq \pi_{0}\right]\right)=1-\sum_{\boldsymbol{\sigma} \in S_{m}^{n}}{\mathbb{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}_{\mathbb{P}}[\boldsymbol{\pi}=\boldsymbol{\sigma}] \mathbb{P}\left[r(\boldsymbol{\sigma}) \neq \pi_{0}\right] \leq \\
\leq 1-\sum_{\sigma_{0} \in \mathcal{N}\left(\pi_{0}\right)} \sum_{\boldsymbol{\sigma} \in S_{m}^{n}}{\boldsymbol{\pi} \sim \mathcal{P} \mathcal{P}_{\phi, \pi_{0}}^{n}}_{\mathbb{P}}[\boldsymbol{\pi}=\boldsymbol{\sigma}] \mathbb{P}\left[r(\boldsymbol{\sigma})=\sigma_{0}\right] \leq \\
\leq 1-\phi^{n} \sum_{\sigma_{0} \in \mathcal{N}\left(\pi_{0}\right)} \sum_{\boldsymbol{\sigma} \in S_{m}^{n}}{\mathbb{\pi} \sim \mathcal{P}_{\phi, \sigma_{0}}^{n}}_{\mathbb{P}_{n}}[\boldsymbol{\pi}=\boldsymbol{\sigma}] \mathbb{P}\left[r(\boldsymbol{\sigma})=\sigma_{0}\right]=1-\phi^{n} \sum_{\sigma_{0} \in \mathcal{N}\left(\pi_{0}\right)} A c c^{r}\left(n, \sigma_{0}\right) \leq \\
\leq 1-\phi^{n}(m-1)(1-\epsilon) \Longrightarrow \phi^{n}(m-1)(1-\epsilon) \leq \epsilon
\end{gathered}
$$

The above yields $n=\Omega\left(\log \left(\frac{m}{\epsilon}\right)\right)$.
Our presentation of [10]. will stop here, though we have presented about half of the work of Caragiannis et. al. Their other results are important in the context of social choice theory, which is not where we want to focus.

### 5.2 Estimating the Spread Parameters

The sample complexity of estimating the spread parameters of the Kendall-Mallows model was essentially settled in [9]. We will now present their results.

### 5.2.1 From Mallows to Sums of Truncated Geometrics

First, the authors show that the approach of Caragiannis et. al. can be applied to the Mallows Block model, as well as that $\log (m)$ samples are necessary to learn in TV-distance an instance of the simple Mallows model with unknown central ranking. Having done that, the authors tackle the problem of estimating the spread parameter of the Kendall-Mallows model. There, they follow a counter-intuitive approach, by solving a seemingly more complicated problem. Specifically, they observe that the pmf of the Generalized Kendall-Mallows model can be factorized as:

$$
\underset{\pi \sim \mathcal{P}_{\boldsymbol{\phi}, \pi_{0}}}{\mathbb{P}}[\pi=\sigma]=\prod_{i=1}^{m} \frac{\phi_{i}^{V_{i}\left(\sigma, \pi_{0}\right)}}{Z_{i}\left(\phi_{i}\right)}
$$

Computing the marginals of the random variables $Y_{i}=V_{i}\left(\pi, \pi_{0}\right)$, we get:

$$
\underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{P}}\left[Y_{i}=k_{i}\right]=\frac{\phi_{i}^{k_{i}}}{Z_{i}\left(\phi_{i}\right)}, k_{i} \in\{0,1, \ldots i-1\}
$$

Based on that, we conclude that the random variables $Y_{i}$ are independent. Moreover, the above distribution is in fact a variation of the geometric distribution, where $\phi_{i}$ denotes the probability of failure and we consider the support to be the set $\{0\} \cup[i-1]$. This is referred to as the truncated geometric distribution with truncation parameter $i-1$ (denoted $\left.\mathcal{T G}\left(\phi_{i}, i-1\right)\right)$. We write $\mathcal{P}_{\boldsymbol{\phi}}=\bigotimes_{i \in[n]} \mathcal{T} \mathcal{G}\left(\phi_{i}, i-1\right)$.

Based on the above, the logical step is to show that learning in the Generalized KendallMallows model reduces to learning the spread parameters independently (which follow a known distribution). Busa-Fekete et. al. show that, if the central ranking is fixed, we essentially have $\mathcal{P}_{\phi, \pi_{0}} \equiv \mathcal{P}_{\boldsymbol{\phi}}$. To prove that, they exploit the fact that it is possible to define a bijective mapping between the elements of the support of $\mathcal{P}_{\boldsymbol{\phi}, \pi_{0}}$ and those of the support of $\mathcal{P}_{\boldsymbol{\phi}}$ based on Proposition 4.2.1.
The other key remark at this point is that both the Generalized Kendall-Mallows model and the truncated geometric distribution are exponential families. Indeed, we have:

$$
\begin{gathered}
p_{\boldsymbol{\theta}}(\pi)=\exp \left(\boldsymbol{\theta}^{T} \boldsymbol{T}(\boldsymbol{x})-a(\boldsymbol{\theta})\right) \\
\boldsymbol{\theta}=\left(\ln \left(\phi_{1}\right), \ldots, \ln \left(\phi_{m}\right)\right) \\
\boldsymbol{T}(\pi)=\left(V_{1}\left(\pi, \pi_{0}\right), \ldots, V_{m}\left(\pi, \pi_{0}\right)\right) \\
a(\boldsymbol{\theta})=\sum_{i=1}^{m} a_{i}\left(\theta_{i}\right)=\sum_{i=1}^{m} \ln \left(Z_{i}\left(e^{\theta_{i}}\right)\right)
\end{gathered}
$$

and:

$$
\begin{gathered}
p_{\theta_{i}}(x)=\exp \left(\theta_{i} T(x)-a(\theta)\right), x \in\{0,1, \ldots i-1\} \\
\theta_{i}=\ln \left(\phi_{i}\right) \\
T(x)=x \\
a\left(\theta_{i}\right)=\ln \left(Z_{i}\left(e^{\theta_{i}}\right)\right)
\end{gathered}
$$

provided that $i$ is fixed.
The above imply that Proposition 3.6 .3 can be used, so the problem of learning a Generalized Kendall-Mallows model in KL-divergence and TV-distance can indeed be reduced to learning the joint distribution of its sufficient statistics.

### 5.2.2 Parameter Estimation in Truncated Geometrics

Since we showed that the problem of learning Generalized Mallows reduces to learning truncated geometrics, we will now write down the MLE for the distribution $\mathcal{T} \mathcal{G}(\phi, i-1)$, provided that $i$ is known. Suppose we have $\boldsymbol{X} \sim \mathcal{T} \mathcal{G}(\phi, i-1)^{n}$. The MLE is:

$$
\begin{gathered}
\hat{\phi}=\underset{\phi}{\operatorname{argmax}}\{L(\phi \mid \boldsymbol{X})\}=\underset{\phi}{\operatorname{argmax}}\left\{\prod_{i=1}^{n} \frac{\phi^{X_{i}}}{Z_{i}(\phi)}\right\}=\underset{\phi}{\operatorname{argmax}}\left\{\frac{\phi^{\sum_{i=1}^{n} X_{i}}}{Z_{i}(\phi)^{n}}\right\}= \\
=\underset{\phi}{\operatorname{argmax}}\left\{\left(\sum_{i=1}^{n} X_{i}\right) \ln (\phi)-n \ln Z_{i}(\phi)\right\}
\end{gathered}
$$

Taking the derivative with respect to $\phi$, we get:

$$
\left(\sum_{i=1}^{n} X_{i}\right) \frac{1}{\hat{\phi}}-n \frac{Z_{i}^{\prime}(\hat{\phi})}{Z_{i}(\hat{\phi})}=0 \Longleftrightarrow \hat{\phi} \frac{Z_{i}^{\prime}(\hat{\phi})}{Z_{i}(\hat{\phi})}=\frac{1}{n}\left(\sum_{i=1}^{n} X_{i}\right)=\bar{X}_{n}
$$

The form of the above equation is similar to that of Subsection 4.4.2. However, this time, we can actually face the issue, using the fact that truncated geometrics with given truncation parameter form an exponential family. Indeed, remark that the RHS is equal to the mean value of $\mathcal{T G}(\hat{\phi}, i-1)$. We have:

$$
\underset{X \sim \mathcal{T G}(\hat{\phi}, i-1)}{\mathbb{E}}[T(X)]=\underset{X \sim \mathcal{T G}(\hat{\phi}, i-1)}{\mathbb{E}}[X] \stackrel{\hat{\theta}=\ln (\hat{\phi})}{=} \frac{d}{d \hat{\theta}}(a(\hat{\theta}))=\hat{\phi} \frac{Z_{i}^{\prime}(\hat{\phi})}{Z_{i}(\hat{\phi})}
$$

Consequently, the problem is reduced to finding $\hat{\phi}$ such that:

$$
h(\hat{\phi})=\underset{X \sim \mathcal{T G}(\hat{\phi}, i-1)}{\mathbb{E}}[X]=\frac{1}{m}\left(\sum_{i=1}^{n} X_{i}\right)
$$

This is greatly facilitated by the fact that $h$ is strictly increasing. Indeed:

$$
h^{\prime}(\hat{\phi})=\frac{d^{2}}{d \hat{\theta}}(a(\hat{\theta}))=\operatorname{Var}_{X \sim \mathcal{T G}(\hat{\phi}, i-1)}(X)>0
$$

As a result, despite being unable to compute the inverse function, we can find an approximate solution that is $\gamma$-close to the desired one in $\mathcal{O}\left(\log \left(\frac{1}{\gamma}\right)\right)$ time using binary search. The exact expressions for the mean and the variance of $\mathcal{T G}(\phi, k)$ are (the derivation can be found in [9]):

$$
\begin{gathered}
\underset{X \sim \mathcal{T G}(\phi, k)}{\mathbb{E}}[X]=\frac{\phi}{1-\phi}-(k+1) \frac{\phi^{k+1}}{1-\phi^{k+1}} \\
\operatorname{Var}_{X \sim \mathcal{T G}(\phi, k)}[X]=\frac{\phi}{(1-\phi)^{2}}-(k+1)^{2} \frac{\phi^{k+1}}{\left(1-\phi^{k+1}\right)^{2}}
\end{gathered}
$$

The above results should be compared with the case of the standard geometric distribution, which we examined in Example 3.2.2.2. In both examples, the MLE is computed by calculating the sample mean and inverting the function that gives the mean as a function of the parameter. The only difference is that for the truncated geometric it is not possible to compute the inverse function so we have to estimate it. Moreover, if we take $k \rightarrow \infty$, the second term vanishes in both the above expressions and we get the ones for the simple geometric distribution.

### 5.2.3 The Block Model

It appears that everything is in place. We know that each sample $\pi \sim \mathcal{P}_{\boldsymbol{\phi}, \pi_{0}}$ "breaks" into $m$ independent values $Y_{i} \sim \mathcal{T G}\left(\phi_{i}, i-1\right)$, each of which can be used to estimate the corresponding spread parameter. However, Busa-Fekete et. al. make one last important remark. Specifically, they consider the case where we know from the start that some of the alternatives share the same spread parameter value. This motivates the introduction of the Mallows Block model, which is also an exponential family (provided that the block structure is fixed). This makes it possible to aggregate the values $Y_{i}$ that correspond to alternatives belonging in the same block in order to produce better results with fewer samples. A special case of this is the simple Kendall-Mallows model, where all alternatives are in the same block, thus making it possible to estimate $\phi$ even from a single sample as $m \rightarrow \infty$. This manages to incorporate one of the most important attributes of the estimator given by Mukherjee in [41].

### 5.2.4 Parameter Estimation in the Kendall-Mallows Block Model

We now proceed with the results of the paper related to parameter estimation. They are stated informally, followed by proof sketches. Note that, for the following, $m^{\star}=\min _{i \in[d]} m_{i}$.
The learning algorithm whose correctness and optimality we wish to prove is the following:

```
Algorithm 3: Spread Parameter Estimation
    Data: \(\pi_{1}, \ldots, \pi_{n} \sim \mathcal{P}_{\boldsymbol{\phi}, \pi_{0}, \boldsymbol{B}}, \pi_{0}\)
    Result: \(\hat{\phi}\)
    for each \(i \in[d]\) do
        compute \(r=\frac{1}{n} \sum_{k=1}^{n} T_{i}\left(\pi_{k}, \pi_{0}, \boldsymbol{B}\right)\);
        use binary search to find \(\hat{\theta}_{i}\) such that \(a_{i}^{\prime}\left(\hat{\theta}_{i}\right) \approx r\);
        \(\hat{\phi}_{i}=e^{\hat{\theta}_{i}} ;\)
    end
    return \(\hat{\phi}\);
```

We first state the main result involving parameter estimation.

Theorem 5.2.1 (Busa-Fekete et. al (2019) (Informal)). Given $n=\tilde{\Omega}\left(\frac{d}{m^{\star} \epsilon^{2}}+\log (m)\right)$ samples from a Kendall-Mallows d-block distribution $\mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}}$, we can find estimates $\hat{\pi}$ and $\hat{\boldsymbol{\phi}}$ such that:

$$
\underset{\pi \sim \mathcal{P}_{\phi^{\star}, \pi_{0}, \boldsymbol{B}}^{n}}{\mathbb{P}}\left[\left(\hat{\pi}=\pi_{0}\right) \wedge\left(\left\|\hat{\boldsymbol{\phi}}-\boldsymbol{\phi}^{\star}\right\|_{2} \leq \epsilon\right)\right] \geq 0.99
$$

If $\pi_{0}$ is known, then with $n=\tilde{\Omega}\left(\frac{d}{m^{\star} \epsilon^{2}}\right)$ we have:

$$
\underset{\pi \sim \mathcal{P}_{\phi^{\star}, \pi_{0}, \boldsymbol{B}}^{n}}{\mathbb{P}}\left[\left\|\hat{\phi}-\boldsymbol{\phi}^{\star}\right\|_{2} \leq \epsilon\right] \geq 0.99
$$

Proof Sketch. If the central ranking is not known, it can be learned with high probability using $\log (m)$ samples (hence the corresponding term in the first expression). For the rest, we consider that $\hat{\pi}=\pi_{0}$.
We know that, given $\pi \sim \mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}}$, the random variables $V_{i}\left(\pi, \pi_{0}\right)$ follow a truncated geometric distribution and are independent. Consequently, the sufficient statistics $T_{i}\left(\pi, \pi_{0}, \boldsymbol{B}\right)=$ $\sum_{j \in B_{i}} V_{j}\left(\pi, \pi_{0}\right)$ are also independent, as sums of independent random variables with no common terms. Consequently, each spread parameter can be estimated separately.
Since the central ranking is known, the target distribution belongs to an exponential family, so their properties can be exploited. For that reason, instead of the spread parameters $\phi_{i}$, we will estimate their logarithms $\theta_{i}$ (which are the natural parameters of the exponential family). By the properties of exponential families, we have:

$$
h_{i}\left(\theta_{i}\right)=\underset{\pi \sim \mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi, \boldsymbol{B}}}{\mathbb{E}}\left[T_{i}\left(\pi, \pi_{0}, \boldsymbol{B}\right)\right]=\sum_{j \in B_{i}} \underset{\sim \sim \mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi, \boldsymbol{B}}}{\mathbb{E}}\left[V_{j}\left(\pi_{0}\right)\right]
$$

All the summands are strictly increasing functions (based on what we showed previously about the truncated geometric distribution), so $h_{i}$ is strictly increasing. This verifies that the algorithm presented previously is correct. It remains to determine the sample complexity. To do
that, the concentration bound of Proposition 3.6.2. From that point on, the proof's difficulty is to lower bound the KL-divergence of 2 distributions in the family, which is equivalent to lower bounding the variance of a distribution whose parameter is in the interval defined by those of the previous 2 .

Suppose now that the central ranking is known. Setting $n=1$ and solving for $\epsilon$ gives us a view of the error rate with respect to the minimum block size. Specifically, we have:

Corollary 5.2.1 (Busa-Fekete et. al (2019) (Informal)). Given a single sample from KendallMallows d-block distribution $\mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}}$ with known central ranking $\pi_{0}$ and unknown spread parameters $\boldsymbol{\phi}^{\star}$, we can estimate $\hat{\boldsymbol{\phi}}$ so that:

$$
\underset{\pi \sim \mathcal{P}_{\phi^{\star}, \pi_{0}, \boldsymbol{B}}}{\mathbb{P}}\left[\left\|\hat{\boldsymbol{\phi}}-\boldsymbol{\phi}^{\star}\right\|_{2} \leq \tilde{\mathcal{O}}\left(\sqrt{\frac{d}{m^{\star}}}\right)\right] \geq 0.99
$$

Observe that, as $m^{\star} \rightarrow \infty$, the error goes to 0 . This is due to the aggregation effect we described previously. In the case of the simple Kendall-Mallows model, we have $m^{\star}=m$, so a single sample ends up behaving like $m$ independent samples, all of which are used to estimate the same value. This verifies that estimation from a single sample is possible, just as with the estimator given in [41].

### 5.2.5 Distribution Learning in the Kendall-Mallows Block Model

We now present the results related to distribution learning. The learning algorithm we use is the same as before. However, the sample complexity that we get is higher than the one for parameter estimation. That is because computing a distribution that is close to another one with respect to some statistical distance is generally a more strict demand than having a good estimate for some parameter. The sample complexity that is achieved by the algorithm is:

Theorem 5.2.2 (Busa-Fekete et. al (2019) (Informal)). Given $n=\tilde{\Omega}\left(\frac{d}{\epsilon^{2}}+\log (m)\right)$ samples from a Mallows d-block distribution $\mathcal{P}_{\phi^{\star}, \pi_{0}, \boldsymbol{B}}$, we can learn a distribution $\hat{\mathcal{P}}$ such that:

$$
\underset{\pi \sim \mathcal{P}_{\phi^{\star}, \pi_{0}, \boldsymbol{B}}^{n}}{\mathbb{P}}\left[D_{K L}\left(\mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}} \| \hat{\mathcal{P}}\right) \leq \epsilon^{2}\right] \geq 0.99 \Longrightarrow \underset{\boldsymbol{\pi} \sim \mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}}^{n}}{\mathbb{P}}\left[d_{T V}\left(\mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}}, \hat{\mathcal{P}}\right) \leq \epsilon\right] \geq 0.99
$$

Proof Sketch. The proof is similar to the previous one, though it simpler this time. Since we are interested in learning the distribution in KL-divergence and we know that the Mallows block model is an exponential family, we exploit Proposition 3.6.3, along with the tensorization identity given about the KL-divergence in chapter 3. After that point, the reasoning mostly the same as in the previous proof.

The result comes with a matching lower bound:

Theorem 5.2.3 (Busa-Fekete et. al (2019) (Informal)). For any distribution $\hat{\mathcal{P}}$ that is based only on o $\left(\frac{d}{\epsilon^{2}}+\log (m)\right)$ samples from a Mallows $d$-block distribution there exists some $\mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}}$ such that $d_{T V}\left(\mathcal{P}_{\boldsymbol{\phi}^{\star}, \pi_{0}, \boldsymbol{B}}, \hat{\mathcal{P}}\right) \geq \epsilon$.

Proof Sketch. The result is a consequence of Fano's inequality. However, for that to be applied, it is necessary to define a family of distributions such that for any pair of distinct members of the family, both their KL-divergence is upper bounded and their TV-distance is lower bounded. For that reason, the central ranking and the block structure are fixed and the case where the alternatives are partitioned into $d$ blocks with equal number of elements is considered. The spread parameters take values in the set $\left\{\frac{1}{2}, \frac{1}{2}-c \frac{\epsilon}{\sqrt{m}}\right\}$ where $\epsilon$ is chosen to be small enough for the parameter value to be $\geq \frac{1}{4}$. That way, $2^{d}$ distributions can be defined. However, we are interested only in those that are not too "similar". Since the distributions are determined simply based on the values of the spread parameters, we can represent each distribution in the family as a binary string of length $d$ based on the mapping $\frac{1}{2}-c \frac{\epsilon}{\sqrt{m}} \rightarrow 0$ and $\frac{1}{2} \rightarrow 1$. Applying the Gilbert-Varshamov bound (Lemma 3.5.1), we get that there are at least $2^{\frac{d}{8}}$ distributions such that, given any pair them, they differ on at least $\frac{d}{8}$ spread parameters. This is the family of the distributions that are used to lower bound the minimax risk.
Based on the above, the KL-divergence of any pair of distributions in the above family is shown to be upper bounded by $32 c^{2} \epsilon^{2}$. What is less trivial is to lower bound the TV-distance of any pair of distinct distributions in the family. Because Proposition 3.4.4 does not yield a tight lower bound, the authors exploit Corollary 3.4.1. Specifically, they define random variables that are the sums of the sufficient statistics of a pair of distributions in the previously defined family. However, they only include a subset of those sufficient statistics that correspond to spread parameters that do not have the same value in the 2 distributions. The resulting random variables belong in the same exponential family but have different natural parameters, so Proposition 3.6.1 can be applied. The rest of the proof relies on the fact that the TV-distance is lower bounded by a function of the sum of the expected absolute deviation of each random variable from its mean, while each of those terms is lower bounded by $\frac{1}{\sqrt{2}}$.

## Chapter 6

## Learning in the Cayley-Mallows Model

In this chapter, we focus on the Mallows model equipped with the Cayley distance (henceforth referred to as the Cayley-Mallows model). While the KT distance focuses on the pair-wise comparisons between elements, thus being suitable for problems related to the modelling of ranking data, the Cayley distance focuses on the cyclic structure of permutations. Moreover, this version of the model exhibits weaker concentration around the central ranking, due to the fact that the Cayley distance is not bound by whether elements that have been swapped are adjacent or not. Consequently, it has generally been harder to come up with applications of this version, though one example can be found in [27], where the authors present an application within the context of computational biology where the Cayley-Mallows model fits better than the Kendall-Mallows model. Despite its influence on our approach, that work is mostly experimental in nature, whereas ours is more theoretically oriented. Specifically, we intend to the consider the problems that were examined in the previous chapter this time for the Cayley-Mallows model, showing how the techniques presented there can be adjusted to this setting. Our work is motivated by the difference noted in the results of [14] where the problem of learning mixtures under the Cayley-Mallows models was examined and those of [34] where the problem of learning mixtures under the Kendall-Mallows model was examined.

### 6.1 Recovering the Central Ranking

To tackle the problem, we will adjust the approach presented in [10]. Specifically, Caragiannis et. al. noted that, the model with the KT distance favors rankings where the inverted pairs are few and they used this property to efficiently approximate the maximum likelihood solution. In similar fashion, we will show that, when equipped with the Cayley distance, the model favours events where most alternatives are in their original positions. We will exploit that property to show that it is possible to recover the central ranking with high probability by determining which is the position where an element appears most frequently and then we will determine the sample complexity of the above algorithm.

### 6.1.1 Concentration in Cayley-Mallows

As we noted back in chapter 4, the Cayley distance between 2 permutations $\pi, \pi_{0}$ is $d_{c a}\left(\pi, \pi_{0}\right)=$ $m-k$, where $k$ is the number of cycles found in $\pi$ when considering the original positions of the objects in $\pi_{0}$. Therefore, when the Mallows model is equipped with this distance, the events that are favored are those where there are many cycles (ideally, when $k=m$, there is one cycle corresponding to each alternative which means that all cycles are of length 1 and no element is misplaced). This motivates us to compute the probability of an object's position being the same in a sample as in the original permutation.

Lemma 6.1.1. In the simple Cayley-Mallows model, the probability that an alternative $i \in[m]$ is ranked correctly in sample $\pi$ is equal to $p_{i \pi_{0}(i)}=\frac{1}{1+(m-1) \phi}, \forall i \in[m]$.

Proof. We have:

$$
\begin{equation*}
p_{i \pi_{0}(i)}=\sum_{\substack{\sigma \in S_{m} \\ \sigma(i)=\pi_{0}(i)}} \underset{\substack{\pi \sim \mathcal{P}_{\phi, \pi_{0}}}}{\mathbb{P}}[\pi=\sigma]=1-\sum_{\substack{\sigma^{\prime} \in S_{m} \\ \sigma^{\prime}(i) \neq \pi_{0}(i)}} \underset{\sim \sim \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{P}}\left[\pi=\sigma^{\prime}\right] \tag{1}
\end{equation*}
$$

Note that, when given a permutation where $i$ is ranked correctly, there are $m-1$ permutations where the $i$ has been transposed with another element and the rest are the same. By Lemma 4.2 .2 , we know that, for any such permutation $\sigma^{\prime}$ we have $d_{c a}\left(\sigma^{\prime}, \pi_{0}\right)-d_{c a}\left(\sigma, \pi_{0}\right)=1$. Based on the above remarks, (1) can be written in the form:

$$
\begin{aligned}
& p_{i \pi_{0}(i)}=1-(m-1) \phi\left(\sum_{\substack{\sigma \in S_{m} \\
\sigma(i)=\pi_{0}(i)}} \mathbb{P}_{\mathcal{P}_{\phi, \pi_{0}}}[\pi=\sigma]\right)=1-(m-1) \phi p_{i \pi_{0}(i)} \Longleftrightarrow \\
& \Longleftrightarrow p_{i \pi_{0}(i)}=\frac{1}{1+(m-1) \phi}
\end{aligned}
$$

A direct consequence of the above is that the probability of $i$ being misplaced is equal to $\frac{(m-1) \phi}{1+(m-1) \phi}$. However, we can prove something even stronger:

Corollary 6.1.1. Given some alternative $i \in[m]$ and $j \in[m]$ such that $\pi_{0}(i) \neq j$, we have $p_{i j}=\frac{\phi}{1+(m-1) \phi}$.

Proof. We have:

$$
p_{i j}=\sum_{\substack{\sigma^{\prime} \in S_{m} \\ \sigma^{\prime}(i)=j}} \mathbb{P}_{\substack{\mathcal{P}_{\phi, \pi_{0}}}}\left[\pi=\sigma^{\prime}\right]
$$

For each permutation $\sigma^{\prime}$ in the above sum, there exists exactly one permutation $\sigma$ where the element $i$ is swapped with the one occupying its correct position and the rest are as in $\sigma^{\prime}$. This, combined with Lemma 4.2.2, gives:

$$
p_{i j}=\phi\left(\sum_{\substack{\sigma \in S_{m} \\ \sigma(i)=\pi_{0}(i)}} \mathbb{P}_{\pi \sim \mathcal{P}_{\phi, \pi_{0}}}[\pi=\sigma]\right)=\phi p_{i \pi_{0}(i)}=\frac{\phi}{1+(m-1) \phi}
$$

Another interesting aspect of the model is the way the above probabilities change in case we are given that some alternatives are ranked correctly by a sample. We give the following result, which extends the previous lemmas.

Lemma 6.1.2. Let $i_{1}, \ldots, i_{k+1} \in[m]$ be distinct numbers and $j \neq \pi_{0}\left(i_{k+1}\right)$. We have:

$$
\begin{gathered}
\underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{P}}\left[\pi\left(i_{k+1}\right)=\pi_{0}\left(i_{k+1}\right) \mid \pi\left(i_{l}\right)=\pi_{0}\left(i_{l}\right), \forall l \in[k]\right]=\frac{1}{1+(m-1-k) \phi} \\
\underset{\pi \sim \mathcal{\mathcal { P } _ { \phi , \pi _ { 0 } }}}{\mathbb{P}}\left[\pi\left(i_{k+1}\right)=j \mid \pi\left(i_{l}\right)=\pi_{0}\left(i_{l}\right), \forall l \in[k]\right]=\frac{\phi}{1+(m-1-k) \phi}
\end{gathered}
$$

Proof. The proof is essentially the same as the ones we gave for the previous 2 lemmas. However, given some ranking where $i_{k+1}$ is ranked correctly, there are $m-1-k$ rankings where the $i_{k+1}$ has been transposed with another element and the rest are the same (given that $i_{1}, i_{2}, \ldots, i_{k}$ have to be ranked correctly).

At this point, we can get a more concrete sense of the way the Cayley-Mallows model functions. Specifically, the model is a variation of the well-known matching problem (first defined in [40]). There, a number of letters are addressed to distinct individuals and for each letter there exists a corresponding envelope, but the letters are put into envelopes in a random fashion. In our setting, the letters are the alternatives and the envelopes are their correct positions. However, unlike the classical version of the problem, where all choices are performed uniformly at random, in this version, the parameter $\phi$ ensures that there is a bias towards the correct permutation (with the exception of when $\phi=1$, which corresponds to a degenerate case). The previous similarity is mentioned in [17], where the number of fixed points of permutations generated by the model is calculated, which can also be computed using the above result. A similar result about fixed points for the Kendall-Mallows model can be found in [42]. However, that result holds only in the asymptotic regime.
Overall, the above essentially give us a way to determine the central ranking. Specifically, note that $p_{i \pi_{0}(i)}>p_{i j}, \forall j \neq \pi_{0}(i)$ (provided that $\phi<1$ ), meaning that, given some element and a number of samples generated by the model, the position where it appears most frequently is the one more likely to be its correct position, although the concentration exhibited by the model is rather weak, since $p_{i \pi_{0}(i)} \rightarrow 0$ as $m \rightarrow \infty$. Taking all the above into account, in the next section, we will present a family of algorithms that learn the central ranking with high probability. This family, however, is expected to result in a higher sample complexity than the one given in [10] for the Kendall-Mallows model. That is because, in that model, the
probability that a pair-wise comparison is preserved is always greater than $\frac{1}{2}$, regardless of the value of the spread parameter, which is not true about our model.

### 6.1.2 Approximating the MLE

As explained previously, our approach will rely on the fact that each element's most likely position is the one where it most frequently appears in the available samples. This however describes a family of algorithms instead of a single one. That is because there may be 2 kinds of ties. First, there may be ties involving the appearances of a specific element. Second, there may be a pair of elements whose most frequent appearances correspond to the same position. Specifying tie-breaking rules for the above cases results in the definition of a single algorithm. The above should be compared with the PM-c rules defined in [10]. For the following, we will refer to the previous as position majority-consistent rules.
The above approach is computationally efficient. Indeed, it is reasonable to assume that the time required to break ties will be less than the time required to compute the frequency of each alternative's appearance in various positions. This last task can be performed as the input is read in $\Theta(n m)$ time. Consequently, the running time of the algorithm is linear with respect to the size of the input it receives. We give a high level description of the algorithm:

```
Algorithm 4: MLE approximation via position majority-consistent rules
    Data: \(\pi=\left(\pi_{1}, \ldots, \pi_{n}\right) \sim \mathcal{P}_{\phi, \pi_{0}}^{n}\)
    Result: \(\hat{\pi}\)
    for each \(i \in[m]\) do
        construct a histogram with the frequencies of its appearances;
        let \(j\) be the mode (break ties arbitrarily);
        \(\hat{\pi}(i):=j\) (break ties arbitrarily);
    end
    return \(\hat{\pi}\);
```


### 6.1.3 Sample Complexity Analysis

Now, we are ready determine the sample complexity of the previously described family of algorithms, provided that $\phi$ is upper bounded by some constant $<1$.

Theorem 6.1.3. Given any instance of the simple Cayley-Mallows model with central ranking $\pi_{0}$ and spread parameter $\phi \in[0,1-\gamma], \gamma \in(0,1]$ and any $\epsilon \in(0,1]$, any position majorityconsistent algorithm recovers the central ranking with probability at least $1-\epsilon$ using $n=$ $\Theta\left(\left(\frac{m}{\gamma}\right)^{2} \log \left(\frac{m}{\epsilon}\right)\right)$ samples with time complexity $\Theta\left(\frac{m^{3}}{\gamma^{2}} \log \left(\frac{m}{\epsilon}\right)\right)$.

Proof. Let $\hat{\pi}$ be the ranking recovered by an algorithm in the aforementioned family using $n$ samples, denoted $\left\{\pi_{k}\right\}_{k \in[n]} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}$. The probability of error is equal to:

$$
\begin{equation*}
\underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\exists i \in[m]: \hat{\pi}(i) \neq \pi_{0}(i)\right] \leq \sum_{i=1}^{m} \underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}_{n}^{n}}\left[\hat{\pi}(i) \neq \pi_{0}(i)\right] \tag{1}
\end{equation*}
$$

where the upper results from a direct application of the union bound. Let $n_{i j}$ denote the number of samples where alternative $i$ is placed in position $j$. Taking that into account, the terms of the sum on the RHS of (1) can be written in the form:

$$
\begin{equation*}
\underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\exists j \in[m] \backslash\left\{\pi_{0}(i)\right\}: n_{i j} \geq n_{i \pi_{0}(i)}\right] \leq \sum_{j \neq \pi_{0}(i)} \underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[n_{i j} \geq n_{i \pi_{0}(i)}\right] \tag{2}
\end{equation*}
$$

To proceed from here, we observe that $n_{i j}=\sum_{k=1}^{n} \mathbb{1}\left\{\pi_{k}(i)=j\right\}$ where $\mathbb{1}\left\{\pi_{k}(i)=j\right\}$ are iid Bernoulli random variables with probability of success $\frac{\phi}{1+(m-1) \phi}$ if $j \neq \pi_{0}(i)$ and $\frac{1}{1+(m-1) \phi}$ if $j=\pi_{0}(i)$. Therefore, we have:

$$
\begin{equation*}
n_{i \pi_{0}(i)}-n_{i j}=\sum_{k=1}^{n}\left(\mathbb{1}\left\{\pi_{k}(i)=\pi_{0}(i)\right\}-\mathbb{1}\left\{\pi_{k}(i)=j\right\}\right), j \neq \pi_{0}(i) \tag{3}
\end{equation*}
$$

Let $X$ be the above sum and let $X_{k}$ be the summands. The random variables $X_{k}$ are iid and have support $\{-1,0,1\}$. By linearity of expectation, we have:

$$
\underset{\pi_{k} \sim \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{E}}\left[X_{k}\right]=\underset{\pi_{k} \sim \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{E}}\left[\mathbb{1}\left\{\pi_{k}(i)=\pi_{0}(i)\right\}\right]-\underset{\pi_{k} \sim \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{E}}\left[\mathbb{1}\left\{\pi_{k}(i)=j\right\}\right]=\frac{1-\phi}{1+(m-1) \phi}>0
$$

and $\underset{\pi \sim \mathcal{P} \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{E}}[X]=\frac{n(1-\phi)}{1+(m-1) \phi}$. Consequently, the terms of the sum in the RHS of (2) can be written in the form:

Applying Hoeffding's inequality to the above, we get:

$$
\underset{\pi \sim \mathcal{P}_{\phi, \pi_{0}}}{\mathbb{P}_{n}}[X \leq 0] \leq 2 \exp \left\{-\frac{n(1-\phi)^{2}}{2[1+(m-1) \phi]^{2}}\right\}
$$

Combining all the above, we get that the probability of failure is upper bounded by:

$$
\underset{\boldsymbol{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{n}}{\mathbb{P}}\left[\exists i \in[m]: \hat{\pi}(i) \neq \pi_{0}(i)\right] \leq 2 m(m-1) \exp \left\{-\frac{n(1-\phi)^{2}}{2[1+(m-1) \phi]^{2}}\right\}
$$

We demand the above to be less than $\epsilon$ and get:

$$
n \geq \frac{2[1+(m-1) \phi]^{2}}{(1-\phi)^{2}} \ln \left(\frac{2 m(m-1)}{\epsilon}\right)
$$

Note that $2[1+(m-1) \phi]^{2}=\Theta\left(m^{2}\right)$ and that $\frac{1}{\gamma^{2}} \geq \frac{1}{(1-\phi)^{2}}$. Consequently, we get that $n=\Theta\left(\left(\frac{m}{\gamma}\right)^{2} \log \left(\frac{m}{\epsilon}\right)\right)$ samples suffice to recover the central ranking with probability at least $1-\epsilon$ and this yields the desired time complexity.

We remark that, the result still holds even if the spread parameters of the distributions where the samples are drawn from were not the same (just as in the Kendall-Mallows model).
So far, we have upper bounded the sample complexity of recovering the central ranking in the Cayley-Mallows model. We will now apply the technique used in chapter 5 to get a lower bound. As we will see, the lower bound that we will get does not match the sample complexity of the family of algorithms described above.

Theorem 6.1.4. For any $\epsilon \in\left(0, \frac{1}{2}\right]$, any (randomized) algorithm requires $\Omega\left(\log \left(\frac{m}{\epsilon}\right)\right)$ samples from a simple Cayley-Mallows model to determine the true ranking with probability at least $1-\epsilon$.

Proof. The proof is similar to that we gave for the Kendall-Mallows model in chapter 5 for Theorem 5.1.3. The only thing that changes is the cardinality of the set $\mathcal{N}\left(\pi_{0}\right)$. Specifically, we have $\left|\mathcal{N}\left(\pi_{0}\right)\right|=\binom{m}{2}$. Repeating the steps of that proof results in $\phi^{n} \frac{m(m-1)}{2}(1-\epsilon) \leq \epsilon$ which yields $n=\Omega\left(\log \left(\frac{m}{\epsilon}\right)\right)$.

Obviously, this lower bound does not match the upper bound we gave. Applying Fano's method would yield a similar result. This could either due to the fact that algorithms that belong to the family we presented previously are sub-optimal or because the previous technique does not yield tight results for this version of the Mallows model. There is also the case that the sample complexity analysis we gave above is not tight, though this seems rather unlikely. For a further discussion of the issue, see chapter 7 .
Another remark that we should make involves the applicability of the previous for the Mallows model for other distance metrics. In particular, in the case of Spearman's footrule, by applying the same technique as in 6.1 .1 combined with the triangle inequality, we would get that $p_{i \pi_{0}(i)} \geq$ $\frac{1}{1+(m-1) \phi}$, so the previous family of algorithms works for this version of the model as well. The same cannot be said about Spearman's rank correlation, due to the fact that it does not satisfy the triangle inequality.

## Chapter 7

## Conclusions and Future Work

In this thesis, we gave the first algorithm that recovers the central ranking in the CayleyMallows model in a provably computationally efficient fashion. The issue of whether the algorithm we gave is optimal is an open question, though one we are actively working on. Moreover, it would be interesting to examine whether the approach of [9] can be applied in the case of the Cayley-Mallows model. We think that this is highly likely, due to the fact that it is possible to show that the sufficient statistics of the Cayley-Mallows model are independent Bernoulli random variables, based on the definition of the model given in chapter 4 and Proposition 4.2.2. This is another issue that we are examining. Furthermore, it would be interesting to examine which other versions of the Mallows model admit similar approaches. Another possible direction for future work is one motivated by the questions posed in [9]. Specifically, the authors asked what is the minimum number of samples required to recover the block structure of a Kendall-Mallows block distribution. This is a question that has drawn our attention in the past, though none of our work concerning this issue is included in this thesis. Another question the authors posed in the same paper is whether it is possible to estimate the spread parameters from a single sample without knowing the block structure. Though we do not have a definitive answer, we believe this to be unlikely, due to the fact that it seems to be impossible to aggregate samples of the sufficient statistics without knowing that they correspond to alternatives belonging in the same block. However, this is merely an intuitive argument and this line of research should not be dismissed only because of it. Moreover, it would be interesting to examine those questions for the Cayley-Mallows model as well. Finally, it would be interesting to examine the above questions in the context of other ranking models, such the Plackett-Luce model (which we introduced back in chapter 4).
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[^0]:    ${ }^{1}$ A sequence of random variables $\left\{X_{n}\right\}_{n \in \mathbb{N}}$ converges in probability to some random variable $X$ if $\mathbb{P}\left[\left|X_{n}-X\right| \geq \epsilon\right] \rightarrow 0, \forall \epsilon>0$. This is denoted $X_{n} \xrightarrow{P} X$.

[^1]:    ${ }^{2}$ The $p$-th moment of a random variable $X$ is the value $\mathbb{E}\left[X^{p}\right], p \in \mathbb{N}$.

[^2]:    ${ }^{3}$ When computing the entropy of such distributions, terms of the form $0 \log (0)$ are quite common. To compute such terms, it is necessary to use the limit $\lim _{p \rightarrow 0} p \log (p)=0$.

[^3]:    ${ }^{4} L(\boldsymbol{x}, \boldsymbol{y})$ denotes the line segment defined by the points corresponding to vectors $\boldsymbol{x}, \boldsymbol{y}$.

