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ITepiAndn

H avéiuon tou xoopoloyixol dixtbou elvar €va evepyo medio Epeuvoc Ye TOAES Eqop-
wovéc. O andtatog oxomdg Tou eivan 1 xotavonon Twv Potid pilwPévmy QUOIXMY VOUWY
xou BLUVEPEWY oL BIéTouV TNV dnuiovpyio xou TV eEEMEN TOL and TNV amoEY N TOU YEAVOU.
ITohhéc uédodor xan teyvixég €xouv mpotadel yior vo e€oydolv Tor BLkTERA YoPUXTNELO TIXG
OYETIXA UE TOUC Yoho&leg, Tor SLoryoha&iod OLXOBOUNUOTO XL TIC OYETELC UETOEY TwV YohaEl-
V. Xe auth T dimhwuatixn epyacio Yo TpoonadiooVUE Vo UEAETHACOUUE TO XOOUIXO BIXTUO
a6 i BLUPOPETIXY TEOOTTIXY TOL BEV €lvol TOGO XOVTY GTOV TEOTO TEOGEYYIONE ANO TOUG
a6 TEOPUOKOVS. O TEooTAINCOUUE Vo GUVBUAGOLUE TNV Vewplo YRUPNUATWY %o Ta Epyaleia
NS UE TO XOOUIXO BIXTUO, ETOL WOTE VO LOVTIEAOTIOLICOUUE TNV XATAOXELY| Xou dLdptpwan Tou
CUUTAVTOC PE TETOLO TEPOTO (OTE VO UTOPECOUUE VO TEOCPEQOVUE Uidt TOLXLALYL YOQOXTNELO TL-
AWV OTOUG AGTEOPUOIXOVS YId TORAUTAVG EAETH. XTO (Blo oXeTTIXG, Vo eQapuécoupE eniong
ued680UC TOTOAOYIXNE XATNYORPLOTOINGNC TROTOTOMNUEVES XATIAANACL (OOTE VoL TaLetdlouy TNy
QLT TWV XOCUONOYIXWY DEBOPEVWY (OOTE VAL UTORECOUUE VO To EPUNVEVCOUUE OE Wlol O €-
VOTIOINUEVT, Lop®T). Xe auTH) TNV epyacio TpoTelvouue xon e@aproloUE xURIC XUUVOTOUES
16éec WOoTE Vo TpooeyYicouue To TEOBANU, xadw oYedGV GAOL oL aAYOELIUOL, UXOUT Xal OGOL
elyav oplotel and dAloug, Tpomomotinxay xUTAAANAWS 0TO TAXICLO TOU EVOLAPEPOVTOG US.
Kdmoleg and Tic 1déec gotvovTol UTocyOUEVES av YIVOUY TEQUTERL TEOTOTIOLACELS, EVE GAAES
€y oLV 1M1 e€dyeL EVOLAPEPOVTO ATOTEAECUATA. 1€ AUTH T1 SITAWUATIXY EpYacia Tapouctdlou-
UE TNV YeNon xou Ta anoTeEAéopaTa and epyaheia oty Yewplo YooPNUATHOY EQUOUOCUEVI GTO
%00Ux6 BixTuo, 6Twe to Gravity Lattice xou to Gravity Fields. Emniéov, napovoidlovton
Ta AMOTEAEGHATO ATd TN YEHOM ahyopldumy Ywexnc xatnyoplonoinong, 6nwe to Gravity Lat-
tice Filtering xou o tpomonomuévog ahyopruog clustering ABACUS. Kipia cuvelogopd tne
napoLoag epyactiog eivar 1 ONuouEYiol LOVTEAWY TOU EVOWUATOVOUV YRUPOVEWENTIXES XAl O-
G TRPOPUOKES YVOCELS WOTE VoL TPOGEYYICOUV TO XOOUIXO BIXTUO AMOTEASOUATING XAl YPTY0pQ,

£Z0LXOVOUOVTOG ETOL UTOAOYLOTIXG YEOVO.

AéEeic KAeoud

Koopohoyxo Aixtuo, Xcake gpee dixtua, Iepapyint| opadonoinor, Graphons, Bopitnta,
Fohoiee, Iedio, Xwpwr tagivounan, IIAéyua, Filtering, GANs






Abstract

Analysis of the Cosmic Web is an active field of research with a wide variety of ap-
plications. The ultimate purpose of it is to understand the deeply rooted forces and laws
that govern the creation and evolution of the universe since its beginning. Many methods
have been proposed in order to extract features about the galaxies, their structures and
the relation among them. On this thesis we will try to study the cosmic web from a diffe-
rent perspective not so close to the astrophysical one. We will attempt to combine graph
theory and its tools with the cosmic web in order to model the universal formation in a
way that it will offer a variety of new features to the astrophysicists. On the same manner
we will also apply spatial categorization methods altered in a way to fit the cosmological
data in order to interpret them in a more compact way. Throughout this thesis we mainly
suggest and apply novel methods of approximating the problem as almost every algori-
thms used, even the predefined ones, are altered in the context of interest. Some of these
approaches seem promising if further modifications are made, while others have already
made interesting results. Throughout this thesis we present the usage and results of graph
tools in cosmic web like Gravity Graphons and Gravity Fields. Moreover we present the
results from using spatial categorization algorithms like Gravity Lattice Filtering and mo-
dified clustering algorithm ABACUS. The main contribution of this thesis is the creation
of models that integrate graphical and astrophysical knowledge in order to approach the

cosmic web fast end effectively, saving computational time from supercomputers.

Keywords

Cosmic Web, Scale Free Networks, Hierarchical clustering, Graphons, Gravity, Gala-
xies, Fields, Spatial Clustering, Lattice, Filtering, GANs
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Extevnc Ilepiindn ota EAANvVIXd

Ye autd T xePIAALO Vol TOPOUCLICOUUE EXTEVAS TNV EQYATLO TOU EXTIOVACOHE OTO TAXGLO

e TopoVoug SIMAWUATIXAC epyaciog uéoa and uio extetopévn TepiAndn oto EXAnvixd.

Yuvelcpopd

H xdpia cuvelsgopd tng mopolcag epyociog evioniletol oTnyV Topoy ) LOVTIEAWY UE OXOTO
TNV TEOGEYYLOT ToL xoouxoL dixtiou. To medlo €peuvag Tne xoopohoyloug ov xat tWoLdTepa
EVEPYO BEV TROCPEREL XATOLOL OVTIXELIEVIXY| CLUVEETNOT UETENONS TNE EmiTtuyiog xdie povtéhou
OTNY TEOGEYYIGT] TV WLOTHTWY XAl TWV XATACKEVKDY TOU XOCHOROYX0U BixTOou. Aueces tpo-
extdoelc xou emoueva Briuata pag Yo amoteréoel 1 eaywy | xou oploTixonoinot uiag tétolog
QVTIXEEVIXAC CLUVAPTNONC. LTO TAAiCLO TN ToEOVCUS EPYACIAS TUPEYOUNE YRAUPLXA LOVTEND
TIOU EVOWUATOVOUV dAYORLIUIXES EVVOLEC WOTE Vo TpoceYYloouue To clunay. To xpto mhe-
OVEXTNUO MG OE OYEOT UE TIC UTOAOLTES €pYaoie 0To Ywpo PeloxeTtol 6To0 YEYOVOS OTL OL
npoceYYloelg pag elvol amoBEDELYUEVL YR YOPES %O TAL ATOTEAECUATA TOUC APXETA LXAVOTOL-
nuixd. Xpnon twv pedodwy yoc Yo odnyoloe ce e£oixovounan UTOAOYIGTIXOU YEOVOU TOU
amoutelton LTS TIC UTEEY0UCES CUVUAXES Yol TNV €C0YWYT) CUUTERUOUATOV OYETXE UE TG YO
&€ XaTaoXeVES XaL TNV LYY Tou cluravtog. Télog 1 epyaoia poag dapoponoteitar and
exelvn twv Barabési et.el. [32] xadd¢ eyelc mpaypotonoolue xou unohoyioTixée dadxaoies

TG OTOL TPOXUTTOVTOL YROUPTLATOL.

Oewpentixd YTro6Boadpo

Yta mhalolr auTAS TN EVOTNTOS Yo TUPOUGIACOUUE TO ANALTOUUEVO Amd TOV AVAY VOO TN
Yewpntind uTOBudpo WOTE Vo UTORECEL VoL THEUXOAOVITICEL GTY) GUVEYELX TIC EVVOLEG XAIKG
xa T Yedddoug TRoGEYYIoNE Tou TEOPBAAUATOS TNG avdAucC Tou xoouxol dxtbou. H o-
TauToVUEVES VewpnTnég YVWoelS Ywellovton oe 800 xatnyoples, TIC YpapoYempnTxés xou TiC

OYETWUES PE TNV YwEXT ToEvouno.

I'eapodewpntixég I'voroeig

Ye 6T agopd Ti¢ YpupolewenTixés Yvwoelg anoutoluev elvon 1 eCowelworn pe To scale

free dlxtua xadog xou to small world dixtuo. Xyetnd pe to mopamdve amanteltan 1 yvwon

12
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OYETXA ME TNV OOUN Xou Tol LOETEQU YUPAXTNELOTIXG YVORIOUTA TOUG.  LUYXEXQLIEVY To
dixTua awtoL Tou eldoug yoapoxtnellovton and wia x| cuVdETNoN Tou TEoceYYilel G TOAD

7 4 4 7’ 7 4 7
wovorotnuxd Boadud tn xotavoun Twv Padudy Ty xoufny Toug. Autr diveton og:

P(k) = k™

omou To Y elvon 1 exdeTinn TapdueTEog o xadopilel TNV CUUTERLPOEA TOL BXTLOL XaTd X0ELO
Aovo. Erlong xplowo ototyelo evog Sixthou elvon 1) txavOTnTo HaG Vo UTORECOUNE VoL Blat-
xplvouue xowoTnTeEG Evidg awtol. Me Ttov 6p0 %x0ovdTNTES AvaepdUAcTE oE plor oyadoroinom
TV XOUPwV ToL BIxTHOU OGTE XOUPoL TOL aVAXOoLY GTNV (BLol OUdda Vo HoLdLouY TERIGGOTERO
METOEY TOUG TaEd HE XOUPBOUC BLapORETIXNG OUAdaC. T'lol Vo XUTAPEROUIE VO XEVOUUE TNV Ta-
EUTAVEG OUABOTOINCT) UTEEY 0LV TOAAES UEVOBOL OhAG 0TO TAXICLO TNE AVAAUGCTIC TOU XOOULIXOU
oxTO0L Vo YENOWOTOLAGOUNE xRS TNV Lepapyixt| opadonoinon. Emiéyouue 1o mopoamdve
xadwg Yewpolye Ye Bdomn TiC YVOOELS Yo xat TNV avTiAndn yac Yot 1o Quotxd x6cuo OTL
uTdpyel ploc popprc ouologopplor aveldptnTta omd To NINEDO AVAAUCOTC TOU ETUAEYOUNE VO

00UUE TOV XOGUO.

Arnopoltnmn ylot TNy oxdAoudn aveAUcT TwV YEFOOWY UG OYETIXE UE TOL XOOULXd dixTua
elvow 1 yvoon plog popprc oplou yeapixhc oxohoudiag n onola xakeite Graphon. Autol tou
eldoug 10 Gplo YpapnAc axoloudiog €yel TV WLOTNTO Vo urtopel vor mpooeyyilel optaxd To
V-00T0 GTolyelo poag axohovdiog youpnudtemy xan vo €yel To (dla 1) mepimou T (Bl yapaxtn-
ploTd oyetind pe autd. Oplleton we pio ouvdptnon oto [0, 1]? mou xdvel avtioTolynon
oto [0, 1]. Buyxexpyéva yio va nporypatoromdel avtd oe xde xéufo avatideton plo Tun
mou €yel emheyel Tuyala and ula ogoldpopn xatavour| xou emhéyetan wla cuvdptnon W og
ouvdptnon tou Graphon. Ev télel yla Tnv Tehxr] and@aon oyeTixd Ue TNy UToeEn axunc
HETOED XOPLUPWY TOL YEUPHUATOC auTH YiveTon mdoavotixd ye tny mdavotnta OToEEng oxunc

avdpeoo oe 300 xopuEéc pe Twéc o, B va diveton and ty ) W(a, ).

Koopohoyixéc I'vidoelg

Yyetuxd Ue Ty dour| ToU CUUTAVTOS AMOUTOUVTOL XATOLES PACIXES YVOOELS WOTE VoL UTO-
PECEL O AVAYVWOTNG VO XATAVONOEL TOUC AOYOUS TOU UOC OB YNoAY OTNY ETAOYY| XATOUY
TUEUUETEWY 1) X0 GTNY AYVONoT xdmowwy dhhwy. H xoopohoylo wg emotiun yeAetd tnv
YEVVNoT), TNV eZEMEN xon TNV Sopn Tou GUUTAVTOC XIS ETIOTE Xl TIC BUVAUELS Xl TIC arTieg
mou o0Nynoav o auTh TV e&EMEN xou Biémouv TNy mopeia Tou xadohxd. Xpovohoyixd To
obunoy Eextynoe e v PeYdAn €xendn xau 1 Sladpour| PéEyel TNV ONUEEVH TOU Uop@Y| TEQL-
ANufave Tov Sl wpeloud TV TEGGHEMY Bactnty BLUVIUEWY, Ue TN PapdtnTta Vo elval 1 TemT
TOU OMOCYICTNXE ANd TIC UTOAOLTES TEGOERLS, XIS XL TN SNULOLEY O TWV TEOTWY TURTVKY,
ATOUMY AAAG XOU Y NULXWY GTOLYEIY. LT Yoxpalevn TOpelol TOU TO GUUTAY YEELICTNXE TOAAY
YEOVIOL UEYELS OTOU VoL PTACEL GTO OTUEID VoL ONUIOVEYTHOEL TIC TPWTES XATAOXEVES, ACTERLY,

YohaZleg, xou PUOLXE axOUn TEQIOTOTERA YEOVLA UEYPL VoL PTACEL 6TO omueio Vo dnuLoueyRoeL
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TOL UEYGA OLXOBOUUATA TTOU TAEOV Elval 0paTd GE QUTO. e OAEC TIC TUPITAVG) OLdXAGIES
ONUAVTIXO POAO, (0w TOV To oNUAVTIXG ENaiE aPeEVOS 1) UTEQOY Y| TNG UANG EVOVTL TNG AVTL-
UANE mou 00Ny noe oty UTOEEN TOU GUUTAVTOG oL O)L EVOC AVTI-CUUTAVTOC ARG UETA amd
auT6 1 Baputir) SOVaUT xou 1) IAANAETBpaoT TS Ye TNV VAN. H OAn ex @phoewe odnyolvtay oe
EOWTERIXT| XATAPEEVOT) XATW Ao TIC BUVAUELS TNG BapdTnTog, YEYOVOS Tou ATay 0 xUplapy0g
TEAYOVTAS TOU 001 YNOE TNV Onuiovpyid UEYSAWY COUAT®WY 0TS To Ao TERLY, OTT GUVEYELL
0 pohog g Bopltntoc eugavileton CNUAVTIXOTATOS OTNV OUABOTOMOT) TWVY UG TEPLOY GE Y-
ho&leg xon TV Yaralldv o ounvn xadde dAeg oL mapamdve dladacieg éAaBay oo xuplng
AOYw TNE PopdTnTog Xan TNG EMEEONS TNG Téve oTnV OAN.

Ot x00u0AOYIXEC XATAOUEVES IO Vot ETLYELRTICOVUE VoL TIORAUTNENOOUUE XOUL VO TUELVOUGOUUE
Sroxpivovton xupline ot 800 Yeydhes xatnyoplec: to xevd (Teployéc ue eNdyloTous 1 xod6hou
yaholleg mov €youv cuVALS oouExd oyfua) xou To Telyr (Teptoyée mou amoteoUvTaL amd
yaholieg) xou ywellovtan empépous oe GUAVN YOoELOY, UE HEYEIAN TuxvoTTo Udlog xon Yo-
ho&lec oe xovTvi andotaon xou oc filaments mou anotehoLY YUXEOCTEVESC TEQLOYES TOU €Y 0LV
YOAOEIEC O TUXVOTNTES UXPOTEPES AMO TAL CUNVT| XAl AMOTEAOVY OUCLAOTIXG TIC dpTNPIEC IOV
EVOVOULY BLUPORETING OUTVT YUAAELDY, OAAS Xt Ta GpLa Yiol TiC xevég eptoyéc. Kdde uio and
TIC TPEIC TORATAVEL XATNYORlES EYEL T BIXd TNG EYYEVY YoeaxTNEoTXd Tou TNV Eeywpeilouv
OO TIC UTONOLTES OYETIXA UE TNV TUTUXT UAlaL, oXTIVOL oL Oy TudL.

Ye 6Tl agopd Tar dedouéva Tou Vol YeNOWOTOWCOUUE O aUTY| TN BITAWUATIXT epyacio auTd
Yo avTANUoUY and 5V0 TPOCOUOLOCELS TTOU EVOL EUPEWS OLUBEDOUEVES XAl YVWCTEC GTOV (WO
(G OL TUO ETUTUYMUEVES XU ATOTEAOVY TNV x0plal TNYY| OEBOUEVWY Yl OAOUC TOUG EQELVNTES
7oL YEAOLUY VoL BOXICOUV TIG LOEEC TOUC OTO YWeo. AUTEC EYLvay UE TNV YEHOT| TOU ERYUAE-
tou GADGET-2 xou etvon ot: Millennium Simmulation IT xou Ilustris Project. ¥to npwto
UEPOC NG epYaOluC UG YPNOLLOTOLOUUE TNV TEWTN €V and €vol oNUelo xou UETA ETAEEUE VoL
YENOWOTOWCOUNE UOVO Tal BEBOUEVA TNG DEVTEPNS XAMC OTWS AVAYEAUPETAUL O GYETIXES OT)-
HOCLEVOELC TTPOGPEPOLY XAAUTERT ToLOTNTA xou TANdwea TAneopoply. TlapdAinia o TpéTOC
TEOGOUOIWONE OTNV BEUTERT] TEQIMTWOT| EUTERLEYEL TEQLOCOTEQI AT TOL PUOLXAL YOLUXTNELC TIXA
Tou xadoploay TV TEAXT| Hop®n Tou cuuraviog. T Adyoug mapousiaong ota mhaiolo Tng
OLTAWUATIXNG Y PNOUOTOLCUUE OEDOUEVY YOUNANS avaAUoTS amtd TNV OEUTERT TEOGOUOIWOT)
omwe €yel yivelr xou oe dAAeC e@apuoYEéc olUpmva ue TNV BiBAtoypadpio poc.

H opadomoinon twv 6edopévmy elvor amapaltntn 010 TANGIO TOU X0GUX00 BixTO0U xomg
OTWE TUPOUCLACUUE GTO ToEATAVE VewpnTnd LToBadpo oxondg pag Yo eivar vo evtonicouue
ATOTEAECUATIXG. T OLAPORL E(OT) TEQLOY Y OTO XOGUIXO DIXTUO XAl VOL TO XUTNYOPLOTIOLACOUE.
[o vor To xdvoupe autd Yo ypnowonoliooupe Wiag poppnc Tagvouncoy mou ovoudletol Y-
o) tagvounon. T vo xatadigel oe amoteléopota yenoyonolel TNy Véon twv Bedouévewy
OE XYMOlO YWEO BLUCTACENMY X TNV PETHED TOUC AmOGTUOY OPIOUEVY GUUPWVIL UE XATOLL
uetew. Erou xatagpépvel va ywploel ouddeg dedouévwy ta aTotyelo Twv omolwy eivol opxeTd
XOVTE PETAED TOUG GUUPMYVOL UE T1) UETEIXT) AUTT) AAAS TAUTOYEOVA Xol AXELA Amd To G ToLy el
GAA®Y OUABWY. 2TOV XAA00 auTo €youv avoamtuyVel Tolhol ahyopriuot xa epclc Yo xdvoupue
Xerion xdmowy and oauToVg YE XATIAANAES TROTOTOACELC WOTE Vo Taptdouy GTO TANLGLO TOU

EVOLUPEROVTOC UOC.
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IIcooéyyion tou Kooporoyixod Awxtdou pe yerion I'oa-
puxng Oswplog

[Mo v mpocéyyiomn tou dixtlou Pe yenom Yeapxhc Yewplag yenoulonotiooue Yedddoug

TIOU TUPOUCIACTNXAY TEOTYOUUEVKS UE XATIAANAES TOOTOTOLCELS.

Boputixd Graphons

[paypatonowoaye uia Tpononoinon tng Yewplag oyetnd ue to Graphons Gote vo avia-
ToxpLloUUE OTIC AMULTHOELS TOL XOOUIX0U SXTOOU. Luyxexpyéva avadéooue oe xdie yohaglo
TOL ATOTEAEL XOPUPT] GTO XOOULXO BIXTUO WE TIY) TOU TNV UAlA TOU XU OTY) CUVEYEL W¢ Tda-
vt Unapng oxphc avdueoo ot 800 yohaZies (€otw o xau B) Swoaye Ty T Tou Tpoéxule
and 1o softmax(gravity (o, B», dnhadh n mdavdtnta Unopdng oxunc petalld 800 Yooy -
Eaptdton dueca xou o€ peydho Badud amd to uéyedoc tng Baputinic dlvoung mou aoxeiton
avdueoa toug. Mia axdun tpononoinon yio v Pertinon tne mapandve pedodou etvon 1) on-
poupYiol YeopUATOS XOVIIVOTERWY YEITOVWY XOL 1) EQUQUOYT TNE TUpAmdve pedodou uovo
OTOUC XOVTVOTEPOUC YEITOVES OTwg autol Yo tpoxtouy and to yedpnua. H napandve yédo-
6o¢ amotehel uio uédodo mou etvar xouvolpla xon 660 Yvepilouue dev Exel eqapuooTel Lavd 6To
TEOBANU TEOGEYYIoNS Tou xoouixol dixthou. Emlong npotelvetan pla axdun xawvotoua 1oéa
Tou Yo CUUTERIAABEL TTEPLOGOTEPOUS VOUOUS EXTOC TN PoapltnTag UEcw evO¢ OTUIULOUEVOL

pOloUATOS TWV BUVAUENY TIOLU TEOXUTTOUV ATd TNV EQUOUOYT| TWV VOUWY UTMY.

Idppo Iepopyinn Avaiuon

Y& auTo To onucio TEOTEVOUNE piot XOUVOTOUN TROGEYYLON Yol TNV VAAUGT] TOU XOOULXOU
OuxtOou o€ eninedo. Ymovétouye 6TL o€ xdle eninedo avdAuong Tou BixTioL AT TUEOUGLALEL
YopoxtneioTixd scale free Suxtbou xan dpo xde eninedo avdiuong Yo diénetar amd xdmoto
YAUEAXTNELOTIXG Y, OTOU Y €lvon 1) ex¥eTiny) TUEAUETEOS TNS xatavourc Padumy xouPoy. Oc-
wpole eniong 6Tl oe xdde eninedo avdiuong av xou Vo UTEEYOUY BLAPORETIXES TWES YId TO Y
o€ %A CLVEXTIXT CUVIGTOOA AUTES Vo EYoLY WxEY| SlobuaveT amd TNy péon Tin Toug. I
T0 AOY0 auTd VEWPOUUE TNV PECT) AUTH T S AVTLITEOCWTO Yo To eninedo avdhuone. T to
AoYO ot TpoyUaToToloUUE Uio Bladxaotar apalpecng axXU®Y UE OXOTO V. ELCYWETOOVUE GE
Barditepa enimedA AVIAUCTC TOU XOCUIXOU BIXTUOU X0 GTY) GUVEYELDL ETMLYELOVUE VO OVOXATO-
OXEVAGOUYE TO XOOULXO B{XTUO ox0AOUIOVTS TNV AvTGTEORT TORElX Yol YENOLOTOLWVTAS To
¥ mou eaydyoupe oe xdie eninedo avdhuong. o va emtdyouue vhmin ToybTNTa ExTENETTS
OTOV TUPATAVE AAYOELIUO YENOILOTOVUE PEYLO TN TWAVOQAVELD YLl THY EXTWUNOT TOU Y oV
eninedo. Enlong emAéyouue moleg axpég Yol apoup€COUUE UE YVMUOVA TNV EAAYLO TOTOINCT TNG

OloaxUUavVoNG ToL Y og xdie eninedo.

Baputixd ITedio

Yy pédodo auth yenowonoolue Ty évvola Tou medlou. I v oplooupe Ty €vvola

oty Yewpolpe 6Tt xdde yoha&iog Spo ooy TNy Tou exméunel BopuTind TEdio xou av Vo Tedla
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UTIELGEQYOVTOL TO €Vl UECU GTO GAAO TOTE Ol TNYEC AUTOV Vol TEETEL VO EVVOVTOL UE AXUT.

[ot Vo T TRy UOTOTIOLAGOUUE UTO Y PMOULOTIOLOUUE TOV ahyopLiyo:

Algorithm 1 Gravity Fields
Result: Gravity Field Network’s Edges

M = all masses

P = all positions
HM = all half mass radii
edges =[]
a = le-32
for pair in all pairs do
i, j = pair
dist = euclidean(i, j)
rad sum = M[i] * HM[i] + M[j] * HM]j]
grav = gravity force(i, j)
gravity = a * grav
if gravity * rad sum >= dist then
| edges.append([i, j])

end
end

return edges

Schwarzschild Axtiva

[ Ty mapamdve TEoGEY YIoT YENOHLOTOLOUUE WS oxXTivaL ETpEoNE xdUe Yohadlo TNy oxtiva
mou oplletan we Schwarzschild radius xou etvon otevdg cuvoedepévn ye Ty pdla Tou xdie
yorogion xadde av o yohollag oupmiestel o oxtiva uxedTepn AUTAS TOTE YETATRENETOL OE
woen Teuma. Xenowonowwvtog auth oy 600 yoho&iee Beloxovto o andotaoT uxedtepn anod

XATOL0 TOANATAAGLO TOU adpOoloUATOC TWV AXTVOY TOUC TOTE Yol EVWVOVTAL UE UXU.

I'evetixdég ANyoprdpocg

Aoxwdoope pe ypnon yevetuxol alyoplduou vo avoxahipouue v oyéon mou Yo xado-
otler av Vo umdpyel axpn peTall do yaroliwy. o va o xdvouye autd oploope uio yevixr
oyéon mou youdletl ue TN PopdtnTor ahhd Bivel Th BLVATOTNTA TOCO OTIC YALEC OGO XL OTNV
an6oToom HETAED TV YRy Vo eugavioToly oe ueyalitepeg duvdyels. ITpayuoatonooo-
e derypatorndlo otoug yahalleg mou elyape otny SLdeoT) Hog %ot UE XPLTHAPLO UTEQOY TG TOU
x&0e ypwuoohuoatoc (tou ouctactxd 6pile pla dapopetinf cuvdpTtnom oyéone PYeTol) Ty
yaholiv) v dnuovpyio scale free Suxtiou doxuudoope Vo EQUPUOCOUUE EVOY YEVETIXG oh-
yopwduo. Ta amoteréopata dev éuoolay o ueydho Badud pe tov tTOno e Popdtntog oAAd

ouT6 Thaveg opetheton o PEd Belypo xotd Tn devypatorndio.
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IIcoocéyyion tou Koouoloyixod Awxtbouv pe yperorn Xw-
ewne TaEvounong

Ye auth TV evotnTa Yol TopOUCLIGOUKE TIC UEVOBOUS TagVOUNONEC oL EVPECTC TWV UE-

YEADY XATUACHEVWY OTO XOOULXO BIXTUO UE YENOT TV UEIOOWY YwetxAC TaEvounong.

Octree

H nopotoa pédodoc otneileton otny Sopxn xan enovolopBavouevn dlalpeon Twy TEpLOoY®Y
evog xUBou o uxpdtepoug LTo-xUPBouc. AuTo ftav Yproyo oTo TANCIO TNG TOTOAOYLXNS
TaEWVOUNoNS Yo TNV eE0Y WY TOV XUTUGKEVWY TOU oUUTAvVToc. A@o) SNULOURYCOUNE TNV
OEVOPOELDT| AMEOVIOT ToU X0BOU UE TOUg UTO-xUB0UC GTOUS EVOLIUECOUS Kol OTOUS TEMXO-
0¢ xouPoug ewodyoupe toug youroliee. ‘Etol tehind xdde x0Boc Vo €yer pdla lon pe tnv
CUVLIGTOEEVT TV PaldV TV YORUEWY TIOU AVAXOLY GE oUTOV Xal 0 6Yxog Tou eivon xodo-
PLOUEVOC YEWUETEXE amd Tov TeoTo xotaoxeunc tou. 'Etol unopolue dueco vo e€dyouye
TNV TUXVOTNTO TOL xat PE Bdom auth var xadoplooupe TL elBoug XATAOKEUT UTHPYEL EVTOS TOU
x0Bou. Puond oTNV BEVOPOELDY| AMEXOVIOT) TWV BLABOYIXOY ETTEDNY and xVBoug umopel va
£QaEUOCTEL XATOWOL EIBOUC UAEBEUN UE YVMUOVA TNV TUXVOTNTO HOOTE Tol TEAXE PUAAL TOU
0EVTEOL Var £Y0UV TUXVOTNTA UEYUAUTERT amd xdmolo xadoplouevo bplo. Téhog Yo Atav mo
Bohux 1 yerion GANOU YEWUETEIXOU GTEPEOD X0t EWBXOTEPA XUANVOPWY YE PeETBANTO Oog xou
oxTivoL OAAGL 1) TEOGEY YIOT) QUTY| EVEYEL TOAES BUOXOMES AVAPOPIXE UE TNV UTOAOYIO TIXT] YEW-
peTplo Tou amoutelton WOTE 0 Py KOS xVB0og Vo Yep(oEL Ue xaTdAANAOL UEYEVOUS UXEOTEPOUS
%UAVOPOLG.

Baputixd ITAEY U

Y auTY| TN TEOCEYYLON YENOWOTOOVUE WUlal TAEYUOELDT XUTAOHELT Ywpelc oxuéc oToV ap-
X %6 TeLo0Wo TaTo xUPBo WoTE aUTHS va Yeuioel. Me xdie xopupr Tou TAEYUATOS ToTo¥ETOUE
doxwpoaoTind optia pdlac 1kg xau ewodyouue Swodoyixd toug yohollec. T xdde yohalio
€youue oploel pio oxtivar EmPEONC TOL XL Yol OCEC ANO TG BOXWACTIXES opalpes Pploxo-
VoL evTog authg e oxtivag uroloyilovue Ty Boputin| d0voun tou Toug aoxel o yoha&iog
autog. ‘Eyovtog emavoldfel v mapoamdve Stadacior Yo 6houg Toug yahadieg Toug aupateo-
Ope and tov x0Bo xodwg Yewpolue 6Tl Eyouy TAéoV agrioel To BapuTXG TOUS ATOTUTWHAL.
X1n ouvéyela elte YeTaVOUUE 0TOUG TEELC BEOVES TIC DOXUAC TIXES CPAiPES XATA AMOGTUOT)
avdhoyT TG cuvioTopévng Poputinig d0vaung mou autég €youv deyel elte yio va €youue
xohOTepal amoteNéopaTa UETEAUE OGOl Yoholieg emnpedlouy xdlde opalpa xan owtéd Vo etvon
TO VALY VWRLOTIXO TNG. L TN CUVEYELX PLATRAPOVUE TIC SOXUOC TIXES opalpes Ue Bdom autd To
yoeaxtneloTixd. 'ETol 670 T€A0¢ UTOPOUUE VO ATOUOVOCOUUE TIC UEYSAES XUTAOXEUES TOU
CUUTIVTOC EVE) TAUTOYPOVOL VO ATOXAEICOUUE VoL EUPAVIOTOUY OL XEVES TEQLOYES 1) OL TEPLOYES

UE UXEn) TUXVOTNTA YUAXELDV.
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HDBSCAN

Egapudoaue tov yvwot6 aryoprduo HDBSCAN tonoloywrc ta€ivounong yua to 5edo-
Léva Tou xoouoAoYIX00 BxTUou. T'a Vo TpocapUdGOLE TNY EQPUEPUOYY) TOUS XIS XAl YL VoL
0MOOLUE TWES OTIC TUPUUETOOUS TOU OV VoL €YOUY GUECT) OYECT] UE TOL (PUOLXAL TIORUTNEOVUE-
VoL YEYOVOTO 0TO GUUTAY o&loTolcaUe TiC Tapatneroec. 'Etol oplooue 1o ehdytoto mhrdog
onuelwy Lo plor oudda cOUPEVE UE TOV TUTIXG aptdud Yoholldv oe éva oUnRvoc, To Yopufo
Tou Vo amoxAeloeL 0 aAYORIIUOC GUUPWVIL UE TO TOGOGTO TV XEVV TERLOY WY TOU UTEQYOUV
07O GUUTOY CUUPOVO UE TIC TUPATNENCELS XAl TNV EAAYLOTYN AmOCTAOT XdTw on6 TNV omola
oev Yo mpémel var StoywpeilovTon tar péAN evtog Tne (Blor ouddag cOUPOVA UE TNV TUTIXY oxTival
evog ourvoug yahalloy. ‘Oha ta mopamdve €ytvay oe xAipoxa Tétola WoTe va AdBouue untogn
v avohoylo xon To UEYEVOC TV BEBOUEVKY TNG TROGOUOIWOTE OE GYEDT UE TA TEAYHATIXG

OedoUEVYL XaL TO TEUYUTIXO UEYEDOC TOU XOGHOAOYIXOU BixTOOU.

ABACUS

Xenowonoooue tov ahyoprduo ABACUS yio tnv ta€vounct tTwv Yoholloy ovoroyne
O€ TOIEC MO TIC PEYAAES XATNYORPIEC AviXOLY XIS UAC TEOCEPEPE TNV OLVATOTNTA VO O-
nofdhoupe tov BbpuBo (otar TAado TOU XOOUOROYIX0U BXTUOL PTOEOUUE Vo VEWPHOOLUE
V6puBo toug yahalies o xevég teployéc). Tautdypova auth N cuunixvwon Thneopopiog UG
enétpede va EeYwplOOUUE XOWVOTNTES Xl XUPIWE PG EBWOE TO EVOUCHA VAL TTROYWENOOUUE CE
xatdhAnho @utedplopa. Ewbidtepa uépog tou alyopliuou eivar 1 cuPTOXVOOT TwV ONUEDY
XATE O HATOLOV EXTEPOCMTO X AUTOG O EXTEOCWTOS €yl Bdpog (oo pe to mARYog Twv
onueiwy Tou avtinpoonnelel. Etol 0onyninixoue oc gihtpdpiopa ue Bdon auth Tr TapEdUETEO
ToL pog EMETEEPE VoL EEYWEICOVUE TEPLOYESC OTIC OTOIEC UTHEY ALY OUAVY 1 YEVIXOTEQO UEYAANC
YAUAXOC XATUAOKEVES A0 TEPLOYES XEVOU 1) xehic TuxvoTNnTag. Opuduevol amd TNy eunelpio
XL TNV YVOOT YU OYETHE UE TNV OTOLdUOTNTA TNG BoplTnTog TPOTOTOW|CUUE TOV TOQU-
TV oAy OpLIpo WoTe (Ve EXTEOCHTOC TAEOY VAL EXEL WG YUPUXTNEIC TG BAP0C T1 GUVOAXT
udlo TV YUAXZIWOY TOU AVTITPOCKOTEVEL XU GTY) GUVEYELN QPLATEAPOUUE X TOAL XUTUAAAAGS.
To amoteréopata 6N BedTEPT TEPIMTWON PAVNXOAY TO UTOCYOUEVO OE GYECT| UE AUTA TN
TEOTNG Xt EMETEEPAV O AETTOUERES PLATEAPLOUO TIOLU aVEDEIEE TIC TO TUXVES TEPLOYES
EVOVTL TOV UTOAOITWY EVE TUEIAANAL E0WOE TN BUVATOTNTA Vo ATOUOVWIOUY TEPLOYES TTOU

AVTITPOCWTEVOUY EVOL GUYXEXQPHIEVO EVROC THIWY CUVIO TUUEVNS UALoG YOAUELWY.

CHAMELEON xow CURE

IMo Aoyoug mAnpoTnTag xon xadoe Yewpntixd motebaue apyixd OTL Yo 0dnyfoouv ot
evolapépovta anoteréopata e@apudcoue xou Toug ahyoplduoug CHAMELEON xou CURE.
Ev téhel mapatneriooue 6Tt o anoTeAEoUaTo ToUG XAIE GANO TaEd UTOCYOUEVYL HTAY AAAY VLol

A6YouC TANEOTNTAC TAUEOUGLALOUUE Xolt OUTAL.
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IToocéyyion pe yenon GANs

Ipooeyyicaue t0 MEOBANUAL UE TNV YENOT VEURPOVIXGDY BIXTOMY xou cuyxexpuéva GANS.
Ta Topoamdve amoTeEA0OY CGNUAVTIXG TUAUO TNS Uy oviXAC Udinong xou €youv AdfBet dvdhon o
TeheuTalor yeovia. AdYw TV ATOTEAEGUATWY TOUG AAAA XAl TNG TOLOTNTAUC AUTYV BOXUACUUE
VoL TOL YENOYOTOLo0oUPE Yl vor TeofBAédouue TNy uerhovtnr| e€EMEN Tou xoouo) Sixthou.
Suyrexpyéva eQupUOcaUE Xxwdixomoinon Tou apyxol x0fBou Tou dixtiou xoBovtag’ Tov ot
"péted wOTA UAXOC KL TWVY TELOV AOVWV X0l EIXOVOTOIWVTAS TIC PETEC AUTEC WS Elcodo Yia
TAL VELPWVIXG BIXTUO. XX0TO¢ Uog fTay PEow Wlag dadxaciag uddnong o eminedo var exmol-
0EUCOVUE TAL VEUROVIXA BiXTUA WOTE VoL Wdouy ToV TeOTOU oL TparypaToTolElTan 1) uetdBoo
oo 1o TopeAIOV 0TO TaEOY GE OTL aPOEd TO XOOUOAOYIXO BixTO0L. Anhadr| oy xou TOA) TOA-
UNEO TO EYYElPNUO UoC NTOV VoL UTOPEGOUUE VO XAVOUUE TO VEUPWWIXO B{XTUO Vo udiel Toug
VOUOUC TNG QUOIXAC OXOUT| X0l XATOLOUC OV UTOREL Vo UnV XoTaAoBalvOuUE Tpog TO Tapov
(OOTE VoL HOG UETAPEREL OTO UEANOVY. XiE ONaL ToL TopaTdve uTtoVécaue OTL 1) ueTdBacT amd T uia
oTNV GAAN Ypovixn oTiyuY| oTn Sudpxelo e€EAENE ToL GUUTOVTOS YIVETAL UE TPOTIO OUOLOUOPPO
TIOU UTOPEL VoL TOV UdEL Xdmoto veupmvixo dixtuo. 'Etol 1o (euydol TV VEUROVIXGY BIXTOWY
Yo Zexvoloe apynd e to éva amd autd va éyel exnandeutel oe xdmowa ypovixh otiypn (t1)
xou o dhho va mpoonadel yvwpilovtag wévo pla mapeddovtind otiyun (12) vo Eeyehdoet to
TEMTO TOEAYOVTOS EXOVES TIOU Vol HOLELoUY PE OUTES NS YEOVIXAC oTiyunc Tl. 3TN cuvéyela
ool yivel autd oL ypovixég oTiyués Ya puetatedoly oTo YEAROY xaL TO Topamdve Vo emava-
AofBdvetan péypelc 6Tou YTAGOUHE GTO ToEdY OTou xou Yo {NTHCOUUE omd TO TRMOTO, TAHEWS
EXTIUOEVUEVO GE AUTO TO GNUELD, VEUPWVIXO BIXTUO VoL oG UETAPEREL GTO UENAOV.

H xwdixomoinomn twv dedouévmnv unopel va yivel xaw pe yprion nivoxa mtou do tepiéyet yia xdie
yoholla xdmoleg and Tic Bacixéc tou mAnpogoplec. Téhog ypnowonojoaue 1o CycleGAN,
evog eldoug (euydipt VEUPWVIXMY BIXTOWY YIol UETAPEIOY) EXOVWY GE EOVES, SNAADT| ELXOVGY
evoe medlou (m.y. GAoya) ToU UTopOUV Vo UETAPEACTOUY GE EXOVES eVOC GhhoL Tapeupepols
nediou (m.y. TéBpec) epboov ta medio cUVBEOVTOL PE XATOWOV TROTO Xou LTHEYEL uiot dtodt-
xaolo Yoo THY PETATEOTY emdvwy Tou evoc 6To dhho (m.y. pivec). To mapondve Leuydpt
Yenowonoinxe yio TNV UETAB00T AVIUECH OE YPOVIXES OTIYUES YWRIS Vo BOOEL GNUAVTIXG

ATOTEAEGUOTAL.
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Chapter 1

Introduction

A lot of research has been conducted over the field of studying the evolution of the
cosmic web. Many methods from graph approaches to even GANs have been used in order
to study the evolution of the cosmic we and in order to extract useful information about
its evolution and the rules which govern it.

Cosmos or universe is defined as the unity that lays around us, it is consisted or matter in
different forms and some unknown substances like dark matter and dark energy. Universe
began from a singularity point around 13.8 billion years ago, before that time did not exist

and the physical laws were not applicable.

1.1 Previous Work

Barabasi et.al. [32] have approached the problem using graphs and simple models to
create a graph-like image of the network. In their approach they study some properties of
the resulted networks and extract some metric graphs using knowledge about some param-
eters of the galaxies of the universe. The graphs resulted appear to have some properties
expected from the astrophysicists. This approach uses graph theory and creates a network
of the cosmic web using edges that resemble some connections between galaxies.

On the other hand the paper of Amara et.al. [43] approaches the cosmic web from the
perspective of the simulations conducted in order to extract snapshots of universe’s evolu-
tion. This paper uses GANs to predict possible alternatives to the evolution of the cosmic
web. Its main contribution is that it may possibly save computational time from the super
computers where the simulations are executed.

On the other hand astrophysicists have conducted a lot of research using either real data
or simulated. They try to approach the cosmic using their previous knowledge about the
physics laws that govern the universe which they attempt to integrate into simulation

models and in general models that try to encapsulate universe’s structure in a proper way.
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1.2 Contribution

The above mentioned approaches describe either models or methods to conduct sim-
ulations faster. The field of research of the cosmic web lacks of an objective function in
order to measure either the success or the failure of each model proposed. In order to do
that we need to incorporate astrophysical knowledge into a function. Our main contri-
bution is the extraction of that function which will be the main point of interest on our
following research beyond this thesis.

On this thesis we aim to incorporate graph-theoretical knowledge into the field of studying
the cosmic web. We will present models which will integrate both astrophysical knowledge
as well as algorithmic in order to produce results about the universe. Moreover the prime
advantage of our approach is that we achieve to create models that approximate cosmos
well and fast. Using our proposed methods it is possible to reduce the time needed in order
to extract features about galactic formations and properties of galactic constructions. The
main difference from Barabasi et.al. is that in our work except from constructing networks

for the cosmic web we attempt to study them and perform analysis over these networks.

1.3 Graph-theoretical Results

We have used many models initiated from graph theory. Our models resulted from
modifications of widely known graph tools which were altered in a proper manner so that

they will be able to incorporate basic physical laws.

1.3.1 Gravity Graphons

In this approach we attempted to integrate gravity in a network-like image of the cosmic
web. The intuition behind was that gravity plays a prominent role in universe’s formation
and in order to draw edges in the network we have taken into consideration gravitational
forces between galaxies. Model runs in O(n?) time but with a slight modification using
KNN graphs it is possible to create the model in O(nlogn). Using graphon we assigned to
each vertex the mass of the galaxy it represents and we draw an edge (between vertices
a and b) with probability softmax(gravity(a,b)), where a, b are the galaxies that interact
with each other. The results were promising and further modification could be made to

use more symmetrical physical laws beyond gravity.

1.3.2 Gravity Fields

Using as intuition the paper of Barabdsi et.al. [32] we created a model that tries to
approximate a field of influence for each galaxy. The main contribution of this model
is that we do not define a constant radius for all galactic fields, rather we create a field
depended on the mass and the half mass radius of each galaxy. This versatile radius

depended on each galaxy’s characteristics allows us to create a network for the cosmic
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web that is connected and comparable to a model proposed in [32]. The complexity of the
model is O(n?) but it can once again be reduced into O(nlogn). Model works using the
gravity force between pairs of galaxies and then weights it according to a metric. After
that the model has a constant to control the edge density. Finally it draws an edge only

if the distance between the galaxies is less that the weighted gravitational force.

1.3.3 Schwarzschild radius and Genetic Algorithm

Further attempts to create field of influence for each galaxy have been made using
the Schwarzschild radius which is a physical value defined as the radius beyond which if
an object is compressed then it turns into black hole. We tried to use a multiple of this
value in order to represent a different radius for each galaxy but the results were not as
promising as in the previous methods. Finally we implemented a genetic algorithm in
order to extract a gravity like force that binds galaxies. In order to do that we created
a general formula of gravity and tried to use it in a sample of the total galaxies with

objective function metric to create a more power-law-like network using this formula.

1.4 Spatial Categorization Results

On this section we will present result from using modified spatial clustering algorithms.

1.4.1 Octree

Using Octree with O(nlogn) complexity we have extracted interesting results about
the formation of the cosmic web. Further research along with a follow-up thesis on this
topic will follow. The main results from this approach came from a smart pruning on the
tree depending on the density. We have used density as it is the main parameter that
separated voids and walls in the cosmic web. Further improvements of the structure are

needed in order to approach the universal structure in a more compact manner.

1.4.2 Gravity Lattice

We have implemented a 3D lattice on the cosmic cube were each vertex of the lattice
represents a 1kg gravitational test load. After that we inserted all galaxies one by one and
calculated the forces they exerted to the test loads inside their field of influence. Finally
we move the test loads with respect to the forces that have been exerted over them. The
algorithm’s complexity is O(C' - N') as the number of test loads inside the influence of each
galaxy is bounded. The algorithm was further improved into a smart filtering of the test
loads according to their movement and the number of galaxies that have affected them.
This filtering allowed us to examine galactic structures of determined size which is needed
by the astrophysicists. The aim behind this model is to extract a gravitational footprint

of the galaxies and then filter that footprint accordingly and fast.
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1.4.3 HDBSCAN

Using the well known spatial clustering algorithm with parameters determined by the
astrophysical data we defined the minimum cluster size, the radius beyond which we do
not separate clusters and the percent of void galaxies. Using the above method and the
algorithm we have extracted galactic communities and with respect to the parameters

these communities represent clusters superclusters or other constructions.

1.4.4 ABACUS

We modified the spatial clustering algorithm ABACUS which results in a spinal-like
structure of a point cloud. This algorithm tries to find the main constructions of a point
cloud by merging and moving points. We have used this algorithm and a filtering like
in the Gravity Lattice in order to extract different size constructions. We modified the
algorithm so that each point that represents more that one points have also their total
mass instead of having the counter of these points. Using that modification we filtered
according to mass and that was helpful as it allowed us to extract galactic constructions of
different sizes which is needed in the astrophysical field of research. Finally that method
appeared to have eliminated almost all void galaxies and that helps us determine void

regions.

1.5 Density within the Cosmic Web

In order to further extend our results over the cosmic web we have tried to determine
each region’s label using density as that parameter is characteristic in order to separate
voids and walls. We have used the results from the HDBSCAN and in each community
found from the algorithm as well as for the noise community we used convex hull to extract
its volume. Taking into consideration that galaxies inside a convex hull are not able to
dominate the whole hull we used a density estimator in order to find what percent of hull’s
volume is covered by the galaxies of the community that forms the hull. After extracting
the density we compared the values among all communities. Results were promising and
verified by the current model about the universe. Void regions had two orders of magnitude
difference with the wall regions which is high enough to let us conclude to results that
our detected communities are safe to be considered as walls while the noise detected by
the algorithm can also be considered as void. Moreover we used the same approach in a
deeper level so that we wanted to extract smaller communities inside the bigger ones and
the results were once again promising as we have found uniform density among smaller

clusters inside a bigger one.
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1.6 Time Evolution of the Cosmic Web

In order to study the time evolution of the cosmic web we have used results from the
filtering over ABACUS and created KNN graphs using only the filtered galaxies. That
means that we have used specific sized galaxies. We have taken data from different time
points of the cosmic evolution and performed the same method in order to extract the
KNN graphs which we will compare. We created a map between the vertices of these KNN
graphs so that vertices laying near in the cosmic cube will also be matched as we consider
that it is possible to represent the same galaxy or an ancestor of the galaxy. After that
matching we have compared the edges of the networks in order to determine the percentage
of the edges that have changed over time. If an edge have changed that means the galaxies
have declined as they are no more in the k closest neighbors of one another or some other
galaxy have come closer. The model of the universe that is believed by the scientists
suggests that galaxies decline as time passes. Our results agree with that model as we
have observed that edges change in a fraction of 30% for large scale galactic structures
and of 50% if we include smaller structures as well. That possibly can be explained as the
large scale structure have enormous masses and they do not move so much while smaller

ones do and that is the reason we have greater percent of edge modification.
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Chapter 2
Graph Preliminaries

In this section we present some basic tools that are used during the analysis and design
of the algorithms presented later in this thesis. We start by introducing the basic concepts
of graph theory, scale free networks, small world networks and graphons . The above
mentioned are used during the first phase of the presented thesis in order to approach the

problem we have faced.

2.1 Graph Theory

Graph theory is used to study graphs, which are structures used to model pairwise
relations between objects (nodes). A graph is made of vertices and edges. Vertices also
known as nodes or points represent objects or agents who play an important role in our
system and need to be modeled as they interact with each other. Edges known as links or
lines as well are the above mentioned interactions between the nodes. Every edge repre-
sents a special relationship or interaction between two nodes. A distinction is made among
graphs as they separate into two basic categories: undirected graphs and directed graphs.
The first consist of edges without orientation and represent an symmetrical while the later
represent asymmetrical relationships. Graphs play a very important role in modeling sys-

tems and are the prime object of study in discrete mathematics.

A restricted representation of an undirected graph is by an ordered pair. If we name
the set of nodes as V and the set of edges as E a graph G is defined as G = (V, E) with:

oV the set of all nodes

oE € {(x,y)|(y,x) e VEAx #y}

There exist graphs having multiple edges between node pairs also known as multi-
graphs and graphs without allowing multi-edges and self loops which are called simple

graphs.
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We will only be concerned with simple graphs. Bellow we show simple directed and undi-

s

rected graphs.

Figure 2.1: Undirected simple graph Figure 2.2: Directed simple graph

Graphs can also be divided into two categories related to the existence or absence
of weight over their edges. Weight over edges represent the strength of the relationship
between the nodes on the endpoints of the edge. This can represent the strength of a tight
or the distance between nodes. On the other hand undirected graphs carry no weight over
the edges, or as we can state it in a more proper way the edge among all edges is equal to
one. In this thesis we will only use unweighted graphs whenever is needed. A common way
to present graphs and their edges is through the adjacency matrix. That is a matrix of
size n? where n is the number of nodes and the (i,j)th element of this matrix represents if
there is and edge between node i and node j, and if so what is the weight of that edge. For
undirected graphs the matrix is symmetrical. Also if the graph is unweighted the entries

of the matrix are equal to either one or zero. [1]

2.2 Natural Complex Networks

The information mentioned in the previous section was an introduction to graph theory
which is widely used as well in the network theory. A network is represented as a graph
and has the same properties. We are going to depict our agents using graph nodes and
the relationship between them as well as their distance using graph edges.

In the context of network theory, a network is a graph with non-trivial topological features.
In order to further explain that we consider as trivial topological features the features that
occur in graphs modeling of real systems such as regular lattices or random graphs.

The study of complex and big networks is an active scientific field of research which initially
was inspired by empirical studies [44]. It has a wide variety of application in everyday life

as networks exist around us, for example computer, biological and social networks rule
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our lives.

Most of the networks that are under study tend to have connection patterns that are
neither random nor regular. Such features include a heavy tail in the degree distribution,
community structure and hierarchical structure [6, 10, 45]. Those three characteristics of
the natural networks will be taken into examination in this thesis and using them we will
extract some properties about the cosmic web. Two are the most well-known and much
studied classes of complex networks: scale-free networks and small-world networks [3, 5].
The discovery of the above network classes and the extend to which they naturally appear
in biology and astronomy are separated case-studies in the field. They both are charac-
terized by specific structural features which we are going to explain. We will try to give

an explanation to the above statements and inform the reader about their special traits. [4]

2.2.1 Heavy tail degree distribution

On this section we will explain the special traits of a network with heavy tail in its
degree distribution [45].
Firstly, we will define the degree distribution of the network as follows. Every node is
connected to a finite number of other nodes in the graph, these nodes are called neigh-
bors. The amount of neighbors of every node is its degree. If the network is directed every
node has two degrees, the in-degree and the out-degree referring to the arcs pointing to
the node and to the arcs leaving from the node respectively.
Restricting the field of interest to only undirected, unweighted simple graphs the degree

of a node i of the graph is the sum of all elements of the i-th row of the adjacency matrix A,

ki= 2 aij
J
where the sum is over all nodes in the network.

Extracting all degrees from every node of the graph results in a sequence of numbers
also known as degree sequence. The probability distribution of these degrees over the

degree sequence of the whole network is called the degree distribution, defined by

Pyeq(k) = P(k) = fraction of nodes in the graph with degree k

The following image depicts a graph and its degree distribution.
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degree

Figure 2.3: Left: Network, Right: degree distribution. Picture taken from Math Insight

As we have defined the degree distribution a heavy tailed degree distribution is a dis-
tribution having a tailed shape. In this distribution there are lots of items with tiny values
and a few items with enormous values. It is also known as fat or long tailed distribution.
This heavy tail of the distribution refers to the fact that a small, but not insignificant
number of nodes have extremely high degree values in contradiction to the majority of the
the network nodes that have small degree [46].

The reason why we are interested in such distributions is because real networks seem to
have heavy-tailed degree distributions [45]. In other words, it seems that in natural net-
works [44] there are lots of nodes with very small degrees, but also a small number of

nodes with very high degree value, known as hubs [47].

log(#nodes)
»

SN w8 b
log(degree)

Figure 2.4: Heavy tailed distribution of a network


https://mathinsight.org/degree_distribution
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2.2.2 Community structure

When studying a complex network we would like to know if the nodes are placed in a
way that is easily to determine possible communities among the network [48]. A network
is said to have community structure if its nodes can be easily grouped into sets that are
densely connected and we would also like these sets not to be highly interconnected. It is
possible that these sets are also overlapping, and as a result a node might possibly belong
in more than one community [49, 50]. In that case we refer as overlapping communities
and the node participates in each community by a fraction/percent. On the other hand
the most desired is that the network can be divided into non-overlapping communities.
That would result in a natural fragmentation of the network in clusters (groups of nodes),
with dense connections internally and sparse externally.[6, 7, 8]

The value of community structure of the network relies to the fact that nodes of the same
group have greater probability of being connected with an edge while nodes from differ-
ent groups have very small connection probability. Below we show a possible community
fragmentation of the famous Zachary’s Karate Club [9]. It is not the optimal community

detection but we use it for demonstration reasons.

Figure 2.5: Overlapping Communi- Figure 2.6: Non-Overlapping Com-

ties munities

A direct result from studying theoretically the community structure of a graph is the
development of community detection algorithms for every graph. It has been a lot of
research on this field and many algorithms have been proposed [51]. The main idea in
order to detect communities is to find group of nodes highly connected with each other

and sparse connected with nodes of other groups.

2.2.3 Hierarchical Structure

Hierarchy (from the Greek word ’iepopyia’) is the arrangement of items in a way in
which there exist levels above’ and 'below’ of the level of resolution we are currently in. In
order to depict that in more direct manner the reader could imagine a camera looking at

a fractal and every time zooming in. The fractal is the ultimate item of hierarchy because
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in every zoom the reader will see the exact same image but the point we would like to
highlight here is that hierarchy depicts an uniformity in the way we do something (e.g.
zooming-in) [52, 53].

Hierarchy is important in a vast variety of tasks as well as in the way we manipulate
networks and try to extract their features. Hierarchy links levels of analysis directly either
vertically or horizontally. Every upper level is superior to its direct descendant and there
is a function that projects each level to its direct descendants and ancestor.

In order to depict that we can imagine the problem of community partition of a graph and
the way we can use hierarchy in order to fulfill the task. Using a hierarchical clustering
algorithm we show the dendrogram [54] of communities of the Zachary’s Karate club [9].
As we can see reading it from bottom to top first we have many small communities but
because we use hierarchy we treat them as nodes in every stem until we reach the final

two communities on the top of the graph. [10, 11]

10 A

] Rl

Figure 2.7: Dendrogram of Zachary’s Karate Club

With the above example the reader is able to understand the importance of the hier-

archy and its existence in scale free networks.

2.3 Scale Free Networks

A scale-free network is very common structure in natural networks [44] from biological
to even social networks. In this type of network the degree distribution follows a power
law, or at least asymptotically, and can be approximated very well from a power law func-
tion.

To be more specific, the fraction of P(k) of nodes in the network that have degree k to the

total number of nodes of the network goes for large values of k as:

P(k) ~ k™7
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where 7 is a parameter of the network. Its value varies between networks but typically
is in the range 2 < v < 3.
A crucial property of the scale-free networks [3] is that the second moment of their degree
distribution is infinite while the first moment is finite [1]. That allows them to have the-
oretically a degree distribution that has infinite deviation from the average degree. That
points out a very important property of this type of networks. It is possible for them to
have a large amount of nodes with small degrees and a small fraction of nodes with very
large degrees [47].
The main reason this networks occur naturally is the preferential attachment of the nodes
and the growth of the network [55, 56]. The reader can imagine that property using the
following example:
Imagine there is a party with guests that are not friends with each other, at the beginning
only few guests (nodes) have arrived to the party and they start talking to each other
(edges). When new guests (nodes) arrive (growth) to the party they have greater proba-
bility to talk with the early arrived individuals because these people have already made
many friends. [3]
The main characteristics of this type of networks is the variety of node degrees and the

fact that most nodes connect with nodes of higher degree.

Figure 2.8: Scale-free network of 20 nodes

As expected a scale free [3] example is shown above depicting the mentioned proper-
ties.
Scale free networks have also the important property of being tolerant to faults [57]. If
a fail happens uniformly at random then the possibility that it will affect a hub tends
to zero. On the other hand they are not tolerant to targeted attacks because if a hub is
destroyed then a great percentage of the network will vanish as well.
Furthermore it is needed to refer to scale-free property of having clustering coefficient
scale-free [58, 59]. The definition of the local clustering coefficient of a node is given as the

fraction of its neighbors that are neighbors with each other, or in order to make it more
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clear is the fraction of its friends who are also friends with one another. Mathematically

this is stated as:

O — [{ejriu; urEN; e €L}
! ki(k;—1)

while the global clustering coefficient of the network is defined as:

C = number of closed triplets __ 3 x number of triangles
" number of all triplets (open and closed) =~  number of all triplets

There are many other examples of scale free networks [3] as they appear in everyday life.
In order to provide to the reader full information about this type of networks and as we
have already mentioned the preferential attachment [55] we define it through the principles

of rich gets richer and mathematically is defined as:

where p; is the probability that a new node when inserting the network to be connected
to node i. Also k; according to the previous notation is the degree of node i and the sum
is used over all nodes that already pre-existed in the network. [12]

As a direct result from the mathematical relationship one can suggest that hubs tend to
be early arrived nodes and are more likely to accumulate even more links as time passes.

On the other hand nodes with only few links are unlikely to be chosen from a new node.

2.4 Small World Networks

Small world networks appear as well as scale-free networks [3]. They are as defined
a graph in which most nodes are neighbors of one another. The special property that
discriminates this type of networks is that neighbors of any given node are more likely
to be neighbors of each other [60]. This fact directly points to the the main property of
the small world networks, most nodes can be reached from every other node by a small
number of hops/steps.
In order to make it clear to the reader choosing arbitrary two distinct nodes from the
network of totaling N nodes then the distance between them (calculated in hops) is loga-

rithmic proportional to the size N, that is:
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L o log N

It is also important to mention that although the average distance between two nodes
is very small the clustering coefficient is not small. [5, 2]
A well studied problem over this type of networks is the ’six degrees of separation’ ex-
periment. With this experiment Travers and Milgram [13] demonstrated that individuals,
nodes of the network, that look like they lay in a large distance are in fact really close, only
six hops needed in order to reach from one node the other. Small world networks tend to
have densely connected groups which they approach cliques or almost-cliques. Moreover
almost all node pairs are connected through a relative small path.
In order to explain these properties one should take under consideration the great amount
of hubs [47] that exist in this type of networks. These hubs (nodes of very large degree)
serve as intermediates of the paths between node pairs, as they appear in many paths and
because of them the path length stays so small.
Although small world networks share some common facts with scale free networks they
tend to have fat-tailed distribution which favors more the large hubs and creates a large
number of them [61].
There has been some methods for quantifying the small world property in a network but
we will present the most popular which is the small-coefficient, o. This factor is a result
from comparison of clustering coefficient and path length in the given network to a random

network with the same degree (on average).

o =

Sl

if ¢ > 1 then the network is small-world.

Figure 2.9: Small world network of 20 nodes, each connected with 6 neighbors and rewiring

probability p = 0.7

In order to create the above graph we have used the Watts - Strogatz model. Their
work provided a simple model that will result in a small world network if it is altered

under specific mechanisms [62].
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In order to construct this model we start with n nodes placed in a ring, then each node is
connected with k other nodes which lay clockwise of it. After that for each node we take
every edge that connects it to its k/2 rightmost neighbors and rewire it with probability
p- Rewiring is done by replacing the end point of the edge with another node, chosen
uniformly at random, from all possible nodes in the network. We perform the above task
without allowing self loops nor multi-edges.

The value of the probability p is crucial to the resulted graph because for p = 0 we have
complete order in the network with no rewiring, for 0 < p < 1 we have small world network
and for p = 1 we have random network. As we can see increasing p increases randomness.
In order to demonstrate the above statement we present three graphs and the respected

p values.
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Figure 2.10: Small world network of 10 nodes, each connected with 4 neighbors. Left: p
= (0, Middle: p = 0.5, Right: p =1

2.5 Graphons

Nowadays it is common for very large graphs to emerge naturally, the world wide web
is one example of this type of networks which are extremely large and tend to grow even
more. Such networks and their manipulation is not a trivial task for anyone. Applying
the standard graph theory to the whole network is time consuming and sampling a small
fraction of nodes of the network might result in inconsistent conclusions about the net-
work.

Taking into consideration these and the fact that large graphs are ubiquitous in mathe-
matics and describing correctly their properties is an active field of research as well as an
important role of modern combinatorics there have been proposed many methods. The
method we are going to use in this thesis is the graphon method.

To this direction a way of studying large but finite networks is through a sequence of
graphs. Staring to move from larger to larger such objects the idea is to go through this
graph sequence and ideally limiting these objects. If this is done properly then the prop-
erties of this limiting object of the sequence of graphs will approximate the large network
and will have its properties.

Graphons, kind of functions, are these limiting objects of the graph sequences, for se-
quences of large bu finite graphs with respect to the cut metric. Graphons were introduced
by C.Borgs, J.T.Chayes, L.Lovasz, V.T.S6s, B.Szegedy and K.Vesztergombi. Graphons
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appear naturally when sequence of large graphs exist like in external graph theory, quasi
- random graphs and others. [14, 15, 16]
To further extend the knowledge of the reader about graphons we present them as a sym-

metric measurable function:

W: [0,1]% — [0,1]

They are important in studying dense graphs and arise both naturally [44] as the limit of
a graph sequence and as the fundamental defining objects of exchangeable random graph
models. They are closely connected with dense graphs as the researchers have observed

for the following reasons:

e Random graph models defined by graphons give rise to dense graphs almost surely.

e Using the regularity lemma graphon are able to encapsulate the structure of an

arbitrary large and dense graph.

To statistically formulate the above theory in order to be more clear how we are going
to apply it in the context of the cosmic web we present some ideas reformulated into a
more applied context.
A graphon is a symmetric measurable function W as defined above. It is better understood

by defining a random graph model with the following scheme:

1. Every vertex i of the graph is assigned with an independent random value chosen

uniformly, in essence u; ~ U[0, 1]
2. Every edge (i, j) is independently added to the graph with probability W(u;, u;)

A random graph model is an exchangeable random graph model if and only if it can
be determined using the terms of a graphon in this way.
Models based on a graphon W are denoted as G(n, W) and a graph created from a graphon
W is called W - random graph.

In order to point the importance of the graphons and their relevance to well known
case - studies of other network type we will present their direct application in creating a
random graph model that results in the Erdos - Rényi model of random graphs G(n, p)
[63].

We shall create the simplest graphon which is the constant graphon of W(x, y) = p for

some constant p, where p € [0,1]. Using this format we will result in a random graph
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having for each edge probability p of including it.

Many random graphs can be interpreted through graphons.
During this thesis in the first phase we will use them in our approach of comsic web

modeling.
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Chapter 3
Cosmological Preliminaries

In this section we present the main ideas of the cosmology and its importance. We will
also present the data that were used for our experiments, the reasons why we have picked
them, the way they have been produced and some alternatives available for the same
applications. Also we present Gadget tool, its applications and the Illustris Simulation
Project. Finally we make a reference to clustering which is being used in the second phase

of the problem approach.

3.1 Cosmology

Cosmology (from the Greek word xéopoc, kosmos meaning the world and the Greek
word -hovyia, -logia meaning study of) is the branch of astronomy concerned with the stud-
ies of the origin of the universe. The term was first used in English in 1656 by Thomas
Blount.

This active field of research is also concerned about the evolution of the cosmos and the
reasons and natural laws that have ruled and led to that specific evolution among all other
infinite possible paths that the universe could have taken among its long lasting evolution.
The study begins from the Big Bang and reaches to this day and will keep track of cosmos
evolution.

Big Bang is a cosmological theory and model of the universe in order to describe how
everything started and why the universe has had such a vast expansion, especially at the
beginning of time. Universe expanded from an initial state of very high density and high
temperature through a massive explosion that took place before circa 13.8 billion years
[64, 65].

Big Bang theory is the currently most accepted theory about the origins of the universe
and has been used to explain a broad variety of phenomena such that of the fact that the
farther away galaxies are the faster they are moving away from Earth. This theory has
also given ground for the development of other theories such that of 'primeval atom’ from

Georges Lemaintre.
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With cosmology itself a wide variety of studies have flourished, physical cosmology is
the scientific study which is interested in the universe’s origin, its large - scale structures
and dynamics as well as the ultimate fate and the natural laws that govern the cosmos.
Cosmology, although used at most in sciences, a field in which it has helped to evolve, it

has many extends to even philosophy [17, 18].

3.2 Timeline of Cosmos

According to the aforementioned Big Bang theory the universe at the beginning was
very hot and small which means the density in the early universe was very high. As the
expansion took place and the universe started to grow it began to cool down. [19, 20]
Using general relativity to go back in time at the origins of the universe point out to infi-
nite density and temperature at a finite time in the past. This irregular behavior which is
not humanly understandable is known as gravitational singularity. In that point of time
general relativity and the whole set of natural laws as we know them can not be applied.
Models based on general relativity cannot explain this period also known as Planck epoch.
This singularity is some times called the Big Bang because after that event time began, uni-

verse was born and entered a regime in which laws of physics as we understand them work.

After the singularity era universe entered its earliest phase where inflation and baryo-
genesis took place. Astronomical data about this epoch are not available so we can only
speculate about the universe’s formation. Models suggest that the universe was filled
homogeneously and isotropically with a very high energy density while temperature and
pressure were extremely high. This era took place for the time period of 0 to 10™4% seconds
where the universe rapidly expanded and the four fundamental forces were unified as one.
This epoch was succeeded by the grand unification epoch. At that point of time gravity
separated from the other forces as the universe temperature fell, of course the universe
were too hot and no particles existed.

0737 seconds from the beginning the expansion had a phase tran-

At approximately 1
sition resulting in the so called cosmic inflation. At that period the universe grew expo-
nentially fast, it is worth to mention that the speed of this expansion was so large that
exceeded the speed of light. That resulted in a huge temperature drop.

Quantum fluctuation were able to occur because of the Heisenberg’s uncertainty principle
which were in fact amplified into the seeds that would lately result into the large universal

structures.

At around 10735 seconds the Electroweak epoch began in which the strong nuclear
force separated as well leaving only the electromagnetic and the weak nuclear force uni-
fied. Inflation stopped at around 10732 to 10732 seconds with the universe’s size to have

enormously increased. To be more specific the size through the inflation has increased by
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a factor of 1078,

Then reheating happened until the universe reached the needed temperatures for the pro-
duction of quark - gluon particles as well as all the other elementary particles. In order to
enlighten the reader more about the temperature values, at that point random motions
of particles were at relativistic speeds and particle - anti-particle pairs of all kinds were
continuously created and annihilated into pure energy from collisions.

At some point an unknown reaction took place which is the main reason that led the
universe to its form. This reaction called baryogenesis violated the conservation of baryon
number and resulted in a very small excess of matter over anti-matter, the order of that
little excess is of one part in thirty million. This resulted in the predominance of the

matter over antimatter in the present universe.

Universe’s expansion passed to the new era of cooling. Density and temperature of the
universe fell and symmetry breaking phase transitions resulted into the fundamental forces
of physics and the parameters of elementary particles into the form they have until now.
The two before united forces (weak nuclear and electromagnetic force) were separated at
about 10712,

At about 1079 seconds after the energies of some particles have fallen to values com-
patible for particle accelerators, quarks and gluons combined together to form baryons,
i.e. protons and neutrons. At that point of time the temperature was not low enough to
not let any other generation of matter - antimatter pairs so we had many pairs created
which again annihilated leaving a small faction of matter over antimatter in the universe,
just one in 10'° particles were left. The same process happened at about 1 second for the
electrons and positrons resulting in the final particles of the universe as we know it until
now. Particles were no more moving relativistically the energy density was dominated by

photons and neutrinos.

After a few seconds since the expansion the temperature was about a billion Kelvin
and the density of matter was as low as to be comparable with matter density in Earth’s
atmosphere today. These particles mentioned before were combined and tight together
with strong and weak nuclear power to create the first nuclei in the universe (deuterium

and helium). This whole process of creating the nuclei is called Big Bang nucleosynthesis.

As the universe cooled down the rest of the energy density of matter came to gravi-
tationally dominate that of the photon radiation. After 379,000 years the first chemical
elements appear in the universe. The electrons and nuclei combined to atoms (hydrogen
at the beginning and then fusion of hydrogen molecules to heavier elements) which were
able to emit radiation. This radiation from that period which was emitted in the universe
and spreaded without obstruct is the well known today microwave background radiation.

The chemistry needed for life as we know it today begun during a habitable epoch when
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cosmos were roughly 10 to 17 million years old.

The new era of the universe which is the epoch we are interested in and use its infor-
mation throughout this thesis is the structure formation epoch.
Over a very long time period the slightly denser areas of the cosmos, where matter gravi-
tationally attracted nearby other matter particles and as a result it increased its density.
These regions were latter on the regions of formulation of gas clouds, stars, galaxies and

other astronomical structure observable until today (galaxy clusters).

More information about this whole process of formation is dependent to the amount
and type of matter that existed in the universe at that specific period. There are four types
of matter know as cold dark matter, warm dark matter, hot dark matter and baryonic
matter and the best estimation about their existence are available through the Wilkinson
Microwave Anisotropy Prob (WMAP) show that the data can be fitted by a Lambda
- CDM model in which dark matter is assumed to be cold and is about 23% of the

matter/energy of the universe, while baryonic matter represents only 4.6%.

Figure 3.1: Left: Abell 2744 galaxy cluster - Hubble Frontier Fields, Right: Artistic
depiction of WMAP, Source: Wikipedia

Moving to the final era of the cosmic evolution we reach the today’s universe which
is dominated by a mysterious form of energy known as dark energy which infiltrates all
of space. Many research has been conducted about its nature and formation because it
covers almost 73% of the total energy density of the universe. Researches suggest that is
was that type of energy that was the fuel for the expansion of the universe to keep going

on. Without it, it is possible that the gravity will have reverse the expansion.

All of the cosmic evolution after the inflation era can be well displayed and fitted by
a Lambda - CDM model. Before the inflation researchers have not yet discovered models

to describe what has happened exactly.

3.3 Cosmological Structures

Universe as we have mentioned above have passed through an era in which structures

of different size have been created. From star to galaxies and galaxy clusters cosmos is
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not so uniform as one might have expected.

The structure of the universe could be divided into components that can help describe the
characteristics of individual regions of the universe. Each of those regions will be charac-
terized by the structures located in there. There are two main structural components in
the cosmic web [21, 22, 23, 24, 25]:

e Voids: vast ,largely spherical regions with very low cosmic mean densities, up to 100

megaparsecs (Mpc) in diameter.

e Walls: regions that contain the typical cosmic mean density of matter abundance.

Walls can be further divided into two smaller structural categories:

— Clusters: highly concentrated regions where walls meet and intersect with each

other, adding to the effective size of the local wall.

— Filaments: the branching arms of walls that can stretch for tens of Megaparsecs.

3.3.1 Voids

Cosmic voids are large spaces between filaments (the largest in scale known structures
in the cosmos). They contain only a few or no galaxies. Voids typically have diameter of
10 to 100 megaparsecs. Further researches have found particularly large voids, defined by
the absence of rich superclusters which are known as supervoids [66, 67].

They have less density than the average density matter abundance that is typical for the
observable universe by a factor of ten. Voids were discovered in 1978 by S.Gregory and
L.A. Thompson. It is widely believed that they were constructed by three main events
that took place in the cosmos. These are the baryon acoustic oscillations in the Big Bang,
the collapses of mass followed by implosions of the compressed baryonic matter.

These empty regions started an the early universe as small anisotropies which grew really
fast as the universe expanded and evolved. This is uttered in the nature of gravity itself.
Dense regions or in general regions of higher density than voids collapsed more rapidly
under gravity and eventually they created large scale structures of even higher densities
and left other regions of the universe almost empty. This procedure resulted in the large
scale, foam-like structure of the cosmic web of voids and galaxy filaments as we observe it
today.

Of course there are voids located in highly density regions but their size is significantly
smaller than the size of voids located in low density spaces of the cosmos. Moreover voids
appear to correlate with the observed temperature of the cosmic microwave background
because of the Sachs - Wolfe effect. In order to state it in a more proper way for the reader
to understand it we shall declare that colder regions correlate with voids while hotter re-
gion correlate with filaments because of the gravitational redshifting. Finally voids play a

prominent role in our understanding of the universe and their existence provides physical
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evidence for dark energy.

Figure 3.2: Map of Bodtes Void, (The Great Nothing), Source: Wikipedia

3.3.2 Galaxy Clusters

A galaxy cluster or a cluster of galaxies is one of the sub-types of the wall structures.
A typical galaxy cluster consists of a number of galaxies from hundreds to thousands of
galaxies that are bound together under gravitational force [68]. They typical mass of this
type o structure varies between 104 to 10! solar masses.
They are the largest known gravitationally bound structures of the known universe after
the superclusters which were discovered in 1980s. One of the main features of the cluster
is the intracluster medium (ICM). The ICM as studies have shown consists of heated gas
that is located between galaxies and has temperature an most some value from 2 to 15
keV, which is dependent to the total mass of the cluster.
Galaxy clusters are not the same as star clusters that are clusters of stars and located
within a galaxy. Small groups of galaxies are known as galaxy groups and if they cluster
themselves they can form a galaxy cluster which in fact can also be grouped with other
galaxy clusters to form superclusters [69].

Galaxy clusters typically have the following properties:

e Number of galaxies contained in the cluster are between 100 and 1000.

e The distribution of galaxies, intergalactic gas ans dark matter is almost the same in

the cluster.
e They have total masses of 10! to 10'® solar masses.
e They have diameter from 2 to 10 Mpc.

e The components of the galaxy cluster are: Galaxies in 1%, Intergalactic gas in

intracluster medium in 9% and Dark matter in 90%.
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Figure 3.3: Galaxy Cluster IDCS J1426, Source: Wikipedia

3.3.3 Galaxy Filaments

Galaxy filaments play an important role in physical cosmology as they are the largest
known structures in the universe. They are massive, thread - like structures having typical
length of 50 to 80 megaparsecs -h~! which is hundreds of million of light years long. These
structures form the boundaries between large voids of the cosmos. Filaments consist of
gravitationally bounded galaxies, it is also possible for a filament to have inside a super-
cluster as well [70, 71].

According to the standard model of the evolution of the cosmos filaments of galaxies
form along and follow a web - like shape. They also follow strings of dark matter. It
is believed through the model that dark matter plays the most important role in the
structure of the universe on the greatest of its scales. Galactic filaments have almost the

same major and minor axes in cross - section, along the lengthwise axis.

Figure 3.4: Computer simulated image, Red arrow: Cluster, Green arrow: Void, White

arrow: Filament, Source: Wikipedia
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On the figure above we present a typical image of the cosmos and spot the main
structures on it. In this thesis we are going to be concerned mostly with the clusters and
their difference from voids. We will try to determine clusters’ region and evaluate the
effectiveness of algorithms in finding such areas. We will also try to find void areas with

little or no galactic presence.

3.4 GADGET-2 & Millennium Simulation

GADGET - 2 [26] is a code for cosmological simulations of structure formation, it is

referred to the main document that is an acronym of GAlaxies with Dark matter and
Gas intEracT. GADGET is an available code to the public for cosmological N-body/SPH
simulations written by Volker Springel at the Max Planck Institute for Astrophysics.
GADGET computes gravitational forces as gravity is the main force that laws the uni-
verse in its greatest scales of galaxies and clusters. In order to do that GADGET uses a
hierarchical tree algorithm [52], with the option to use it in combination with a particle
- mesh scheme for long-range gravitational forces, and represents fluids using means of
smoothed-particle hydrodynamics (SPH). The project is versatile allowing to be used for
both studies of isolated systems and simulations, with or without periodic boundary con-
ditions, included the cosmological simulations about the universe’s expansion. In all of the
above mentioned types of simulation GADGET follows the evolution of a self - gravitating
collision-less N-body system, with also allowing gas dynamics to optionally be included in
the simulation.
The force computation and the time stepping of GADGET are totally adaptive with a
dynamic range which is unlimited. Therefore it is suitable to address a wide variety of
astrophysical interesting problems, from galaxies’ collisions to the formation of the uni-
verse itself. Moreover GADGET’s variety of parameters that can be modeled and included
in the simulation gives the ability to study many specific problems, i.e. dynamics of the
gaseous intergalactic medium, star formation. GADGET - 2 was published in 2005 and is
an improved version of GADGET - 1 as it contains a new time integration model, a new
tree-code module, a new communication scheme for gravitational and SPH forces, a new
domain decomposition strategy, a novel SPH formulation and the TreePM functionality
[72, 73].

In the Millennium simulation project [27] an adapted version of GADGET is being
used. Published in 2005 it was the largest simulation of the structure of the cosmos within
the Lambda-CDM model. It uses 100 particles to follow the dark matter distribution in
a cubic region of 500h~! Mpc on each side, with resolution of 52! kpc. This simulation

allows the formation of roughly 107 galaxies. During this simulation a special database
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has been created in order to save and make public the results about the galaxies.

Later on 2008 a more famous simulation conducted known as Millennium Simulation II.
It happened in a much smaller cube in order to have greater resolution about the mass
distribution. This second model combines the multiple simulations of differing mass res-
olution with improved treatments of many of the underlying astrophysical processes in
order to represent observed galaxies over a wider range of galaxy mass and redshift than
previous models.

Millennium run kept busy the computer on which it was conducted for almost a month in
order to produce the needed results. It is worth to mention that the results of the simula-
tion were compared with observational data and surveys in order to clarify the processes

underlying the buildup of real galaxies and black holes.

Figure 3.5: Computer simulated image for z = 0.0,Subsequent panels of zoom in by a

factor of 4 with respect to the left panel, Source: The Millennium Simulation Project

The above image presents some of the results of the simulation in order to specify the
importance and the quality of the simulation. In this thesis we have used the small catalog
of galaxies of this simulation in order to access data about some galaxies spread into the
simulated universe. In order to do that we have accessed only the catalogs without the
images and without using the full catalog because we used it for demonstration reasons

and because of its size.

3.5 Illustris Simulation

The Tllustris project [28, 29] is a series of astrophysical simulations run by an in-
ternational collaboration of scientists, it was carried out by Mark Vogelsberger and a
collaboration of scientists using the V.Springel’s Apero code. Prime goal for this project
is the same as the Millennium simulation, studying the galaxy formation and evolution of
the universe using a comprehensive model to describe the natural laws and conduct the
simulations.

Tllustris includes large scale cosmological simulations staring from the Big Bang using some
initial conditions and going on until today, 13.8 billion years of simulation. The modeling

used by this project is based on the most precise data and calculation available from the
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scientists today about the cosmos and the main parameters that rule it. Its results are
compared with actual observed findings including galaxy formation dark matter and dark
energy.

Model is so precise that it contains physical processes thought to be very important in the
formation and structure of the galaxy such as the formation of the stars and super-massive
black holes.

Having as main idea the creation of precise representation of galaxies in the conducted
simulations Illustris project tries to track the expansion of the universe , the gravitational
pull of matter from itself and the motion of the cosmic gas that exists between galaxies in
the intragalactic medium [74] and plays important role in clustering formation of galaxies.
Having described before the time line of cosmos it is obvious for the reader to expect the
simulation not to start exactly at the Big Bang because the first moments of universe’s
evolution cannot be modeled precise nor enclosed by some specific set of laws, such as
general relativity. Moreover taking into consideration that in the first thousand years
there were no significant matter structure in the cosmos the Illustris project begins the
simulation from a very young universe of 300,000 years after the Big Bang.

Simulation contain thousand of galaxies captures in a very detailed way covering a great
variety of masses, rates of star formation, sizes and other properties. Prime goal of every
simulation as well as of this one is to compare the resulted data of the simulation with the
observable universe because if there is a direct connection between them that would be a
step towards understanding how universe was created and eventually what are the laws
that ruled this creation.

As we have mentioned before Lambda - CDM modeling of cosmos [75] and using it in the
simulation was very famous in other projects and widely used to predict the evolution of
the universe, even to a great extend of using one trillion particles. This model suggests
that the cosmos is filled with three distinct components as we have stated in the timeline
evolution these are baryonic matter, dark matter and ark energy. Trying to solve the
equations given for that model without simulating it will not result in significant results
as it restrain the study to some simplified problems. The Illustris main difference in the
approach of the cosmos is to directly account for the baryonic matter in the simulation
in order to calculate the motion of the gasses as well as they gravitational forces between
them. From that point of view Illustris is able to provide a link between babyronic masses,
their influence in the evolution and as a result a self-consistent and predictive method for

conducting simulations.
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Figure 3.6: Showing two galaxies formation and evolution using Illustris method, Source:
The Ilustris Project

In order to further extend the reason why we have chosen Illustris data for the prime
part of this thesis is because over the past decades computer simulations of the cosmos
included only gravitational force as the main force that ruled the universe in this large
scale. Although these simulation have given important results they have reached to a point
of accuracy, the above mentioned example of the Millennium simulation is characteristic

as being one of the best representatives of that school of experiments.

Illustris tries to approach the evolution doing something harder than Millennium as it
includes gas treatment using one of the two main ideas either with SPH simulations, as
we have explained them before, or with the approach of the mesh - based method using
adaptive mesh refinement (AMR).
lustris main idea is to use the APERO code [76] in which the treatment for gas is imple-
mented using a moving unstructured mesh, in that method APERQO tries to combine the
above two mentioned in one unified model of the gas movements in the cosmos. In addition
to further support this claim, recent researches have shown that this new approach used
in Illustris has significant advantages in large scale simulations. As a result the reader
can now understand that this simulation has many advantages over others conducted in
the past, of course the results have finite resolution because the problem is as complicated
and need to avoid capturing detailed some phenomena such as star formation withing the
galaxies. The main goal which is in fact achieved is to simulate the galaxy formation in a
detailed as possible way.

We also present the main runs that have been made form the Illustris project and the

reference to more specific details about the whole project.
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name volume DM particles / hydro cells /
[(Mpe)3]  MC tracers

Mustris-1 106.53 3% 1,820% = 18.1 x 109
Mlustris-2 106.53 3 x 9103 =~ 2.3 x 10?
Mustris-3 106.53 3 x 4553 >~ 0.3 x 109
Mustris-Dark-1  106.5% 1 x 1,8203
Mlustris-Dark-2  106.5% 1 % 9103

Mlustris-Dark-3  106.5% 1 x 4553

Figure 3.7: Table of the available Illustris runs, Source: The Ilustris Project

In this thesis we have used the Illustris-3 data. As we can see the Illustris simulation
have a specific amount of resolution proportional to the number of particles they use in
the initial state. We wanted to demonstrate our ideas so we have chosen the less detailed
simulation in order to have a limited number of galaxies in the 106.5% (Mpc)? cube of the
simulation.

We have used mainly the data produced at redshift z = 0.0 meaning the present time, after
13.8 billion years. In some points of this thesis we also used data from previous epochs of

redshifts 0.1, 0.2 and 0.3 in order to compare the proposed methods over time.

3.6 Clustering

Cluster analysis or clustering [30] is and active field of research which was developed
decades ago but it keeps growing using the new available data and their properties in
order to suggest better ways to classify items. The main task of clustering is to group a
set of objects in such a way that the objects in the same group, also known as cluster, to
be more similar than with objects in other clusters. Clustering is used in a wide variety
of tasks such as statistical analysis bio-informatics and of course astronomy in order to
extract cosmological results.

Clustering is not just a specific algorithm used in every case to solve a problem but a
general task needed to be solved. There have been evolved many clustering algorithms
that differ in the way they understand the nature of a cluster and how to efficiently find
them.

A significant part of clustering algorithms are based on the small distances that are sup-
posed to exist between objects belonging to the same group, according to one metric
distance. Another important way of detecting clusters is the through the dense areas of
data space. As a result one may say that clustering is a multi objective optimization prob-
lem and the parameters used vary between algorithms and within the context of the same
algorithm we have variations depending on the nature of the data needed to be clustered.

As a result of the above mentioned information it is clear to declare that clustering is not
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an automatic task rather it is an iterative process of knowledge discovery through objec-
tives optimization or even with modifications over the data in order to fulfill the needs of

the algorithm.

On the context of this thesis we will only refer to density - based clustering algorithms.
They have been used extensively in the second part of our approach to the cosmic web
and the way we can interpret it.

In density clustering, clusters are defined as areas of higher density than the density of
the remainder of the data set. On the other hand objects located in almost empty or in
general sparse areas are considered as noise points which do not belong in any cluster.
That has a direct connection with the approach we are trying to make throughout this
thesis as one can see by the analysis of the cosmic web. In order to enlighten even more the
reader we can see voids regions as empty regions in a similar clustering problem and galaxy
clusters as dense regions of galaxies which is proportional to dense clusters in density -
based clustering.

The most popular density based based clustering algorithm is the DBSCAN [35] which
in contrast to many new methods it provides a well-defined cluster model called ’density-
reachability’. It is based on connecting points within a distance threshold that satisfy a
density criterion. A cluster is defined as the the density - connected points, which form
a cluster of arbitrary shape, plus the points exist inside the cluster. It has low runtime,
linear to the number of points. There are many other density based clustering algorithms
which generalize the main idea of DBSCAN or use some extra features of the points in
the dataset.

Another well known bu beyond the study of this thesis algorithm is the OPTICS [77] which
is a generalization of DBSCAN that eliminates one of DBSCAN’s parameters. Both of the
above mentioned algorithms have a drawback as they expect some kind of density drop in
order to detect cluster’s boarders. That is not always the case as in many datasets there
are overlapping sets and it is hard for this kind of algorithms to detect clusters.

There has been extensively research on that field and many new algorithms have risen.
We shall present them by name as we do not use all of them in this thesis and we will
analyze only the methods we have used on the following chapters.

Famous density clustering algorithms, not referenced before, by name (randomly): BIRCH
[78], CLARANS [79], SPARCL [80], CURE [39], ROCK [81], CHAMELEON ([38], DeBaCl
[82], ABACUS [37].
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Chapter 4

Cosmic Web Approach using
Graph Tools

In this section we will present the main ideas we have used in order to extract some
features about the cosmic web and its properties. As far as we know the main ideas are
novel on the field. We will present gravity graphons, a novel approach using the above
presented graphons, on the field of the cosmic web. We will also present the Gamma
Hierarchical Analysis of the cosmic web as we have designed and used it. Moreover we
will refer to the 'Gravity Fields’ and ’Schwarzschild Radius Model’ which were created
by us in order to interpret the web behind the cosmos. Finally we will make a notion to
the creation of a genetic algorithm which was used in order to guess the the way we are

supposed to add edges in the graph approach of the cosmic web.

4.1 Gravity Graphons

During this chapter we will present a novel approach to the problem of the under-
standing of the cosmic web using graphons, that have already been defined. Throughout
that approach we determine that the scope of understanding the cosmic web is through
edges between galaxies (nodes). These edges might be interpreted as connections because

of natural forces or as interactions between astronomical objects.

In stead of using the standard graphon theory about drawing uniformly random values
for each node we have decided to test a novel approach which was initiated from the related
to the cosmos bibliography [32]. On the limits of understanding of the cosmic web and its
properties we have promoted gravity as the primary factor that governs the relationships
between galaxies.

Playing such a prominent role on the universe it self as well as in the interactions we tried
to model this force using graphons [14, 15]. In order to do that we have proceed to some
specific changes to the main theory related to graphons.

The main idea, discussed below related to gravity graphons was initialized by the core

o4
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scores which is a common approach in core - periphery structures [83]. Core scores refer
to a strategy roughly described as follows: each node has a score assigned to it and the
possibility of including an edge between two nodes is depended on that scores. To be more
specific a simple type of that scores application would be just a simple distance metric
proportional to core scores and the probability of edge would be inversely proportional to
that distance (e.g. euclidean distance).

Having studied both bibliographies about these topics we tried to combine them under
a new approach to graphons, that take into consideration a kind of core - scores of the
galaxies. On the same direction this novel approach will also contain a kind of randomness
which in fact will lead to different realizations of the final proposed cosmic web. During

this method we tried to encapsulate the gravity force.

e Firstly every node (galaxy) instead of taking a random parameter as its personal
value is going to take its mass. It is optional but not recommended unless someone
has full information about the magnitude of the masses, to regularize the masses
between 0 and 1. This method will bring the proposed strategy closer to the original
graphons but might result in galaxies of different masses to be projected close which

will possibly bring some bias to the system.

e Staying to the direction of applying gravity force in a more 'graphic’ way we suggest
that every node should calculate the gravitational force of interaction between itself
and every other galaxy (node). In order to do that we will use the formula from the

law of gravity given as:

mi-m
G' %,122

where m1 and mo are the masses of the two interacting galaxies, r is their euclidean
distance and G is known as the gravitational constant (also known as Newtonian
constant of gravitation) which is an empirical physical constant involved in the calcu-
lation of gravitational effects and the values of G are equal to (with some uncertainty
to the final decimals):

— G =6.67430x 107" m3 . kg=! . 572

— G =4.3009 x 1073 pc-M_}, - (km/s)?

Theory that explains the above values is beyond the topic of this thesis.
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e Having calculated the gravitational force of each pair of galaxies we proceed to a

normalization of these values because it is possible to be extremely high or extremely
low. In order to perform that normalization we have tried various approaches. A
commonly used approach is that of softmax over all gravitational forces. We have
chosen over other that type of normalization because it is widely applicable and it
is used for soft approximation of the arg max. It is a function o : RX — RX defined

as follow:

o(z); = w4— fori=1,..K and z = (z1,...,zx € RF)

e’i
=1

J

In other words this type of normalization uses exponential function in every element
of the given set in order to transform the whole vector into a probability vector.
Taking into consideration the properties and the slope of the exponential function
one may see that the normalization is done so that to avoid present close enough
values that are actually far apart. The above phenomenon is happening if there is a
very large maximum in the data and one may try to normalize by dividing all values
with it.

On the other hand if the values of gravity appear to be very large (that will de-
pend on the units over which gravity is being calculated) we advice you to use the
logarithmic function in the softmax instead of the exponential. That will result in
easy-to-handle values from a regular computer. In this thesis we have used both of
the above methods as well as a built in normalization function of python’s module

sklearn.

Having calculated the vector of the softmax of all gravitational forces of every node
of the cosmic web we use it as a probability vector for the way we include edges.
All these values among the vector are characteristic probabilities of connection of
the node with another node represented through that element of the final vector.
Drawing a uniformly random value for every possible edge we compare it with the
softmax value of the gravity related with that edge in order to decide if we will

include it to the final graph.

Using this approach we are able to incorporate to our system the gravity factor which

plays and important role.
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Figure 4.1: Results from the Gravity Graphon approach using Millennium Simulation data

(small catalog of galaxies). Left: 3981 galaxies Right 1990 galaxies

We will also propose some variation of the algorithm that might result in interesting
depictions of the cosmic web. It is possible before calculating the gravitational force be-
tween each pair in order to reduce the time taken for the task and in order to be more
realistic to the expected from the astrophysicists to create a KNN graph [84] from the
original data using a small K in order to find dense areas. After that one should calculate
the distance of every node with its K neighbors. We arrange all these distances in de-
scending order and erase the top 5% of them as we shall call them outliers. From the rest
95% we find the average value, which call radius Rgg. Finally we calculate gravitational
force and continue the algorithm to its final steps using only the nodes inside a sphere
having as center the current node and radius equal to Rgg. That results in a great time
reduction and makes the algorithm versatile to the level of density we want to analyze the
system. In the three dimensions of the cosmic web where KD-Trees [85] can me applied
in O(nlogn) (needed for the creation of the KNN graph) the above algorithm will run in

O(nlogn) where n is the number of galaxies.

Another approach that is possible to lead to interesting results uses more astrophysical
theory and tries as well to incorporate it into the system we are trying to produce. In order
to conduct this type or approach strong astrophysical background is needed and deeper
understanding of the laws of the universe. In that alternative we shall try to incorporate
for example a number (€2) of laws/forces that govern the cosmos and we will do that with
analogous way as with gravity.

Taking the intuition from the above algorithm we modify the values of each node and
upgrade it from a single value to a vector of values. We also need these laws to be gravity-
like forces that interact between two galaxies only. Every galaxy now is binded with a
vector of the form z = (z1,...,2q) where every z; represent a characteristic of the galaxy like

mass. That could be luminosity or star formation rate or some other parameter beyond
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the reach of our knowledge that is also important for an astrophysicist. Having laws of the
form: Law(i, j) for i and j being the above mentioned parameters and law defines some
kind of interaction between the two objects.

Taking all these into consideration the proposed method is straight forward. We first define
the set of Laws (L, where |L| = ) and calculate its values between pair of galaxies (either
using the KNN approach or the all-pair approach). Using the astrophysical knowledge
about the importance of the forces/interactions of the Laws in the relation between two
objects we may define a set of weights W = (wq,...,wq) and YW = 1 with every weight
be respectively chosen for every law in L. Finally the probability of including an edge

between galaxies i and j is given as:

k=0
P(i, j) = softmax( > wy - Li(z;, 2;))
k=1

And one may calculate the above probability for every pair of galaxy needed. It is obvious
that the gravitational approach is a sub-case of the above generalization where gravity is
the only law and its weight equals one.

Finally it is clear that this method demands strong astrophysical background and the
more related is the reader with the cosmology the better he/she can use the method. Also
possible is to let an algorithm determine the weights according to some metric or heuristic

or even let it try to learn the weights by itself.

4.2 Gamma Hierarchical Analysis

Using as intuition the previous knowledge about scale free graph [3] as we have stated
and taking into consideration that this type of networks appear very often in nature [44]
we propose a new method of analysis of the cosmic web. The proposed method takes as
input an already constructed graph in general but on the topic of this thesis the graph

should be constructed using the astronomical data.

The main idea and contribution of this novel method is to suggest a compression of the
information needed to describe a network in general, especially the cosmic web. Using the
proposed method it is possible to keep track of the evolution of the network hierarchically
and gives the ability to choose the level of zooming in which you study the network. It
is clear to the reader that these properties are important for a large scale network such
as the cosmic web, we refer to the phrase cosmic web on this topic as a graph as we have
defined it.
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Having as preliminaries that scale free networks appear naturally and the network under
study is a natural network we hypothesized that this kind of network can be divided into
separate levels and the components of each level are kind of uniform. We tried to approach

the problem by contracting a general model of zooming out while keeping information [52].

We supposed that every one of these levels of zooming out are in fact scale free net-
works and are characterized by a « factor. Taking into consideration the fact that the
network might not be completely uniform and that it might be fragmented into connected
components which are also scale free networks with different s with each other we defined
as the  factor of each level to be the average of the s of all components on this level. In
general the intuition behind this algorithm is that the universe has similar characteristics
in every level of zooming-in which are also networks that follow power law distributions
[53].

The algorithm begins with the whole network and acts divisively by erasing edges in every
level of zooming in. In every level it tries to fit a different v parameter, where ~ is the

power law distribution’s exponent [31]. The algorithm has the following steps:

e On the level we currently are we run over all edges and for every edge we check
weather or not is needed to be removed in order to zoom in further. To do so we

temporally remove the edge.

e We estimate all connected components of the resulted graph. Over all these compo-

nents we estimate their s using vanilla MLE estimator [31] defined as:

+1

Yvanilla =

n d(X;
l; ln(k( z))

mwn

where the above formula uses information from uniform sampling of the nodes of
the network X1, ..., X,, with degrees d(X1),...,d(X,,).

e We calculate the variation of the s of the components of this level.

e If the removal of the edge result in isolated vertices or no variation of the s we
repair the edge else we check the new ~ variation with the old one and if it is smaller

we keep the edge removed and update the new ~ variation.

The above algorithm could be run in an arbitrary number of times depending on the
zoom we would like to result into the network. As it extract the v sequence in every
level one may keep only the average per level and use this information to reconstruct the

network. We have applied the above mentioned method only to relatively small networks
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in which it appeared to do well.

In order to reconstruct we start from bottom to top by using the final gamma of the
sequence an with it we create a random power law tree sequence that is being used in
order to configure a network model. When we need to upgrade to the above level we
create a new sequence which we compare with the old one. After sorting both sequences
we compare them element-wise and for every element of the second sequence that is greater

that its associate in first we add edges in order to approach that new degree.

Figure 4.2: Results from the reconstruction of a 2k galaxy network from gravity graphons,
Degree sequence of that reconstruction, Millennium Simulation data (small catalog of

galaxies).

The above method is heuristic and appeared to reconstruct well the cosmic web pro-
duced using data from the Millennium simulation for about 2,000 galaxies. It is needed
to be further developed or possibly altered to the original idea about this approach.

Although in might seem not to look like the original network presented on the previous
section it has almost the same characteristics. We used a heuristic approach by calculating
and comparing average shortest path, degree sequences and mean betweenness centrality

over both networks.

The main idea which was to work from bottom to top. We would like to find clusters
[8] at the beginning and fit a gamma parameter within these first clusters and extract the

gamma average as representative of this level. Later on we would like to collapse these
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clusters into super-nodes and create a new graph to which we will repeat this process until
we reach one final vertex, containing the whole universe.

The main problem with that point of view lays on the fact that in order to define clusters
of every level a metric is needed. The problem is rooted to the fact that we planned
to extract clusters by creating a dendrogram [54] and then cutting to an optimal point.
The only propose as far as we understand the cosmos we can make here is using a metric
defined as:

c
min(>" (cluster radius[i] — expected cluster radius?))

i=0

where the sum is over all clusters. Extracting the appropriate metric in order to define
clusters on this problem is not trivial.
One may understand the proposed method as a way of going from ultra small world
networks [5], which are the galactic neighbors and the clusters where the distance between
galaxies is relatively small and we have many nodes close to one another, to a network
of small world [60], which may be defined as the extended galactic regions. Finally as
zooming out one may see a less 'small world’ network which depends on the level of zoom.
The understanding of the universe as it was proposed by Lambda - CDM models [75]
could be related to directly with this method but in order to improve the produced results
and determine a general approach we need further knowledge about the cosmos and some

metrics of it that will help in the creation and reconstruction of the cosmic web.

4.3 Gravity Fields approach

It is widely known the paper of Barabdsi et.al. [32] about the structure of the cosmic
web. This paper was the initiate about this thesis and we tried to propose new models
and compare them with the models proposed on that paper. The idea is to find a heuristic
way in order to construct networks of the cosmic web that have some desired properties
and are meaningful for the astrophysicists.

For this experiment and for the rest of the thesis we will use data from the Illustris cos-
mological simulation [29]. We drew these data using a custom data crawler and the free
API that Illustris provides available for public. Also we will use the catalog for subhalos
(galaxies) of different redshifts but mainly for z = 0 which refers to the current age of the

universe.

Many ideas have been proposed in the study of the structure behind of the cosmic
web. On the referred paper there have been seven new models proposed with some of
them being kind of similar or generalization of one another. The main idea was to define
a radius of effect for every galaxy and using this radius to draw edges over the network.

Simplest ideas suggested the construction of a network using a fixed length radius which
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might not result in expected results as fixed radius fails to capture the nature of the cos-
mic web and the differences between galaxies. Setting this radius to very small value is
possible to result in disconnected network with numerous connected components and some
disconnected vertices. On the other hand setting this parameter to high values results in

an ultra dense network which is possible to fail to provide the appropriate information.

Another proposed method is of creating a directed network using a widely known
method of the graph and network theory. In order to create that network it is proposed to
connect every galaxy with its k nearest neighbors. This results in a directed knn network
[84]. Approaching galaxies in that way is useful because for small k’s and by eliminating
some outliers it is possible to detect dense areas and with large k’s one may extract more
features about the large distant neighbors of the network. Moreover with this method the
average intergalactic distance is effectively calculated.

Another proposed model by the above mentioned study which had great success used a
kind or arbitrary radius which seemed to did well on the context of the cosmic web. Half-

mass radius (R;’”) is defined as the radius containing half of the total mass of the Subhalo,
meaning containing half of the total mass of the galaxy. Taking into consideration the
nature of matter in universe (baryonics) and the effect of gravity over matter which will
collapse to itself we could safely suppose that the value of half-mass radius will be kind of
small. In the proposed method the authors suggested to use as radius of every galaxy the
product of its half-mass radius with a constant ’a’. The prime advantage of this approach
which might be the reason why it performed so well is deep rooted in the physics model,
as far as we are able to explain it. In simple terms half mass radius allows each galaxy to
have distinct radius of effect. As far as we can explain it the half mass radius is depended
on the size and the mass of the galaxy. With that formation it is possible for heavier
galaxies to have more connections than lighter and these connections to be meaningful for
the interpretation of the cosmos. Keeping the notation of the paper this model will be

referred as M4 in the following context.

Finally the study suggests two more models as well which in fact need more information
about galaxies. Taken into consideration that these information might not be accurate
it is possible to have pure results. In order to construct these models the velocity of the

galaxies is needed.

In general all of these models require simple information about the galaxies in order
to extract the final network. All of them demand the position of the galaxy, and some
demand the size and velocity as well. The main problem from these approaches is to find
a way to determine what model is better and how to evaluate its superiority over other
models and over itself but with the use of other parameters.

In order to further depict that and enlighten the reader about the difficulty of the task of
finding a metric of success we will provide some images from different models realization

of the galaxies, as they are presented in the above mentioned study.
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Figure 4.3: Realizations of three models proposed by the study using Illustris project data.
Source: 'The Network Behind the Cosmic Web’

As it is obvious for the reader at that point that determining the optimal network
between these models for so large networks is, or even for smaller ones, is a very difficult
task which has little or no point of reference. Barabdasi et.al. [32] used some correlations
among each of the model and some astronomical features of the galaxies connected in these
models. These features were purely astrophysical such as peculiar speed, star metallicity,
star formation rate and others. Also they have used some of the graph theory to extract
features about connected components, clustering coefficients and average degree of the

resulting realization of the universe [58, 59, 46].

Initializing our thought with the above applied methods and their promising results
we tried to combine once again the laws of nature with graph theory in order to create a
new model ourselves. We shall present the intuition behind our model and some methods
to compare it with a related proposed above model as far as we could understand the

physics theory behind the structure of the cosmos.
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Taking again into consideration the importance of gravity it is a straight forward once
again to try and find a way to incorporate it into the network theory. We wanted to
establish a radius that would be directly proportional to the gravity created by a galaxy.
That would be defined as a kind of gravity field and the aim to find the effective radius
of this gravity field. The intuition behind this approach is based on general relativity
and the way suggests and explains the space-time fabric as a lattice over which lay the
cosmological objects and bend it. This inclination of space-time is in fact the gravity that
some objects ’feel’ from other objects. The above explanation is given for simplicity and
for clarity about how the reader could imagine the time-space in order to understand the

reasons for proposing the so called 'Gravity Fields’ model.

Figure 4.4: Space-time as it is believed to bend under a heavy object (Earth) Source:
Wikipedia

In order to establish our method we will need information about the position and mass
of the galaxies. Having these we will proceed to the method of constructing the network.
We run through each pair of galaxy (unordered pair) and compute the gravitational force
among the galaxies on that pair.

We compute the distance of the galaxies and if that distance is less or equal to the grav-
itational force multiplied by a constant factor, for scaling, we draw an edge between the
galaxies. We mention that the resulted graph is undirected as all edges are symmetrical.
Symmetry is natural as the gravity as a force which is applied to both objects that take

part in its calculation. Formally the algorithm is:
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Algorithm 2 Gravity Fields

Result: Gravity Field Network’s Edges
M = all masses
P = all positions
HM = all half mass radii
edges =[]
a = le-32
for pair in all pairs do
i, j = pair
dist = euclidean(i, j)
rad sum = M[i] * HM[i] + M[j] * HM]j]
grav = gravity force(i, j)
gravity = a * grav * rad sum
if gravity * rad sum >= dist then
| edges.append([i, j])

end
end

return edges

The algorithm defined above uses except of the gravity in order to introduce this force
into network construction a constant parameter tuned by us. More over in order to fur-
ther enhance the more massive galaxies of obtaining more edges we have used the rad
sum metric which is a distance weighted with the galaxy mass in order to further enhance
gravity. We have also tried approaches without that parameter and tuned constant 'a’ to

a new value. Throughout this section we will present results from the above algorithm.

For demonstration reasons we will use only a small fraction (3,800) from the ~ 120,000
galaxies produced by the Illustris simulation at redshift z = 0.0. Moreover we will compare
our results with the model proposed by Barabasi et.al. that is related with the half mass
radius of each galaxy. We believe that this comparison is solid as we have explained the
way we understand the half mass radius of a galaxy and its relationship with matter and
gravity.

In order to create networks with similar number of edges in order to make the comparison
we tuned both constant parameters in models to values: agravricids = 1e-32, a = 15
(referred to the proposed model). The main difference of our approach is the following:
we are going to suppose that every galaxy is a source of a gravitational field and if two

fields intersect then the sources should be connected. Parameter agrquFiclds is used to
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tune the density of edges.

Figure 4.5: Left: Network from Gravity Fields, Right: Network from M4, Data: 3,800

galaxies from Hlustris-3, z = 0.0

Both networks have circa 18,000 edges. In order to compare these two realization we
have used some heuristic measures drawn from graph theory. These are the moments of
the degrees (1st, 2nd, 3rd), average path lengths (if the graph is disconnected we compute
it over the largest connected component) and betweenness centrality. The results are the

following:

Average Path length of Gravity Fields: ~ 2.43
Average Path length of largest connected component of M4: ~ 2.01

Betweenness centrality of Gravity Fields: ~ 4e-4

Betweenness centrality of largest connected component of M4: ~13e-4
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Figure 4.6: Top row: Gravity Fields, Bottom row: M4, Data: 3,800 galaxies from Ilustris-
3,z =0.0

Differences of the two metrics may be rooted to the fact that M4 [32] results in dis-
connected graph. As far as we can use the the degree moments we can state that both
networks have similar moments. Differences is possible to exist through but in general we

observe similar behavior regarding the degrees.

.

‘s

Figure 4.7: Maximum Modularity community detection of Gravity Fields’ network, Data:

3,800 galaxies from Illustris-3, z = 0.0

Finally in order to finish the demonstration of this method and using the fact that
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these 3,800 galaxy appear to be in communities we tried to find communities from our
network using maximum modularity. The results as presented above indicate that the
communities formed from M4 as connected components appear to be the results of apply-
ing community detection to our method. Of course that might not be the case in more
dense network with many galaxies where the tuning of parameter agyqvFicids needs to be

re-evaluated.

4.4 Schwarzschild Radius approach

On this section we will present another method used in order to model the creation

of the cosmic web. Studying about the properties of the galaxies and in general of the
matter in universe and using the intuition about the need of existence of a radius, similar
thought as on M4 model we will make use of a well studied theoretical measure known as
Schwarzschild radius [33].
Schwarzschild radius also known as gravitational radius is a physical parameter which
derived during the solution of the Einstein’s field equations by Schwarzschild. This radius
is defined as the radius of the event horizon of a Schwarzschild black hole. It is so charac-
teristic as a measure that is associated with every quantity of mass. It was named after
K.Schwarzschild who calculated the exact solution of the theory of the general relativity.
This parameter is estimated for many astronomical objects such as Earth, Milky way
and others. It represents the ability of mass to make the space time to curve. In other
literature is stated as the radius below which any object turn into a black hole if it is
compressed to a sphere with that or less radius.

Determined as rg Schwarzschild radius is given by the formula:

2-G-M

c2

7/‘8 —

where G is the gravitational constant as defined in previous chapters and c is the speed of
light.

The intuition behind using this radius is straight forward. Instead of using the half
mass radius that is not so strongly related with mass and gravity we have chosen to use
a multiple of the r4 in order to create the model. Method of construction of the model is
the same as in M4 using again a constant in order to scale this radius to an appropriate
value, constant needed to be tuned as in the previous models. The main reasons we used
this radius is because it is directly dependent on the mass of the object and not its shape,
which is the case in the half mass radius, because using half mass radius in two galaxies
of same masses but one of them being spiral and the other ellipsoid will probably result

in two different radius of effect. On the other hand r; is a parameter well studied and
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based deeply on the general relativity that governs the universe. Moreover the small size
of this value allows easier scale and tune in contrast of having to tune larger values (i.e.

half mass radii) by using a constant.

Figure 4.8: Left: Netowork from applying Schwarzschild radius model, Right: Maximum

Modularity community detection, Data: 3,800 galaxies from Ilustris-3, z = 0.0

Again we used the same 3,800 galaxies and the resulted network on the left has circa
18,000 edges as well.From the above graph even if we expected interesting results looking
on the communities formation we may declare that this method need further optimization

or should also be completed by incorporating more data.

4.5 Genetic algorithm attempt

Genetic algorithms is a meta-heuristic process which development is based on the nat-
ural genetic evolution (natural selection). Process followed by a genetic algorithm has
some basic steps which can be summarized into: initialization of the population, crossover
between individuals of the population, mutation of the individuals, selection of individuals
of the next generation using a defined metric (fitness function) and a terminating condi-
tion.

In this section we will present a genetic process we followed in order to determine a more
specific effective radius in the context of the previous discuss. The intuition behind this
method is to find a formula which relates galaxy pairs and using that formula instead of
the Gravity Fields or instead of the M4 model to achieve improved results.

In order to model this need into a genetic terms we had to first define how a typical chro-
mosome of the population will look like. A chromosome will be a vector of four values:

a, b, ¢ and d. These values will be interpreted, after their final values found, into the
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following formula:

mé’-mC

ferp(i,7) = a- =3

.

As we can see the above formula has the formation of the gravity in a more general terms.
The intuition behind it is to optimally find gravity as the best force or find some other
formula that relates galaxies in such an effective manner that can be used in order to
determine if their distance in comparison with f.¢; will result in including or not the edge
on the final network. In order to create the population of the genetic algorithm we selected
randomly 100 galaxies and applied to this miniature of the system the formula which was
represented in every chromosome. We chose that number of galaxies for execution-time
reason. Moreover we did not use any tuning constant on this attempt as we add edge
to the network only if the distance between the two galaxies was less than f.rr. Results
from the best chromosome for the setup described above as well as with after community

detection are:

Figure 4.9: Left: Network from applying best chromosome of GA, Right: Maximum

Modularity community detection, Data: 100 galaxies from Illustris-3, z = 0.0

The parameter set for the above best chromosome after executing the GA is: a ~1elb,
b=2 ¢=1,d = 5. Also we declare that the parameters of the GA are: population =
50, cross probability = 0.9, mutation probability = 0.01 and elitism = 1.

Moreover we ran the algorithm to a predetermined number of iterations (30).
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Regarding the fitness function used we have applied two functions but both of them
resulted in similar values for the best chromosome. The first was related with the average
degree of the resulting graph which we ultimately wanted to be the same as in the other
graphs we have used from the previous models (i.e. Gravity Fields, M4 etc.), circa 4.6.
The second approach was related to the degree distribution of the graph. We wanted to
be more close to a power law degree distribution rather than an exponential distribution
(characteristic for Poisson like distribution).

Using these two approaches we tried to utilize a GA which will promote to next generation
chromosomes that will result in a f.r; that when applied in the construction of the final
network will either resemble the networks coming from the studied models or scale free
networks as we believe that characterize the cosmic web. Examining the produced degree
sequence we find out that the produced network tries to approach a scale free network but
the resulted values about the formula do not seem promising because as we can see they
are far from the gravity. That might be the result of an over-fit over the small randomly
selected population. In order to improve the performance of the GA proposed we would
need to conduct experiments with larger chromosome populations and perhaps altering all
the other parameters of the algorithm. Of course it is needed to increase drastically the
number of galaxies used to apply the formula to some thousands in order to have a more

representative sample of the total set of galaxies.
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Figure 4.10: Loglog graph of degree sequence, Data: 100 galaxies from Illustris-3, z = 0.0
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Chapter 5

Cosmic Web Approach using
Spatial Clustering Tools

In this section we will present the main ideas we have used in order to extract some
features about the cosmic web and its properties. In order to do that we have used the
main ideas of the spatial clustering as they were defined in previous section. We have
moved from graphical representation of the cosmic web to its analysis without using edges
to extract its feature. We will only take advantage of the topology in order to extract the
structure and make use of the mass as a filter. We will present the use of octrees over the
cosmic web, a novel (as far as we know) approach called 'Gravity Lattice’. We will also
present and apply some spatial algorithms with or without altering them over the data of

the galaxies.

5.1 Octree

An octree is a tree-like data structure that is used for spatial clustering and in order to
model 3D data in an appropriate way that allows the user to perform insertion and search
really fast without having to look every point in the dataset. Every internal node of an
octree consists of eight children. This type of structures are the most often used in 3D
space. In order to construct them we will have to recursively divide the space into eight
octants, as they called [34].

Octrees are the direct expansion of the quadtrees in 2D space.

73



74

y

Figure 5.1: Recursive subdivision of space by an octree and its tree-like representation,

Source: Wikipedia

We have made a small modification over the constructed octree in order to fulfill the
needs of this thesis. As we can see in the above image after inserting all the galaxies into
the octree we will result in the division of the first, giant, cube into many small sub-cubes.
First of all we have tuned the number of recursive calls of the function that creates the
levels of the tree. Increasing that number lead to smaller cubes with perhaps greater
density.

At the beginning of that approach we thought that the more we divide the initial cube the
denser the leaf-cubes will be. That was a false prediction rooted on optical depiction of

the initial cube in 3D which did not allow to examine the correct properties of the data.

After tuning we concluded that the best fit for the used data in octree formation was
only three levels in the data structure. The branching factor of the octree is so large that
even with little levels we end up into many final cubes.

Also we made some other modification to extract even more data on the context of the
cosmological approach. We model the cube as an object of mass and size. After we have
inserted all galaxies used at this section we have resulted in final cubes which had their

positions, sizes and masses defined.

Moreover we implemented a density based pruning [86] of the tree, which was possible
since we knew the mass and size of each leaf. In order to conduct the tuning operation
we have set a threshold which is global for the whole tree. We started from the root and
directed to the leaves. If a leaf was empty, meaning zero density, we erase that. On the
other hand if that leaf was below the threshold density we collapsed it to its father as well
as all other leaves with the same father.

The above pruning method was not so effective as it was possible to have many small

children that led to collapsing a whole level to the previous and that might trigger even
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more collisions. The problem about the pruning and this procedure is found on the cubic
shape of the leaves which are kind of strict in the context of what we are trying to study.
We have observed formations that could have been described with and ellipsoid in a great
success to be on this method purely encapsulated into more than one cubic leaves that
are also of small density. The above mentioned observation can be interpreted well using
astrophysical theory as the galaxy formations, walls, filaments, clusters, is not usually of
cubic shape as we have studied and presented them previously. They are kind of either
long formations or really tight and concentrated clusters.

We have eliminated the possibility of using spheres instead of cubes in order to model the
parts of the cosmic web through octree but that would result in leaving many areas of
the initial cube without any representative. Also we have thought and tried to model the
initial cube through a sphere and then tried to fit into the initial sphere more smaller but
that had the same results of not fully coverage. We refer to spheres as they appear to be
more natural in order to model the galactic structure.

Another improvement that would probably work if it was combined with something else,
from the computational geometry that is beyond this thesis, is using cylinders of arbitrary
radius and height placed over the initial cube. Like an octree this structure could also be
divided into smaller sub-cylinders. The above division should haven not in a uniform way,
meaning that not all children of a cylinder would have the characteristics. This approach
is possible to let us use small radii but long height cylinders to model filaments and large
radii and small height cylinders for clusters. That would be the ultimate way of deter-
mining structures in the cosmic web and use their density to categorize them following
the criteria about density described before. We have tried to model this process but the
results were not correct as there were problems related to geometry and the way we would

choose the cylinders characteristics.
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Figure 5.2: Left: Octree results with 3,800 galaxies, Right Octree results with 12,160

galaxies, Black big dots are the centers of the final cubic leaves, Data: Illustris-3, z = 0.0

Above we present the results from the usage of the modified octree as we have de-
scribed int before. As we have stated the results are not so promising as we scale up with
the number of the galaxies. At the beginning with small number of galaxies appear to
approximate the structures in some case really well as the center of the cubic leaves appear
over the clusters. On the other hand there are many clusters that wrongly assigned to a
cube whose center is far from the galaxies of that cluster.

As we increase the number of galaxies and increase the depth of the octree we can see that
some levels of the tree have collapsed and that resulted in assigning almost a quarter of all
galaxies to one cube. Also worth to mention that during the process we have resulted into
cubes with galaxies count from 100 to 900 which seems promising. Finally it is needed to
mention that the visual results presented above may not be clear as the 3D data presented
in a 2D image might result into inconveniences. Taking into consideration the above re-
sults and the strictness of the octree related to the cubic shaped we could summarize that
this method needs improvements, as the one mentioned with the cylinders, in order to

provide interesting features about the structure of the universe.

5.2 Gravity Lattice

Inspired once again, as we did in some previous chapters of this thesis by the gravity
and its dominance over the universe we propose a novel approach in order to detect struc-
tures of the cosmos. We will first give an very simple example as an intuition and then

explain it in a more proper way using this example.
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Imagine we have an area filled with a substance like honey or yogurt. If we spread
among this area some marbles of arbitrary size and weight and then remove them their
signature will remain. By the word signature we mean that even if they are not there
an outside observer can find out that something spherical existed and according to the

curvature of the substance make an estimation about the weight of that object.

Although this example might be very simple the intuition behind it is strong and can
be applied to the universe and the galaxy formation. The reader can make a direct associ-
ation between galaxies and marbles, honey-like substance and cube over which all galaxies
lay. The main problem of that is the way of filling the cube with that type of ’substance’
and how to define the way of affecting that substance with our galaxy-marble. The answer

is once again gravity, the force that rules the cosmos.

Figure 5.3: Representation after filling the cube with small spheres of 1kg

The prime aim of that model is to make the galaxies leave their gravitational signature
of a substance and then remove them as their signature will remain. After that we will
try to study only the signature. Like the intuition that signature will offer to an outside
observer information about its owner.

In order to know specify the way of applying this method we proceed to more technical
matters on which the results are dependent. Firstly, we create a 3D regular lattice without
the edges. The vertices of that lattice are masses of 1kg, the intuition behind that is based
on electromagnetism where in order to determine the electric force we use test loads. On
this method we want to estimate gravity so we will create many ’gravity test loads’. The
main parameter that rules this model is the distance of these spheres. The smaller the

distance the more spheres we have and as a result better resolution of the gravitational
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signature.

After having the honey-like ’substance’ defined we will use it in order to put the galaxies
on the system and extract their signature. Each galaxy is assigned a radius, that value
could be anything defined in previous chapters as well, for the purpose of demonstration
we have used as radius of each galaxy a value proportional to its half-mass radius, by a
small factor. That results in creating a sphere around galaxy which encapsulates some of
the gravity test loads. Even with the greater of the radius the amount of load test spheres
enclosed will be finite, based on the way we have constructed the lattice.

Following we compute the gravitational force between the galaxy and each one of these
spheres among the three main axes. After inserting all galaxies the each sphere will or will
not have been affected by one or many of them. Each sphere will end up with a vector of
three entries representing the total gravitational force that is exerted on the sphere. At
that point we suppose that the movement, if the test loads were supposed to move, under
the effect of the galaxies is proportional to the final gravitational force exerted on them.
The intuition behind is based on Newton’s second law about the total power exerted over
an object and its resulting acceleration only with the difference that here we suppose the
total force is proportional to the total moving.

After we have finished the insertion of the galaxies and removed them we will in fact let the
spheres move. As we have expected some of the spheres have been affected among some
or all axes and some others remained in their positions. So at the end we have a modified
lattice where we can detect empty spaces as well as galactic formations. In order to do
that we would have to go through the final lattice and detect the amount of movement
of the spheres that has been made and towards what direction. The above method will
also be useful in studying time evolution of the universe where galaxies may have moved,
destroyed or created but the signature they have left in the past will remain and following

signatures could lead us to track down galactic behaviors and patterns of the universe.
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Algorithm 3 How to produce the final Gravity Lattice
Result: New 3D lattice

start_lattice = create_lattice(inter_dist, CubeSide)

for gal in galaxies do
rad = 3 * half_mass_radius

x_neighbors = [range(x_center - rad, x_center + rad, inter_dist)]
y-neighbors = [range(y_center - rad, y_center + rad, inter_dist)]
z_neighbors = [range(z_center - rad, z_center + rad, inter_dist)]
neighbors = product(round(x_neighbors), round(y_neighbors), round(z_neighbors))
for neig in neighbors do
neig[0] += gravity x(gal, neig)
neig[1l] += gravity_y(gal, neig)
neig[2] += gravity_z(gal, neig)

end

end

return start_lattice // as it has changed through the previous procedure

In order to analyze the complexity of the proposed method we have presented above
the algorithm used to construct the new lattice. Although it might seem at first glance
that it is quadratic this is not the case. Taking into account that the maximum radius
of effect of a galaxy can include finite number of spheres, C, then the nested for loop is
not ’big’ as a result the above algorithm run in O(C * N), where N is the total number
of galaxies in the system. C is not going to be always negligible as if we wanted higher
resolution meaning more spheres and less distance between them that would result in large

values of C. But for the purpose of that thesis the inter-distance is kept relatively large.

o
&
e

Figure 5.4: Left: Model M4 results, Right: Gravity Lattice results, Data: 3,800 galaxies
from Illustris-3, z = 0.0
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For the results presented above we have used inter-distance equal to 1 Mpc (but we
have also tried it in 0.5 Mpc and it was still fast in execution, less than 1 sec) and as
effective distance we use three times the half mass radius. After calculating the total
gravitational force over all spheres we multiplied the result by a factor of 1e1l0 and up-
dated the position of the spheres. Spheres beyond the limits of the cube, if exist, will be
placed on limits. After that we present only the spheres that have changed their positions.
Comparing the results on the above figure we can see that Gravity Lattice encloses all
the information about the galaxies and their formation. Although it might seem shaped
kind of cubic this model is able to fit over any shape of the galaxy formation. Even if the
galaxies are formed like an arm the test loads will detect them their movement towards
the galaxies will create a kind of rectangular solid.

Even without the background about this method the above figure offers visual credentials
about its validity as they seem to depict vividly the galactic structure. We can detect
clusters on the regions where moved test loads are more compact and voids where spheres
are intact.

Another suggestion in order to improve this model would be to firstly to reduce the dis-
tance between the test loads. Another way to approach the model and its improvements is
to find a proper radius of effect. For example as we use only gravity and masses it would
be interesting to find a radius depended on mass. It is possible that these modification

will have better results.

Figure 5.5: Results from Gravity Lattice, Data: 40,470 galaxies from Illustris-3, z = 0.0

Above we have presented the results for 40,470 galaxies in order to illustrate some
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weaknesses of the proposed model. It is obvious that as we scale up to the number of
galaxies whose signatures we want to depict the resulted cube turn out to be kind of
noisy. Although the proposed method captures the nature of the galaxy formation it is
difficult to extract details and results about the cluster regions of the above image as there
have been many test loads that were moved. That might be because of the real position
of the galaxies or because some galaxies had extremely large half mass radius which gave
them falsely increased radius of effect. We can suppose that denser red areas show regions
where most of the test loads have moved and as a result are clusters while other region
where only a few test loads have moved are voids. In order to achieve that we have tried
to filter moved test loads using as criterion their movement and if they are about to move
in a short distance to cancel their movement in order to move only spheres that have been
affected massively by galaxies and that would probably point out a movement towards
a galaxy cluster. Although it might seem reasonable the above tactic had pure results
because of the way the gravity lattice is set. Even if a galaxy belong in a void region it
will have some spheres in its radius of effect that will be under massive gravity force and
we cant find a way to negate the movement of such spheres.

Using the above problematic situation and the initiative of the algorithm we proposed and
tested another version of the algorithm which one may say is an improved based on its
results. In stead of keeping the total force exerted over a sphere we will keep the sub-forces
exerted by every galaxy on that sphere as well as the number of galaxies affected each of
the test loads.

From this point it is straight forward the method we are going to use in order to produce
interesting results. Void regions are areas where there are only a few galaxies and the
affected spheres are affected by only one or two galaxies while within a cluster the affected
test loads are under the effect of much more galaxies depending on the density of the

cluster and the position of the galaxies and the sphere.
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Figure 5.6: Upper row: Inter dist = 500, Lower row: Inter dist = 1000, Filter and eliminate
point affected by less than 4 galaxies (Left: before filtering, Right: after filtering), Data:
100,700 galaxies from Hlustris-3, z = 0.0

In order to extract information about galaxy clusters and voids taking into considera-
tion the above mentioned setup as well as the theoretic background about the differences
between void and cluster galaxies we filter the moved test loads by the number of galaxies
that affected them and resulted that movement. Tuning this threshold we have finally set
it to 4 by taking into account the number of such test loads and their positions. Above the
reader can see the results of filtering in two different inter-distances. The less the distance
the better the quality as we have stated. Depending on the needs this method can adapt

to the needed resolution value.

As we can see this method is able to filter out void galaxies (noise) that is the void
regions and keep only the great structures which are respectively the walls. Characteristic
example is the 'Smile’ on the up and left side of the cube that is also visible with our
proposed method, of course visually we can see that all great structures of the left cube

(all galaxies of the system) have representatives on the right cube (after applying Gravity
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Lattice and filtering).

5.3 HDBSCAN in the Cosmic Web

Density based clustering is a straight forward approach to the problem of identifying
the regions of the cosmic web which could be labeled as either void or cluster areas. Al-
though there are many algorithms that could fit the demands of this thesis among the wide
bibliography on this topic we have chosen to use only a small fraction of them because
their description and problem application matches the problem of the cosmic web.
DBSCAN [35] is a density based spatial clustering algorithm which was at first proposed
by M.Ester et.al. The main difference of this algorithm in relation with other spatial clus-
tering algorithms is that its applications are over data with noise. The definition of noise
could vary among different datasets but the way it appears when we plot the datasets is
common. In order to enlighten more the reader and taking into consideration the image
of the universe from the used data one can easily see that on the void regions of the cube
there are only a few galaxies (dot points in the cube) which are barely visible while on
the filament and cluster areas there are plenty of galaxies and that is visible through the
formation of the clusters and their shaped.

If we decide to characterize the void galaxies as noise and the clusters as useful data clus-
ters then the application of the DBSCAN seems to be appropriate and ideal as it will
directly point out which regions are the empty ones, meaning that these regions are voids
and which regions are covered with clusters and determining those clusters among the
other as we would also like to know where a cluster is located, which galaxies are part of
it and what is the shape of the cluster.

This algorithm is non parametric and given a set of data points it groups them together
in cluster and noise. In order to group them the algorithm takes into account the distance
between points and groups together points that are closely packed with each other into
clusters as it believes that these points have higher probability of belonging into the same
cluster. On the same way points that lay on sparse areas, meaning areas of less density,
are marked as noise because their nearest neighbors are too far away. DBSCAN is one of
the most prominent and common spatial clustering algorithm.

In order to further explain DBSCAN we present its main ideas in the way it categorizes
the points of the dataset. At the beginning we set a radius € of a neighborhood with
respect to some point. Then all points will be clustered as either core or outlier points as

follows:

e A point p is a core point if at least there are min_points points within distance € of

it (including p).

e A point q is said to be directly reachable from a point p (p is core point) if it lays
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within a distance of ¢ from p.

e A point q is said to be reachable from a point p if there is a path where each point
is directly reachable from the previous point of the path, that means that all points

among the path except (maybe) the last point must be core points.

e All points that are not reachable from any other point are characterized as outliers

or noise points.

In order to illustrate that if a point p is a core point then it forms a cluster with all the

points that are reachable from it, each cluster consists at least form one core point. Non
core points can be part of the cluster but if they are alone then they are characterized as
noise. This formation as we can see is applicable in our setup of the cosmic web as from
our point of few core points are galaxies laying into dense areas of clusters of filaments
and outliers are galaxies in void areas. Using this method it is not needed from us to know
the exact shape of the cluster is it may be spherical, elliptic or any other shape and the
algorithm will still be able to find it out if we set the appropriate parameter ¢ about the
radius of the neighborhood of the core points.
The above defined reachability of points within the context of the DBSCAN algorithm as
we can see is not symmetric as core points can reach non core points but the opposite is
not true. So the algorithm has defined a notion about connectedness that is defined as
follow: two points are density - connected if there is a third one (p) such that both of
them are reachable from p.

Finally DBSCAN’s clusters satisfy two properties:

1. All points within a cluster are mutually density - connected

2. If a point is density - reachable from a point of the cluster then it is part of the

cluster as well.

Strategy behind the algorithm is obvious as it finds the € of the neighborhood in order
to identify the core points and then finds the connected components of the core points
ignoring all non - core points in the neighbor graph. Finally from the rest of the points it
either assigns it to a cluster if it is reachable directly or through a path to a core point or
in assigns it to noise.

The intuition and the usage of the algorithm in the cosmic web is natural as without know-
ing its existence someone would probably have tried to do the same in order to classify
regions according to the galaxies lay inside them.

The main problem of this algorithm lays over its complexity. As we have described it
above it the algorithm each time tracks down a point in order to classify it as noise of
cluster point. In order to do that it will need time O(N * classification), where classifi-

cation time is depended on the structure and dimension of the points. If points are not
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sorted in a spatial way in order to define which points lay inside the € radius then the
worst case scenario needs O(N?) time, while in other cases time of O(NlogN) is needed if
accelerating index structures are used.

It is worth to mention that the algorithm is appropriate for out application as it does
not need to specify from the beginning the number of clusters nor their shape or central
points. It also allows us by determining the radius parameters ¢ to define the level of
resolution we would like the algorithm to concentrate in order to find the clusters. Finally
parameters are easily understandable and have an apparent relationship with the noise
level we want to extract and the density of the final clusters we would like to find.

Of course the algorithm has some drawbacks such as the tuning of the parameters and the
choice of the appropriate distance metric but in the context of this thesis we will disregard
them.

In order to avoid the drawback of DBSCAN we will use in this problem a hierarchical
version of the algorithms called HDBSCAN [36]. Hierarchy is once again appealing into
this problem as we have used it in previous attempts of modeling the cosmic web. HDB-
SCAN proposed by D.Moulavi et. al. is a hierarchical based algorithm for spatial data
that has avoided some of the main drawbacks of the common spatial clustering algorithms.
It generates a complete density - based hierarchy by the most important clusters while it
also offers a measure of significance of the clusters in order to hierarchically sort them.
HDBSCAN is a direct expansion of the well studied and previously presented DBSCAN
which we have used on our data because of its hierarchic nature and especially because of
its speed of computation.

We will present the most promising results from using HDBSCAN in a Python implemen-

tation:
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Figure 5.7: Upper row: [700, 30, 1000], [1200, 100, 1000], Lower row: [900, 100, 1000],
[1500, 100, 1000], Format of the parameters [MinClusterSize, MinSamples, Epsilon] Data:
100,700 galaxies from Hlustris-3, z = 0.0

In the context of this thesis we have used in order to use the above mentioned algo-
rithms the module HDBSCAN* of the Python and tried to tune the parameters of the
model in a way that it will reflect the natural world and on the same manner reflect the ap-

propriate clusters of the cosmos. Method offered us three parameters which we could tune:

e Minimum cluster size defines the minimum number of points needed for one cluster.

e Minimum samples parameter that defines the amount of data that will be declared

as noise, this parameters offer a measure to check how conservative the clustering
will be.

e Cluster ¢ is the parameter that defines under which distance the algorithm will not
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separate clusters.

Using the above parameters and knowledge of the universal parameters that are de-
picted on these three we have conducted experiments and resulted in the previously pre-
sented clustering of the cosmos.

In order to extract the parameters about these three values we used some of the knowledge
about the galactic clusters and super clusters. Firstly we have set the parameter about the
MinSamples to a value that led to a circa 70% of the galaxies to be assigned as noise (void)
because the universe itself is compromised mainly of empty regions as the astrophysicists
suggest.

Moreover we have used many and different cluster size as the reader can see, the less the
cluster size the more clusters created by the algorithm. On the same context as previous
we have decide to focus our interests on great galactic structures, clusters or even super-
clusters that consists of many galaxies as the theory suggested. That was the reason why
we have chosen so many and different values about the MinClusterSize parameter. As we
can see that resulted in different cluster formations that also mainly maintain they struc-
ture of the universe as it was visually observed in previous chapters. It is characteristic
that the larger the size of the cluster the more vivid are the big galactic structures as
they are colored in order to differentiate them in a way that they look like the the results
after Gravity Fields filtering. By the use of look like we mean that the same structures
extracted after filtering as the main structures of the universe are also extracted by spatial
clustering of the HDBSCAN.

Finally we have used the epsilon selection in order to model the diameter and in general
the size of the clusters and superclusters of the cosmic web. The value of 1000 or equally
1 Mpc is the regular radius of a small galactic cluster. We have chosen that parameter
because the data we used from the Illustris project are simulated in a small (compared
to the universe) cube and because other experiments we have done with greater of less
epsilon values resulted into undesired clustering of the galaxies where the main structures

were either fragmented into smaller ones or combined into enormous structures.

5.4 ABACUS in the Cosmic Web

Continuing on the same context as previous about the spatial clustering we will now
move to an alternative form of spatial clustering which applications and results might be
useful if applied on the cosmic web. Having study the implementation and theoretical
background of the ABACUS spatial clustering algorithm proposed by V.Chaoji et. al.
[37] we have implemented the algorithm using Python and applied it to the galactic data.

ABACUS is based on one main hypothesis that one can consider as valid in the cosmic



88

web data. This hypothesis is that spatial clusters can be generated from a set of core
points. These core points will play the role of a backbone-like structure of the cluster and
will give the intrinsic shape of it. For example an elliptic galactic formation like a filament
will have a backbone which will be consisted of the main galaxies along its axis, the same
will apply to an gamma like cluster that has many galaxies but the main core of it are the

galaxies among the two segment lines.

To further illustrate the intuition and the reason why we will use this algorithm on
the cosmic web and in general in spatial clustering is the equivalence-like relation between
the backbone of a dataset and the dataset itself. Having the backbone of the dataset can
result into the dataset or a close approximation of it through a specific process. Each point
of the backbone has two main properties the spreading radius and spreading number. The
first parameter is the parameter defining the radius within which a core point can generate
other points and the second parameter defines the number of points that can be generated
from a single core point.

As we can see if a dataset can be obtained fully or in a good approximation using the
backbone points’ properties of spreading then if we manage to inverse this process we will
result into the backbone points of the whole dataset without losing information about it.
ABACUS is the algorithm that tries to inverse this process, to do so instead of spreading
each of the backbone points and ’divide’ it into many other points within a given radius it
tries to aggregate points of the dataset to single points that will be their representatives.
These representatives should be located in an area that is appropriate so that if spreading
is applied then the original points will appear with some probability. In order to succeed
that ABACUS will gather together points of the main structures of the data and extract
representatives of these points. The above process can take place many times dependent
on the level of abstraction we would like to go and the number of compression of the given

information we would like to make.

The main functions that model the above described process taking place in the ABA-

CUS algorithm are (adjusted to the three dimensions of the cosmic web):

e Globing, which involves finding a representative of a group of points. In order to do
that we first create a ball in the three dimensional space that has as its center a point
of the dataset and radius r which full definition will stated afterwards. All points
inside this ball will have as their representative the point laying on the center of the
ball. Each point of the dataset has a weight assigned to it, that weight represents
the number of points that are aggregated together in this point, so at the beginning
all points have weights equal to one. As the process goes one and points are being
globed to one representative the algorithm aggregates their weights and updates the
weight of the representative which equals the total sum of the weights of the other
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points. So at the final iteration of the globing process the representative’s weight
will represent (p) the amount of points that have been globed on p. Of course a
representative could also be globed under another representative and the weights
between them will sum up. The radius of the sphere can be understood as the
spreading radius if we will follow the inverse process in the backbone points of the

dataset.

e Point movement is the process where the representatives move towards the points
they are going to represent. It is a gravity-like force that is exerted to points by
their neighboring points. It is like a point feels the attraction of other points that lay
within its neighborhood. Like gravity points tend to move towards other points under
the influence of that force. Another similarity with gravity is that the magnitude of
the change of the position of the points towards other points is proportional to the
forces exerted to that point an the direction of the movement is is the weighted sum
of the the force vector. In other words the weights play a mass-like role if we take
into consideration the forces between points as gravitational forces. Of course in the
context of the algorithm which is far from the gravitational model we described the
point moves towards the most likely component that is responsible for generating

the point if an opposite process is followed.

The process of the algorithm consists of repeating the above two steps until a conver-

gence or a stopping condition is fulfilled. The algorithm described above is:
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Algorithm 4 ABACUS with slightly changes as we implemented it
Result: Backbone resulting data points

D = all galaxy positions
w; =1,Vie D
K = knn_graph(D)
r = knn radius(D, k, K)
all.m = []
for i in range 3 do
K = glob_points(K, r, k)
K = move_points(K, r, k)
m; = number_of_points_moved
all_.m.append(m;)
end
j=2
while 7= > S5 do
K = glob_points(K, r, k)
K = move_points(K, r, k)
m; = number_of_points_moved
all_m.append(m;)
end

return K

Calculating the radius of the algorithms is done using the KNN graph and eliminating
the top 5% of the outliers. The choice of k in the KNN graph is important as for small
values of k the graph is concentrated on dense regions while for larger values the results are
more general from the KNN graph. With the use of the 95% of the distances as calculated
from the KNN graph radius r is defined as the average value of them.

During the globing phase all we go through all points which have formed a ball of radius
r in the three dimensional space and check how many of the other points lay inside that
ball. That process is important as it ensures that no outlier point or noise point will be
the center of the coming globing as these points will not have many other points within
their radius. At the globing process we modify the points as we erase some of the points
which will from now on have a representative and at the same time we update the repre-
sentative’s weight. Each representative will have the summed up weight of all the points
that have globed to that representative.

Needed to mention that hard-wired values to radius r might not capture the full dynamic

of the system.

During the movement phase as it would happen if we have used the gravity there
exists a gravity-like equation that is applied to all points that have not been globed.
These points will be affected of other points that are also not globed. TO state this

process more illustrative if we had a system of four galaxies and they were globed in pairs
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then only the final pair will affect the position of the other pair. Furthermore in order to
do that the algorithm will take into consideration only the k-nearest neighbors that are
not globed an use their weights and distance from the point in order to find out the final
position of the point. Although it is not directly related to gravity the formula that gives

the new coordinates of the point has a distance-like factor on the denominator. For y; the

new

Y is given as (i is the dimension):

1
Yi-Wy+ Z 2 Wz Tist(g,2)
ynew . 2ERL (y)Nd(y,2)>T
) - 1
wy+ Z W dist(y,z)

2ERY (y)Ad(y,z)>T

where z is a point that has not been globed under y and lays among y k nearest neighbors.

As we can see from all described above ABACUS is a promising algorithm on the
problem of the cosmic web and its application might have interesting results. Also its
complexity is O(NlogN), where N is the number of points, because our dataset lays inside
the three dimensions and we can make use of the KD-Trees when constructing the KNN
graph.

We used ABACUS in the context of the 100,700 galaxies of the dataset starting with a
3-NN graph because we wanted to pay attention to the denser areas. Using the algorithm
form different sizes of the dataset we observed that the resulting backbone points where
less than the half points or in some cases almost one third of them. Below we show the

results of the circa 43k galaxies from the original circa 100k galaxies.

Figure 5.8: Left: All galaxies, Right: Points after ABACUS application, Data: 100,700

galaxies from Ilustris-3, z = 0.0
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As we observe there is not a great loss of information and we can declare that the
structures on the right are more distinct in comparison to the left because many galaxies
have been globed and especially inside the big structures we observe that although their
shape is clear they seem more sparse because of the globing. That is the reason why they

do not look so toned as they appear on the left where there are more point on them.

Taking the initiative from the Gravity Lattice and the filtering we applied on that
method we tried to do the same here. As we have mentioned each of the representatives
have as weights the sum of weights of the galaxies they represent, which in case is equal
to the number of these weights. So we hypothesized that galaxies after the ABACUS
algorithm that lay inside the big structures will have greater weights in comparison with
galaxies lay in void regions. We filtered the right side image of the previous figure in order
to keep only the backbone points which represent five or more galaxies, the value of five
is the result of tuning that threshold.

On the right image of the figure again the initial universe and on the left the resulting
galaxies or their representatives after filtering. As we can see here the great structures are
apparent while the voids are almost perfectly filtered out. Of course if someone wanted
it is possible to go into a greater level of resolution by filtering out even more galaxies
and keep greater in size structures intact or the same can also apply in order to keep only
small or between a given range structures. It is characteristic that the left image has many

similarities with the results from Gravity Lattice filtering as we expected.

Figure 5.9: Left: Before filtering, Right: After filtering out points with weight less than
5, Data: 100,700 galaxies from Illustris-3, z = 0.0
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Once again using the prime force of the universe, gravity, and the intuition about mass,
its properties and the way it affects the cosmos we made a slight change to the ABACUS
implementation and instead of setting the initial weight of each point to 1 we used galaxy
masses to initialize each point of the dataset. The reason behind that implementation is
that is allows us to differentiate the galaxies as they are now not equally weighted points
which are going to be clustered based only on their positions. With that weight the move-
ment of the representatives as well as the total weight they result in is dependent on the
galaxies they have globed. So the final backbone has points whose mass is the sum of
galactic masses and that allows us a more proper filtering in comparison to the previous
filter. In the previous filtering only the number of globed galaxies played a role and not
their total mass which is the case in the context of the universe.

We have left the equation that defines the magnitude of movement intact as it was in the
ABACUS because we chose not to implement a version of gravity instead of the equation
because that might have led to same results as in Gravity Lattice. Below we present the
results from filtering with different mass thresholds, as the threshold increases the resulted
after filter structures are the most immense and the void regions are correctly ruled out
by the filter. The main point of this idea is to find the appropriate value of mass that
keeps the greater structures intact without changing their shape nor their position a lot.
All mass thresholds indicated below are measured in 10'° of sun’s mass. The best of them
appears to be for mass threshold around 100 maybe a value of 250 would be even better.
On the other hand if we only wanted the greater structures resulted from filtering with
mass filter 1000 are appropriate as they rule out more than 95% of the galaxies but the
resulting points detect the formation of large scale structures (i.e. the ’Smile’ on left upper
of the cube).

For each of the levels of resolution they appear even less galaxies because a larger fraction
of them is discarded as noise. Moreover as we low the threshold we observe the appear-
ance of more detailed structures without the insertion of noise. In order to solidify that
we have extracted only the noise (void galaxies) of the cosmic and notice that as we ex-

pected lay almost everywhere in the cube and especially between the large scale structures.
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Figure 5.10: Upper row: Filtering out mass less than 100, Middle row: Filtering out mass
less than 500, Lower row: Filtering out mass less than 1000, Left: Before filter, Right:
After filter, Calculated in 10'° mass of sun, Data: 100,700 galaxies from Illustris-3, z =

0.0

Finally taking into account the speed of execution and the results after the filtering we

can declare that this algorithm is promising and can extract important information about

the cosmos.

5.5 Chameleon & CURE in the Cosmic Web

In the context of the previous success of the spatial clustering algorithms over the

problem of regions’ classification of the cosmos we were tempted to use more of these
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algorithms.

The most promising of the spatial clustering algorithms according to the results he has
achieved is CHAMELEON [38] which manage to perform well in two dimensional data but
in higher dimensions it appears to be time consuming. We used an implementation of this
algorithm and tried to approach the cosmic web. In the construction of the KNN graph
we have used the ten nearest neighbors of each point and we will present the results for
5,000 and 10,000 galaxies. As the results below indicate the algorithm is not appropriate
for this application as it fails to understand the nature of noise points which seems to be
really important in the context of the universe as all these points assigned as noise are
galaxies in void regions. As we can see on the images below it provides us with clusters
that encapsulate noise points and end up in many clusters which are falsely identified as
we can see galaxies once belonged in the same large scale structure using the previous
mentioned algorithms to belong in different clusters as CHAMELEON result.
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Figure 5.11: CHAMELEON results with 10-NN graph, for Left: 5k galaxies, Right: 10k

galaxies, Data: galaxies from Illustris-3, z = 0.0

On the same topic we also used the CURE algorithm [39] which is a classic approach
for spatial clustering than seemed to work properly for circa 10k galaxies but taking into
account its quadratic time complexity it is rather pointless to try to use it for the whole
data points. The image below shows CURE’s result that appear to properly detect the
structures of the universe but its in a larger scale that algorithm will take much time to
complete which make it hard to use and tune its parameters. In the below image we asked

CURE to determine ten clusters, determining the number of clusters at the beginning of
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the process is rather impossible for so many data points as these of the cosmos.

Figure 5.12: CURE results for 10k galaxies and 10 communities, Data: 10,000 galaxies
from Ilustris-3, z = 0.0
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Chapter 6

Approaching Cosmic Web with
GANs

Generative Adversarial Networks (GANs) is a class of machine learning frameworks
design by I.Goodfellow et. al. in 2014 [40]. Recently because of the increase of the data
and the computational power they have become really famous. On this chapter we will
present an approach of that method the context of the cosmic web. Our method as far as
we know is novel and its results can be improved in order to extract important features

about the cosmic web.

6.1 Predicting the future using GANs

The initiative behind this approach lays on the nature of the GANs and their wide
application field. We will present a novel approach of predicting the future of the cosmos

based on simulated data by the Illustris project and a setup we have to propose.

It is known that different redshifts (z) represent different time frames of the simulation
of the cosmos and as a result Illustris project offers us a wide variety of snapshots of
different time points that could be the data for training a GAN model. In every snapshot
we have different number of galaxies and different position among the same galaxies as in
the pass of so many years galaxies are born and die an some of them tend to move towards
other galaxies as well. The formulation of the above setup does not allow us to start from
the galaxy set and try to apply a trajectory prediction model in order to predict the the
future image of the universe. In order to overcome this obstacle we decided to study GANs
and propose a novel method related to them. Because of its successful results in many
datasets, i.e. celebrity dataset, we will propose the usage of DCGAN with slight different
setup in order to meet our needs.

The main aim of this approach is that we will try to train the discriminator of the GAN
with data of the present and the generator with data of the past. The generator will try

using only past data and noise to create data of the present that will be so realistic that the
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discriminator, which is trained on present data, will not be able to tell the difference. For
example the generator is using data from z = 0.3 (past) and the discriminator is trained
using data of z = 0.1 (more recent data in comparison of the data of z = 0.3). So we will
ask the generator knowing data about the past to present us data about the present (z =
0.1).

In order to train the neural networks we will use the standard methods about this
process. As we know GANs are really good when are used in cases where the data are
represented with images. Using this and the already known success of DCGAN [41] over
celebrity dataset we have to propose a novel as far as we know encoding of the data given
by the Illustris simulation in a manner that is acceptable by the DCGAN. We determine
an image (even though it will not be an exact image rather than an array of information

but we shall call it image in the context of what it is needed by the GANSs) as follows:

From the pool of galaxies we choose randomly 100 of them and for each of them we
extract features like: mass, position, velocity, spin, half mass radius. In total we will keep
11 different values for each galaxy, the choice of the above mentioned values is not strict
as someone may want to enclose more information of each galaxy but we propose them
as the basic. Then we create an image of 25 x 50, meaning that in every row there are
2 galaxies and 3 empty spaces between them, using a single color channel. Of course we
could encode using 3 color channels but we will keep it with single color for the time being.
It is now clear that the images are in fact arrays of information and not real images as the
values of the above mentioned parameters are huge, a scaling is not possible as we can not
determine if a larger value will ever come to the future that will make the current scale
invalid. Moreover when choosing galaxies we manage not to select the same galaxy twice
for the same image.

Having now a big dataset that allows us to believe that all galaxies will have appeared
on the frames of the dataset, with great probability, we shall now start the training. The
way we will approach the training is kind of level-ish as it has many stages and levels
of train between the pair of neural networks of the GAN. For example at the beginning
we star with z = 10 defined as past and z = 9.5 defined as present and proceed to the
training application. After the generator has learned to transform galaxies of the past to
the present we then change the definition of past and present without changing to random
weights the weights of the generator. The discriminator is trained to the new present and
the generator tries to mimic the before process it was trained for in order to predict new
images taking into account its current past. Thae procedure will continue until we reach
a position where present will be defined as z = 0.0, which is the real present. After that
final step then we will keep only the generator model and we will feed it with present data
as past in order to predict us the future of the cosmos. The training process is like a game
with levels where each level is different from the previous and the generator tries to pass

it using what is has learned in all previous levels.
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Among the training the two networks chose randomly from the galaxy pool but on the
final application of the generator to predict the future we will use a different setup in
order not to allow same galaxies to appear in different of same images more than once.
We allow single appearance of the galaxies of z = 0.0 in order the future results to have
each galaxy affected them only once. When the final generator has produced all images
from the whole present data we combine them in order to predict the future image of the
COSMOS.

Of course in the above setup more data can be encoded and the results from the predic-
tion of the future could also be used in order to further predict the future be setting these

results as past and move on in time.

The main intuition behind this approach and the reason we believe that it will succeed
its task in a reasonable time is that the way the universe evolves is governed by the same
physical laws everywhere and the training phase after a few levels will be much faster
than the beginning because the generator will have evaluated and learned the procedure
needed in order to move from past to present. As we can see it is deep rooted into physical
understanding of the world and that is the main reason behind the information about each

galaxy we have decided to encode as these parameters form a distinctive set for each galaxy.

6.2 CycleGAN in the Cosmic Web

CycleGAN [42] is a technique that involves the automatic translation from image to
image with or without image pairs, proposed by T.Park et. al. in 2017 is a quiet new
application of GANs in the image translation. Its results were really tempting in the
context of translating horse to zebras and especially in translating pictures to paintings.
This implies that it is possible for that setup of GAN to translate images from one domain
to another as long as there is a direct connection between them and a direct distinctive
features that defines these two domains. As it is clear for the above mentioned method we
would like to use that setup in predicting the future of the cosmos using GANs. In order
to do that we would have to create images of the past and present in order to predict the
GAN model. As the above method of creating a dataset would not result into a set of real
images, that someone can visually observe, we used the method proposed by A.Amara et.
al. [43] on their paper which as far as we know is the only GAN application in the cosmic
web. They propose a way of constructing images by pixalisation the data of the cosmic
web. We used the data from the Illustris project and sliced among three axes in order to
take images every 0.1 Mpc, we transformed the slice of 0.1 Mpc of the cube into an image
where where we either had black background and galaxies with white color reflecting the
number of them that are represented on than pixel. Also we moved on a new encoding
where each galaxy was a dot and its color was given with respect its mass into a five color

mass range.
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Using all different encoding we tried to train the CycleGAN model but we had pure re-
sults which offered no important information about predicting the future. The model
was trained for only a few epochs but because of having no results we terminated it.
Needed to mention is that the paper of A.Amare et.al. used for codification data from
the Millennium-II simulation which might be in fact better for GAN applications and its
usage in codification may result in the desired results about predicting the future of the

COSIMOS.

Below we present some of the images used in training process in order to illustrate what

was the dataset that had no results in order to help the others avoid the same mistakes
we did:

Figure 6.1: Left: Pixels proportional to the number of galaxies of the thin slice on that x,y
coordinate, Right: Galaxies represented as colored dots where colors are based on mass,
Data: 10,000 galaxies from Illustris-3, z = 0.0
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Chapter 7

Future Work

Continuing this work would have to deal with many difficulties but it would probably
result in interesting results.
Interesting direction would be to further extend the Gravity Graphons to enclose more
physical laws in a generalized Graphon approach. As we discussed about it with the correct
background it would be possible to result into a cosmic web depiction where edges will
play an important role as they would point out directly the connection between galaxies
and will also point out possible connection that astrophysicists may have miss judged.
Gravity Lattice offers a wide variety of applications not only on the direction of the cosmic
web but it could also be applied in general. It is also needed to be further tested about its
results when the test loads are denser or sparser populated inside the cube. Furthermore
is would be interesting to further examine the filtering application on the results of the
Gravity Lattice and try to make more sensitive filters whose parameters will be directly
connected with the astrophysical theory.
Another important direction is towards improving the spatial clustering by applying more
algorithms such as ROCK that seems to be promising, based on its applications and
the way it works. Also needed to improve and further modify other spatial clustering
algorithms, as we did in ABACUS, in order to fulfill our needs and be able to distinct
void and cluster regions of the cosmic web. Also needed here to again reevaluate the
filter we have used in order to extract more specific data about the galaxies and their
masses. Stricter filters will result in pointing out greater structures and with the help of
the background theory of the astrophysics it would be possible to directly point out these
structures by their typical masses.
Finally really interesting and perhaps the most interesting future perspective of this work
would be to further extend the usage of GANs in the cosmic web. Further encoding as we
mentioned in the final chapter as well as new encoding methods of the data and using the
pixalisation proposed by other along with the Cycle or other setup of GANs will probably
result in interesting predictions about the future. The main idea about training in back
and forth way and in a level-ish manner is promising and might result in solid prediction

of the form of the cosmos in the future.
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