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Ewcaywyn

Yy mapoloa dimhwuatiny epyacion aoyololuacTe Ye TO TEOBANUA TNG OLdYVKONS XAUTd-
Yhdne amd dnyodepancutinés cuvedpleg, Ue YpNom UNYOVIXAC UAINONG XAl VEUPWVIXWY Ol-
(TOWV. DUYAEXPWEV, EQELVOUNE TEOTOUS Xou Uedodoug Yo TNV Bedtinon Tng anddoong Twv
OVOBEOULXWY VEUPWVIXWY BIXTUMY TOU YENOULOTOLOUVTAL YIa TO CUYXEXEWEVO TEoBAnua. Ap-
YA, TEAYUUTOTIOLOVUE OVEAUGT] TwV DEBOUEVMYV oG XoU TUPOUCLALOUIUE To ATOTEAEGUITA TTOU
(POVERWVOLY YEHOWES TANEOYOPRIES YIaL TN YAWOGCH TOU YENOLLOTOLOUY 0L AVUPMTOL UE XATH-
Y. Axdun, vhomoloVUe Eva Lepapyind BIXTUO UE UNYOVIOUO TEOGOYHS To ontolo wordolvel va
Tpofhénel edv o ac¥evig xdde cuvedplag vooel and xatdiun 1 oyt Ltn cuvéyeia, epeuvolyue
TNV EVOWUATWOT) UTEEY0VOUS YAWCSOWXNE TANpopopiac 6Toug unyaviouolg tpocoyrc. Eniong,
OLEVPUVOLUE TG OPYLTEXTOVIXES EVOWUATMVOVTAS TNV TeplAndm xdlde cuvedploc, epdcov eivon
otardéoiun. Ilpayuatonowolue wia oepd and newpduato ue Bdorn auTés TS TEOCEYYIOES Xou
e€etdloupe xatd 1600 Bondd ohdxinen 1 cuvedpla 1) 1 YAOoo Tou ac¥evr xou Tou Hepaneuty
Eeywplotd, ot Behtinon tng anédoong Twv Yovtélwy. To anotedéouatd pag detyvouv 6T
oL mpoTevoueveg pévodol Bondolv tny enldoon TV HOVTIEAWY, Xl EWBWE GTNV TERINTWOT)
ToU €YOLUE UxEO aptdud and dedouéva. Télog, elodyouue To TEOBANUA NS LovTEAOTONONG
Tou Blahdyou Tou mpayuatonoleitan o xde cuvedpla xou culnTtdue THAVES APYLTEXTOVIXES
xou yehhovtxée enextdoelc. H mapodoa doukeld odrynoe otny unofoAn Tou EMCTNUOVIXOY
Gedpou [81] oto cuvédplo Interspeech 2020.

Oeswentind YroLadepo

Alatopayec Awddeong

O Bratoparyée diddeong elvon éva cvolo Blatapay v Tou enneedlouy dueca TN diddeon Tou
atouou mou vooel. Mropel va epgavicet oialtepa avénuévn diddeon, dnwe otny tepintwor tng
paviog, Wiadtepa Yetwpévn diddeor), 6nwe otny Tepintworn e xatdidng, 1) éva cuvduacuod
TV 000, OTKE G TN BLTOAXT SlortorparyY|. LOUPOVA UE TO BLAY VWO TLXO XAl G TATIO TIXO EYYELR(OL0
TV Puydv datapay v e Apepixavixfic Wuytateurc Etawploag (DSM-IV) [1], ot Swrtoparyéc
didrdeone Sraxpivovton ot e€hc xatnyoples:

o Meilwv xotadAmntixy diatopoyh
o Auvcupixn Sortapoyt

o Atunn xotardhimTiny Srotorparym

o Awnoluxég dlortaparyéc
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Atunn Bimohuxy) Siotapary

Kuxhodupxy| Sotapoy i

Avataparyy) diddeone Aoy o LaTeixig XoTdo TaoNg

o Autapoyr| diddeong Aoyw yerong ouousy

Meilov xotadhimtiny Siotapoy

H xatédiuhm 1 uellwv xorod i Sotapory ) etvan €vor alodnua évtovng AUmng mou unogel vo
ogelheTan o€ xdmoto Aunned YEYOVOS ahhd eival BUCAVIAOYO TOU YEYOVOTOG TOU TO TROXAAECE
1600 o€ €vtaon 600 xou ot didpxeta. Lougovo e tov Iayxxdowo Opyavioud Yyelog [55],
extdron 6t 300 exatoppdpla dvipwrol vocolv and xatddiuprn, o omolo aviioTolyel 6To
4.4% tou noyxdopou tanduopol. Topdhhnha onuewdvovion xdde ypdvo nédvew and 800.000
Yévatol mou ogellovton ae xotddiupm, eved yia avipdtoug nhxiag 15 — 29 ety elvan 1 xOpLat
outlor Yovdtou.

To cuyntdpata g xatdIAng avanticcovton otadloxd péoa oe €val Sldo T eBBoUddwY
XAt TG OTOLEC TO dTOUO ToU eXONADVEL xortardAimixny| xplom epgavileton AUTNUEVO XAl ATOYOT)-
TELUEVO XaIOA T BLdEXELd TNE NUEEAS, xou aBUVATEL VoL AmOAA)CEL XA INUERVES TOU CUVADELEC.
Ou Batapayég Uvou elvar cuYVES eV Tapouctdlovton ETlong SLaTEoPXES BlaTapoyég. Axdun,
T dTopa TEVOUY Vo TopouGLAlouY YoUNAY CUYXEVTEWOT), UCVRUAT EVOY WYV, AVETHOXELIS KOl
YOUNANS autoexTiunong. Ye mo coPapéc TEPIITMOOELS UTOPEL VoL UTEEEOUV XAl AUTOXTOVIXES
oxéelc.

H »davie) 8udyveon BaoiCeton cuvAteng oTo CUUTTOUTA, GTN didpxelo xou 6T coBupdTnTd
Toug. Mepuxéc gopéc unopel vo yenotwonotndoly xo TUTOTOINUEVA EPWTNUATOAGYLN (DO TE VAL
extundel o Badude e xatddiuhng. H depanelor tne Sotapoyfc elvon eutuyde duvatr, uéoa
amd TN YORNYNON PUQUAXEVTIXNAC AYWYTC.

Aviyvevorn xatdOAupne (depression detection)

H aviyvevon xatddiung agopd otn Sadixacio avoryvidplong xatodAnmtixey evdeilewy oe
acveveic. Tétoleg evBel€elg aviyVELOVTAL OTAL YOEAXTNELO TIXE TOL TROCMTOU TV ACVEVHDV Xal
o TNV ohlo Toug, 1 ool TepLAaBAVEL TOGO TN QPWVT 60 XaL TN YeHor TNe YAwooog. ITpdxet-
Tow Yot €var BUGKONO Xai TOAUTAEAY OVTLXO TEOBANUA, Yo To ontofo Yo mpémel var Angiel unddy
N cuvoly eéva Tou acdevy. ‘Etot, ot elduxol Yuyinic vyelag, mpoxeévou va teofoiv oe
OLdyvwor), Yo meEmel vo eEETAo0LY TG GUUTTOUAT XATaIAYNC €xel 0 aodevic, TOGO xoupd
otaex0lV xou o€ Tolo Bodud BucyepalvoLY TNV XAINUEPVOTNTA TOU.

Ta cuyvétepa ouumtouata xatddAdne anotelody 1 xatodAnmxr diddeon xadoAn tn dide-
Xelo NS Népac, N Uetwpévn 6pedn yio omoladToTe dpao TnetdTnTa Xou andhavot (avndovia),
OL DLUTEOPIXES BLaTaEOYES Xtk BLaTaipary €S UTTVOL Xardg xatk alc VMU XATWTEROTNTIS KAl EVOY WV.
Ye cofupéc TMEQINTOOELS UTOPEl Vo UTdPYOLY axouT ot auToxTowxés Ttdoelg. dotdco, ol
EXPAVOELS TNG XATAVAYNG Elvol TOANES X WG EX TOUTOU TOL CUUTTOUNTO XU 1) EVINCT| TOUG
drapépouy amd dvipwrto ot dvipwro. ' tapdderyua, xdmolol dvipwtol Tou Vocouy and xotd-
VAn unopel v €youv cuumtoduaTo &y youg xou Yurol, eved dhhol va SloxplvovTon and Uey AT
avarnogacto TxotnTa. Elvan enopévwg avayxaio n xdde mepintwon va e€etdleton Eeywpliotd
XL PUOLXA UG TOUS APUOBLOUE ELOLXOUS, WOTE VA YIVEL OO T BLAYVWOT Xl AVTWUETOTLON
e VOoOU.

Avayvopiorn xaw AvaAuor ZuvolcUNUATeY
Q¢ avary vopiom cuvanodnudtwy opillovye Tov Tpocdioploud avip®rivey cUVILCINUETWY, OTKS
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Yupo, pofo, yapd, Nomn, EXTAnEn xou anocTeoR, dloauéoou e éxgpaong. To cuvaoduota
UTOPOUV VYOI AVOLYVOELGTOUY €L TWV YUQUXTNELO TIXMY TOU TEOCMTOU TV ATOUWY, TNV
outhla Toug 1) xau oto ypantd Toug A6yo. Ilapdho mou elvon évag oyetnd veooloTatog
xA&d0g, €xel yivel Wwiaitepa ONUOPIAAC AOYW TNG IXAVOTNTAS TWV UTOAOYLIO TIXWY CUC TNUATWY
VOL AVLY VEUGOUY GLUVALG VAT BACEL AV TIXELEVIXGY XAVOVLV, GE avTideon ue Toug avipdroug
TV onolwv N drodn diapépel ToAD ot tétoleg TEoBAEPELS.

H avéiuon tov cuvacdnudtwy urnopel vo Yewpniel we 1 guowr) eEEMEN NG avary VORLoHS
Touc. Ilpdxeton yio éva enlong mohl onuoavtixd medio tou topéa tne enelepyaciog Puoxhc
YAOGooag, oto omolo €youv PacloTel ythiddeg yehéteg. H avayvdpion ocuvaiodiuatog €yet
pavel eZoupeTiXd YEYoWN O avTixelpeva Tou elvan ovory ok 1) XATaVONoT TV GUVACUNUATLY
ToU OéxTN, 6T oTo PdpxeTvyx [6], oTa cuoThAuata cucTdoewy (3] xa oTa cuoTAYATA
QUTOUITNG EpWTNoNC-andvinone (quention-answering) [70].

Feature Engineering

Aedopévne wag eloddou xewévou, yeedleton vo e€dyoupe yapaxtnpiotixd (features) omd ta
dedopéva (oTe va ta yenowonojoouue i classification. Tétoleg uédodol napouvoidlovton
OT1 CUVEYELAL.

[poexnawdevpéva Ataviopota Aé€ewy (Word Embeddings)

Xenowonotolue ta npoexnardevpéva GloVe Swaviouata AEewv xaL apyxonolobue to emb-
edding layer tou dixtbou. Ta dlaviouata autd €youv meoxUdel and TNV exmaidevon evog
owtOou oto Common Crawl corpus xau amodidouv wa avanopdotacy 300 diacTdoewy o
xade MEN. 'Eyouv 1o yapaxtneto Tixd var amodidouy SlavioUoTa UE XOVTIVES AMOC TACELS G TOV
300-d ywpo oe AEEEIC YE XOVTLVO GNUACLONOYIXO TIEQLEYOUEVO.

TF-IDF

H pyédodog TF-IDF avtavoxid tn onuavtxdtnta woc Aééne oe éva xelpevo. To anotéheoyo
TEOXUTTEL HECW TOU TOAAATAACLACHOL TOU aplduol eugdvions Tne AéEng oe éva xeluevo Ue
v avtiotpogn cuyvotnta TS AéEne oe Oha Ta xelpeva evog dataset. Me awtédv Tov tpdmo,
Aé€eig mou elvon oLYVEC G OAaL ToL XEUEVA, oxOun xou oV epgaviCovtar TOAES Qopég ot
XATOLO GUYXEXPLWEVO, BEV VewpolVToL ONUAVTIXES Yo TO VONua. Ao tnv dAAn peptd, Aéelc
mou epgavilovtar oe Ay povo xeluevo Vewpolue OTL eVOEYETAL VOl TERLEYOUY ONUAVTIXT
TAneogopla.

H pédodoc TF-IDF éyel ndpel 1o dvoud tng amd toug 800 6poUC TOU TNV AMOTEAOLY Xl
ouufdhhouvy ctov utoloyloud tou anoteréopatoc. O 6poc TF (term frequency) agopd ™
ouyvoTNTa pog AEENG xou umohoyileton wg o apriuds Twv eugavicedv e, O opog IDF
(inverse-document frequency) detyvel téoo ondvio etvon prot AEEN, xou uTohoyileton SloupdvTog
70 GUVOLO TV EYYEAPLY ot éva dataset ue Tov apldud TV eYYEdPwY Tou TEPEYOLY TN AEEN.

ITpoeneiepyacia Twv AcSouevwy

Yt mpoPhuata enelepyaciac QUOIXAC YAOOOAS, 1 €l00B0C OE UOPYT XEWEVOU TRETEL VoL
METOTEANEl OE UOP@PY| TOU UTOPOUY Vol XATUAUBOUV XaL Vo ETEEEPYUCTOUY TA UTONOYIC TIXG.
ovoThuata. o To oxond autd nepénel va axohoudndolv xdmoleg diadixacies.

e Tokenization: Aedouévne plog elo6d0L Tou anotele(ton amd pior axoroudior yoEox THEWY,
w¢ tokenization oplCetan 1 dradixacior Tng didonaong Tng axohovdiag elo6dou ot tokens
(umoaxoroudieg) mou avixouvy oo Bladéoiuo Ae&ihbyio xou andppudme cupfolocelpwy
ToU BEV aVAXOLY GE AUTO. LE TERITTMWOT EL0OBOL TPOTACEWY, Ol UTOUXOAOLVIES AUTES
AVTIO TOLY 0LV OE AEEELC.
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o Agoalpeon onuelwv otidng: Mol n eloodog npotdoewy €yel donactel oe Aé€elc,
axohovdwe mpénel va agonpetoly Ta onueia oTilng mou dev amoTteAolV YEPOC AATOLG
NEENG, xaddde xou eTéteg Tou xewévou (tags) mou dev cUUPBEANOLY GTO VONUITIXG
TEQLEYOUEVO TNC TEOTUCTC.

o Agolpeon stop words: Oplouéveg Aé&eig elvon xowvég xou epgaviCovton mohd cuyvd oe
xelgeva, OTwe oL M&elg “eyd”, “xaun”, “elvan”, “10”. Agopdvtog autéc Tic A&l Tou dev
Teocdidouy WBliTtEpo VoMU oTo xelpevo, Bondolue Toug akyoplduoug va ecTidooLY
oE TEPLOCOTEPO oNUavTXES Aé€elc mou mapapévouy 6to xelpevo. T tnv agoalpeon
TV oLYVOY AEEEWV Umopolue elte va oploouue pia Alota and 6oeg emrdugolue vo

agarpetoly, elte va yenolwomotioouue Tétoleg EToWeS dladéoiues MoTeg.

e Stemming: Me tov 6po stemming avopepduacte 61 dladixacior xotd TNy onola XpaTaue
uovo  pllo wag Aé&ne meTWVTAC Toug emTAéOV yopaxThees TNg xatdAning. ‘Etot,
oxetés Mé€elg petadd Toug ehatt@vovto TNy Bl plla xan emouéveg oL alyopriuot
T Yewpoly GUVEOVUYECS.

e Lemmatization: O 6poc lemmatization agopd v yelwon twv Aélewv oty Paocxn
Toug pop®t (lemma) xou Ty opadonoinot toug Bdoel autol. Ipoxewwévou va yvwpilouv
T Booinéc pop@eéc Twv AEEewY, ol ahyoprduol Yo mepénel va €youv TpdafBact ot Aedixd.

IMwoowd xow LuvancOnuatixd Asgixd (Linguistic and Affective Lexica)
IMpdxerton yia YAWOOIXEG BACELS OEDOUEVWV XATAYEYPUUUEVES UG EUTELPOYVOUOVES YLl €Vl
oLvolo hé€ewv. ITo ouyxexpéva, oe xdie AEEN 610 heixd anodideton Evat GOVOAO omd TWES
mou aopolv oe Puyohoyd, cuvaloInuaTxd xour YAwoowxd yopoxtnelotxd tne Aéénc. H
EVOWUATWOT TéTolag TANeooplag oe cuc ThuaTa enelepyaciag Puoic YAOooAS BeATIMVEL
onuavtxd Ty enidoon twv ahyoplluwy. To Aedixd mou yenoiwomoolvion TNy nopodoo
gpyaoio eivon ta axdrouvdo: LIWC [74], Bing Liu Opinion Lexicon [32], AFINN [86], Sub-
jectivity Lexicon (MPQA) [79], SemEval 2015 English Twitter Lexicon (Semevall5) [38]
xor NRC Emotion Lexicon (Emolex) [52]. Ta AFINN, Semevall5 xou Bing Liu mopéyouv
évo. 1D dudvuopo mou unodnhéver Yetixd /apvntind cuvaioOnua vy 6,786, 1,515 xan 2,477
M€ec avtiotorya. To MPQA noapéyer éva 4D Sudvuoua ue sentiment ratings yio 6,886
Aéewc. To Emolex Swodéter didvuoua 19D pe emotion ratings yio 14,182 Aé€ewc. Téhog,
o LIWC &idéter éva didvuopa 73D pe duyo-yhwoowés (psycholinguistic) evdelleic yia
18,504 Aé&eic. O ouvduaouds v 6 Aelixddv xohintel Ae&ihoylo peyédoug 25,534 héewv. Ta
Yoo TNELo Tid Tou e€dyovton and tor AeZxd yio xdde AN cuvevivovton (concatenation)
xou oynuotilouv éva didvuopa 99 dlaotdoewy (context vector).

Togwounorn Kewpévou

To&woéunon xewévou (document classification) efvon 1 Swduxacio e xatnyoplonoinong
eVOC xeWévou oe Wla 1) TeplocdTEPES xatnYopieg, Bdoet Tou mepleyouévou, Tou eldoug 1)
XL Tou cuyYpapén. Xenowonoleltal ELEEnS GoV TEYVIXT UE OXOTd TNV ToEVOUNCT XaL TO
YEWRLOUO EYYRAPWY Baclouévwy ot xelpevo, omwe emails, dpdpa 1) anoteréopata epeuvev. H
dladuacior umopel va yivel elte yewpoxivnta, oOugwva ue Toug xavoveg e Bihodnxovopulog,
1) autépata e yerion ahyoplduwy tagvounone. Ko ot 8o pédodol €youy mieovexthpato xat
petovextiuata. And tn pla mhevpd, o avipnmivog mapdyoviag todlel onuovTixd pdho GTNV
EMAOYY] TWV XATNYORLOV XU GTO OWOTO EAEYYO Tne Oladixaciac. (201600, OE MEQITTWOELS
oL €YOUUE UeYEho apldud amd Eyypapa, oL auTouates Sladixacies elvar olyoupa o Yeryopes
X0 ATOTEAECUATIXES, XOL TTUPOHUEVOLY AVETNEEACTEG WG TEOG TIC ATMOPATELS.

Trdpyouv SlapopeTinés TpooeYYIoES Yia TaVOUNOT XEWEVOU.
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e EmPlenduevn uddnon (supervised learning): mopéyouue otoug ahyopiduouc xelueva
ue Tic xotnyoplec mou toug €youue avodécel. Ta poviéla emopévee padaivouv va
cLoYETILOLY TO TEPLEYOUEVO UE TIC XaTNYopleg xaL €Tol unopolv va Bydlouvy cwoTtd
ATOTEAECUATA VLol XEUEVA TTOU BEV €YOLV EUVUGUVIVTHOEL.

o Mn emBrenduevn uddnon (unsupervised learning): Xe oautd v tepintwon, ta povtéia
pardaivouy Ta xatnyoplomololy xeluevo ywelc tTnv avipedmivn tapéuBacr. H tavounon
yiveTon ywplc avagpopd ot e&wtepixh TAnpogopio oméTe oL ahydpLiuol opadonololy Ta
XEUEVOL UE TUPOUOLES AEEELS 1) TIPOTAOELS.

e Rule-based: H pédodog auty Baciletoan oe yYAwooixols, pop@ohoyixols, cuvtatixolg
1} ONUACLOAOYIX0UE xovOveES Tou 0pilouy TNV xatnyopia Tou xdde xewwévou xou divouv
odnylec otoug alyopldpous. AxohouddvTag aUTONE TOUC XAVOVES, Ta LOVTEND UTOPOUY
VoL AVOIEGOUY QUTOUATO XUTNYOPLES.

Mnyaviopog avto-ntpocoyfc (Self-Attention Mechanism)

O unyoviopos auto-tEocoy e yenollonolelton wote va anodolel dlagopetinr) onuacio o
xdde NEN tou xewévou. Luyxexpwéva, wdel to poviého va dwoel ueyolltepo Bdpoc oe
Aé€eig mou elvon xoJOPLOTIXES YLOL TO VOMUO XL ULXPOTERO OF TLO XOWEC AEEELS, Tou Bev
OUUPBEANOLY GNUAVTIXE GTO TEPLEYOUEVO TNE TEdTaoNG. Avadétel emouévng wio Ty a; o
xade avanapdotaot AEENG mou €youpe Tdpel and To avadpouxd dixtuo. ‘Etol, 1 cuvolxn
AVATAEAO TAOT, TNG TEOTAONG TEOXVUTTEL G TO O TAVULIOUEVO QUPOLOUA TOV AVATIOQRIC TAGEWY
xan diveton and Tov TONOo!

f(hi) = v tanh(W,h; + by)
a; = softmaz(f(h;)) (0.1)

r = Zaihi

Conditional Self-Attention

O unyaviouds npocoyhc enawidveton Mo Te Vo AdBeL UTOYY TIC YAWOOXESC TANPOPORIEC TTOU
éyoupe Tdpel and ta Ae&xd. Alvouue emOUEvnC axdun YeyohlTepn WINoN 01O UNYaUvVIoUo
TEOCOY NS WOTE Vo xooplOEL TNV XATAVOUY) TwV 0X0p Tpocoy g ot xdde mpdtaot. I to
oxOT6 AUTH, TEOPOBOTOVUE GTO UNYOVIoUO cav elcodo, Tdco TNV avanapdotaor xdde AEEng
ond To UOVIEAO UoC 600 xou TO €EWTEPIXO Oldvuoua Ue Tic Aedixéc avanopaotdoels. Tao
500 Blavioparto cuvdLAlovTal Yo WaS oLVEETNoNG cLVEVKOTG (concatenation). H Boowxy
Wéa elvon 6Tt Tpoo¥éToviag EMTAEOV BLUCTACES XL YOEUXTNEOTIXd ot xdde AéEM, téo0
To dlapoponoiolun TNV xdvouue and T unoloinec. Enopévmg, o olydprduog umopel va
Tic Eeywpller xahltepa, OTWS xou TO VONUA Toug cuvohxd otny mpotacn. H elcodog nou
TeoodoTElTAL TEAXA OTO UNYAVIOUO TEOCOY S BlveTon amd T oo

f(hiye(w;)) = tanh(Whi||c(w;)] + b) (0.2)

Iepapyixdc Mnyaviopnoc Ilpocoyrg

IMpdxerton yior pLot TapaAory | TOU XAAGCLXOU UNYAVIOUO) TEOCOY TG TOU UTOPEL VoL EQUpUOC TEL
oc SLopopeTixd enineda evOg BixTOOU, OTWS AUTO Tou oyfuatog 1. Xtnv mepintwon Tou
document classification, 1 elcodoc elvon éva xelyevo mou anoteheiton amd mEOTACELS, Xou OL
TPOTACELC YE T1) OELEE Toug anoteholvTon and Aééelc. Enopévie to dixtuo Yo anotehelton and
0V0 CTAOLL O TE Vo LOVTEAOTIOLAOEL TIG Lepapy e mou undpyouy 6To xelpevo. O unyaviouog
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santence
attention

sentence
encoder

word
attention

word
encoder

Y ynHuo 1: A hierarchical attention network. Source: Buomsoo Kim.

Teocoy g oTa dVo enineda anogacilel TOES TEOTACELS ElVOL TO CNUAVTIXEC GTO GUVOAO TOU
XEWEVOU Xai TOLEC AEEELS ElvoL TILO OMUOVTIXES oE Xdde TpdTIo.

Evaluation Metrics

Kotd v avdmtugn xou exnaideuon poviéhwy, Béhouue vo yvwpellovpe 1660 xahd €xouy uddet
Ta oLO THPATA VoL avTamoxpivovtan 6To task yio ta omola T exmoudevouye. I v prnopécouue
VO HETEHOOUUE OGO XAUAG €YOLY UAUEL TO CUYXEXPLIEVO TEOBANUL, YENOWOTOLOVUE UETELXES
Tou peTEdve To performance twv poviéhwy 6To test set xou to fondolv va Bertiwdolv uéypet
Vo pTdcouy éva emuunté performance. Ou o Sladedopéves yetpég ebvan To Accuracy xou
7o Fl-score.

Accuracy

Xenowwonoteitan xuplwe oe binary classification mpoBAfuata. Yroloyileton dionpddvtog Tov
optdud TV oo TGV TEOBAEPEDY TOL HOVTENOL YE TOV GUVOAXO apldud TEOPBAEpewy.
Fl-score

Xernowwonoteitan oe nepuntwoelg multi-class classification 1) xou oe binary classification npo-
BAuota Tou 0 apLiudE TWY TUPUTNEHCEWY BEV EIVOL LOOXATAVEUNUEVOS UETOEY TV XAACEWY.
Trohoyileton ¢ 0 apuovixds Yécog 6pog twv Precision xou Recall.

Aviyvevon KataOAuhng pe xpenjon Avadpoutxwy
Nevpwvixwv AwuxtOnv

Ye auth TV epyaota, tpooeyyiloupe éva duadixd TEOBANUA Tagvounong. Xtdyog elvon vo
vhomowoouue cuoTAUATA Tou Utopoly va Teofiédouy edv évac aclevic vooel and xotd-
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YAn, pe Bdon to Bidhoyd Tou xaTd TN Bidpxela Uiog ouvedplag pE évay ewdwd Puyinic
vyeloc. Ilpooeyyilovye autd 10 TEOBANUA avanTiocovTog lepapyixd dixTua eEOTACUEVA UE
unyoviopd mpocoyhc. To tepapyixnd dixTua, AmoTEAOOVTOL UG CTEOUATA VEUROVIXGOY dIXTUMY,
TOL TO XA¥E CTEWUA ETUXEVTIPWVETOL O DLUPOPETIXG XOUUYTIOL TOU XEWEVOU YLot VoL eEdyeL
TANEOYOPRIES. 2TT) OEDOUEVY TEQITTWOY) EXUETAANAEVOUACTE TNV LEQURYIXT DOUY| TWV XELWEVLY
TIOU TEPLEYOLY TO BLAAOYO TNg oLVEDPlaG, To OTolal AMOTEAOUYTOL AO TREOTAGELS, Kol 1) X&UE
npoTooT anoteheitar and AEEelC.

ITeotewopevn MéDGodog

Apyxd, vhomololue éva Lepapyind Bixtuo BV0 EmTEdWY, OTOU TO TEMTO EMNEdO TalpVEL WS
eloodo T Méelg woc mpotaong xon Bydlel par GUVOMXY avamapdoTaoT) Yl THY TeoTaoT,
eve To delTeEpO eminedo malpvel TNV oxoloudio TV TEOTAcEWY xou BYALEL ULt GUVORLXY| ovo-
Topdo Toon Y 6ho 1o xelpevo. Auth 1 avanopdotao xewwévou divetar oxohovdwe oe Evoy
Tagvounth v TNV ek medPredm. Kdde éva and ta 800 emineda tou dixtou diardétel
UNYAVIOUO QUTO-TPOCOYYC. LTO TEWTO €RINEdO 0 unyaviopos Bonddel va ecTidoouue oTIC
ONUAVTIXOTERES AEEELC L0 TIREOTAONG, EVEK 6TO delTeEpo eninedo Bonddel vo e0TIACOUUE GTIC
ONUAVTIXOTERES TPOTAoELS TOoL XeWévou. H apyitextovinr tou epapyinol wovtéhou qalveton
oT0 Yyfua 2.

Prediction

Classifier

Session + Summary
Representation

Turn Attention j
i i

Turn - Level Encoder

+a

[Wo rd Atte ntiorﬂ B'Vo rd Atte ntlon Word Attention

f ! ? ‘Y‘ ‘f f? ? /__J

Word Encoder Word Encoder Word Encoder

Context
N lN 1 MN

Turn-level
Representations

vector

anu e W

Summary Turn 1 Tum M

YxMwo 2: Hierarchical Model with Attentional Conditioning

Evoopdtwon tng YAwoowxng TAneogopiog
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270 XOPPdTL QUTO, ELWOAYOUUE TN YAwoowy| TAnpogopia and to Ae€xd 6to poviérho. ‘Omwe
TEPLYPAPNAE O TO VewpeNTiXd PEpOg, EEQYOUUE TNV avanapdc TaoT xdde AEENg w and ta Ae&ixd
oe éva Sidvuoyua 99 dlaotdoewy, c(we). AXOhoDVME GUVEVHVOUUE TO DIAVUCUA UE TNV OVOUTTO-
pdotaon tng MEnNg omwe €yel mpoxiel and To TE@TO eninedo Tou tEpaPY X0l BXTVOU, €5 TK
h¢, T0 omolo ota mAalola e epyaciog elvon €va didvuoua 300 dlactdoewy. To mpoxintov
OLdvuoua ETOUEVKC €xel 399 DO TACELS, XAl TPOPOBOTEITOL GTO UNYAVIOUO AUTO-TEOCOY NG
TOU TE®TOL EMTEDOU Tou BxTVOL. Me Tov TEéMO AUTO TO UOVTIEAO ATOXTA YVOGCT TOU
cuvatonuatixol voruatog xdie Aé€ng xou podabvel var Sivel TPOCOYT GTIC MO ONUAVTIXEG
Ae€eg xde mpdTaong.

Evoopdtwon tng nepiindng

INo xdde ouvedpla 6T0 GUVOAO TwV Bedouévmv yag, €xel dodel n avtiotolymn meplindy tg.
Ewodyoupe v mhnpogopla oto clotnua Yewpwvtac 6Tt 1 nepiindn mallel onuoavtixd pdro
ool cuvodilel To vonua Tou xeyévou. I'ia 10 oxond autéd e€dyoupe TNV AVITAEAC TACT) TWY
TpoTdoEwyY TNE nepthndng and to mpdTo eninedo tou Bixthou. Iapdha autd, dev evidvouue
T0 ONOTEAECUA UE TIC UTOAOLTES TPOTACELS TOU XEWWEVoL, yiatl Yewpolue 6Tl Yo “ydoel” o
npocoyy. 'Etot, cuvevivoupe to Bidvuoua tne mepiAndng ye v TeElxr] ovomopdo Taoy Tou
xeW€vou axe3eg ey Tov tadvounty. Edv oy elvon to Sidvuoua tng nepihnding, téte 1 elcodog
otov tadvounth Ya elvon to didvuoya (o|r), 6mou r elvar T0 TEMXO BLEVUOU TOU XEWWEVOL
Tou meoxUTTEL and To turn-level encoding oe cUVBLOGUS UE TO UNYAVIOUO TEOCOYYC.

ITepirypaypn Twv Acdopévwy

I Ttoug oxomole g epyaciaug yenoyonotfunxay 600 dlaopeTxd chvoha dedouévey. 11pb-
XELTOL YLt DVO GLANOYES amd xaTaYEYPAUUUEVES PuyoepaneuTinés cuVEDpleS.

To mpto 6Uvolo eiva To General Psychotherapy Corpus !, to onolo mepiéyet méve anéd 1300
apYElal XEWEVOL, OTIOU EYEL XATAYPAPEL O BIGAOYOS TwV cLVEDELWY. Ol cLVSpEleg xUADTTTOLY Evat
HEYSGAO @doua and VepaneuTIXEC TPOCEYYIOEWS Xl GUVOBEDOVTOL amtd €Vol GET TANPOPOPLEY
TIOL TOUG €Y 0LV aodoVEl Ao EUTELPOYVOUOVES. LUYXEXPWEVA, Yo xdde cuvedplo mapéyovTal
ONUOYEAUPHE Y ARUXTNELO TIXE TOGO YLl ToV ac¥evr] G0 xou Yiot TOV (YUY OROYO, TOL GUUTTOUTA
moL avTETLTLEL 0 ac¥evig, xaddg xan wa cvvToun tepihndn tng ocuvedplag. Kadde xdnoteg
and T ouvedpleg Sevepyinxay PeTald TELOV 1) XaL TEPLOCOTEPWY OTOUWY, ETUAEYOUUE
VO XpOTHOOVUE €val UTooOvVoho amd 1262 cuvedplec mou agopoly oe Sldhoyo peTall evog
acvevr xau evog Puyordyou. Meta€l autdv, 881 éyouv tnv €vbelrn "not-depressed" yia
Toug aolevele, evdd ol utdhoieg 381 €youv tny évdelln "depressed".

To deltepo oUvoho dedopévny elvan o DAIC-WoZ 2017 depression dataset [26]. IepulapBéver
xhvixég ouvedpleg mou dievepyinxay ue oxomd vo Bondicouy T By vemon Puytxy dloto-
poywv. H cuvévteuln mpaypatonotfinxe yetoll evog actevr xou evog virtual agent ye to
pbho tou Vepameuth, ovopatt Ellie, to onolo éheyye évac dvipwnoc oe dhlo dwudtio [13].
Tao Sedopéva ywellovtan oe train, development xou test sets xou anotehodvton amd 107, 35,
47 Selypato avtiotowya. O Badude tng xatddiupng éxel allohoyniel otny xiipaxo PHQ-S.

Anoteléopata

Ytov mivoxa 1 ouyxplvoupe tor amoteAéopata TwV TELpaUdToY pac yio To General Psycho-
therapy Corpus, étav divoupe cav elcodo oto poviého ta Aoyla pévo tou acdevr| (Client),
o Moya pévo tou Yepoameut| (Therapist) B ohAdxhnen ) ouvedpla (Client+Therapist). Ta
anoteAéopata avagépovtar ot uetewr F1. Hopatnpodue 6tL n evowudtwon tng e€wtepixnc
YAwooc ThAnpogoplag BEATIMVEL TNV ENBOCT TWV HOVTEAWY Yo OAX To VAOTOLNUEVA GUC-
Tuata o oyéon pe To baselines, SVM xan HAN. Axéur, mopatneolue 6Tl 1 eVOOUAT®ON
e mepihndne enlone Bondder Toug alyoplduous, xou o XATOlES TEPITTOOELS O PEYUAVTEQO

1http:/ /alexanderstreet.com
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Badud and 11 yYhwoown tAnpogopio. O cUVOLACUOS TwWY BUO TEYVIXWY ETMLPEREL ONUAVTLXY)
dapopd otny Tepintwon tou Client. Téhog, Slamio tehvoupe 6Tl 1) YAOGGA Tou acVeVY| elvor To
onuovTen yioe TNy aviyveuon xoatddiung oe oyéon ue tn Yhwooo tou Yepaneuty|. H xolbtepn
enidoon onuewdyvetan yio to HAN+S+L povtéro, eved 1o HAN+L nnyaiver xohOtepa edv dev
éyoupe dadéowun tnv tepihndn tng cuvedplog.

ITivoaxac 1: Results of different architectures on the GPC

Experiment Client Therapist Client+Therapist

SVM 0.478 0.464 0.484
HAN 0.681 0.647 0.695
HAN-+S 0.698 0.641 0.718
HAN+L 0.693 0.659 0.706
HAN+L+S 0.715 0.640 0.716

Ytov mivaxa 2 mapovaidloupe o anoteréopata Yo o DAIC-WoZ dataset. Hopoatneolue 6Tt
1 EVOWUATOOY YAWCOIXOY TANEOPORLOY BEATIMVEL ONUAVTIXG TNV ENBOCT TOU HOVTEAOUL OE
oyéon pe 1o baseline HAN. To HAN-+L enlong xotoahfiyel oe xoA)TEQA AMOTEAEGUATA VIO TIG
uetpwéc F1 xow UAR o oyéon pe to poviéha nou mpotelvovian 6to /citesame. Suvohird,
BLATLO TWVOUPE OTL 1) EVowpdtnmon TAnpogoplac (conditioning of external psycholinguistic
knowledge) oe autd to wxpd dataset (189 Odelypota) Pondder moAd to poviého xou T
anoteAéopata etvon cuyxplowo e exetva tou GPC.

ITivaxog 2: Results of the DAIC-WoZ corpus

Method Devel. Set Test Set
Fl-macro UAR Fl-macro UAR
[48|HCAN 0.51 0.54 0.63 0.66
[48JHLGAN 0.60 0.60 0.35 0.33
HAN 0.46 0.48 0.62 0.63
HAN-+L 0.62 0.63 0.70 0.70

Movtehonoinon Awaxhéyou

Ta Sedopévo mou ypnowonowlvTal yia TNy Tapoloa gpyacta €youv Angdel and Quyole-
PUTELTIXEC OLVEDPlEC Xou amoTehOUV TOV TAYEN Oldhoyo mou Bieddyetar xatd Tr Sidpxela
™ne ouvedplog petald Yepameutr xou Vepancvdpevou. Emouévwg, umdpyel 1 mhnpopodenon
TOU OWANTH %A TEOTAONG. LT CUC TAUATO TOU €YOUUE TPOTEIVEL PEYPL TWpa YEWEOVUE TO
OLdhoyo ooy iar BLadoy T TEOTACEWY Ywelg Vo BivoupEe TNV TAneopoplol ToU OANTH TG xdde
npotoonc. ‘Etot, Yewpolue 6T elvon onpavtixd vo avorti&ouue cuc Thuata mou Yo hayuBdvouy
umodv to speaker role xde npdTooNC WO TE Vo UTOEOLY Vo GUAABOUV TO GUVOAIXG context
TOU XEWEVOU Xad®S X TNV GAANAETBE0oT UETUEY TWV OULALTOV. DUYXEXQWEVA, To GUC-
THUoTa LT Yo Teémel var alohoyoly Oyl uovo TNV TeEAEUTalo TEOTACN oL EldUNXUE XATE
N Sudpxeta TG ouvedplog aAAd xou TNV TEAELTALO TEOTAOT TOU ELOUNXE ANd TOV EXACTOTE
OUANTY.

Trdpyouv didpopa cuaTHUATA SLahdYOoUL Tou €youv Tpotael ot BiBhoypapio. Opiouéva and
ouTd Bactlovian 6e avadEOUIXE VEUROVIXE BIXTUN XaL GUYXEXPWUEVOL YENOWOTOLOVY BLAPORETL-
xoU¢ encoders yia x&e speaker [43, 82, 45]. Xtnv neplntemon e avory vopLomng cuvaoUAUaTos
and BLdAoYO, Elvol ONUAVTIXG T CUCTAUNTO VO UTORPOUV VO ovary vploouy Tol UTOXElUEVaL
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ouvatoOfuata ot culhtnon. Tétow wovtéla umopolv va meayuatonololy utterance-level
emotion prediction [14], aviyveuon dwtopay v diddeons PEow NG EVOWUATWONS YUEUXTNEL-
oty and v ouhia (lexical xou prosodic features) [42] xaddc xar yopoxTnELo TXOY TOU
dtahbyou [16, 84].

Yy mopoloa epyacia e€etdlouye To TEOBANUA TG YovieAomoinong Tou Blahéyou omod
YepameuTIné oLUVEDPIEC Xa TEOTEVOUUE EYITEXTOVIXEC Tou VewpoLvTal 6Tl Yo unopolooy
va Bondcouv ce autd T0 oxomb. LTo oYU 3 TOEOUCLICOUUE ULl TETOLN HPYLTEXTOVLXY.
Xenowwonotolue €va xowd word-level encoder yia to0 6Uvolo TwvV TPOTdcEWY GTO Xeluevo
xou axohovdwe vhonololue dbo turn-level encoders, mou avtiotolyolv cta 800 speaker roles
(therapist/client). "Etol, oto turn-level encoding Aopfdvovtan unddwv xdde qopd xon ot
napeAdovTixég Tpotdoelg Tou €xel el o xde speaker. T'o cuyxexpuévo HovTélo exntandelTnxe
ue To General Psychotherapy Corpus xou édwoe F1-score 68.9, o onolo eivar apxetd xovTivd
UE TOL AMOTEAECUATO TV UTOAOITOY ATAGDY LERURYIXDY LOVTEAWY Tou LAoTo oaue. To aroté-
AeoUoL aLTO Elvol ETOUEVKS AEXETE EVIAPEUVTIXG XAl PAUVERMVEL OTL 1) TEPATERL LOVTIEAOTOMON
ToU BLIAGY 0oL XaTd TN BLdpxEla TNE cLVEDElaC UTopel Var amopépet TOA) xahOTEpa ATOTEAECUAUTA
otV dLdyveon xatddiune.
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Abstract

Depression is a common and serious medical illness that affects the way affected people feel,
think and act. It can lead to a variety of physical, social and emotional problems and can
decrease people’s ability to work and function. Fortunately, there is a plethora of available
medications able to treat depression. However, it is crucial that clinicians diagnose early
the signs of the disorder and prescribe the suitable treatment. The diagnosis procedure is
not an easy task. In many cases, the symptoms may not be indicative and thus complicate
the process. In this work, we explore the task of Depression Detection from transcribed
therapy sessions and propose models and methods that address the task in hand.

Firstly, we consider the transcribed dialogues derived from the sessions between a therapist
and a client. In order to leverage the hierarchical structure of documents, we propose a
Hierarchical Attention Network and perform document classification. Our task is a binary
classification task, so the model decides upon the depression status of clients. However,
therapy sessions provide valuable insights of the cognitive and behavioral functioning of
clients, which can not be easily captured through processing of the raw document. Indeed,
our analysis shows that depressed people use affective language to a greated extent than
not-depressed. Therefore, we leverage behavioral and psycholinguistic cues of the client
and therapist language to enhance the performance of our models. In particular, we
integrate prior word-level psycholinguistic knowledge extracted from affective lexica, into
the network architectures. The integration is performed into the self-attention mechanism
of the system, which can force higher values for attention weights corresponding to salient
affective words. In addition, we also incorporate the summary attributed to each session
into the proposed architectures. Our approach improves the performance of the proposed
architecture in the General Psychotherapy Corpus and the DAIC-WoZ 2017 depression
datasets, achieving state-of-the-art 71.6 and 70.3 using the test set, F1-scores respectively.

Next, we experiment with the problem of dialogue modeling in the context of detecting
depression. We present related work for the task of emotion recognition in conversations
and propose a model that introduces the speaker-role of utterances into the encoding
process. The resulting performance is comparable to the baseline network. Finally, we
propose future directions for incorporating the inter-speaker dependencies.

Overall, our work addresses the task of depression detection from therapy sessions and
proposes methods that improve the results of our networks, especially in the case we
have small amount of data. This fact results in high performing models and improved
robustness across two corpora. This work is summarized into the [81] research paper,
which is submitted to the Interspeech 2020 conference.
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Chapter 1

Introduction

1.1 Motivation

Depression is a serious mood disorder that affects the way people think and behave. Ac-
cording to WHO [55], it is estimated that over 300 million people suffer from depression,
which corresponds to the 4.4% of the world’s population. Indicative symptoms of de-
pression can be the loss of interest in everyday activities, sleeping and eating disorders,
feelings of worthlessness, sadness and exhaustion, or even thoughts of suicide [1]. WHO
also states that over 800,000 suicide deaths are reported each year due to depression, while
for 15-29-year-old people, it is the leading factor of death.

Depression detection is the problem of identifying signs of depression in individuals. These
signs might be identified in peoples’ speech, facial expressions and in the use of language.
However, the process of diagnosing depression is a difficult and complicated task, as de-
pression occurs in a different way across people. The symptoms may vary as well as their
severity and duration. For instance, some depressed people might be angry and anxious,
while others unable to make decisions. To this end, clinicians have to determine how many
symptoms of depression patients have, for how long and how much they interfere with their
ability to live life normally. This procedure is thus subjective to some extent and the need
of developing intelligent systems in order to help decision making and depression studying
is considered imperative.

The growing amount of available online data opens opportunities to perform data driven
analyses and develop computational algorithms to assist specialists in the field of psychol-
ogy, study depression and refine clinical methods and protocols. In addition, through
the analysis of therapy sessions, valuable insights can be provided into the cognitive and
emotional state of depressed people, and thus help the diagnosing procedure make more
reliable predictions. In particular, depression diagnosis is a time-consuming task. Doctors
have to simultaneously consider patients’ symptoms and medical history, similar disorders
and possible treatment. Al systems, however, are capable of processing large amounts of
data in a short time. To this end, provided the therapy sessions, systems can give a fast
recommendation of the diagnosis, that doctors will then evaluate and use. Apart from
providing only the transcribed dialogue, Al systems could also record the whole therapy
session and thus have additionaly available the audio and video format of the session. In
this case, the diagnosis would be definitely more accurate since models would leverage
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not only the linguistic information but also the vocal cues and facial expressions, which
contribute majorly in the task in hand.

Moreover, depression detection systems can be used effectively for helping patients handle
mental health issues. They could be integrated into therapist chatbots, which engage
with patients and evaluate the severity of depression. Especially in the case patients are
not able to visit a doctor or have to wait a long time for an appointment, these health
assistants could propose mental exercises and give self-care advices to patients.

Developing intelligent systems that are able to understand the behavioral functioning of
individuals and predict their depression severity status, is a challenging task with a lot to
offer to the medical community. However, there exist limitations like the limited number
of labeled observations due to medical confidentiality, and the difficulty of models to
discriminate cases based on emotional factors. This objective has become an active area
of research in the fields of Artificial Intelligence and Natural Language Processing. With
the advanced technology used in Machine Learning and Deep Learning, NLP systems are
capable of achieving remarkable results in mental health-related tasks whose accuracy can
be comparable to an average mental health specialist.

In this work, we aim to research methods and techniques that can help algorithms deal
effectively with the task of depression detection. To this end, we present an analysis of
therapy sessions and provide the algorithms with psychological and linguistic information
so as to discriminate the two classes easier and help models generalize more effectively
from unseen data.

1.2 Research Contributions

Depression detection is a multifactorial process. In some cases, people may experience
the symptoms of depression without suffering from it. On the other hand, patients may
experience less symptoms than the expected but medical treatment is considered necessary
due to their severity. Therefore, clinicians do not focus only on the symptoms of a client
in order to diagnose a disorder but on the whole image. This procedure is difficult to be
learned by an artificial intelligence system. Studies have examined depression from audio
and video recordings [20, 18, 71, 19| and questionnaire responses [49, 75]. In the case of
natural language processing it is crucial that the models learn to discriminate emotionally
charged words. However, the available data for diagnosing mental health illnesses are
limited, due to confidential reasons. It is thus important to propose methods and systems
capable of making right predictions, given a limited number of observations.

In the context of this thesis, we will be looking into methods and techniques for detecting
depression from transcribed clinical interviews. In particular, our key contributions are
the following:

e We propose a novel model for depression detection by incorporating existing affective
information in the proposed models and we show through our results that it improves
the performance of the proposed networks, especially in the case we have small
amount of data.

e We conduct an analysis in the context of depression on the General Psychotherapy
Corpus L.

"http://alexanderstreet.com
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o We present state-of-the-art results for the binary depression classification task. Our
approach results in high performing models and increased robustness across two
corpora.

1.3 Thesis Outline

In chapter 2, we provide the theoretical knowledge required for the subsequent chapters.
We introduce the fields of machine learning and natural language processing, along with
common methods that are used in this work. Next, we present neural networks and
especially the types of models that are used in the thesis. Subsequently, we inform the
reader about the task of document classification and some popular approaches. Lastly, we
provide insights into mood disorders, the clinical diagnosis procedure and the analysis of
therapy sessions.

In chapter 3, we present a detailed analysis of the work Affective Conditioning on Hi-
erarchical Attention Networks applied to Depression Detection from Transcribed Clinical
Interviews [81]. We provide a thorough introduction into the problem of depression detec-
tion and an analysis of the corpora used. Moreover, we introduce and explain the proposed
models and finally present and discuss the obtained results.

In chapter 4, we state the problem of dialogue modeling in the context of depression
detection from transcribed clinical interviews. We provide a task-specific literature review
and present the results of our baseline model. We also propose alternatives for further
improvement.

In chapter 5, we conclude the present work and discuss about future directions.






Chapter 2

Theoretical Background

In this chapter, we present and explain the theoretical knowledge needed in order to un-
derstand the methods that were used, to address the task of depression detection. This
knowledge concerns the broad sector of Machine Learning and Deep Learning, the required
theoretical background of depressive disorder and also techniques used for document clas-
sification.

As our work concerns the diagnosis from the transcribed therapy session dialogues, we
firstly introduce in 2.1the field of Natural Language Processing and discuss the applications
in sentiment and emotion recognition along with the evaluation metrics. Next, we present
the sector of Machine Learning, in 2.2 and discuss about learning methods and techniques
used to represent text data. In 2.3, we introduce the field of Deep Neural Networks and
especially present Recurrent Neural Networks and Attention Mechanisms, in 2.4, that
are mostly used in this work. Subsequently, we provide the knowledge of classification
models with emphasis on Support Vector Machines and Logistic Regression, and also
discuss about loss functions. Due to the document format of session therapies, methods
for data representation and classification in the case of documents are described in 2.5.
Finally, in 2.6, we provide an analysis of mood disorders and focus on the on a thorough
presentation of the depressive disorders.

2.1 Natural Language Processing

2.1.1 Introduction

Natural Language Processing (NLP) is a subfield of Artificial Intelligence that concerns
the interaction between computers and human language. NLP is the technology used to
help computers understand, interpret and even generate natural language data.

NLP is a challenging and quite demanding task. This is due to the nature of human
language that makes the task difficult. The rules on which languages are based are not
easy to be understood by machines. Some of these rules can be low-leveled, yet some
others are more abstract. To this end, in order to understand the language, machines have
to know not only the words but also the whole meaning behind them.

Taking into consideration the large corpora that computers can handle, as well as their
ability to process information quickly and in an unbiased way, it is obvious that NLP
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consists a significant method towards extracting valuable hidden information from text
bodies. Computers can now communicate with humans in their own language and thus
hear speech, understand it, measure sentiment and determine which parts are important.
In general terms, the aim of NLP is to split language into shorter units and explore how
these pieces work together to create meaning.

Natural Language Processing provides implementations for any task that utilizes text. The
most common applications of NLP are:

e Information Retrieval: the activity of searching for and obtaining information
resources from a database or the Web that are relevant to a given user query.

e Question Answering: a field which concerns building systems that automatically
answer questions posed by humans in a natural language.

e Machine Translation: the process by which a computer software translates text
or speech from one human language to another.

e Document Summarization: the process of choosing the most important informa-
tion from a document and produce a summary of it.

e Natural Language Generation: the use of Al software to produce written or
spoken data based on a text corpus.

e Information Extraction: it concerns the recognition and extraction of key-element
information from text bodies.

2.1.2 Sentiment Analysis

Sentiment analysis refers to the use of natural language processing to identify, analyze and
extract subjective information (people’s opinions, sentiments, emotions and evaluations)
towards entities as products, businesses, organizations, topics or other people. It detects
polarity within a given text, which means positive, neutral or negative feelings.

As far as businesses and organizations are concerned, sentiment analysis is an essential
process since it helps them understand the opinions and emotions of customers and thus
understand the social sentiment of their brand, service or product. By automatically an-
alyzing customer feedback, which can be in the form of survey responses or social media
conversations, brands are capable of listening to the opinions of their customers and try to
further improve their products or services so as to meet the needs of customers. Moreover,
with the explosive growth of social media, it is no longer necessary to conduct surveys and
opinion polls in order to gather public opinion. The huge amount of online data makes
it much easier for organizations to collect all the necessary information. Therefore, auto-
matic sentiment analysis is highly needed. There are different levels on which sentiment
analysis can be applied in text bodies.

2.1.3 Emotion Recognition

FEmotion Recognition is the process of identifying human emotion through the expression,
such as fear, anger, happiness, sadness, surprise and disgust, and is closely related to
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Sentiment Analysis. Emotions can be detected in human non-verbal cues, such as facial
expressions from video, on spoken expressions from audio and on written expressions from
text. Hence, extracting and understanding emotion is of high importance to the interaction
between human and machine communication. Although it is a recent field of research, it
has gained much popularity due to the ability of machines to make decisions based on
objective rules, in contrast to humans who vary widely in their accuracy at recognizing
emotions. In the case of conversations, emotion recognition extracts opinions between
participants from conversational data which can be found on social media platforms.

2.1.4 Evaluation Metrics

Evaluation metrics are metrics used to measure the quality of the statistical or machine
learning model. They provide models with feedback so as to improve until they reach a
desirable performance. The performance is usually evaluated on the test set. The most
common metrics used in classification tasks are accuracy and F1-score.

Accuracy. It is mostly used in binary classification tasks. Accuracy divides the num-
ber of true predictions by the total number of observations and outputs a percentage
score. Its mathematical formula is:

TP+TN
TP+TN+ FP+ FN

Accuracy = (2.1)

where TP, TN, FP, FN are the number of true positive, true negative, false positive and
false negative predictions.

Fl-score. This metric is used for multi-class classification or for binary classification
where the number of observations is not balanced across the two classes. Fl-score is the
harmonic mean of Precision and Recall, which are illustrated in Figure 2.1, and are defined
as follows:

Precision — TP
recision = o
TP
=" 2.2
Recall TP LN (2.2)

Precision -
Fl—o recision - Recall

" Precision + Recall

In the case we are dealing with a multi-class classification task, we need to combine the F1-
score of each class into a single F1-score. This is done using the macro-F1 metric, which
is computed as the arithmetic mean of the N classes’ Fl-scores. Let F'1; be the F1 score
of the i-th class computed using Equation 2.2. Then, the F1-macro score is calculated as
follows:

Zi]\il 'l

F1 =
macro N
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Figure 2.1: Precision and Recall. Source:wikipedia.org

2.2 Machine Learning

2.2.1 Introduction

Machine Learning is a subset of Artificial Intelligence (AI) that provides programs with the
ability to learn from experience and generalize in order to make predictions without being
explicitly programmed. Machine learning systems use sample data known as “training
data” in order to build a mathematical model. Decisions are made based on previous
computations that are next applied to unknown samples, referred to as “test data”. The
primary aim of scientists is to allow computers to learn for themselves, automatically, so
as to perform specific tasks without human intervention.

Machine learning algorithms are used in a wide variety of applications, including computer
vision, speech recognition and email filtering. In these areas of study, scientists are not
capable of developing traditional algorithms and computational methods to find solutions
for the needed tasks. Machine learning is closely related to computational statistics, so it
focuses on making predictions using computers. Therefore, such tasks otherwise infeasible
to deal with can be handled using statistical models.

In Machine Learning, tasks are generally classified into two distinct categories. These are
supervised learning, where training data are accompanied by desired outputs, known as
“labels”, and unsupervised learning, where data are not provided with labels. In the first
case, models learn the mapping between inputs and outputs, whereas in the second case
models have to find themselves structure within the input data.
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2.2.2 Machine Learning Methods

Supervised Learning

Supervised learning is the machine learning task of learning a function that maps an input
to an output. Input data are attributed labels, therefore each given sample is an input-
output pair. A supervised learning algorithm uses this mapping to generalize from the
training data and predict the output of unseen instances in the more accurate way.
Formally, given that X is an input data used for training, it is mapped to the desired
output Y using a mapping function F:

Y = F(X)

Supervised learning models aim to approximate the mapping function so well that given
unseen samples, they are capable of predicting the correct output label. The learning
procedure stops when this approximation and thus model performance is satisfactory.
Tasks in supervised learning are distinguished into classification tasks and regression
tasks. Classification is the task of identifying to which of a set of categories or classes
an unseen observation belongs, given a training procedure of input samples that belong
to the set of these classes. On the other hand, regression is the procedure of mapping an
input sample to a continuous output value, such as an integer or a floating point value. It
is basically a statistical approach to find the relationship between variables.

Unsupervised Learning

In contrast to supervised learning, unsupervised learning allows for modeling of probabil-
ity densities over inputs, which are not attributed predefined label values. So, the aim
of unsupervised learning is to identify undetected patterns in a dataset with no human
supervision.

A typical method used for unsupervised tasks is clustering. In this case, a similarity
metric is measured between input data in order to group them into clusters of similar
samples. However, it is often difficult to know how many clusters should exist or how they
should look.

Generative models are also a subclass of unsupervised learning models. They are given
training data as input and new data are generated from the same distribution. Thus,
models have to discover the nature of the input data in order to generate similar samples.
This type of learning is unsupervised as there is no human intervention for the generation
process. The only observable aspects are the generated samples.

2.2.3 Text Preprocessing

In NLP tasks, applications have to deal with a large amount of text data in general. It
is thus crucial to transform text into a shape that can be easily processed by algorithms.
Different steps should be followed in this direction.

Tokenization

Given a sequence of characters, tokenization is the procedure of splitting the sequence into
subsequences which are part of the general vocabulary, called tokens, while discarding
unnecessary characters. In the case of a sentence, tokenization splits the sentence into
individual words and removes punctuation characters.
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Punctuation and Tags Removal

Having splitted a sequence into words, it is necessary to remove characters that are not
part of the tokens. Tags that can also be found in text documents should also be discarded
as they do not contribute to the semantic content.

Stop Word Removal

Stop words are common and high frequency words as “I”, “a”, “the”, “an”, “and”, “is” which
do not contain salient context. By removing stop words the dimensionality of data is
reduced so it is easier to identify key words left in the corpus using feature extraction
techniques. Stop word removal can be performed either by defining a list of words to be
removed and iterating words in text in the chosen list or by using commonly available lists.

Stemming and Lemmatization

Stemming and Lemmatization are two key methods for text processing. Stemming is the
process of reducing a word to its own stem through dropping unnecessary characters, usu-
ally a suffix. Related words are usually reduced to the same stem and thus are treated by
algorithms as sysnonyms. For example, the words “fishing”, “fisher” and “fished” would be
reduced to the word “fish”. The program that performs this procedure is called a stemmer.
There are several publicly available stemming models, including Porter and Lancaster sup-
ported by the NLTK platform for Python.

Lemmatization, on the other hand, is the process of grouping together the inflected forms
of a word, so they can be analysed as a single item. In the case of inflected forms of
verbs, lemmatization replaces words with their base form. For instance, verbs “walking”,
“walked”, “walks” would be reduced to the base form “walk”, which is called the lemma of
the word. In order to find the base forms, lemmatization models need to have access to
dictionary sources.

These two processed are quite similar to each other. However stemming is performed with-
out knowledge of the context, whereas lemmatization discriminates between words which
have different meanings depending on their part of speech.

2.2.4 Feature Engineering

In machine learning, a feature is an attribute that input data have, on which analysis or
prediction is to be done. To this end, Feature Engineering is the process of extracting fea-
tures from raw data using data mining techniques. There is no indicative way of how the
extraction should be done, as it depends on the problem we are trying to solve. However,
these exist some popular techniques that can be useful in different cases.

Imputation

Missing values is one of the most common problems arising during data preprocessing.
These can be due to human errors or privacy concerns and they significantly affect the
performance of machine learning models. The most simple solution is to remove the sam-
ples with missing values from the dataset. Otherwise, they can be replaced by real values
attributed manually to samples, provided that it is considered as a sensible solution, or
by the median of the rest available values for the same feature.

Handling Outliers
Outliers are considered to be values that surpass the standard deviation of a variable.
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In order to deal with these values, they can be either removed or capped. However, cap-
ping can change the data distribution and thus affect the general performance of the model.

One-Hot Encoding

One-hot encoding is one of the most common encoding methods in machine learning and is
the representation of categorical variables as binary vectors. The method creates a vector
of flag columns for each value and assigns 0 or 1 to them.

Feature Extraction

In machine learning, features can be relevant, weakly relevant or irrelevant to the different
tasks. Therefore, feature extraction derives a set of features from a given dataset which are
considered to be informative and thus help models learn the input distribution easier and
generalize more effectively. This method is also closely related to dimensionality reduc-
tion. The process of choosing which dimensions of the input data contain more relevant
information is called feature selection and is very efficient especially in the case of a large
number of input data, which are difficult to be processed.

2.2.5 Feature-wise transformations

In machine learning, a frequently used method is the integration of external knowledge
into the neural architectures. Such approach is applicable to different domains, including
visual question-answering [60], image recognition [31] and NLP [50, 12, 15]. There exist
various techniques on fusing sources of information. In this work, we focus on a set of ap-
proaches known as feature-wise transformations [17]. In this case, the computation carried
out by the model is modulated by the information extracted from the auxiliary source and
the process is called conditioning. Such applications are effective in tasks where different
modalities as video, language and audio have to be combined. The auxiliary knowledge
can also be features in the form of prior information encoded in linguistic, emotion or
sentiment lexica, as in our case. To this end, the raw input is processed in the context of
the external information from the auxiliary input.
A typical conditioning method is the concatenation of the word-level external information
to the input or to the hidden layers. One popular method is concatenation-based condition-
ing, as shown in Figure 2.2. In this case, the conditioning representation is concatenated
to the input of all layers in the network.

In [50], the conditioning is performed on the network’s attention mechanism. In particu-
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Figure 2.2: Concatenation-based conditioning. Source: [17]
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lar, the self-attention mechanism is augmented and the attention weights of each sentence
are conditioned on the corresponding word’s prior knowledge. To this end, the attention
layer is given as input a combination of the word representations, extracted from the word
encoder, with the additional information of each word.

2.2.6 Word Embeddings

Word embeddings are a type of word representations that allow words with similar meaning
to have a similar representation. Representations are usually numerical vectors containing
tens or hundreds of dimensions. These vectors have occured after a learning procedure
and are able to capture the context of a word in a document as well as the semantic and
syntactic similarity between words. To this end, words with similar meaning are attributed
close spatial positions. Word embeddings are largely used in NLP tasks, as they often lead
to a better performance.

Word2Vec

Word2Vec [51] is one of the most popular representation techniques of document vocab-
ulary. It is a two-layer neural network that is trained to construct linguistic context of
words. It takes as input a text corpus and outputs a vector space, where each word in
the corpus is assigned a vector in that space. The aim of Word2Vec is to have words with
similar context closely located to each other in the vector space. A simple way of measur-
ing the similarity of vectors is the calculation of cosine similarity. To this end, words with
similar linguistic context tend to have a higher cosine similarity score and thus a smaller
angle in the vector space. The vectors resulting from the Word2Vec model can be further
fed into a deep neural network or used to detect similarities between words.

There exist two different network architectures that can be used for Word2Vec models. In
the first way, context is used to predict a target word (CBOW) while in the second, a word
is used to predict a target context (skip-gram). Both of the procedures are illustrated in
Figure 2.3.

INPUT PROJECTION OuUTPUT INPUT PROJECTION OUTPUT
wit-2)
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Y

wit+1)
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CcCBOW Skip-gram

Figure 2.3: CBOW and Skip-gram model architectures.Source:pathmind.com

Common Bag of Words (CBOW)
The CBOW method takes the context of each word in the input and predicts a target
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word. Imagine having a corpus of N words. We use their one-hot encoding, which is a
zero-valued vector of the same length as the vocabulary, except for the index that cor-
responds to the word we want to represent, which is valued as 1. The one-hot vector is
then fed into a neural network. The hidden layer is a dense layer whose weights are the
word embeddings (word vectors for the total of words in our corpus) and the output layer
produces a probability for the target words in the corpus. CBOW can either take as input
a single of multiple words as context vectors.

Skip-gram

Skip-gram looks like the oppposite process of CBOW. In this case, a single target word
is fed to the network and the output produces N different probability distributions. It
basically predicts the surrounding context words for each input target word. Skip-gram
seems to perform better with small amount of data and is found to represent rare words
well.

Global Vectors (GloVe)

GloVe is another popular word vector learning technique. While Word2Vec relies only
on local context provided by the surroundings of a word, GloVe captures both local and
global statistics of a corpus, in order to produce the vector representations. The basic
idea is that the model is trained on the co-occurence word statistics, which indicate how
frequently each pair of words is used in the given corpus. These frequencies are used as is
it considered that they can encode some form of meaning.

2.3 Deep Neural Networks

2.3.1 Introduction to Deep Learning

Deep learning (DL) is part of the broader sector of Machine Learning and is a set of
learning methods that imitate the workings of human brain in processing data. The
basic elements of deep learning are artificial neural networks which are usually stacked in
multiple levels and form different neural architectures. Algorithms in deep learning extract
high-level features from raw data by propagating the input through the consecutive levels
of such architectures. Each level serves as a function that learns to transform the input
data into a representation. Deep learning has been applied to numerous fields of study,
including computer vision, speech recognition, natural language processing, bioinformatics
and medical image analysis. The capability of DL algorithms to find solutions to complex
tasks usually surpasses the human performance.

2.3.2 Artificial Neural Networks

Artificial Neural Networks (ANN) are computational models, inspired by the structure and
functioning of neurons in the human brain. The basic component of an ANN are neurons,
which generally model the neurons of the brain. An overview of a biological neuron is
shown in Figure 2.4. Over 10 billion neurons exist in the human body and each of them
is connected to several thousands of other neurons. The cell body of the neuron, (soma),
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processes the incoming activations and produces output activations. Neurons also send
and receive activation from other neurons through their axons and dendrites, respectively.
Through their synapses, they transmit signals to and from the rest of the connected neu-
rons. In parallel to the biological structure, a typical example of an artificial neuron is

dedrite
g

£ =ttt Y
- synapse E'\

Figure 2.4: Overview of a biological neuron. Source:neuralfuzzy.blogspot.com

depicted in Figure 2.5. Connections between artificial neurons are called edges and are re-
sponsible for transferring information from one neuron to the other connected ones. Each
edge is assigned a weight (w1,w2,...,wn) that changes during the training procedure and
thus it alters the strength of the information that needs to be transfered. The output of
a neuron is computed by summing the multiplication of each input by the corresponding
edge weight. If the final value of the output of the neuron is above a specific threshold, the
information is transmitted to the rest neurons. The sum is then passed through a function
assigned to the neuron, called activation function and generates an output. Artificial neu-
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Figure 2.5: Example of an artificial neuron. Source:medium.com

rons are typically organized in layers. Each layer may have a different number of neurons
and perform a different processing on the input data. The structure of an ANN is shown
in Figure 2.6. As it can be observed, ANNs consist of hierarchies of layers. Inputs are fed
into the network through the input layer. Subsequently, they are propagated through
the hidden layers where they are processed and features are extracted. As the number
of hidden layers increases, higher-level representations are constructed. In the case of mul-
tiple hidden layers, the network is referred to as a Deep Neural Network (DNN). Finally,
the obtained representations pass through the output layer, where a decision is being
made by the network.

Activation Function

In artificial neurons, the activation function is a mathematical equation that determines
the output of the neuron. It serves as a mathematical gate between the neuron’s input or
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Figure 2.6: Overview of an  artificial neuron network (ANN).  Source:
www.xenonstack.com

set of inputs, and the output that will be transmitted to the next layer. In its simplest
form, it can be a binary function that turns the neuron on and off, depending on the input.
It can also help normalize the output to a range between -1 and 1, or transform the input
signals into output signals. Activation functions can be either linear or non-liner and each
neuron in a network can have a different activation function. Some of the most popular
functions are presented next.

Sigmoid Function
Sigmoid Function is shown in Figure 2.7. It is a bounded, differentiable, real function
which is defined for all real input values by the formula:

eQE
= 2.
S . (2.3)

Its formula limits the output in the range between 0 and 1 and is thus used especially
when a model has to predict the probability as an output.
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Figure 2.7: The sigmoid function.

Binary Step Function

Binary step function is a threshold-activation function. It is depicted in Figure 2.8. If the
input value is above a threshold, the output is set to 1 so the neuron is activated and the
signal is sent to the next layer without any transformation. Otherwise, the output is set



https://www.xenonstack.com/blog/artificial-neural-network-applications/

42 Chapter 2. Theoretical Background

to 0 and the neuron is deactivated. As the output takes only two values, the function does
not support multi-class classification.

3.0
2.8f
2.6
X 24b
=
221
2.0
18 1 L 1 l l
-3 -2 -1 0 1 2 3
X

Figure 2.8: The Binary Step function.

Softmax Function

The softmax function takes as input a vector of real numbers and normalizes it into a
probability distribution. The distribution consists of a probability value in the range
between 0 and 1, for each input number, and the components add up to 1. Softmax
function is largely used in neural networks, where it is needed to map the outputs of the
networks to a probability distribution over multiple predicted classes. The function for
each i-th value in the initial input vector follows this function:

f(z); = m

The softmax function is illustrated in Figure 2.9.

(2.4)
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Figure 2.9: The softmax function.

Rectified Linear Unit (ReLU) Function

ReLU is a non-linear function and is the most commonly used activation function in neural
networks. It is a simple calculation that returns the value of the input, or 0, if the input
value is less than 0. Thus, it can be defined as:

f(z) = max(z,0) (2.5)
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The finction is shown in Figure 2.10. It is linear for values greater than zero and non-linear
for negative values, as they are always output as zero. Because of its functioning, it is also
known as ramp function.

Figure 2.10: The ReLU function.
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Figure 2.11: The tanh function.

Tanh/Hyperbolic Tangent Function
Tanh or Hyperbolic Tangent function is shown in Figure 2.11 and is defined as the ratio
of the hyperbolic sine and hyperbolic cosine functions. Tanh follows the function:

e — 1
tanh(zx) = —— 2.6
() = S5 (26)
As an activation function, tanh it is mostly used to model inputs that have strongly neg-
ative and positive values as it is zero-centered. Its outputs range between -1 and 1 and is

basically a rescaled sigmoid function.

Regularization

When training neural networks, it is crucial to develop an algorithm that will perform well
not only on the training data but also on the testing data. When an algorithm performs
well on the train set but performs poorly on the test set, we say that the model is over-
fitting and it means that the model has learned too well the details and the noise of the
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train set, which results in a poor performance on unseen data. To this end, we need to
make modifications to the algorithm so that the model generalizes better.

The collection of methods and techniques used to reduce the error on the test set is known
as regularization. These modifications though are not expected to reduce the training
error. Regularization is often achieved by introducing constraints to the on the model pa-
rameters which serves as a penalty to the weights of nodes. Next, different regularization
techniques are presented.

L2 regularization

L2 regularization introduces a new term in the loss function. This technique is also known
as weight decay as it decreases the weight matrices to small or zero values. The process
is based on the assumption that a network with small weights is simpler than a network
with large weights. The loss function is therefore defined as:

m

T=> (i = wgw)® + A ((wy)?) (2.7)
j=1 Jj=1

=1

where X is a model hyperparameter.

Dropout

Dropout training [72, 28] is one of the most popular regularization techniques especially
for large neural networks, as it generally produces good results. The main idea is that in
every iteration, the algorithm selects randomly some nodes and removes them along with
their incoming and outgoing connections, by multiplying the output values by zero. In
this way, each iteration consists of a different set of nodes that produce different outputs.
The number of excluded nodes is defined by a dropout hyperparameter. Dropout can be
applied to both the input and the hidden layers.

Farly Stopping

When training models with a large number of training samples where overfitting might
occur, it can be observed that although the train set error decreases, the validation set
error firstly decreases and then starts to increase steadily. Therefore, it is crucial to stop
the training when the validation set error takes its lower value. Models that perform early
stopping save the optimal set of parameters obtained at the lowest validation error. A
hyperparameter, called patience, is defined in models using early stopping so as to denote
the number of epochs with no further improvement, after which the training will end.

Data Augmentation

Data Augmentation is another regularization technique mostly used in the case of a small
amount of data. The simplest way to reduce overfitting is to increase the training data
size. However, is many cases there might be limited labeled data available. To this end,
data augmentation creates fake data and adds it to the training set.

This technique is frequently used in object recognition. When training a model on image
data, the algorithm can produce new labeled images by shifting, scaling and adding noice
to the existing ones. Data augmentation can also be used in the case of dialogue modelling,
where larger turns can be splitted into smaller individual sentences.

Optimization
Optimization algorithms are methods used to change the weights of neural networks in
order to minimize the output of the loss function.
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Gradient Descent (GD) is one of the most popular optimization algorithms used in neural
networks and especially in classification and regression tasks. It minimizes a loss function
by computing the gradient of the function and by moving in the direction of the steepest
gradient, as defined by the negative of the gradient. Through back propagation, the loss
is transferred from the last layers to the first ones and thus the weights of each level are
updated in a way that minimizes the loss function. Let J(#) be the loss function, 6 the
model parameters and « small enough € R. Then, the new parameters are updated as
follows:

0=60—axVJ) (2.8)

Gradient Descent is a widely popular optimization algorithm as it can be easily imple-
mented and computed. However, if the dataset is very large, computing the gradient and
changing the weights for the whole dataset can be time consuming. Finally, this algorithm
may be also trapped at a local minimum.

Stochastic Gradient Descent [8] is a variant of GD. It replaces the actual calculation of
the gradient for the whole dataset by an estimated gradient, computed on a subset of
the data. Therefore, it updates the parameters more frequently than GD. This algorithm
needs less time to converge to a minimum, which in large datasets is a significant aspect.
Memory usage is also reduced compared to GD, as SGD does not store values of loss
functions. However, due to the frequent weight alteration, it results in a high variance in
model parameters.

Adam [37] is another optimization algorithm used to update the weights of a network.
However it differs from the SGD algorithm. In particular, in contrast to the previously
described optimizers, where the learning rate remains the same for all weight updates,
Adam is an adaptive learning rate method, which means that it keeps a learning rate for
every weight (parameter) in the network and separetely adaps them during the training
procedure. It uses estimations of first and second moments of gradient to adapt the learn-
ing rate for each weight, where the n-th moment of a variable is defined as the expected
value of that variable to the power of n. Adam is well suited for problems that are large
in parameters, is computationally efficient and has little memory requirement.

Back Propagation

Back propagation [67, 40] is an algorithm used for training feedforward artificial neural
networks, for supervised learning.

Every neural network can be illustrated as a directed graph where each neuron corre-
sponds to a node and each weight to an edge. The back propagation algorithm computes
the gradient of the loss function for each input-output pair, with respect to each weight
individually using the chain rule, while catching intermediate results. The aim is to update
the weights of the network in the optimal way after each computation of the loss function.
The computation is performed for one layer of the network at a time, starting from the
last layer and iterating backwards. The gradients computed can help us understand how
quickly the loss function changes when the weights change and thus how well the network
is performing. In this way, it is easier to fine tune the weights so as to further minimize
the model’s loss and improve the overall performance.
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2.3.3 Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a type of neural network that have an internal
memory. It is recurrent as the output of every step is copied and sent back into the
recurrent network and thus it is fed as input to the next step. Thus, the output of the
current step depends on the past computations. This “memory” mechanism of RNNs is
implemented using an internal hidden layer that produces a hidden state, which remem-
bers all information about what has been calculated. The mechanism is very important
for tasks as natural language generation and speech recognition, where the model needs to
remember the previous words in the sentence so as to understand the context or generate
a new word. It makes RNNs applicable to tasks that require to remember the history of
previous inputs and outputs.
The unfolded equivalent structure of a recurrent neural network is depicted in Figure 2.12.
As it is observed, the RNN takes the first input xy from the given sequence and produces
an output hg, which is known as the hidden state. In the next timestep, the network is
given both the next input z; along with hg. The procedure is continued for all timesteps
in the given sequence. The hidden state at each timestep and the output are calculated
as following:

hi = f(Wyhi—1 + Upxy + by) (2.9)

ye = f(Wyhe + by) (2.10)

where f is the activation function and W}, Wy, Uy, by, b, the learning parameters of the
model.
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Figure 2.12: An unfolded recurrent neural network. Source: colah.github.io
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Bi-directional RNN

Recurrent Neural Networks typically encode the input sentences in a forward manner, so
that the hidden state of each timestep includes information about the previous timesteps.
In Bi-directional RNNs, it is also possible to capture the information from the last timestep
back to the first. Bi-RNNs combine two RNN layers in order to find the hidden state for
each timestep. Their structure is illustrated in Figure 2.13. In particular, they compute
the hidden state of the forward RNN as well as the corresponding hidden state of the
backward RNN. Therefore, the hidden state for a given timestep is the concatenation of
the two vectors.

Long Short-Term Memory

The Long Short-Term Memory (LSTM) [29] is a type of a recurrent neural network. This
type of network is largely used for dealing with sequential data or data with temporal
relationship, as it is capable of holding long term memories. In addition, when back
propagating in a typical RNN, the computed gradients may vanish or explode. LSTMs
overcome this problem by preserving long-distance dependencies between words and dis-
carding words that are not important.
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Figure 2.13: The overview of a bi-directional neural network. Source: colah.github.io

The internal architecture of an LSTM is depicted in Figure 2.14. It is composed of a cell
state, an input gate, a forget gate and an output gate. These components organize the
flow of information through the cell.

e Input gate. It controlls the extent to which a new value flows into the cell. The
sigmoid function outputs the input in the range 0, 1 and thus decides which inputs
to let in. The tanh function also outputs them in the range between -1, 1 so the
multiplication of the two functions filters the importance of the current input.

e Forget gate. This gate decides which information from the previous timesteps
should be kept or discarded. The new input along with the previous hidden state
are passed through the sigmoid function. The output is a value between 0 and 1,
meaning that it forgets zero-valued inputs and keeps inputs whose sigmoid-output
is 1.

e Output gate. The output gate decides which information should be passed to the
output. The sigmoid function once again stresses the important input information
by mapping it between 0 and 1, and the tanh gives weightage to the newly modified
cell state. The multiplication of these two outputs generates the new hidden state,
which is carried to the next time step.

e Cell state. The existing cell state gets multiplied by the forget vector. Therefore, it
is possible to drop values of the forget gate which are close to 0. The output vector
of this multiplication is then added to the vector of the input gate. The cell state is
now updated and contains the new values that the network considers as relevant.

The mathematical equations for the forward pass of an LSTM unit for a given input of
vectors 1, Z2, ... , T are the following:

ft =0(Wyzy + Uphi—1 + by) (
it = o(Wizy + Uihy—1 + b;) (

or = o(Woxy + Uphi—1 + bo) (2.13
ug = tanh(Wyaxy + Uyhi—1 + by,) (
= fiOca1+itOu) (

hi = o¢ ® tanh(ct) (2.16

where matrices W and U contain the weights of the input and recurrent connections of
forget, input and output gate (subscripts f, i, o respectively).
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Figure 2.14: The LSTM cell. Source: towardsdatascience.com

Gated Recurrent Unit

The Gated Recurrent Unit (GRU) [10] is a variant of an LSTM, in the sense that it
includes fewer parameters and a forget gate [23] yet it lacks an output gate and a cell
state. The performance of the two types of networks is found to be generally equivalent.
GRUs effectively solve the vanishing gradient problem using the update and reset gates,
which decide the information that should pass to the output.

e Update gate. The update gate acts similar to the forget gate and input gate of an
LSTM. The input z; at timestep t is added to the hidden state from the previous
timesteps and the result is passed through a sigmoid activation function. The result
is thus squashed between 0 and 1. To this end, the update gate determines how
much of the previous information needs to be passed along to the future.

e Reset gate. The reset gate determines how much of the past information should
the model forget. The procedure is the same as the update gate, in the sense that
the current input is added to the previous hidden state.

The equations that describe the function of a GRU are the following;:

2t = U(Wz$t + U,y + bz) (217)

ry = o(Wyay + Uyxy + by) (2.18)

hy = tanh(Whay 4+ Up(r¢ © he—1) + bp) (2.19)
he=(1=2)0h—1+ 2 O h (2.20)

where matrices W and U contain the weights of the input and recurrent connections of the
network.

2.3.4 Attention Mechanisms

Attention [7] is a mechanism that was developed to improve the performance of encoder-
decoder RNN models in machine translation. However, it is currently used in a wide range
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Figure 2.15: The GRU cell. Source: github.com/roomylee/

of applications as image captioning and dialogue modeling. The key contribution of the
mechanism is that it helps models to direct their focus and pay greater attention to certain
factors when processing the data. It is proposed as a solution to any sequence model that
handles input with temporal dependencies, as long sentences, where the model has to look
back at previous states. Therefore, instead of discarding the intermediate states of an en-
coder and using only its final states for the decoder as in a traditional Seq2Seq model [39],
attention mechanism develops a context vector by utilizing all the intermediate encoder
states.

Attention mechanism produces a context vector following a specific procedure. First of all,
the encoder states hi, ha, ..., hy pass through an attention function f, which learns to
assign higher scores to the states of the encoder that need to be paid most of the attention
and outputs the scores si, s3, ..., sy. Next, the softmax function is applied so as to get
a probabilistic interpretation of the attention weights. The resulting scores ey, eo, ..., en
define how much of each hidden state should be considered for each output and they must
sum up to 1.Finally, the context vector is computed as the sum of the hidden states of the
input sequence weighted by the attention scores. The corresponding equations are:

st = [ (b, hi) (2.21)
er = softmax(s) (2.22)

= euh (2.23)
t

where the softmax function is given by equation 2.4

Self-Attention

Self-attention [41], also known as intra-attention, is an attention mechanism Attention can
be also applied in a single sentence when there is no additional information, by allowing it
to attend to itself using self-attention. In this case, we use a feed forward neural network
with tanh activation which is described by the equation:

f(hi) = v tanh(W,h;) (2.24)

where W, and v, are learnable attention parameters. The vector representation is given
by equation 2.23. The self-attention mechaninsm is illustrated in Figure 2.16.

Multi-Head Attention
Multi-head attention is an another attention architecture, which consists of several at-
tention layers running in parallel. This mechanism allows the model to jointly attend
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Figure 2.16: The self-attention mechanism. Source: [83]

to information from different representation subspaces at different positions. It is found
that multi-head attention works better than single-head, as it applies the usual attention
mechanism to multiple chucks in parallel, and then concatenates the results.

Hierarchical Attention

A variant of the classic attention mechanism is the hierarchical attention, which can be
effectively applied on various levels of a network. A typical such network is depicted in
Figure 2.17. Supposing that we are performing document classification, the input has to
be text data and the network consists of two levels. Leveraging the hierarchical nature
of documents, the first level of the network processes the words of the sentences and the
second level processes the sentences which form the document. The attention mechanism
at the two stages states which sentences are important for classifying the document and
which words are salient in each sentence.

2.4 Classification Models

2.4.1 Introduction

Classification is the process of identifying to which of a set of categories a new observation
belongs, as far as training sets containing observations are concerned. In machine learning,
this procedure refers to a predictive modeling task where a label is predicted for each
observation in the dataset. The algorithm that implements classification is known as a
classifier.

There exist various classification algorithms for modeling classification tasks. Yet, not
all classifiers can be successfully applied to all tasks, and vice versa. To this end, it
is recommended to conduct experiments and discover which method results in the best
performance for a given task.

One of the most popular metric for evaluating the performance of a model is accuracy.
Classification accuracy calculates the percentage of the samples with accurately predicted
labels in the total number of samples.
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Figure 2.17: A hierarchical attention network. Source: [83]

2.4.2 Support Vector Machines

Support Vector Machines (SVM) are supervised learning models that serve as binary linear
classifiers. Suppose given some data points in the N-dimensional space belonging to one
of two different classes. An SVM model has to find a (N-1)-dimensional hyperplane that
can separate the data points of each class by a clear gap. This hyperplane is referred to as
a classifier. Different hyperplanes may separate the two classes for a given set of examples.
The objective is to find the decision plane that has the maximum margin between the
samples of each category, which means that it has the maximum distance from the nearest
data point on each side. In this way, it is likely that future examples will be classified in
the correct class.

Suppose we have a dataset with M input vectors x1, xo, ..., xps with the corresponding
labels y1, y2, ..., yas. Let f be the function that classifies samples:

fz)=wlz+b (2.25)

Then the result of f should be f(x;) > 0 for z; belonging to the first class and f(x;) < 0

for x; belonging to the second class. As shown in Figure 2.18, taking as example the

2-dimensional space, we want to find the separating line for which the minimum distance

between the twofg:la;sses is as wide as possible. The distance between a point z; and
z;

the separator is Tal - In order to maximize the distance HTIH’ we need to minimize the

norm |lwl|| subject to y;(wz; — b;) > 1, for i between 1 and M. In addition, it often
happens that the given data points are not linearly separable in the space. For this reason,
SVM models can also perform non-linear classification by mapping the input vectors to a
higher-dimensional space, where it is more likely that they can be linearly separable. This
mapping is implemented using a kernel function k(z,y). Some common kernel functions
are:

e Polynomial kernel: k(z;,z;) = (z; - x; + 1)¢
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Figure 2.18: The maximal margin classifier. Source: www.learnopencv.com

e Gaussian radial basis kernel: k(z;,z;) = exp(—||z; — z;||?), for v>0

e Hyperbolic tangent kernel: k(z;,z;) = tanh(kz; - x; + ¢)?

2.4.3 Logistic Regression

In machine learning, logistic regression (LR) is an analysis conducted to describe data
and examine the relationship between one dependent binary variable and one or more
independent. The dependent variable can take only 0 or 1 as values, representing its
participation in one of two possible classes. LR is thus used to model the probability that
an observation belongs to a specific class or not. The activation function of LR for a given
vector x is a sigmoid function and is defined as follows:

1
T,y —
o(w'z) = =i (2.26)
Mathematically, LR computes the linear regression function:
p
l=log(—— 2.27
oa(E-) (2:27)

where p is the probability P(Y=1) of the event Y=1.

Logistic regression is frequently used in tasks as a solid baseline, especially for NLP tasks.
An indicative task where LR is applied is the classification of emails as spam (1) or not
spam (0). In the case of multi-class classification, LR can be also performed to each pair
of classes and treat them as individual classification tasks.

2.4.4 Loss Function

A loss function or cost function is a function that maps a value of one or more variables
onto a real number. In other words, it maps decisions to their associated costs. In machine
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learning, it is used to estimate how well the algorithms can model the given data. When
optimization problems are concerned, algorithms try to minimize the output of the loss
function. Especially in classification tasks, the meaning of the loss function is the penalty
for an incorrectly classified observation.

There exist several popular loss functions. Not all of them fit to the total of possible tasks.
Choosing the right loss function may be subject to the type of the machine learning task
or the ease of calculating the derivatives. Generally, they are classified into two groups,
depending on the type of task we are facing (regression losses/ classification losses). In
this work we are dealing with the problem of depression detection which is a classification
task, so we will present next some popular loss functions used for classification.

Cross Entropy Loss

Cross entropy loss (CEL) measures the performance of a classification model, whose out-
put is a probability with value between 0 and 1. It takes the true distribution and the
estimated distribution and computes the cross entropy between the two as:

CE = — Z%’ZOQ(.%') (2.28)

where x is the true label (0 or 1), y is the predicted probability that an observation belongs
to a specific class and ¢ in the number of classes. An activation function has been applied
to the scores before computing the CE Loss.

For binary classification problems, each observation in the given data set has a known class
label with probability 1 and probability 0 for the rest of the labels. A model is used to
estimate the probability that the observation belongs to each of these classes. Therefore,
the CELoss increases as the estimated probability diverges from the actual label. Hence,
the CE Loss is computed as:

CE = —zlog(y) — (1 — x)log(1 —y) (2.29)

For example, as shown in Figure 2.19, predicting a probability near 0 when the actual
label is 1 results in a high loss value. However, as the predicted probability approaches 1,
log loss decreases.

1 Log Loss when true label = 1

log loss
=y

L L
0.0 0.2 0.4 0.6 0.8 1.0
predicted probability

Figure 2.19: Log loss for predicted probabilities when true label is 1.

Binary Cross Entropy Loss
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It is a sigmoid activation with a Cross Entropy Loss. It is used for multi-label classification
as the output loss computed for class is independent of the rest classes. To this end, the
probability of an observation belonging to a specific class is independent of the probability
of belonging to another as well. The mathematical formula for binary classification is thus
computed as:

CE = —zlog(f(y)) — (1 —x)log(1 — f(y)) (2.30)

where f is the sigmoid function f(y) = H%

2.5 Document Classification

2.5.1 Introduction

Document Classification is an example of a Machine Learning task relevant to Natural
Language Processing. It is the act of asigning one or more labels or categories to a text
document according to its content or according to their attributes, such as document
type or author. It is used so as to easily sort and manage text-based documents as emails,
articles or survey responses. This process can be either done manually, as in library science,
or automatically, using classification algorithms. Both methods have their advantages and
disadvantages. On the one hand, humans can decide which categories to use and have a
greater control over the process. On the other hand, when dealing with a large amount of
documents, automatic classification methods are definitely much faster and do not change
their criteria over time.

Text classification is often confused with document classification, yet they are slightly
different terms. It refers to performing an analysis on text-based documents. However, it
can be applied to a subset of the total document as to a single paragraph or a sentence.
There are different learning approaches to document classification.

e Supervised. In this method, humans have to manually assign labels to documents
first before asking the model to do so. Based on these examples, the model will
subsequently learn to make associations between text and expected tags in unseen
documents.

e Unsupervised. In unsupervised learning, models learn to classify documents into
categories with no human intervention. The classification is conducted without ref-
erence to external information and thus classifiers group together documents with
similar words or sentences.

e Rule-based. The method is based on linguistic, morphologic semantic or syntactic
rules that define each classification category and give instructions to models. Follow-
ing these patterns, models then automatically tag the texts.

2.5.2 Feature Engineering

Given a dataset of text documents, we need to transform the raw data into feature vectors
which will be used for classification. Next, some popular methods for feature extraction
are presented.
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TF-IDF

Term frequency-Inverse document frequency (TF-IDF) is a term-weighting scheme that
reflects how important role plays a word in a document. The result is obtained through
multiplying the number of times a word appears in a document (TF) and the inverse
document frequency (IDF) of the word, across a corpus of documents. TF-IDF increases
proportionally to the number of occurencies of a word in a document and is offset by the
number of documents that contain the word. In this way, words that are popular across
documents, even if they appear many times within a document, are not important to
the content of the text. On the other hand, words that appear in some documents only,
indicate that they might contain salient information. TF and IDF are presented next.

e Term Frequency (TF). It refers to the frequency of a word. It can be calculated
by counting the number of its occurencies in a document.

e Inverse Document Frequency (IDF). This metric shows how common or rare is
a word across documents. It is computed by dividing the total number of documents
in a corpus with the number of documents that contain a specific word, and then
calculating the algorithm of the result. Its value actually “penalizes” a word for
appearing in many documents.

Overall, the TF-IDF metric for a word (t) in the document (d) which is part of a set of
documents (D), is computed using the following formula:

tfidf (t,d, D) = tf(t,d) - idf (¢, D) (2.31)

However, there exist variant techniques for applying TF-IDF method that use weighting
schemes in the computation of TF and IDF.

1. TF grows linearly as the number of word occurences in documents increases and
thus it is difficult to measure the relevance between documents. For this reason, TF
is often replaced by the value of 1+Log(TF), as Log function imposes a logarithmic
growth and thus thresholds the value of TF.

2. Another variant is to compute the cosine similarity of the document vector and result
in a unit vector. In this way, the different length of each document vector will not
affect the final computation.

3. In other cases, we can also take into consideration the document length and thus
standardize TF value by dividing with the maximum TF in that document. By doing
so, we incorporate the difference between short and long documents, as the frequency
of words in a corpus is more discriminating than just their number of occurences.

Word Embeddings

As presented in section 2.3.5, word embeddings are a form of representing words using a
dense vector representation. The position of representations in the vector space is either
learned by training a model on a corpus of documents, or can be obtained through pre-
trained word embeddings. In the second case, sentences can be tokenized and split into
individual words using a tokenizer, and then each word in the document can be represented
by the predefined word embedding. These vectors form the final document representation



56 Chapter 2. Theoretical Background

that can be fed into a classifier.

NLP based features
In document classification, it is also possible to extract text based features in order to im-
prove the performance of classification models. These features can be statistics regarding;:

e the total number of characters, words or sentences in a document

e the number of words as far as their part-of-speech is concerned (verbs, adjectives,
nouns, pronouns)

e the punctuation count in the document

e the average word length of the title attributed to a document

Topic Modeling

Topic Modeling is a statistical model that discovers abstract topics that occur in a set of
documents. It is frequently used in NLP tasks for identifying hidden structures in text.
Each document may cover more than one topics, which are conceived as clusters. Thus,
each document is represented as a distribution over topics. One popular algorithm for topic
modeling is Latend Dirichlet Allocation (LDA), which allows a set of observations to be
explained by undefined groups. The distribution over topics is a significant document-level
feature and can be further used in document classification tasks.

2.5.3 Classification Methods

Once the raw data are transformed into feature representations, the next step is to feed the
vectors into a classifier. There exist various classification algorithms, some of which have
already been presented in section 2.5. Among the classification techniques, the most pop-
ular used for document classification are Naive Bayes Classifier, Support Vector Machines,
Linear Classifier (Logistic Regression) and Decision Trees.

2.6 Depression Detection

2.6.1 Introduction to Mood Disorders

Mood disorders, also known as mood affective disorders, is a group of conditions where a
disturbance in the person’s mood is the main underlying feature [68]. It is a broad mental
health class that health professionals use to describe all types of bipolar and depression dis-
orders. People who have mood disorders experience an unstable emotional state and their
mood often disrupts their everyday life and interferes with their ability to function. How-
ever, mood disorders are generally distinguished in depressive, manic and bipolar disorder.
In the first case, people suffer from an overall depressed mood and they may experience
periods of feeling extremely sad. On the other hand, maniac episodes are characterized by
highly elevated mood, while people with bipolar disorder typically cycle between both.

The causes of a mood disorder vary and they are considered to be both biological and
environmental. In particular, people whose family history includes mental disorder are
more likely to experience themselves too. Apart from heredity factors, mood disorders
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can be also caused by brain structure and functioning. Depression may be caused due to
an an imbalance in brain chemicals while bipolar disorder is found to be highly related
to mitochondrial dysfunction. In addition, a stressful and traumatic life event, such as a
divorce, a job dismissal or the death of a relative, may also lead people to a depressed
mood.

People normally experience changes in their mood over periods of time. However, mood
disorders are generally more difficult to handle, as the symptoms may vary in intensity
and duration from a normal change in emotional state. It is interesting pointing out that
women are considered to be twice more prone to developing mood disorders than men.
Fortunately, there is available treatment for mood disorders. In the case of depression,
treatment involves a combination of self-help, clinical sessions, medication and exercise.
The recommended treatment will be based on the type and severity of depression that the
individual is experiencing. According to the Diagnostic and Statistical Manual of Men-
tal Disorders [1], mood disorders are classified in depressive disorders, bipolar disorders,
substance-induced and not-otherwise specified disorders. As we are dealing with depres-
sion detection, we focus on depressive disorders and describe next their subcategories along
with their common symptoms.

Bipolar Disorders

Bipolar disorders, previously known as manic-depressive disorders, include bipolar I, bipo-
lar II, cyclothymic substance/medication-induced bipolar bipolar due to another medical
condition and other specified and unspecified bipolar disorder. They are characterized by
periods of normal feelings, depression and elevated mood. If elevated periods are severe,
they are associated with mania. Therefore, people usually swing between being abnormally
happy and energetic, followed by feeling depressed and sad. The suicide risk in bipolar
disorders is increased and reaches near 6% of affected individuals.

2.6.2 Depressive Disorders

As stated in DSM-5, depressive disorders include major depressive disorder, disruptive
mood dysregulation disorder, persistent depressive disorder, premenstrual dysphoric dis-
order substance/medication-inducted depressive disorder, other specified and unspecified
depressive disorder. The features among them are common and concern the presence of
sad or irritable mood accompanied by physical changes that affect the way people function
in everyday life. What differs among them is the duration, timing, severity and etiology.
Moreover, depressive episodes can be appear along with other features, like anxious distress
and /or psychotic symptoms (delusions, hallucinations). Next, we provide more informa-
tion for each depressive category.

Major Depressive Disorder (MDD)

Major depressive disorder, known also as depression, is a recurrent mental disorder and is
characterized by episodes of at least 2 weeks duration. Those experiencing MDD generally
feel sad, hopeless, discouraged not interested in and not enjoying everyday activities that
used to enjoy. They tend to speak slower, with a lower volume and generally experience
a retardation in movement and cognitive functioning as thinking and decision making. In
order to diagnose an individual with Major Depressive Disorder, they have to experience
5 or more of the following symptoms:
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e depressed mood throughout the day

e anhedonia, meaning an inability to derive pleasure from activities or hobbies
e cating disorders (loss or increase in appetite)

e sleeping disorders (hypersomnia or insomnia)

o low self-esteem and feelings of guilt

e suicide ideation

Disruptive Mood Dysregulation Disorder

Disruptive Mood Dysregulation Disoder is a disorder that concerns children and adoles-
cents. It is usually caused before the age of 10 and can be diagnosed in childen over 6
years old. It typically includes severe temper outbursts, manifested verbally of behaviorally
which are inconsistent with the current situation. These episodes occur about 3 times per
week and are usually observed by the family or teachers. DSM states that children with
chronic irritability are at risk of developing anxiety or unipolar depressive disorders when
they grow up.

Persistent Depressive Disorder (Dysthymia)

Persistent Depressive Disorder is a more chronical form of depression. It concerns adults
who experience a mood disturbance for over 2 years, for most of the day. To diagnose the
disorder, 2 or more of the following symptoms have to be present:

e sleep disturbance
e cating disturbance

low self-esteem

fatigue or low energy

difficulty concentating

e hopelessness

As in MDD, these symptoms have to cause significant distress in social or other area func-
tioning so as to be considered as severe. In addition, it is important to state that clinicians,
before diagnosing the disorder, have to be sure that symptoms are not attributed to the
side effects of a medication or to substance abuse.

Premenstrual Dysphoric Disorder

To diagnose Premenstrual Dysphoric Disorder, at least five of the following symptoms
have to be present in the majority of menstrual cycles during the final week and improve
afterwards:

e irritability or anger
e mood swings

e depressed mood, hopelessness and/or self-deprication
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e poor concentation
e lack of energy, lethargy, hypersomnia

e physical symptoms as muscle pain and weight gain

Substance/Medication-induced or due to another medical condition Depres-
sive Disorder

In this case, depression-like phenomena are caused by prescribed medications, substances
of abuse and other medical conditions. The symptoms are common with those in Major
Depressive Disorder and last longer than the medication withdrawal period. They typ-
ically cause impairment in everyday functioning and include a disturbance in mood or
diminished interest in activities.

Other Specified Depressive Disorder

This category applies to people who experience symptoms of a depressive disorder but do
not meet the full criteria of any of the above presented categories. In this case, clinicians
have to specify the exact reason why the occasion does not fall under the rest of the cat-
egories. Such reasons may be due to short-duration episodes or episodes with insufficient
Symptoms.

Unspecified Depressive Disorder

As in the Other Specified Depressive Disorder, symptoms once again do not meet the re-
quirements of the rest depressive disorders. However, in this case, the clinician chooses not
to specify the reason, as there might be not enough information to do so, like in emergency
conditions.

2.6.3 Analysis of therapy sessions

Therapy sessions provide a valuable insight into the cognitive and behavioral functioning
of clients. They also enlighten the relationship between therapist and client and aspects
of the therapeutic activity during the course of the treatment. Due to their complex and
multifactorial nature, therapy sessions require a range of perspectives in order to be ana-
lyzed.

Through this analysis we can be examine verbal and paraverbal aspects, as well as non-
verbal features. Verbal features typically refer to aspects of communication and concern
semantic or syntantic characteristics. Non-verbal aspects are mostly visual and include
the analysis of gestures, head position or global posture. Paraverbal aspects have to do
with the quality of voice and refer to the rate, pitch and volume of speech. Due to the
reliability of such insights for therapy analysis, there exists a plethora of studies where
authors focus on the body movements [63, 64], facial expressions [35], tone of voice [80],
silences [21] and speech disruptions [30].

In the case of the therapist, the analysis of therapy sessions can investigate and evaluate
the skills and approaches. In particular, through this analysis, we can examine the com-
municative skills of the therapist and the adherence to professional requirements. We can
also observe the impact on the client and evaluate the overall counseling approach and
its effectiveness, during the course. In order to do so, both verbal and nonverbal features
can provide significant cues. The therapist’s nonverbal behaviour is considered to play
an important role in the development of a good clinical relationship [27] and of a good
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therapeutic alliance [62].

Analysis of the sessions is also very informative for the state of the clients. Through the
dialogue, we can explore the way they interract and participate in a conversation as well as
their capability to develop a solid relationship with the therapist. In [36], it is stated that
the most important place to search for relationship is the nonverbal behavior of the inter-
actions between therapists and clients. Through sentiment analysis, it is also possible to
identify the emotional state of the client and the change during the course of the treatment.



Chapter 3

Depression Detection using
Recurrent Neural Networks

3.1 Introduction

Depression detection is the problem of identifying signs of depression in individuals. These
signs might be identified in peoples’ speech, facial expressions and in the use of language.
In our task, we consider the binary classification task of detecting depression in transcribed
clinical sessions between a therapist and a client. These sessions provide valuable insights
of the cognitive and behavioral functioning of clients. Therefore, we leverage behavioral
and psycholinguistic cues of the client and therapist language to enhance our models.
Computational methods can help extract such insights and help psychologists diagnose
disorders. To this end, although interpersonal relations between therapists and clients
can not be replaced, human decision making can be further augmented by cognitive algo-
rithms. In this way, psychologists can leverage the ability of artificial intelligent systems
that process massive amounts of data and thus consult these methods before coming to
conclusions.

In this work we focus on the problem of depression detection in psychotherapy sessions.
We employ a two-staged hierarchical network functioning at word and turn-level. Each
level is equipped with an attention mechanism to extract important content from different
parts of the session. To leverage the affective context of depressive language we employ a
conditioning method [50] using affective lexica and fuse them in the word-level attention
network. We also incorporate the summary attributed to each session into the proposed ar-
chitectures. Our key contribution is that we integrate existing affective information which
improves the results of our hierarchical neural network for depression detection, especially
in the case we have small amount of data. This fact results in high performing models and
improved robustness across two corpora.

3.2 Related Work

Previous studies have shown that depression affects the language use of depressed indi-
viduals. They tend to use more absolutist words [4], negatively valenced-words and the
pronoun “I” [66] and mention pharmaceutical treatment for depressive disorder [22, 65].

61
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People in distress also make less use of first person plural pronouns [2| and become more
self-focused [53]. In [61], linguistic metadata features are employed across with external
knowledge including domain-adapted lexica while in [44], Losada et al. propose evalua-
tion methods of existing depression lexica and create sub-lexica based on part-of-speech
tagging. Moreover, for the General Psychotherapy Corpus !, Malandrakis et al. [47] have
explored differences in language between therapist and client using psycholinguistic norms
and Imel et al. [33] have identified semantic topics discussed in therapy sessions. Other
studies based on therapy sessions have also predicted empathy through motivational inter-
views [25] and have explored behavioral coding learning models for different psychotherapy
approaches [24].

Hierarchical models have been proposed for document classification tasks, in order to
leverage the hierarchies existing in the document structure and construct a document-
level representation based on turn-level and word-level representations [73|. These models
have been augmented with attention mechanisms |7, 77| to identify salient words and sen-
tences in the document [83]. In addition, affective lexica have been published [74, 32, 86,
52, 38, 79] which can effectively contribute in sentiment analysis. As a useful external
linguistic knowledge, they can be incorporated into neural architectures [76]. In [50], at-
tentional conditioning methods were proven to enhance model performance for sentiment
classification tasks.

The abundance of available data has motivated researchers to investigate depressive lan-
guage in the context of social media. Orabi et al. [54] examined the performance of
different convolutional and recurrent neural networks on Twitter posts of both affected
and unaffected individuals. Jamil et al. [34] also used tweets to built user-level and tweet-
level classifiers. Schwartz et al. [69] proposed a user-level regression model to predict one’s
degree of depression based on their posts on Facebook.

3.3 Proposed Systems

Our task is a document classification task, where the input to the model is the transcription
of the therapy session and the output is a prediction of the subject’s depression status.
Hierarchical Neural Networks are a natural fit for document classification, since sessions
are composed of turns, which consist of words, forming a hierarchical textual structure.

3.3.1 Model Architecture

Hierarchical Model

In this model, the input sequence of words are embedded into a low-dimensional vector
space. In document classification, we want to extract the hierarchies existing in documents
in a bottom-up manner. To this end, we use a two-stage hierarchical network that operates
at word and turn-level, as we can see in Fig. 3.1. Both the word-level and the turn-level
encoders are implemented using Recurrent Neural Networks (RNN). Since not all words
or turns contribute equally to the final session representation, we augment both encoders
with an attetion mechanism [7]. At the first level of the hierarchy, a word-level encoder
produces turn-level representations. We feed the words of each turn to the encoder and
then combine them to a single representation using an attention mechanism. Let hy; be

"http://alexanderstreet.com
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the annotation of the i-th word in the k-th turn obtained through the word-level encoder.
The k-th turn representation results as follows:

Yei = 9(hii),
eVki

Do ek’ (3.1)
te =) ok - g

g =

where g is a learnable mapping, ai; are the attention weights for each word and ¢j is the
k-th turn representation.

The session representations are extracted in a similar manner. The turn representations
ti are fed into the turn-level encoder and then the attention weights are calculated. The
final representations are the weighted sum of the turn-level encoder hidden states with the
attention weights.

Br. = f(tr),

eﬁk

r= ZTk - B
k

where f is a learnable mapping, 75 are the attention weights and r is the session-level
representation.

Tk =

3.3.2 Summary Incorporation

In the General Psychotherapy Corpus, sessions are accompanied with a summary given
by an expert. This summary can be seen as a high-level overview of the topics discussed
during the session and is denoted as “title” in the dataset. Similar to [5], we extract
the summary’s vector representation through the word-level encoder and concatenate it
directly with the final session representation, before feeding it to the classifier. Let o; be
the summary representation obtained through the word-level encoder. Concatenating it
with the session representation ( 3.2) produces the final vector (o¢||r) that is fed to the
classifier.

3.3.3 External Knowledge Conditioning

According to [66, 44], the affective content can be a distinguishing factor between depressed
and not-depressed language. Based on this observation, we employ external linguistic
knowledge about the affective content of words. These features can be obtained by sources
created by human experts. We consider emotion, sentiment, valence and psycho-linguistic
annotations for words. Specifically, we construct a context vector c; for each word ¢ in
turn k, where each dimension corresponds to an annotation from existing affective lexica.
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Figure 3.1: Hierarchical Model with Attentional Conditioning

We set missing dimensions to zero and we integrate the context vector in the attention
mechanism of the word-level encoder. Specifically, we concatentate, ||, the context vector
to the hidden representation of each word hy;, modifying Eq. ?77:

Yei = 9(hil|cri),
e’Yki

S e (3.3)
th =Y ani - (hnillow:)

i

ki =

Eq. 3.3 shows that we compute the intermediate representations 7;; using both the word
hidden states and the context vector. The softmax function is then applied to yx; to create
the attention weights distribution ax;. The incorporation of external information at this
level can force higher values for attention weights corresponding to salient affective words.
We also use the concatenated hy;||ck; to create the turn representations tj to propagate
the affective features to the turn-level encoder.
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3.4 Corpora Overview

In this work, we use two datasets for addressing the problem of detecting depression.
These are the General Psychotherapy Corpus and the DAIC-WoZ datasets. As they pro-
vide depression-based annotations, they are a good choice for training models for the task
of depression classification. Following is a presentation of the two.

General Psychotherapy Corpus

The General Psychotherapy Corpus (GPC) is a dataset by the “Alexander Street Press”.
It is a collection of over 1300 transcribed therapy sessions conducted between a therapist
and a client and it covers a variety of clinical approaches. For each session, the dialogue
is split into individual turns of the two speakers which are annotated as patient-side or
therapist-side turns. Metadata are also provided at session level and include demographic
information for both the therapist and the client, the symptoms that the clients are ex-
periencing and a summary attributed to each session, labeled as “title”. It also provides
professional information about the therapist, as the psychological approach and the years
of experience. Some of the sessions are conducted between more than two speakers, so we
extract a subset of 1262 sessions, which consist of one therapist and one client and will
be used as the training dataset. Among the 1262 sessions, 881 of them are annotated as
“not-depressed” samples whereas the rest 381 are annotated as “depressed”.

DAIC-WoZ

The DAIC-WoZ dataset is part of the DAIC corpus [26]. It contains a set of clinical inter-
views which were carried out so as to assist the task of detecting distress disorders. Each
interview is conducted between a client and a virtual agent serving as therapist, called
Ellie, which is controlled by a human interviewer placed in another location [13|. The
dataset contains audio and video recordings as well as transcripts of the clinical inter-
views. Data are split into train, development and test set, consisting of 107, 35 and 47
samples respectively. Depression is evaluated on the PHQ-8 depression scale.

(a) CLIENT: T don't know. Kind of also I had the feeling like this... this last
night when my mother’s friend called. Like I was in really bad shape and here
around, getting mysell really in bad shape, taking pills that T
been taking, and the
of my mother’s needs, to anybody else’s

I was fooling
shouldn’t ha:

seing completely nnresponsive to any

needs, because I'd managed to get my-
self so messed up, which in a sense is what my mother’s done, but I'd just as
soon not interfere,

THERAPIST: Like you suddenly saw vourself walling yourself off from every-
body and it looked awfully familiar.

CLIENT: It was almost like T was telling my mother’s friend, but of course T
didn’t, “Don’t call me about her. T've got my own problems”.

(b) CLIENT: In fact on the other hand, there’s a-there can be a quality of being
too strong so that you become sort of unfeeli rigid.

THERAPIST: So self contained almost that nobody ever gets in that there
aren’t any.

(CLIENT: That vou don't need anybody and vou don’t-as a result nobody needs
or wants you.

THERAPIST: T guess sometimes that looks pretty good momentarily but really
when you look at it, you don’t want that. Like you don’t want to be walking in
without people.

CLIENT: Right. I don’t know, I think it’s probably something I'm just going
to have to experiment with, recognizing those alternatives.

Figure 3.2: Example of sessions for (a) a depressed client and (b) a not-depressed client.
Blue: positive words, Red: negative words, as found in LIWC, AFINN and
Bing Liu Opinion Lexicon

3.4.1 Data Analysis

Analysis on the General Psychotherapy Corpus

In this section, we analyze and present the structure of data in the GPC dataset and
explore statistics regarding the language used by depressed and not-depressed individuals.
An indicative example of the form of a transcribed session is shown in Figure 3.2. It can
be seen that sessions are provided as consecutive turns which have a therapist or client
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label. We also used the three lexica mentioned in the caption which have psycholinguistic
annotations and coloured the words that express positive and negative affective content.
As it is shown in the Figure, the depressed client’s language contains more negative affec-
tive content.

Next, we examine the language use of the two speakers. In Table 3.1, we present the
average number of tokens in the turns of clients and therapists. We notice that the clients
speak twice as much as the therapists on average.

Table 3.1: Dialogue turns statistics for therapists and clients

Features Sum

Average number of turns/session 196
Average number of tokens in turns 32.3
Average number of tokens in client turns 42.9

Average number of tokens in therapist turns  20.7

The next step is to compare the language use between depressed and not-depressed clients.
In particular, we are interested in the use of words that express positive and negative
sentiment, sadness and anxiety. To this end, we employ the LIWC lexicon |74] which pro-
vides psycho-linguistic annotations for 18,504 words, for 73 different word categories. In
Table 3.2 we compare the vocabularies of depressed and not-depressed people and specif-
ically show the vocabulary sizes and the percentage of their words which are associated
with each of these four affective categories, in LIWC. We see that depressed subjects use
a more consice vocabulary, but include a higher percentage of affective words in it. This
hints to the importance of incorporating knowledge about affective language in depression
detection.

Table 3.2: Vocabulary use statistics between the two classes

Features Depressed Not-depressed
Samples 381 881
Total turns 41589 88191
Vocabulary size 16166 23201
Number of affective words 1672 2036
Percentage of affective words 10.34% 8.77%

Moreover, we further examine the statistics of the four word categories in the language of
clients. In Table 3.3 we present the percentages of each of these four categories. Specifically,
we split the dataset into the samples of depressed and not-depressed people. Subsequently,
we use the LIWC lexicon and count the number of the occurences of words that belong to
each of these affective categories. Finally, we compute their percentages, in the total words
of the samples of depressed and not-depressed people. The results indicate that depressed
individuals tend to use more negatively-valenced words, which stands in agreement with
the related literature [66].
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Table 3.3: Percentage of occurences of affective word categories in client language across
the two classes

Categories Depressed Not-depressed
Positive sentiment 2.17% 2.26%
Negative sentiment 1.38% 1.30%

Sadness 0.32% 0.32%
Anxiety 0.30% 0.22%

Correlation Map

For the General Psychotherapy Corpus, there are more than one symptoms attributed to
each session in the provided metadata that cover a wide range of emotional states. There-
fore, it is important to examine their their co-occurences and the correlation between the
symptoms. In Figure 3.3, we present the symptoms’ correlation map. Due to the large
number of different symptoms (83 in total) and the lack of available space for illustrating
all the categories, there are shown only the ones which have the higher correlation with
depression.

. Low .
. Depression - Chronic " Loss of
Anxiety {emotion) Anger es selrfr; Moodiness Insomnia Exhaustion pain Crying Sadness Isolation Panic appetite Dysphoria
Anxiety . 0.25 0.34 - 0.24 022 0.18 031 0.5 0.35 0.38
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Figure 3.3: Correlation map of psychotherapy symptoms.

3.5 Experiments

3.5.1 Lexica

In this work, we employ lexica and derive lexical representations for words. These lex-
ica provide psycho-linguistic, sentiment and emotional annotations for a different range of
words. The lexica used are namely LIWC [74], Bing Liu Opinion Lexicon [32], AFINN [86],
Subjectivity Lexicon (MPQA) [79], SemEval 2015 English Twitter Lexicon (Semeval) [38]
and NRC Emotion Lexicon (Emolex) [52].
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AFINN, Semevallb and Bing Liu provide 1D positive/negative sentiment annotations for
6,786, 1,515 and 2,477 words respectively. MPQA provides 4D sentiment ratings for 6,886
words. Emolex provides 19D emotion ratings for 14,182 words. LIWC provides 73D
psycho-linguistic annotations for 18,504 words. The combined six lexica provide a vocab-
ulary coverage of 25,534 words. These features are concatenated into a 99-dimensional
context vector.

3.5.2 Experimental Setup

We conduct a set of different experiments and employ five network architectures. As weak
baseline models we employ Tf-Idf for feature extraction combined with an SVM classifier
with linear kernel (SVM), or with Logistic Regression with L2 regularization, for clas-
sification (LR). Moreover, we develop a Hierarchical Attention-based Network with no
external knowledge, which is referred to as HAN. Subsequently, we augment this model
with affective conditioning at the attention mechanism, where lexicon annotations are
concatenated with word hidden states before the word-level attention layer (HAN-+L). We
also utilize the session summaries that are provided with the GPC dataset and extend
the HAN model with the integration of the summary’s representation before the classifi-
cation layer (HAN+S). Our last model results from the combination of the two previous
network architectures (HAN-+L+S). As there is no summary assigned to the sessions of
the DAIC-WoZ corpus, we evaluate the HAN and HAN+L models on this dataset. For
our experiments on GPC we report macro-averaged F1 score due to the class imbalance
present in the datasets. This score is calculated using 5-fold cross-validation, where each
fold contains an 80% — 20% train-validation split of the original data. For the DAIC-WoZ
corpus we follow the experimental procedure of [48], thus we additionally measure the
Unweighted Average Recall (UAR) and present results on the development and test set.

3.6 Implementation Details

Our model consist ofs two encoder layers, where a Bi-directional Gated Recurrent Unit
(GRU) is implemented on the first stage and two more on the second. All encoders use 300
hidden size and 0.2 dropout rate. Model parameters are optimized using Adam with 1073
learning rate. The model is trained for a maximum of 40 epochs and we use early stopping
to select the model with the lowest validation loss. For the system implementation, we
use Pytorch framework [57] and Scikit-Learn [58].

3.7 Results & Discussion

We compare the performance of the proposed models when given as input the client turns
(Client), the therapist turns (Therapist) or the whole dialogue (Client+Therapist). In
Table 3.4 we present the results for the GPC dataset. We see that the integration of
external affective and psycholinguistic features improves model performance for all model
configurations over the HAN and SVM baselines. Furthermore, we notice that when we
add the summary information we also gain a performance boost, sometimes greater that
the external affective information. Summary and lexica integration leads to a performance
increase when we provide only the client data. In addition, we see that the client turns are
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more important for depression detection, as expected, and incorporation of the therapist
turns contributes little to the overall model performance. Based on our results, the best
performance can be achieved by the HAN+L+S model, while HAN-+L model performs
best if such annotation is not available.

Table 3.4: Results of different architectures on the GPC

Experiment Client Therapist Client+Therapist

LR 0.476 0.447 0.468
SVM 0.478 0.464 0.484
HAN 0.681 0.647 0.695

HAN+S 0.698 0.641 0.718
HAN+L 0.693 0.659 0.706
HAN-+L+S 0.715 0.640 0.716

We further use a confusion matrix to visualize the model performance when attentional
conditioning is applied. In Figure 3.4, we depict the confusion matrix of the HAN-+L model
when trained using the client data. The number of correctly predicted labels correspond
to the True Positive and True Negative values. We notice that these values are higher
than the false predictions, as expected.

Confusion Matrix

depressed

True label

not-depressed { 0 %

U,
-4

& &
o .bq,Q

Predicted label

Figure 3.4: Confusion Matrix for the HAN+L (Client) model.

In Table 3.5 we present results for the DAIC-WoZ dataset. We observe that affective
conditioning significantly improves the performance over the baseline model (HAN). Our
HAN+L model also shows improved F1 and UAR scores over the models proposed in [48].
Overall, we see that conditioning of external psycho-linguistic knowledge in this small
dataset (189 samples) enhances the performance and the results are comparable to these

of the GPC corpus.
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Table 3.5: Results of the DAIC-WoZ corpus

Method Devel. Set Test Set
Fl-macro UAR Fl-macro UAR
[48]HCAN 0.51 0.54 0.63 0.66
[48|HLGAN 0.60 0.60 0.35 0.33
HAN 0.46 0.48 0.62 0.63
HAN+L 0.62 0.63 0.70 0.70

3.8 Conclusions

We propose a novel model for depression detection with integrated external affective and
psycho-linguistic information. Our model is a Hierarchical Attention Network that encodes
words and dialogue turns in different levels of the architecture. The external features are
integrated into the attention mechanism, forcing the attention weights to focus on salient
affective information. The external knowledge integration leads to high performing models
and increased robustness for both the small datasets (1262 and 189 samples respectively)
we explore. Finally, a future plan would be to incorporate more elaborate information
sources, e.g. expert knowledge bases from psychologists.
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Dialogue Modeling for Depression
Detection

4.1 Introduction

In this section, we explore the task of dialogue modeling and propose network architectures
applied to the task of depression detection from transcribed therapy sessions.

Dialogue modeling is the task of automatically detecting and understanding discourse
structure. It concerns the incorporation of dialogue level information into the implemented
models, by considering dialogue interactions between the speakers of a conversation. Es-
pecially in the case of transcribed conversations, it is crucial not to treat utterances as
a sequence of inputs, as common models implemented for NLP tasks, but to capture the
inter-speaker dependencies.

In the case of depression detection, apart from the analysis of posts on social media and
forums, salient information can be also obtained through the analysis of therapy sessions.
These provide a more thorough insight into the emotional state of the client, as the di-
alogue between the therapist and the client can significantly help to investigate the way
depressed people interact and participate in a discussion. Therefore, modeling the dia-
logue of therapy sessions can identify communicative cues in a context-aware manner and
provide valuable insights of the cognitive functioning of clients.

4.2 Related Work

In sequential data with a hierarchical structure, there often exist complex dependences
between subsequences. In the case of a conversation, these subsequences are represented
by utterances. Dialogue models have been proposed in order to incorporate the discourse
information in the network architectures, instead of treating the utterances as a sequence
of inputs, as they may not well capture the pauses, turn-talking and grounding phenomena
in a dialogue [11]. In [9], Hori et al. propose a network of role-dependent RNNs where
the context vector is provided along with the input of the next timestep. In [43], Liu
et al. also encode the context vector by employing a separate RNN. The results show
that role-dependent systems perform better than role-independent for dialogue modeling.
Speaker role is also incorporated in language models implemented in [45] and RNNLMs

71



72 Chapter 4. Dialogue Modeling for Depression Detection

are adjoined for all turns to model the whole conversation. Moreover, for conversation
modeling based on data collected from online forums, in [85], Zayats et al. propose a
novel approach for modeling threaded discussions on social media, using graph-structured
bidirectional LSTM. They capture discussion dynamics by representing the conversation
in a both hierarchical and temporal structure. Xu et al. also address the same task [82] by
proposing a deep neural network whch incorporates background knowledge for conversa-
tion modeling. They employ a special Recall gate which cooperates with the local memory
of the LSTM cell and thus decides whether an utterance is related to the dialogue history
or not.

Dialogue modeling is also applied to emotion recognition tasks based on conversations, as
it is crucial for developing empathetic machines. In [46], Majumder et al. keep track
and use the individual party states for emotion classification. In [14], they train a un-
igram model for each emotion category and perform utterance-level emotion prediction.
Moreover, in [42], they show that augmenting the standard lexical and prosodic features
with contextual features improves the model performance. In the case of identifying mood
disorders, conversational features can be effective for detecting the severity of mood symp-
toms in patients [16, 84]. Lastly, in [56], Park et al. classify client utterances in counseling
dialogues by augmenting a pretrained conversation model [78] with task-specific layers.

4.3 Proposed Systems

Our task is a document classification task where the input is a transcribed therapy session
and the output is the prediction of the client’s depression status. To leverage the hier-
archical structure of documents, we employ a hierarchical network and adapt it so as to
incorporate the speaker role of each utterance.

4.3.1 HAN with Speaker-Role Discrimination

In this model, we use a hierarchical network that functions at word-level and sentence-level
in order to extract information that exists in smaller and larger parts of the document.
The overall system architecture is shown in Figure 4.1. For both stages of the architecture,
we employ recurrent neural networks. In addition, not all words and all sentences in
the document contain important information. To this end, we augment each level of the
network with an attention mechanism so as to focus on the salient parts. At the first
level of the network, a word-level encoder produces turn-level representations. The input
words of each turn are fed into the encoder and the attention mechanism outputs a single
turn-representation. Supposing that hg; is the representation of the i-th word in the k-th
turn, then the representation of the k-th turn results as follows:

Yii = 9(hki)s

TS ew (4.1)
th= ) o hpi
i

where ¢ is a learnable mapping, ax; are the attention weights for each word and tj is the
k-th turn representation.
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Subsequently, turn-level representations are extracted through the second stage of the
network. In particular, we implement two encoders, attributed to each speaker. Having
acquired the speaker role of each turn from the dataset, the model feeds the turn into the
corresponding speaker encoder. The client-based encoder produces through the attention
mechanism a final representation for the client turns, while the therapist-based encoder
produces the respective representation for the therapist turns. Let ti. be the k-th client
turn and tx; be the k-th therapist turn. Then, client-turns representation is given by:

5]{? = fc(tkc)a

eﬁk

Zi ePr’ (4.2)
Te = Z Tk + Bk
k

while the therapist-turns representation is given by:

Br = [fi(te),

eﬁk

> b’ (4.3)
Tt = ZTk : Bk
k

where f. and f; are learnable mappings, 7, are the attention weights and r., r; are the
client-turns and therapist-turns total representations, respectively.
Finally, the two representations are concatenated and fed to a classifier for prediction.

Tr =

Tk =

4.3.2 3 HAN encoders and Late Fusion

The overall proposed architecture is shown in Figure 4.2. In this case, we use 3 distinct
HAN encoders, for the turns of client, therapist and the whole dialogue, respectively. We
train each HAN model separately as we subsequently fuse the output representations before
feeding them to the classifier. As a fusion method we use concatenation. To this end, the
weights of the HAN systems are freezed and so we train only the upper linear layer that
is used for classification.

4.4 Experiments

4.4.1 Data
The proposed architecture can be applied to different datasets with transcribed conversa-

tions, for emotional recognition tasks. In this work, we use the General Pshychotherapy
Corpus. A thorough presentation and analysis of the dataset is provided in section 3.4.1.

4.4.2 Experimental Setup

After input data tokenization, we derive 300D word-level representations using GloVe [59]
pretrained word embeddings, trained on the Common Crawl corpus. Our model consists



74 Chapter 4. Dialogue Modeling for Depression Detection

Prediction

Classifier

00000000
Turn Attention Turn Attention

Speakerl Turn Speaker2 Turn
Encoder Encoder
Word Attention

Word - Level Encoder

w.wW W
1

bl bl
Sentence

Figure 4.1: Hierarchical Model with Speaker Role Discrimination.

of two encoder layers, where a Bi-directional Gated Recurrent Unit (GRU) is implemented
on each stage. All encoders use 300 hidden size and 0.2 dropout rate. Model parameters
are optimized using Adam with 102 learning rate. Model is trained for a maximum of 40
epochs and we use early stopping to select the model with the lowest validation loss. For
model implementation, Pytorch framework [57] is used.

4.4.3 Baselines

In Table 4.1, we present the result of the proposed system in 4.3.1 when trained using
the GPC dataset. We also present the corresponding score for the HAN baseline, for
comparison reasons.

Dataset HAN | Speaker-Dependent HAN
General Psychotherapy Corpus | 69.5 68.9

Table 4.1: Fl-scores for model architectures for the GPC dataset.
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Figure 4.2: 3 Encoders with Late Fusion

4.5 Discussion

As shown in Table 4.1, the proposed Speaker-Dependent HAN performs generally equally
to the HAN baseline. This hints to the importance of introducing connections between
the role-dependent encoders, so as to be informed each time not only from the previous
turns of the same speaker but also from the previous turns in the conversation.

4.6 Conclusions

We introduce a model with hierarchical speaker-dependent structure for depression clas-
sification and compare its efficacy with the hierarchical baseline model. The method is
simple yet efficient achieving comparable performance to the baseline.

In the future, we aim to introduce connections between the role-dependent encoders and
condition the attention mechanisms of each encoder on the context vectors derived from
previous conversation turns.






Chapter 5

Conclusions

5.1 Discussion

In this work, we investigate methods and architectures in order to tackle the task of depres-
sion detection, from transcribed clinical interviews. We perform text-based classification
and explore the valuable insights into the subject’s emotional state that can be provided
through the language used during the therapy. Our results show that the analysis of ther-
apy sessions contributes majorly to the identification of depression signs in the language
of the client. The proposed methods introduce a novel way to examine the use of language
and also incorporate the speaker role during a conversation. Our approaches enhance the
performance over the baseline models by a significant margin.

Firstly, we propose a novel model for depression detection with integrated external affective
and psycho-linguistic information. Therapy sessions consist of consecutive turns between
the therapist and the client in a document structure. Therefore, we develop models for
document classification in the context of detecting the depression severity in the language
of the client. In particular, our basic system consists of a two-staged hierarchical network
equipped with attention at both stages, which treats the dialogue as a sequence of turns and
performs at both word-level and turn-level. Moreover, as there is a summary attributed to
each session available in the corpus used, we experiment with incorporating the summaries
into the model architecture. To leverage the affective content of the input data, we further
augment our system by integrating external psycholinguistic features into the attention
mechanism, forcing the attention weights to focus on salient affective information in the
corpus. Our models are trained on two small datasets and their performance is compared
when given as input the client turns, the therapist turns or the whole dialogue. Our resutls
show that the integration of external affective and psycho-linguistic features improves
model performance for all model configurations over the baselines. Furthermore, we notice
that when we add the summary information we also gain a performance boost, sometimes
greater that the external affective information. In addition, we see that the client turns
are more important for depression detection, as expected, and the incorporation of the
therapist turns contributes little to the overall model performance. Overall, we show
that the external knowledge integration leads to high performing models and increased
robustness for both the small datasets (1262 and 189 samples respectively) we explore.

Secondly, we experiment with dialogue modeling in order to leverage the existing depen-
dences in the conversation. In particular, we propose a variant of the previously described

7
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hierarchical structure in which we incorporate the speaker role into the turn encoding pro-
cess. This is implemented by developing role-dependent turn-level encoders, which encode
the turns based on the corresponding speaker. The method is simple yet efficient and
the performance of the system is comparable to the hierarchical baseline model, which
implies that the introduction of inter-speaker dependencies could possibly increase further
the performance of our models. We also propose other architectures that are considered
to be effective for the task in hand.

5.2 Future Work

In the future, we aim to augment the first work by incorporating into the model architec-
tures more elaborate information sources, compared to the psycho-linguistic annotations
provided. These could be expert knowledge bases from psychologists. Another possible
auxiliary source used could be a task-specific lexicon. This type of lexicon could be created
manually with depression severity annotations for a subset of words and then expanded
for the whole corpus. Moreover, since our data concern dialogue interactions, non-verbal
features may also contain salient information. These features could be derived from the
therapy session and concern the duration or the frequency of turns, in order to help the
models make the diagnosing process of depression more discriminative. Sessions’ sum-
maries could also be used alone for classification. In addition, another future direction
would be to replace the RNN word-level encoder with a BERT model. The outputs of
BERT would be combined in the same way to obtain a final turn representation and then
fed into the turn-level encoder. Lastly, topic modeling is a method applied to text docu-
ments or conversations and it could also be applied to the nature of our data. It groups
the turns into semantic sections and thus helps algorithms determine the different conver-
sation topics in each session.

A limitation of the second work is the fact that the proposed model encodes the turns
of each speaker separately, without taking into consideration the speaker dependencies.
In particular, it considers the self-speaker yet not the inter-speaker influences. To this
end, a possible idea could be to create recurrent connections between speaker-dependent
encoders, in order to provide the output of the last speaker to the input (or to the hidden
state) of the next speaker. Another possible direction could be to make use of the atten-
tional conditioning method implemented, in order to condition the attention weights of
the turn encoder on the context vector of the last turn in the conversation. In this case,
we would provide the knowledge of the prior conversation turns to the distribution of the
attention weights. The proposed models are further described in subsection 5.2.1.

In addition, another limitation of the task is the nature of data. Given that the sessions
include the original transcribed conversation between therapist and client, there exists a
heterogeneity in the nature of turns, meaning that there are a lot backchannels and turns
that do not contribute to the overall session content. The number of tokens in each turn
also varies and this fact makes the conversation modeling a difficult task. To this end, we
could possibly discriminate backchannels by separating turns based on their token length,
or by using a pretrained dialogue act classification model to make predictions for each
turn. These models are further presented in subsection 5.2.2.

Finally, a significant constraint of the task in hand is the small amount of labeled data,
due to medical confidentiality. Therefore, we aim to alleviate this limitation by performing
transfer learning from a conversation model. This should be preferably trained on a corpus
with sentiment or emotion annotations, in order to use the shared feature representations
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for depression detection.

5.2.1 Proposed Conversation Models

In this section, we present models that incorporate the speaker role and act as conversation
models. By doing so, we leverage the structure of conversations and thus consider each
turn based not only on the previous turns of the specific speaker, but also the previous
turns in the whole conversation.

Turn Encoders with Recurrent Connections

The system overview is depicted in Figure 5.1. It is a variant of the system shown in
Figure 4.1 in the sense that we introduce recurrent connections between turn encoders.
To this end, we consider not only the self-speaker but also the inter-speaker dependences.
To this end, we provide each turn encoder the context of the conversation, by feeding the
hidden state of the interlocutor’s previous turn, as proposed in [9]. The hidden state of
the previous turn is thus fused with the current turn representation and passed through
the corresponding speaker-turn encoder.

Prediction

Turn Attention

Speakerl Turn
Encoder

Turn Attention

Speaker2 Turn
Encoder

Wu W12 WlN

Sentence 1

Figure 5.1: System Overview with Recurrent Connections between Encoders

Turn Encoders with Context-vector Conditioning

The proposed system is a variant of the previous model, and is shown in Figure 5.2. In
particular, we use a shared word-level encoder to extract turn-level representations. We
use two distinct turn-level encoders that correspond to the two speaker roles. Then, we
use the hidden state of the last timestep as a context vector and condition the attention
weights of the next turn representation on this vector. To this end, we force the attention
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weights to focus on information relevant to the information contained in the previous turn.
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Figure 5.2: System Overview with context vector conditioning

5.2.2 Proposed Turn-Distinguished Models

In this section we present models that distinguish turns depending on their nature. Our
dataset consists of consecutive turns, for which the speaker role is available. However, we
have no information regarding the nature of turns. That is, we do not know whether each
turn contributes to the content of the session or just consists a non-verbal response. To this
end, the token length of turns differs significantly across the corpus and this factor makes
the generalization process of the models difficult. We thus need to distinguish turns into
backchannels and salient turns. As backchannels, we define sentences and responses that
include sentence completions, requests for clarification, brief statements and non-verbal
responses. Next, we propose two models to address this limitation.

HAN based on DA Classification System

The general architecture is shown in Figure 5.3. Since we have no information available for
the nature of turns, we could possibly use a pretrained Dialogue-Act Classification system
which is trained to recognize the content of turns. We further augment the hierarchical
model by introducing two separate turn encoders, for salient turns and backchannels re-
spectively. The output of the DA system acts as a gate that decides which turn encoder to
feed with each input turn. The resulting representations derived from the turn encoders
are fused and then fed to the classifier.
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Figure 5.3: HAN based on Pretrained Dialogue Act Classification System

HAN with Turn Length-based Encoders

In this case, we distinguish between turns without using a pretrained DA classification
system. We consider that turns with small token length do not typically contain much
salient information. Therefore, we define a token length threshold and regard turns with
less tokens than the threshold as backchannels. Subsequently, we also use a shared word-
level encoder and two distinct turn-level encoders as proposed in Figure 5.3. Classification
is finally performed on the fused representations derived from turn encoders.

Overall, depression detection is a very significant task which can majorly contribute to the
medical community. The development of intelligent systems aims to help both clinicians
and patients detect signs of depression at an early stage. Therapy sessions also play an
important role in providing salient cues of the clients’ emotional state and thus help to
distinguish depression. In this work we leverage these cues and augment the proposed
architectures with external affective information in order to make the detection process
more discriminative. Our results show that the proposed method significantly increases
the models’ performance. We consider that the integration of the speaker role will further
enhance the results and thus we aim to maintain the hierarchical structure yet discriminate
the encoding scheme based on the speaker role and introduce connections between the
individual speaker-dependent subsystems.






Appendix A

Abbreviations

(AI): Artificial Intelligence
(ML) Machine Learning
(DNN): Deep Neural Network

(ANN): Artificial Neural Network

(LSTM): Long Short-Term Memory

(RNN): Recurrent Neural Network

(NLP): Natural Language Processing

(BiLSTM): Bidirectional LSTM

(GRU): Gated Recurrent Unit

(BiGRU): Bidirectional GRU

(BiRNN): Bidirectional Recurrent Neural Network
(SVM): Support Vector Machine

(BOW): Bag-Of-Words

(CBOW): Continuous Bag-Of-Words

(ReLU): Rectified Linear Unit

(GD): Gradient Descent

(SGD): Stochastic Gradient Descent

(HAN): Hierarchical Attention Network

(LIWC): Linguistic Inquiry Word Count

(TF-IDF): Term-Frequency-Inverse Document Frequency
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