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IHepiinyn

AvVAES O OTIG TOIKIAEG TPOGEYYIGELS Yo TNV ONUIOVPYIC AVTOUATOV SIHAOYIKAOV GUGTNUATOV, TO, O10-
A0y cuotipaTo avorytov mediov mov Paciloviat oe peBOdOVE TapayOYNG YA®GGAS (generation-
based open-domain chatbots) gaivetat va £xouvv 131aitepo EPELVNTIKO EVIAPEPOV. ZE QVTH TNV Ol-
TA®UOATIKY €PYACIA, GTOYEDOVILE VO CUVEIGOEPOVLE GTA TAAIGLH TOV VOl OMovpnBei Evag avTOHATOg
GUVOLIANTAG KavOS Vo, ovTomokpliel KatdAAnAo oTov ¥p1oTH, KOTAVOMVTAG Oyl LOVOo Tt cu{nTiéTan
OAAG Ko TotkiAa cuvoleOnpaTa TOV KPOPOVTOL GTNV GUVORALL, OVTOTOKPIVOUEVOG TEMKE e TapO-
LLO10 GLVOIGONUOTIKO TPOTO.

ApyIKa €IGAYOVLE TOV OVAYVAGTI GTOV KAUDO TV SLOAOYIKOV GUCTNUAT®V, TOPEYOVTOS TO KATHA-
Anio BempnTikd vIoPabpo oTov Topéa TG unyavikn padnong (Machine Learning), tov Babudv vev-
povikav diktowv (deep neural networks) kot g Enegepyaciog @uowknic I'Adooag (Natural Language
Processing). v cuvéyeln, peketaue og Pabog povtéia mov Pacilovtarl oe pebddovg mapoywyng
yAdooog (generation-based models) otov topéa TV dtadoyikdv cvotnpdtov. ITio cuykekpipéva pe-
AETALE TIC TOPUOOCIOKES OPYLTEKTOVIKEG LOVTEL®VY akolovBing og akolovBia (seq2seq) kot Tig me-
KTAGELS TOVG LE XPTOT) TOL UNYOVIGLOV TPOGoyN¢ (attention mechanism), kaBmg Kot o GUYYPOVES ap-
yrtektovikég Pacilopeveg otovg transformers 6mwg to povtéia Transformer Encoder Decoder, BERT,
GPT-2, kou T5. A@o® peretiioovpe eE0VOYIGTKA TIG OPYITEKTOVIKES OVTEG, TOPOVGLALOVLE TIG O V-
PEMG ¥pNOLOTOL0VUEVEG LEBOSOVG amokmdikonomong (decoding methods) kabdg kot pebddovg aéto-
AOYNONG TOV S1HAOYIKOV GLGTNUATOV.

"Yotepo AOOV oo TNV HEAETN TNG TOPOY®YNG YADGGOG e yp1ion generation-based poviéhov, gp-
BaBvvoupe oty dNpovpyic CLTOLATOV SIHAOYIKMOV CUGTNHATOV LE YOPUKTNPLOTIKA EVvouvaicOnong
(empathetic chatbots), ypnowonowdvrag generation-based povtéla. ITo cvykekpéva, gotidlovrag
otV gpyacio Empathetic Dialogues mov mpoteivetat amd v epevvntikn opdda tov Facebook, pe-
AETALLE TIG )OT] VTLAPYOVGEG TPOGEYYICELS KOl TEPAUATILONAOTE [LE OIOPOPETIKES TPOGEYYIGELS Y10 TNV
Bektioon tov arotelecpdtov. [To cuykekpipéva telpapatilopacte pe TG apyrrektovikéc BERT2BERT
kot BERT2GPT2, mopdyoviag cuykpioilo 0moTEAEGLOTA e EKEVOL TOV £XOVV ONUOGLEVDEL amd GA-
Aovg epeuvntés. Emmiéov, mepapotildpocte pe tpelg npooeyyioels facilopeves oto povtéio TS.
2TV TPMTH TPOGEYYIOT YPTCILOTOLOVUE TO HOVTELD TS m¢ €xel, PEATIOTOTOIMVTAG TNV EKTTAIdEVON
tov (finetuning) 610 cvvolo dedouévmv Empathetic Dialogues. v devtepn kot v tpitn mpo-
oéyylon, mpoekteivovpe to TS povtého pe ypnomn g ekpddnong mtollamiodv epyaciov (multitask-
learning). Telkd, o1 TPOTEWVOUEVES TPOGEYYIGELS paG, TOL Pacilovtat 6to povtédo TS, fedtidvouy ta
state-of-the-art amoteléopata pe Bdon v petpikn a&oadynone BLEU, enttuyydvovtag mapdAinia
KovTva anoteléopata e autd Tav state-of-the-art povtédmv pe fdon v petpikn perplexity. Téhoc,
TOPOLGLALOVLLE KATOL0 YOPUKTNPIOTIKA Topadelypata Stohdymv, yio Hio To aVTIKEWEVIKT a&loAd-
YNoM, Kot 0poH GYOAMACOVLE TO. ATOTEAEGHOTO, TPOTEIVOVLE L0l GEIPA OO LEAOVTIKESG TPOEKTAGELG
7oV B0l UTOPOVGAV VO GUVEICOEPOVY GNUOAVTIKA GTOV LITO PEAETN EPELVNTIKO TOUEA.

AéEe1g KAEOA

EvouvaicOnon, dwwhoywd cvotiuata, chatbots, fabid vevpovikd diktoa, pnyovikn pabnon, eme-
Eepyaoio puoikng yadooog, transformers, HRED, BERT, GPT2, T5, BERT2BERT, BERT2GPT2,
seq2seq, EKUAON oM TOALATADY EPYACIOV, LETAPOPE LABNoNg






Abstract

Among the various approaches for building conversational agents able to entertain humans, open do-
main generation-based chatbots is a significant field of research. However, beyond understanding
what is being discussed, human communication requires awareness of how someone is feeling. Fol-
lowing this perspective, in this diploma thesis, we study dialog generation and specifically we focus
on the challenging task of building empathetic conversational agents, which are able to understand
any implied feelings and respond accordingly.

First, we provide the reader with a brief theoretical background on machine learning (ML), deep learn-
ing (DL) and Natural Language Processing (NLP). Then we study in depth generation-based models
for dialog generation. More specifically, we analyze the traditional vanilla seq2seq architecture, the
vanilla seq2seq with attention and the Hierarchical Recurrent Encoder Decoder (HRED) architecture.
Afterwards, we study transformer-based models that can be used in dialogue generation such as the
Transformer Encoder Decoder, the BERT, the GPT-2, and the T5 models. After presenting the theo-
retical background of those architectures, we analyze the most commonly used decoding methods in
dialog generation providing typical examples for better understanding. Finally, we present the most
common automatic and human evaluation metrics/methods used for ranking dialog systems.

From the perspective of creating conversational agents that are able to understand the implied feel-
ings of a conversation and respond accordingly, we focus on the Empathetic Dialogues task, a task
proposed by Facebook. After, a brief introduction to the task and related work, we conduct several
experiments and discuss the results. More specifically, at first, we analyze the datasets we used for the
experiments (Empathetic Dialogues and ConvAlI2) and then we present the baseline architectures used
by other researchers on the task. Afterwards, we propose new ways for further improving the results
of the task. More specifically, we experiment with the BERT2BERT and BERT2GPT?2 architectures,
achieving comparable results with already proposed models, but without reaching the state-of-the-art
results. Furthermore, we experiment with three versions of the TS model. In the first approach, we
use the TS5 model as is but fine-tune it on the Empathetic Dialogues dataset. In the second and the
third approaches, we extend the T5 baseline architecture with multi-task learning. All of the T5-based
approaches achieve state-of-the-art results in average BLEU score metric, while their performance as
far as perplexity is concerned is close to the current state-of-the-art model. Moreover, after present-
ing the results of the experiments we provide various examples to demonstrate the performance of the
proposed models more qualitatively. To further improve the proposed approach, we refer to promising
future extensions and modifications that we suggest for future study.

Key words

Empathy, dialog systems, chatbots, deep learning, machine learning, natural language processing,
dialogue generation, transformers, HRED, BERT, GPT2, T5, BERT2BERT, BERT2GPT2, seq2seq,
multi-task learning, transfer learning
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Extetapévn llepiinyn ota EAAnvika

0.1 Ewoayoyn

H paydaio e£€MEN g unyovikng pabnong (machine learning) kot mo cvykekpiuéva Tov Pabidv
veupikov diktvmv (deep learning) €yl evvvoncel GNUOVTIKG TNV OVATTLEN CVTOUOT®V SOAOYIKGOV
GLGTNUATOV KAVAOV Oyt Lévo va fondcovy Toug avBpdTOvg 68 GUYKEKPIUEVES VIINPEGIES, OTMG Y10
TOPASELYLLOL CyOpd. BLEPOTOPIKMV EICTTNPIOV, KPATHGEWV G €0TIOTOPLA, OYOpES néow Tvtepver, ma-
poyn e&umnpétnong TEAATOV K.0, 0AAG KOl VO TOVG WOYAYWOYHGOVV.

AvAEGO OTIG TOIKIAEG TPOGEYYIGEIC YO TNV SNUIOVPYIC AVTOUATOV SIHAOYIKOV GUGTNUATOV, TO, O10-
AOYIKG cuoTHUaTo avoryTov Ttediov mov Paciloviatl oe peBOdOVE TapAYWOYNG YA®SGAS (generation-
based open-domain chatbots) @aivetal va éxovv Wwitepo gpguvntikd evoloeépov. Xapn oty e&é-
MEN TV Pabidv VELPIKOV JIKTV®OV, TOIKIAQ TETOL, CLGTHLATA EXOVV OVOTTLYOEL, OVTOC KAV Vo
GUVOIANIGOVV [LE aVOPMTOVS TOPAYOVTOS OYi LOVO GUVTAKTUKG GALG KoL VOLLOTUIKG 0pBEG TPOTACELS.
Qot660, 6¢ pio emoodounTiky cv{TNnon TEPAV Ao TNV KOTAVONOT| Kl TNV EXTYVOGCT TOL BEHOTOC
ocv{fong, givarl onuovTikd kaveic va pmopel va avtiinebel kot To. suvousOnpate Tov GLVOUANTI
Katd tov Stdhoyo. Kdtt tétoto, evd elvar oyetikd amAd yio Toug avlpdTovg va Kotaiafoaivouy Kot va
avayvopifovy Ta cLVIIGHNLOTO TOV GUVOLIANT®V TOVG € £va S1GA0YO, Y10t TO. GUGTI AT TEXVNTNG
vonpoovvng (Artificial Intelligence systems) amotelel po onpavikn Tpdkinon.

1o TAOIGLO OVTHG TNG SMAGUATIKNG EPYACING, GTOYEDOVUE VO GUVEIGPEPOVLE GTO TANIGLO, TOV VO
dnuovpn el £vag AVTOLOTOC GUVOLUANTAG TKOVOG VO, AVTATOKPLOEl KATAAANAQ GTOV ¥PNOTY], KOTa-
vomvTtag Oyl Lovo Tt cu(nTiétar aAAd Kol TotkiAa cuvalcHnpoTo Tov Kpvfovtal GtV GUVOLIALQ,
OVTOTOKPIVOUEVOG TEAIKA [LE TOPOLOL0 cuvonsOnpatiko tpomo. [To cuykekpyéva, apyikd elodyovpe
TOV OVOYVAGCTN GTOV KAGS0 TV SI0A0YIKOV GUGTNUATOV Kol TOV YA®GOIKOV povtéAwv (language
models). Ztv cuvéyela, mapovcstalovpe Kamoteg Pactkég Evvoleg kot pefddovg TG PNyaviKng pd-
Onong kot Tov Pabidv vevpikdv diktdmv. Yotepa, eotialovpe oto topéa g Enegepyaciog Ovot-
kNG ['Adoococ (Natural Language Processing), peketdvtog pedddovg onpiovpyiog Lobnpotikody ovo-
TOPACTAcE®V TOV AEEEDV Kot yevikdTtepa G YA®ooos (language representations) Kot mpoomddeieg
povtedomoinong (language modeling). 'Enetta avalvovue oe Bdbog generation-based apyirextovi-
k&G PabIdV VELPOVIKOV SIKTO®V, TAPUSOCIUKES AL KOl GUYYPOVES, TTOL YPT|CLLOTOLOVVTAL Y0 TV
napayoyn dwroyov (dialog generation). Apov pehetioovpe EOVUYIGTIKG TIG OPYITEKTOVIKES OVTEG,
TAPOVGLALOVLLE TIC TTO EVPEMG YPNCLOTOLOVUEVES LEBBJOVE amokmdikomomong (decoding methods)
ka0mg Kot peBddovg a&loAdyNong TV SIHAOYIKOV GUGTIUATOV.

"Yotepo AOITOV 0o TNV HEAETT TNG TOPOY®YNG YADGGOS e yp1on generation-based poviéhov, gp-
BaBdvoupe oty dnpovpyic CLTOLATOV SIHAOYIKMOV CUGTNHATOV LE YOPUKTNPLOTIKA EVvouvaicOnong
(empathetic chatbots), ypnoiponoidvtog generation-based povtéda. ITio cuykekpéva, eotidloviag
otV gpyacio Empathetic Dialogues mov mpoteivetat amd v epevvntikn opdda tov Facebook, pe-
AETAUE TIC 1O VIAPYOLGEG TPOCEYYIOEIG Kol TEPAUOTILOUAOTE [LE OLOPOPETIKEG TPOGEYYIGELS Yol
v Peitioon tov amoteleopdtov. Tehkd, o1 TpoTevOlEVES TPOCEYYIGEIS Lag, Tov Pacilovtol 6To
povtédo TS, Bertidvovuy ta state-of-the-art amoteléouata pe Bdon v petpkn a&toAdynone BLEU,
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EMTVYYAVOVTOG TOPIAANAQ KOVTIVY AmOTEAEGOTO LLE 0VTA TV state-of-the-art povtélmv pe fdorn v
petpkn perplexity. Téhog, Tapovoidlovpe KATOLN YOPAKTNPLIOTIKG ToPAdElY AT SIOAIY®V, Yo Lo
O OVTIKEILEVIKT] 0ELOAGYT|ON, KOl 0OV GYOAMAGOVLE TO, OMOTEAEGUATA, TPOTEIVOLLLE LU0 GELPA OO
LUEAOVTIKEG TPOEKTAGELS TTOL B0l LITOPOVGAY VO GUVEIGPEPOVV GTLLOVTIKA GTOV VIO LEAETT EPEVVITIKO
TOMEQ.

0.1.1 Awlroykéd Xvotipota

Ta avTopaTa S10A0YIKE GLGTHUOTO EUTITTOVY GE 60 YEVIKEG KOTNYOPIES: TO TPOGAVOTOAGOUEVE, GE
oLYKEKPLUEVEG epYacieg (task-oriented) kot ta pn TpocavatoMcpéva o€ epyacieg (non-task oriented).
Ta S10A0Y1KE GLGTANATE, TOV AVIKOLV GTIV TPOTN KATNYOPIio GUGTNUATOV, EXOVV GYEOINCTEL Y10, GL-
YKEKPIUEVES EPYOGIES KO EYOVV PLOUICTEL £TOL MGTE VO TPAYLLOTOTOLOVY GUVTIOUEG GUVOLUALES LLE TOV
xp1ot. Kbpilog otdyog toug givar va fondicovy tov ypiotn vo OAOKAPMOGEL Lo GUYKEKPLUEVT] EPYOL-
oo, AVTADOVTOG S1APOPES TANPOPOPIES Y10 TOV GTOYO TPOG EMITEVET KO TOPAYOVTOS CYETIKES OTOVTI-
o€15. AvTol 01 TPAKTOPEG PTOPOHV VO EPAPUOGTONV GE S1APOPOVS TOUEIG, OTWOS KPOTNOELS GE EGTIO-
topla, agpomoptkd Taidia, ymvia 1 Kot mapayyerieg eoyntov. TETotovg ynelokovg fonbovg pmopet
kaveig va Ppet o kaBe kKivntd TAEPOVO 1 owklakovg eaeyktég (m.y. Siri, Cortana, Alexa, Google
Now / Home k.AT.) TV omoiv To auTOUaTo S10A0YIKE GUCTHHOTO LTOPOVY VO SDGOVV TOEIOUMTIKES
00myieg, va eEAEYEOLV OIKLAKEC GLOKEVEG, VO fpovy eoTlotdpla 1) Vo fonBncovy va Tpaylatonotmbody
TNAEQPOVIKEG KANGELG aKOpLd Kol va oteihovv keipeva o€ popen SMS. To kAedi yuo va Bemprioet Koveig
oVTE TO GUGTNUATO EMTVYNUEVA Elval va fonBcouy ToV ¥pNoTH Vo OMOKAPMOGEL TV ATOLTOVEVN
gpyacio to cuvtopuoTepPo duvatd. Etot, n kbpila mpocoyn divetal 6Ty 0AOKAN p®mGN EPYACIOV, EXOVTOC
GUVTOLLEG GUVOLUALEG.

Ao TV GAAN TAELPA, 0L TPAKTOPES TTOV JEV EIVOL TPOGAVATOMGLEVOL GTIV EKTANPWOGCT) GUYKEKPLE-
VOV £PYUCIMV, EYOVV CYESINOTEL Y10l EKTETAUEVEG GUVOLIAMEG KOt e 6TOYO Vo Lupnfovv Ty adount
cuvopMa TG avBpdTivng aAAnAenidpaong pLetald avOpdT®VY, avTi Vo EMKEVIPOVOVTOL GTIV OAO-
K\pwon epyacidv. H épguva yuo cuotipata dtaddyov mov dev Pacilovial oe oTdyovg EMOTPEPEL
oto péoa g dekaetiog Tov 60. Eckivnoe pe to didonpo npdypappo ELIZA [28], tov Weizenbaum,
éva cvoTa Pacilopevo povaya e amAoDe KavOVeS KaTATUnong/avaivong keyévov. To cuykekpt-
UEVO GUGTILLO KOTAPEPE VO PN Ol apKeTO TEIGTIKA £VOL AVOPOTOKEVTPIKO Yo00ePATELT LE TO VA
EMOVOSLOTLTTAOVEL SLAPOPEG ONADGELG KO LLE TO VO, BETEL EpMTNOELS. TNV 1010 EpELVNTIKT KaTELHLVGN
KIvRONKav TNV GUVEYELX Kot GALOL EPEVVITEC, O OTTOI0L YPTCILOTOIMNGAY ATAOVG KOVOVES AVAAVOT|G
KEWWEVOL Y10 VO KOTAOKEVACGOVV TO chotnpo dtaddyov PARRY [29], To omoilo katdpepe va pipndet
NV TaB0AOYIKT GUUTEPLPOPA EVOG TALPAVOiKOD 0.cBgvong oto fabid Tov ot kKAvikol yiatpoi dev pmo-
POVGAY VO, TO SLOKPIVOLV OO TPAYLLATIKOVG 060eVElG. ZTIg HEPES HOG, O EEEMEN AVTAOV TOV TPDOTOV
CLOTNUAT®V, aVOTTHYONKAV S1APOPU CLGTHUATE TOV eV EGTIALOVY GE TPAKTIKOVG GKOTTOVS, OTMG
T TpoovapePBEVTa, 0ALd 0TIALOVY GTNV Yoo y®Yio OT®S Yo Tapaderypo To cvotnuo Xiaolce g
Microsoft [30].

To avTopaTo S1HA0YIKG GUCTHLOTO TOV OEV EYOVV OC GTOYO TNV EKTANPMOT] GUYKEKPIUEVOV EPYQL-
o1V (chatbots) pmopovv Tepartépm va YmP1oTodV 6g 000 KATNYopieg, OVAAOYO, LLE TNV APYITEKTOVIKN
tovug: chatbots pe Bdon kavdoveg (rule-based) kot cuALoYEG dedopévmv (corpus-based). Ta rule-based
chatbots Pacilovtal 6e Kavoveg PETATPOTNG LOTIP®OV TOV YPTGILOTOIOVVTAL Y10l TV KM®OIKOTOINGoN
NG €16000V KoL YioL TNV Topaymy”| piag amdvinong. Ta chatbots avthg g katnyopiog xpnNoomolovy
AEEe1G-KAE1014 TOL oyeTilovTon pe po KoTaTosT, Le CUYKEKPIUEVEG AEEEIS va EXOVV LYNAOTEPT KOTA-
taén Kot yevikdtepeg AEEELS val Exovv younAn Katdtaln. Asdopuévng Aomdv g €166d0v, ta chatbots
Baoetl kavova Ppiockovv tn AEEN pe v vymAoTepn KoTdtaén AéEemV-KAEWmV TNV €16000 Kal, 6TN
GUVEYEL, EMAEYOLV TOV KAVOVO [LE TNV LYNAOTEPN KOTATAEN TOV Tonpldlel KOAVTEPQ GTNV €(G0J0.
Zymuarifovrag €101 éva K@dkomompévo Hotifo, epapuoletal oTnV GUVEKELN EVOG KAVOVOS LETAOYN -
HaTiopol 6to potifo avtd Yio TNV mopaymyn pog ardvinons. To tpdto chatbot mov epappocTnKe
Baociopévo og kavoveg ntav to ELIZA. Tiuepa, optopéva poviépva chatbots akoAovBoldv emiong tnv
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apyrtektovikn Tov Paciletol og kavoveg, o6mwg to ALICE chatbot [31], to omoio ypnoiponotel pio
evnuepopévn €kdoon g apyltektovikng tov ELIZA.

Amo v dAAn mhevpd, Ta chatbots mov Pacilovtol o€ corpus, avti va YpNGUYLOTOLOVV YELPOTOINTOVS
KOVOVEG, XPTOLULOTOI00V pidt TANOdpa S10Ady@V HETOED avOpOTI®V Yio vo SOGOVV [ie OTAvVINGT.
Avtd ta chatbots ywpilovrol mepattépm oe dVo katnyopieg: ta retrieval-based kot to generation-
based. Ta GLGTNHOTO TOV OVAKOLY GTNV TPOTH KOTYopia EMAEYOVV KaboploTikd amd éva otabepd
ovvoho TiBavadv amavtioemv. [To cuykexpiéva, avtd to chatbots avtictoryovv 10 16T0p1Kd S10AdYO0L
KoL TIC eEMTEPIKEG YVDOGELS (.. Lo fdom dedopévmv, n omoio propel va epot el and To cHGTNUA) GE
Lo VEPYELD OTTOKPIONG. ZVGTHHOTO TOV avalNTobV HEGM piag PAong dedopévmv S10AOY®V Kot ETIAE-
YOUV amovTioelc Bact{OUeEVa GTNV OLOLOTNTO TV EPOTONTAVINCEWOVS [32, 33], aVKOLV GE QUTNV TNV
katnyopio. X avtifeon pe To CLOTHUATO AVAKTNOTG, TO generation-based cuoTipaTo TpocTadovv
VO TAPAYOLV ATOVTGELS SNUOVPYOVTAG LK TOOVOTIKT KATOVOT £VAVTL TOV TOOVOV OTUVINCEWDV.
AVTG TO. GLGTHHOTO OTLOVPYOVV ATOVTINGCELS AEEN-TPOG-AEEN, derypatoAnmrdvtag AEEelg pe Paon
pa katavopun mlavotnrag oto Ae&ihdylo mov ypnotponoteitat. Ta generation-based cvothpata prwo-
povV emiong va cuVELACcOVY eEMTEPIKEG YVAOGCELS amd PACEIS HESOUEVOV V1ot VO TAPEYOUV KOADTEPEG
amavtioels. 'Eva and ta mo onpoeidn generation-based dtodoyikd cvotipota givol to Meena [34],
10 onoio mpotdlnke and v Google Kot ekmodedTNKE 08 GLNTNGELS AVOLYTOV TTEGIOV TPOEPYOUEVES
amd To péca Kovmvikng owtdmong. [lpdcearta eniong, To FacebookAl, dnovpynoe to BlenderBot
[35], To peyoivtepo S10A0Y1KO GOGTNLOL OVOLYTOD TOLEN TTOV EYEL KATUOKEVAGTEL LEYPL GTIYUNG. AVTO
70 010A0YIKO GUOTNUE GUVOVALEL APYLITEKTOVIKEG OVAKTNONG 060 Kol generation-based, £yovtog ov-
volkd 9.4 dioekatoppdpla tapopuétpovg. Eivatl éva d1adoyikd cOoTNO e TOAATAEG IKAVOTNTEG EV-
ouvvaictnong, TPocOTIKOTNTAG KoLl YVAOOTS, TO 0010 cOUP@Va. Pe a&lohoyhoelg mov Pacilovial oty
avOpdmivn Kpion @aivetarl va EAKEL TO eVOLAPEPOV TOV YPNOTOV. Q0TOCO, GE AVTN T1 SUTAMUOTIKN
gpyacio peletdpe povo generation-based cuotipata Ympig tn ypnon eEotepikodv yvooewv (Lebddmv
avaKTnoNg).

0.1.2 Meragopd MaOnong (Transfer Learning) & I'hwoowkd Movtéra (Language
Models)

Ytov topéa ¢ eneéepyociog puotkng YAdwooag (NLP), ta Babud vevpukd diktva Egovv Bedtidoel Tnv
0mAS00T TV LOVTEAWMYV GE TOAAEG EpYUTiES. 26TOGO, 1 EKTOISEVOT VOGS LOVTELOL Otd TO UNdEV ool
tei TAnOdpa emonueiopévev dedopévav (labeled data). [No Topdadetypa, 1 ekmaidevon vog GuoTh -
TOG OLOAOYOV OaLTEL EKOTOUUOPLO. SEDOLEVA, LLE CVYKEKPIUEVES EMIOTUEIOUEVES OTAVTIOELS (targets).
Q061000, 6€ TOAEG TPAKTIKEG EPAPUOYEG, VIAPYOVV Alya dStoféciia emoNUEI®UEVE SESOUEVA Y10 TV
EMOTTELD TNG EKTOUOEVONG TOL HOVTELOV. L€ QTEG TIG TEPITTMOGELS, 1) YPNOT TG LETAPOPAS PLABNONC
(transfer learning) Tpoopépel pia evarloxtiky Avor. Ta HoVTELD TPOEKTOIOEVOVTOL GE [0l TAPOLLOTOL
gpyocio Kat, 6T GLVEYELD, TPOGAPUOLOVTOL GTNV OTOLTOVLEVT EPYOGIN, ¥PNCULOTOIMVTAG TIG YVOGELS
7oV anoktHONKav and T Sdikacio Tpoeknaidevonc. ‘Etol, Tpokeévoy va ETTHYOVUE TKOVOTO)-
TIKG OTOTEAEGHOTO KOT TN ONpovpyic VOS OVTOUATOV GUVOUANTY, TPOEKTAIOEDOVE VO LOVTELD
®G YAOOOIKO LovTELO. Mg auTdV TOV TPOTO, TO LOVTEAO TTOV YPNCILOTOIEITOL Elvarl g BEom va on-
LLOVPYHGEL LYNAOD EMITEGOV AVOTAPACTAGELS TG YADGCAG, YPNCILOTOLDVTAG OVTHV TN YVAOOT| KOTA
) didpketo g Pertiotomoinong (fine-tuning).

211 HOVTIELOTOINOT YA®GOMVY, TO LOVTEAO LITOAOYILEL pia TOAVOTNTO KATOVOUNG GE Lo, oKoAovOia
AEEEMV, ONUOLPYOVTOG L0 LOVADIKT ovamapioTaoT yio Kibe ALEn Tov Tpoékuye, Pacel evog Tpon-
YOOLEVOL TTEPLEXOUEVOL. Me dAla Adyla, Eva YAMOOIKO LOVTEAO KOAEITOL Vo VTTOAOYIGEL TNV TBAVE-
T ELPAVIoNG eVOG oplBpod Aééewv o€ o cuykekpiévn axorovbdia. [To cuykekppuéva, Eva yYAwo-
G1KO PovTELD dedopévng og akorovBiog AéEemv wg lcodo, mpoorabel va TpoPfAéyel Tnv emduevn
AEEN. Me autdv TOV TPOTO AOITOV, TO HOVTELO UTOPEL VAL dNUOVPYNOEL AVOTAPACTAGES AEEE@V [UE
Baon 1o mepiexdeEVO/16TOPIKO. QG OMOTEAEGLLA, OEV OMOLTEL EMIOTUEIMUEVO EKTOLOEVLTIKA OEGOUEVA,
7oV givat dvokoro va Bpedodv. To amhod keipevo, motdc0, dloTifeTal 6E PEYAAEG TOCOTNTEG Vi KAOE
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mBavn epyocia. 'Etol, to yYA®GoKd poviéla Urtopody vo EKTUOEVTOVY G [ia TANOMPa dESOUEVEOV
7oV gival dStabéota dmpedy. Ady® TG IKAVOTNTOG TV YAWCGGIKOV LOVTEL®V va eEyOVV YEVIKEG Oval-
TOPACTACEIS AEEEMV e PAOT TO TEPLEYOUEVO/IGTOPIKO, YPNCILOTOLOVVTIOL TAEOV EVPEMG GE TOAAOVG
topeic. 'Evag té€to1og Topéag ivot o S1AoyIKd GLGTALLATO.

0.1.3 Expadnon lMoiramriov Epyaciov (Multi-task Learning)

H expdBnon moAlamldv epyacidv eivar pia texvikn pabnong oty omoio BELOLLLE Vo EKTAOEVCOVIE
£va LOVTELO O€ TOALEC OYETIKEG epyacieg TavTOYpova. Me dAla AdyLo, BEAOVIE TO LOVTELO VA KAVEL
poPArEweLg Yo kKGOE pia amo Tig epyacieg tavtdypova. O o1d)0g 0vToV ival Vo EKPETAAAEVTOVUE TIG
TANPOQOPiEg oe £va. amd To, TPOPANLOTO, DOTE VO LTOPOVUE VO PEATIOCOVUE TNV 0OS0GT GTO VITO-
Aoma TpofAnpata. Ztnv pabnon pe ypnion Badidv veupmvikdv Siktowv, 1| factkn 10€a TG EPapuo-
NG EKUAONONG TOALOTADY EPYACIOV EVOL VO £YOVLE SOPOPETIKE dTKTLO TOV UTOTEAOVY UEPOG TNG
d10g dopNg KoL va, £xoVV PEPTKES KOWEG mapapéTpoud. ‘Etot, 1o kowoypnoto pépog ennpedletot amod
O\ TO TPOPALOTA, EVE T T KOWVOYpNoTa LEPT eMNPedlovTal amd To dEOOUEVO EKTTAIdEVONG KAOE
gpyaciog aveEaptnra.

0.2 Avtopatn Hopaymyn Averoyov pe ypfion Generation-based
Movtérov

H Baocwn 10éa wicw and to generation-based povtéia givar n mtapaywyn tpotdoemv AEEN mpog AEEN,
Baolopeva og £va TPoMyOOUEVO TEPLEYOLEVO/IGTOPIKO TTOV GTNV MO OTAN TEPIMTOOT UTOPEL VoL amo-
teretital amd TV TponyovLEVT oTpoen (turn) Tov dtaAdyov. Aldpopeg generation-based apyttekto-
vikég €yovv mpotabel yio dtwhoywkd cvotipata. [opakdto Bo pedetioovpe kamoleg Pocikég mo-
padoclokég apyttektovikég (vanilla seq2seq ko vanilla seq2seq pe attention) Kot otnv cuvéyeto Oa
goTidoovpe kat o€ mo ovyypoveg (Transformer Encoder Decoder, BERT, GPT2 kot T5). EmumAéov,
Ba peietioovpe T1g Pactkég LeBddovg OTOKOOIKOTOINGNE TOL YPNGUYLOTOLOVVTOL KOTE TV TOpAymYN
OTTOVTHOEMV, KOOMG ETIONG KO TIG KOPLEG LETPLKES TTOL YPTCLLOTOLOVVTUL CHUEPT Y10, TNV aELOAOYNoN
TOV O10AOYIKOV CUGTNUATOV.

0.2.1 Vanilla seq2seq

M and TIg anAoVOTEPEG APYITEKTOVIKES TOV UTOPEL Vo ypnoiponoindei oe S10hoyiKd GLOTHUOTA
glvar avt TOV HovTEA®mVY akolovBiag og akolovbia (seq2seq). To amAoVoTEPO LOVTELO QLTAG TNG KO-
Tyopiog givar to Vanilla seq2seq. H 18éa tov povtélov givar n avtiotoiyion pog akolovdiog 160000
petafAntod pnkovg og pia akoiovbio e£6d0v emiong petaPfAntod punkovg. o va emttevyBel ) avti-
oTolyon AT YPNoLoTOLEITOL EVa LOVTEAD Kmdtkomowm T (encoder) yia Ty andkTnon pog 6tabepod
LUKOLS SLOVUGLLOTIKN G OVATOPAGTOONG TN 0KOAOLOiag 16000V, TOV AVTITPOGMTEVEL TIG KOIIKOTOL-
nuéveg TAnpoopies. Emmiéov, ypnoomoleital Kot éva LovtéAo amokmdtkoroth (decoder) yio tnv
eEayoyn g akorovding €600V, amOK®OWKOTOIDOVTAG TN 6TAHEPOD PKOVS VUG HOTIKY OVOTopE-
GTOON TOV £XEL TPOKVYEL OO TOV KMOKOTOINTH Kol ONUOVPYDVTAG £TOL [0l amdvinon AEEN Tpog
AEEN. H meprypapopevn apyitextovikn anewoviletot oty Ewova 0.1.

0.2.2 Vanilla seq2seq pe attention

To kbp1o petovéktna Tov povtéAov Vanilla seq2seq £yyettat 610 Yeyovag 0Tt givat 6YedOV avikovo va
OVTITPOCONEVEL LOKPOTPOOEGLES akOAOVBIES e TN ¥pNoN HOG OTANG SIOVUGLOTIKNG OVOTOPACTO-
ong otofepot pnrovg. [pokeévov Aomdv va poviehomomBobv kaAdTePQ LOKPOTPODEGEG KOAOV-
Biec, o unyoviopnog mpocsoyng (attention mechanism) gpapudotnie otov Topéa Tov NLP. O pnyavi-
ouds Tpocoyng, avti va Paciletar pdévo otny kpven katdotaon (hidden state) tov amokwdikomomnn,
avaykalet To povtédo vo pabet va eotidlet (va mapakorlovdel) oe cuykekpiuéva pépn g akoAovdiog
€16600V KT TV OTOK®IIKOTOIN G, S1aPOpETIKE KAOE Popd oV Tapdyet pio véa AEEN. v Ewova
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yqua 0.1: H apyrtektovikn Vanilla seq2seq, amotelodpevn and Tov KOIKOTOMTH KOl TOV OTOKOOL-
komomty|. [Inyn: [1]

0.2 ameikovifetatl 0 pnyaviopog Tpocoyng Tov vAoromOnike ard tov Bahdanau [12]. Me Bdon avtov
TOV UNYoviopo yuo kabe AEEN vmoloyilovue pia “Badbuoroyia mpocoyng” (attention score), 1 omoia
kaBopilel katd 160 Tpémel va ANeOel vIOYIV N GLYKEKPIUEVT KPLPN KOTAGTAGT) TOV KMOIKOTOTH
otV £6000. 1NV GLVEXELD, LE Hio GEPA Omd KATAAANAEG TPAEELS TEPVALLE OLTH TNV TANPOPIN GTNV
KPLOT KATAGTAGT TOL ATOKMIIKOTOLTH KoL TOPAYOLLE TV ETOpEVT AEEN.

0.2.3 Transformer Encoder Decoder

To 2017, mpotdOnke 1 apyitektovikn Tov diktoov Transformer [3], emitvyydvovtog Oyt LOVO KOAD-
TEPT] TOLOTNTO TOV TOPAYOUEVOV OTAVINGEDY, OAAL OTOUTOVTOG TOAD AYOTEPO XPOVO EKTOIOEVOTG.
To povtého Transformer Boaciletat €€ oAoKAPOL GTO UNYOVIGHO avtompocoyNg (self-attention) yio
TOV VTTOAOYIGUO TOV OVATOPOTTACEMY TG 10000V Kot TG ££0d0v. Amotedeitar amd pio 6Toifa Kwot-
Komomtav kat pio amokwdikonomtav. H otoifa tov kodikomomt amoteleitor and N movopoldtuma
emineda kwdkomomtav. Kabe éva and avtd aroteheitar amd 2 vroenineda. To TpdTo VIOETITEDO €i-
Vo VoG PNYAVIGHOG GVTOTPOCOYNG TOALATAGOY kKe@aAdv (multi-head self-attention), £éve to devTEPO
glval eva TAMPOS GVVIESEIEVO SIKTVLO TPOPOSOGING TPOG T EUTPOS. MECH TOL UNYOVIGLOD OVTO-
TPOGOYNG 0 KwdKomontg Ppickel Tic aAlniocvyeoticelg Tov AéEE®@V TOV ATOTEAOVV TNV €i6000,
divovtag otnv ouvéyel KatdAAnAn éueacn o€ kdle o and avtéc. Ocov apopd v otoifa Tov
OTOKMOKOTOM TN amoTeAeiTol Kot ekeiv) amd N mTovopoldTuTo. EXINEdH OmOK®MIKOTOMToOV. ExTodc
omd to. 500 VIOETIMESQ TOV CLVOVTIGAULE GTOV KMOKOTOMTY, KAOE CTPOLLO amoK®IKOTONTH £)XEL
emiong éva tpito vroeninedo, o onoio £popprolel avToTpocoyn TOAAUTAGY Kepaiodv (multi-head
self-attention) otig €£6d0V¢ TG 6TOiPag Kwdkomomt. H avtonpocoyr oe kdOe vroeninedo amokw®-
dkomotn Tty £yl Tpomomondel pe TETOW0 TPOTO DGTE VO ATOPEVYETAL T TPOGOYT (Topakaiovdnon) oe
endpeveg Béoelg, kot va eotidlel o€ mponyovueves. H ameucdvion tov povtédov eaivetal oty Eikova
0.3.
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Zyua 0.2: H apyttextovikn Vanilla seq2seq evioyvpévn pe tov punyoviopud mpocoyng (attention).
[yn: [2]

0.2.4 BERT

To BERT povtého Paciletan apyttektovikd otnv éa tov Transformer. Amoteleiton and pa otoifa
KOSKOTOMTAOV YPNCUYLOTOIOVTAG TNV SVVATOTNTO VTOTPOGOYNG TOAAGDY KePaidv (multi-head self-
attention) cg dvo kotevBOVoels. ‘Evag and toug kbplovg Adyoug yio tnv koA anddoon tov BERT
o€ JPOPETIKEG epyacieg (tasks) eivatl n mpoekmaidevon Tov 6e dVO LN EMOTTEVOUEVEG EpYOTies. Me
aVTOV TOV TPOTO, TO LOVTELO €XEL TN dvvatodTNTa va Katavoel ta potifa g yAdocac. H mpmtn gp-
yacio oty omoia T0 LovTéAO etvan Tpogkmandevévo ovopdleTon “uovtedomoinon YAdooog e Keva”’
(masked language modeling - MLM). Xg avtv v gpyaocia, to 15% tov AéEewv kdbe axorovbiog
KOADTTTETOL TVYO Kot TO povTéAo TtpooTtabdel va tpoPréwet Tig AéEeig avtég. H devtepn epyascia ovo-
péaleton “mpoPreyn endpevng npotaons” (Next Sentence Prediction - NSP). IToAAég onpavtikég pe-
TOYEVEGTEPEG EPYACIEC, OMMC N amdvinor epmtioe®v (QA) Kol 1 “Katavonon QUGIKNHG YADCoHS”
(Natural Language Inference - NLI) Bacilovtor otnv Katavonomn g oxéong peta&d 6Ho mpotdcemv,
ol oToieg dev KaTOypApovTal dueca and T povighomoinon yAwoomv. Kotd cuvénegia, Tpokepévon
VO UITOPEL TO LOVTEAD VO KOTOVOEL TIG OYECELS TOV TPOTAGEMV, EIVOL TPO-EKTAUOEVILEVO VO TPOPAETEL
av pia Tpotoon (B) anotedel cuvéyetn piag dAing mpotaong (A) og éva keipevo. [Na ) dwadikocio
TPOEKTAIOELONC XPNOOoTOoVVTOL Kelpeva amd 1o BooksCorpus kot tnv AyyAwkn Bikuraideio. H do-
dwacio tpoekmaidoevong (pre-training) kou BeAtiotonoinong ekmaidevong (fine-tuning) ametkovileton
otV Ewova 0.4.

0.2.5 GPT2

H apyrtektovikn tov poviélov dev givar puo 1aitepa vEo apyITEKTOVIKT, KOOMG Eivol oav Kot ot
Tov amok®dkomomt Tov Transformer (decoder-only transformer). To GPT2 povtélo dnladn| amote-
Agiton povo amod pio otoifa amokwdikorotav. Kabe amokwdikomontng arotereitan and 600 vro-
enimeda, To eNInNEd0 TOAMDY KePAA®Y ovtompocsoyng (multi-head self-attention) kot to eminedo pe
TO TANPES STKTLO TPOPOSOGIOG TPOG TOL EUTPOS. LTO EMIMESO AVTOTPOCOYNG YPMNoLomoteitar “masked
self-attention”, onAadn to povtéro eotidlel oe AéEgig mov Bpickovtar oe mponyovueveg BEoelg amd v
tpéyovoa. To povtédo sival eKTodEVUEVO MG YAWGGIKO LLOVTELO, 6TO cUVOAD dedouévay WebText,
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Yyqua 0.3: H apytektovikny Transformer Encoder Decoder. TInyn: [3]

/@/@@AD Start/End SpaN

ol
Masked Sentence A - Masked Sentence B Question P Paragraph
Unlabeled Sentence A and B Pair / Question Answer Pair
Pre-training Fine-Tuning

Yynua 0.4: Awadikacieg pre-training ko fine-tuning tov povtélov BERT. IInyn: [4]

npoonabdvtag va mpofAéyel v emduevn AéEn. H amekdvion tov poviélov gaivetol oty Ewkova
0.5.

0.2.6 Text-to-Text Transfer Transformer (T5)

To TS5 povtérho akorovbei akpipag v id1a apyrtektovikn Tov Transformer Encoder Decoder povté-
Aov. Q¢ mpog TNV ekmaidevon, 1 Pacikn Wéa Ticw ond to povtéro TS5 gival n petatponn 6Amv TV
epyaciov NLP og o evomompévn popen Keévon o€ keipevo (text-to-text) 6mov 1 €i60d0¢ Kot M
£€000¢ etvan mavto cupforocelpég KEWWEVOL. AVTH 1| TPOGEYYIOT HOPPTG KEWLEVOL O KEILEVO HOG
emTpémel va papprolovpe edkoAa To id10 LovTELD, TNV 1010 dadikacio ekmaidgvong kol v id1a dia-
dwkacio amokwdikonoinong oe kébe epyacio mov e€etdleTat, 6T N andvinon epwticemy (question
answering), 1 GUVOTTIKY Tapovcioon eyypdewv (document summarization), 1 ToEVOUNGN GLVAL-
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12 [ DECODER BLOCK ]

—

2 [ DECODER BLOCK

I1-]

[ Feed Forward Neural Network

g E[ Masked Self-Attention

Zynpa 0.5: Avanapdotaon tov GPT2 povtéiov.

oOnudtov (sentiment classification) kot ot epyacieg Unyovikng pLetaepoong (machine translation). Ot
EPELVNTEG, Y10, VO EKTOLOEVGOVV VO LELOVOUEVO LOVTELO Y10 TO SILPOPETIKO GUVOLO EPYUCIDY TOL
TEPLYPAPOVTAL TAPOTAV®, TPpOcBecay Eva TpoBepa (prefix) oty apykn akolovdia e16dd0v TPV TV
TPOPOSOTHOOVV GTOV KOIKOTOTY], TPOKEWEVOL Vo Kabopicovv mota epyacia Bo mpémet To povtéAo
va ekteléoet. [ mapddetypa, TpoKeWEVOL T0 HOVTEAD Vo petapdost Ty mpdtacn “That is good.”
amo ta Ayyakd oto [eppavikd, n mpotoon “translate English to German: That is good.” tpogodo-
teital o¢ €16000G 610 POVTELD, Kot 1 TpoTaon “Das ist gut.” ypnowonoleitor wg otdyog (target). To
LUOVTELO E1VOL TPOEKTOUOEVUEVO GE OESOUEVT YMPIC ETIKETES, TPOKEUEVOD VA YEVIKEVOEL 1 YVADOT TOV
Ba eiva yprioyn katd ™ d1dpketa g PeAtiotonoinong g eknaidevong (fine-tuning). Xpnoyomrou-
Onke 10 “Colossal Clean Crawled Corpus (C4)” ocvvolo dedopévav. H teyvikn tov “masked language
modeling”, mov ypnoponodnke kot oto BERT, eppapdotnke npokeipévon to Hovtélo va pddet va
wpoPArémerl Tig kpuppéveg AéEeic. Ocov agopd t dadikacio Beitiotonoinong (fine-tuning), ot epev-
VNTEG TEPAUATICTNKAV LLE SLOPOPETIKES TPOGEYYIGELS, OTMG 1) EPapuoyn fine-tuning oe K4Oe epyacia
Eexmplotd, 1 eKpadnon ToAlamAdv epyociov (multi-task learning), n eknaidevorn moALaTA®Y epya-
oV apnvovtag pio epyocia (leave-one-out multi-task learning) k.a.. O pnyovicpog Agttovpyiog Tov
LOVTEAOV Y10 S10pOopETIKES epyacies eaivetar oty Ewdva 0.6.

[ "translate English to German: That is good.”

"Das ist gut.”
"not acceptable”

“g g

"cola sentence: The
course is jumping well.”

on the grass. sentence2: A rhino

“stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi..’

"six people hospitalized after
a storm in attala county."”

Zyqua 0.6: Ameikdvion Tov pnyavicpov Asttovpyiog Tov poviédov TS og dopopeTikéc epyaoiss.
[nyn: [5]

0.2.7 Mé00odor ATokmotkomoinong

Ext6¢ amd tic BeAtimopéveg apyrtektovikég v Transformers Kot To Tapa TOAAL LN EXOTTELOUEVA
dedopéva exmaidevong, ot pEBodot amokmduKonoinong mailovy EmioNG OTUOVTIKO PpOAO GTN OMLLOLP-
Yiol GUVEKTIKAOV Kol ATToeToV anavinoewy. H pébodog amokwdikomoinong eivat pia 6Tpoatnyikn wov
€PapUOLETAL GTOV OMOKMIKOTO T, COUP®VO, LLE TNV 0ol EMAEYOLUE amd TO AeEINOYLO TOV [O-
vtéhov Tov ypnoonoteital, ot AEEN Ba mapayBel. Ot Pacucdtepeg nEBOOOL amoKmIKOTOINGTG TOV
YPNOUYLOTO10VVTOL GHIUEPDL ELvaLL:
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o Aminotn anokwdwkomoinem (greedy decoding): H dminot arokwdikonoinon givat 1 amhov-
otepn HEB0SOC OmMOK®AKOTOINGNG TOL UTOPEL Vo ¥pNnoionomBel yia tn onpovpyio TpoTd-
GEMV. ZOUPOVA LE aVTAY TN LEB0J0, HEdOUEVOV TV Tponyoluevemy AéEemv mov dnpovpynon-
Kav, 6€ KABe xpoviko Pripa, emdAéyovpe tn AEEN pe v vynAoTEPN TBAVOTHTO ELPAVIOTG.

o AKTIVOTI amokmokomoinon (beam search): H oktivot amokmdikoroinorn avaAvel Tepio-
00TEPEC O1OPOEG G KABE ypovikd Pripa (avti va emiéyel amhd v AEEN pe TV peyardtepn
mhovoTNTO ELLPAViong). 'Etot, og kdbe ypovikd Pripa, dratnpel Tic TepiocdTepeg mOAVOTNTES
VIo0EcEMV KoL TEAKA eTAEYEL TV VTOBECT TTOV £)XEL TN GLVOAIKT LYNAGTEPT MBavdTTa. O
apBpdc Tov vrobécemv mov doTnpovvIal o€ KABE ypovikod Prpa eivol pio TOPAUETPOS TOL
kaBopiletar omd Tov gpguvnTh, TOL ovopdleTol apiuog “beams”.

o Top-k dsrypatoinyia (Top-k sampling): Kotd tn derypatoinyia top-k, otk mbavotepeg emo-
peveg AéEeig prltpapovtal kot 1 pale mavoTnTog avakaTavELETAL LOVO G aVTéG TIg AéEeis k.
Qc1660, aVTO pmopel va givol TpoPAnpatikd kabmg opiopéves AéEelg pumopel vo Anedovv wg
delypo amo o ToAD EGTAGUEVT KATAVOUT, EVD GAAES OO [0l TTOAD TLO EMIMEST] KATAVOUN].

o Top-p osrypatoinyio (Top-p (nucleus) sampling): Xt dstypotoAnyio top-p emhéyovpe Aé-
Ee1g amod 10 PIKPOTEPO SVVOTO GUVOLO AEEEWV, TV OTTOI®MV 1] GLGGMOPEVTIKT TOAVOTNTO VIEP-
Baivel éva 6pro mBavotTag p. Avti 1 €G0S0 AMOKMIKOTOINGNG EMTPEMEL SUVALIKT ETAOYN
AeEewv.

e Top-k Top-p dsrypatoinyia (Top-k Top-p Sampling): Xe avt Vv nepintwon cuvdvalo-
VIOl 01 dVO TPpoNYOoLHEVEG LEBOSOL. ZT0 TPdTO Pripa epapudlovue top-k PATpapiIGHa Kot 6TV
GLVEYELD. top-p derylaToANia.

0.2.8 Mé0odoor ASrordynong

Ot péBodot a&loddynong Twv anoviioemyv evog S10A0YIKOD GUGTIHUATOG UTOPOLV Vo, dlakplBodv og
OVTOLOTEG KO O AVTEG TTOV Yivovtal pe Bdorn v avBpomvn kpion. Ot o cuvndiopuéveg LETPIKEC
OV YPNGUYLOTOLOVVTOL KO OVIKOLV GTNV TPAOTN Katryopia givat:

e Perplexity
e BLEU
e Distinct-n
EVD QTEG TTOV OVIKOLV GTNV devTepT givat:
e XUyKplon Kotd {evyn
o A&10AOYNON CUVAPELOG
o A&loloynom cuvoyng
O mopamdve péBodot meprypdpovtol avalutikd oty evotnta 4.11 oto mAnpeg keipevo (ayyAko kei-

LEVO).

0.3 Awhroywka Xvotnudatoe EvevvaiocOnong pe ypnon Generation-based
Movtéhmy

Ta cOyypova S1OA0YIKE GUGTHUATE EMLTVYYXAVOVY EVIVAMGCINKO OMOTEAEGLOTA, OVTOG IKAVA VOl ETL-
KOW®VOUV LLE TOV XPNOTN, STNPAOVTIOG TO EVOAPEPOV TOV. Q6TAGO TEPA AO TV KOTOVOTNCT| TOV
T ou{nreitot, €ival oNUOVTIKG Eva SLHAOYIKO GUGTNILA VO, OVTIAAUPAVETOL TL asBdaveTat o ¥pNoTNg.
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Evd kat 11010 ovpfaivel acvveidnto katd tov didAoyo mov avarticoetal LeTald avlpory, Yo
T S10A0YIKE GUOTAHOTO ATOTEAEL OMLLOVTIKN TPOKANGN. Baoilopevol Aoutov oty tpdkinomn tov va
ONUIOVPYHGOVE SLHAOYIKA GUGTHLOTO IKOVA VO, KOTOVOOUV Kol Vo ovayvepilovy To cuvaistnuota
7oV KpvPovtot Tiow omd o culnTnom, Kabmg Kot Vo TapAyouV OmavVTiOELS KOTAAANAOL cuvaicon-
potikov mepleyopévoun, deiyvovtag evovvaictnomn, peketape v epyocio pe 0épa “Ardhoyot pe Ev-
cvvaicOnon”, mov mpotdOnke amod v Facebook. Zta mAaicia Aoumwdv avTig TG LEAETNG, apYIKE TTa-
povctafovpe ta cOVoAa dedopévmv (datasets) To omoio YPNCILOTOW|CUUE, LEAETANE APYITEKTOVIKES
Booiopéveg o€ generation-based povtéda mov Exovy Tpotabel amd GALOVE EpEVYNTEG KOt TPOTEIVOLE
OKEG LA 10€€G. TNV GVVEYELD TAPOVGIALOVIE TO OTOTEAEGLOTO TOV TEPAUATOV LG GVYKPIVOVTOGC
TO ATOTEAEGLOLTOL.

0.3.1 Xvvora Agdopévav (Datasets)

210 TANIGL0 VTG TNG SIMA®ULOTIKN G ypnoiponomaope to Empathetic Dialogues dataset kot to ConvAI2
dataset, To omoio TEPLYPAPOVLE EV GLVTOIN TAPAKATE.

o Empathetic Dialogues Dataset: To Empathetic Dialogues Dataset amoteAei to kvplo dataset
oL Ypnoomocape yo Pektictonoinon (fine-tuning) tov poviéAmv poc. Amoteheiton and
ov{ntoelg avorytob mepleyopévou (open-domain) peta&d dvo cuvountov. Kdbe oculitnon
Bociletotl oe pio katdotacn otnv omoio £xel Ppedel o €vag ek TV 6D0 GUVOANT®V KOl GYE-
tiletan pe éva ovykekpyévo cvvaicnuo. Ta Pacikd oTaTioTIKG YOpOKTNPIOTIKA ToL dataset
paivovton otov mivaxa 0.1.

[Mivaxag 0.1: Xtatiotikd tov Empathetic Dialogue dataset

Train Valid. Test

Ap0pog droroymv 19433 2770 2547
AprOpoc otpo@@v (turns) 84324 12078 10973
Méoog aprOuog oTpo®@v dwwidyov 4.31 4.36 4.31

[No T pn katavomon tapovsidlovpe Eva mapadeiypa amd To chvolo ekmaidevong oty Eikdva
0.7.

Label: Content
Situation: Speaker felt this when...
“eating my favorite meal makes me happy.”

Conversation:
Speaker: 1 am at my best when 1 have my favorite
meal.

Listener: nice

Speaker: 1 love enchiladas

Listener: really?

Speaker: ves. enchiladas for the win!

Zymua 0.7: Hapadeiypo S1aAdyov and to cuvoro ekmaidsvong tov Empathetic Dialogues dataset.

e ConvAl2 Dataset: To ConvAl2 Dataset anotelel 10 devtepo dataset OV ¥PNOLULOTOMCALLE
v Tpoekmaidgevon (pretraining) Twv LOVTEAWOY. AToTEAEITAL KOl VTO Atd GLINTHOELS OvVOLYTOV
mepleyopévov (open-domain) peta&d dVO GUVOIANT®V, OTTOL KAOE £vag £xEl £V GUYKEKPLUEVO
npopiA TpocwmikdtnTag. Ta facikd otatioTKd YopaKTnPloTiKd tov dataset poivovtol cTov
nivaka 0.2.
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[Mivaxag 0.2: Zrotiotkd tov ConvAl2 dataset

Train  Valid. Test(Hidden)

Ap1Opdg drorhoymv 17,878 1000 1015
ApOpog otpoeov (turns) 131438 7801 6634
ApOpog TpocomkotTiTOy 1155 100 100

Opoing pe mprv, yo Pabitepn Kotavonon mapovctdlovpe Eva topadetypo otov mivaia 0.2.

[Mivaxag 0.3: MHapdderypo dtoidyov tov ConvAl2

Persona 1 Persona 2

I like to ski I am an artist

My wife does not like me anymore I have four children

I have went to Mexico 4 times this year | I recently got a cat

I hate Mexican food I enjoy walking for exercise

I like to eat cheetos I love watching Game of Thrones

[PERSON 1:] Hi
[PERSON 2:] Hello ! How are you today ?
[PERSON 1:] I am good thank you , how are you.

[PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thrones.

[PERSON 1:] Nice ! How old are your children?

[PERSON 2:] I have four that range in age from 10 to 21. You?

[PERSON 1:] I do not have children at the moment.

[PERSON 2:] That just means you get to keep all the popcorn for yourself.
[PERSON 1:] And Cheetos at the moment!

[PERSON 2:] Good choice. Do you watch Game of Thrones?

[PERSON 1:] No, I do not have much time for TV.

[PERSON 2:] I usually spend my time painting: but, I love the show.

0.3.2 Boaowkég Apytektovikéc (Baseline Architectures)

0.3.3 IIpotewvopeveg Apyrtektovikés (Proposed Architectures)

Xe auTo 10 PEPOG OVAPEPOVLLE TIG PACIKES OPYLTEKTOVIKEG TTOV ¥PNCLOTOONKAY amd AAAOLS EpeL-
ynrég (wivaxog 0.4). [No tepiocdtepeg TANPOPOpPieg TOPAKUALODLLE TOV AVOYVAGTY VO AVATPEEEL OTNV
TAPN SImMA®pOTIKY epyocio (ayyAkd Keipevo).

e autd 10 pépog mapovstalovpe to generation-based povtéda oL YPNCUOTOMGAUE. APYLKA TEL-
papoatioTnkape pe to povtéAa BERT2BERT kot BERT2GPT2, kot otnv cuvéyeila pe 3 mpoceyyicels
Baciopéveg oto povtédo TS. ITo avarotikd:

e BERT2BERT: To povtého BERT2BERT akolovOei tnv seq2seq apyttektovikr. Amoteieitol

oro évav BERT encoder kot évav BERT decoder.

e BERT2GPT2: To povtého BERT2BERT akolovBei kot avtd tnv seq2seq apyltekTovikr. Amo-

tergiton and évav BERT encoder xou évov GPT2 decoder.

e T5-baseline: Z¢ avti TV Tpocéyyion ypnoyonomoape 1o TS5 poviélo mg Exet.
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[Mivaxog 0.4: Baowkég Apyrtektovikég (Baseline Architectures)

Ovopo Movtélov [Ipoekmaidevon XopoKTnploTikd BiBA.

(1) Vaswani Full Transformer Reddit Dataset transformer [26, 25]

(2) Multitask Transformer Reddit Dataset transformer, multitasking  [26, 25]

(3) Prepend-k Reddit Dataset transformer, prepending [26, 25]

(4) Ensemble of Encoders Reddit Dataset transformer, ensembling [26, 25]

(5) CAIRE Book Corpus, PersonaChat ~ GPT, multitasking [27]

(6) GPT2-baseline WebText GPT2 [36]

(7) GPT2-prepend WebText GPT2, prepending [36]

(8) DodecaDialogue MT Reddit, Twitter transformer, multitasking  [37]

(9) DodecaDialogue MT+FT  Reddit, Twitter transformer, multitasking,
finetuning [37]

(10) BST Generative Reddit Dataset transformer, multitasking  [35]

o T5-multitaskl: X¢ avti v Tpocéyyion mpoekteivape to T5-baseline, tpocBétovtag évav ta-
Ewount) whveo amd tov encoder. 'Etotl pe v ypfion ¢ ekpddnong ToAAATADY £PYOCLOV
(multi-task learning) tpoonaffcoye vo BEATIOCOVUE TV OVOYVAOPLET GLVALGOTLATOG GTOV 014
Aoyo kol TopdAANAa va ANeBel ahtn VITOYIY KaTd TNV arokmdkomoinon.

o T5-multitask2: e avt v apocéyyion mpoekteivape to TS-multitaskl, TpocOétovtag Evav
axoun ta&vountn mave amd tov decoder. Katd tnv ekmaidevorn ypnoUOTOGALE TIG 1O1EC
ETIKETEG GLVALGONUATOG Y10 TOVG SVO TAEIVOUNTEG LE GKOTO TNV KAADTEPN LOVTEAOTTOINGN TNG
gvouvaicnong. Avti 1 Tpocéyyiorn BempnTikd dev £yl LOVO GTOYO Vo TAPAEEL Lo OTAVTHOT
OALG Kot VoL “TIHOPNCGEL” TO LOVTELD GTNV TEPITTMGT TOL TO GVVAicONUe TG ardvTnong dev
glvai to emBopntd. H apyrtektovikny tov poviéhov eaivetal oty Ewdva 0.8.

embarrassed

T

Softmax
embarrassed
Softmax Oh really? | could ... Linear
F A j.
Linear Decoder
LJ
Encoder
| slipped while ...

Yyqua 0.8: Avamoapdotoon TG apyLITEKTOVIKNAG ToL povtélov TS-multitask?.
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0.34 Ilspapoto ko AToteréopaTO

g 0TI TV VTOEVOTNTO, TOPOVGLALOVLE TO ATOTEAEGUATA TOV LOVTEAWDY TOL YPNCILOTOMONKAV 0o
GAAOVG EPELVNTEC, KOOMG EMIONG KOL OVTA TOL TPOEKLYOV OO TIG OPYITEKTOVIKEC TOV TPOTEIVOLLE.
Xpnowomotovpe tig petpikég Perplexity (PPL) kor BLEU score yio a&oldynor. Avagépovpe edm,
ot n évoegn “(P+ED)” og kdmola amd to LovtéAa Lag ONAMVEL OTL TO HOVTEAO TPOEKTOLOEVTNKE
npwta oto ConvAl2 Dataset kot 6tnv cuvéyela PedtiotoronOnke oto Empathetic Dialogues, evd 1
évoelln “(ED)” onlmvel 611 dev €ytve kdmowa emmAéov mpogkmaidgvon. Ta arotedéspota eaivovtan
ctov mivaxa 0.5.

[Mivakag 0.5: TTivakag AToteheopiTov

Movtélo PPL  AVG BLEU
Vaswani Full Transformer [26, 25] 21.24 6.27
Multitask Transformer [26, 25] 24.07 542
EmoPrepend-1 [26, 25] 24.30 4.36
TopicPrepend-1 [26, 25] 25.40 4.17
Ensem-DM [26, 25] 19.05 6.83
Ensem-DM+ [26, 25] 19.10 6.77
CAIRE [27] 13.32 7.03
GPT2-baseline [36] 18.32%* 7.71%
GPT2-prepend [36] 19.49* 7.78%
BST Generative [35] 11.48%* -
DodecaDialogue MT+FT [37] 114 8.1
DodecaDialogue MT [37] 11.5 8.4

Ours-Vaswani Full Transformer (ED) 33.46 -
Ours-Vaswani Full Transformer (P+ED)  28.64 -

BERT2BERT (ED) 20.77 5.53
BERT2BERT (P+ED) 19.54 6.78
BERT2GPT2 (ED) 17.93 7.22
BERT2GPT2 (P+ED) 21.48 7.19
T5 (ED) 12.40 9.31
T5 (P+ED) 12.51 9.68
T5-multitask1 12.58 9.28
T5-multitask?2 12.96 9.13

To * dnhdvel 611 T0 amoteléopato petpdvol oto validation chvoro

[Hopanpdvtog To aTOTEAEGUATA CUUTEPAIVOVLE GE GUVIOUIO TO TOPAKATO:

o [Tapatnpodpe 6t1 To poviédo DocedaDialogue MT+FT mopovoidlet state-of-the-art amoteré-
opata 6cov agopd to Perplexity.

e [lapatnpovue eniong 6t 660V apopd to. poviéro Ours-Vaswani Full Transformer (ED) kot
Ours-Vaswani Full Transformer (P+ED) (to omowo vAomomoape €UELS) Tapdyovy amoteré-
GLLOTO, TO OTOL0L ATTEYOVY APKETA 0l EKEIVO TV VITOAOIT®V POVTEL®V. O AdYOG Y10, TOV OTOioV
OTOTVYXAVOLV AVTA TO SVO LLOVTEAD VO EKTTOLOEVTOVY COGTA £IVOL 0 TEPLOPIOUEVOS APIOLOC TV
dedopévav.

o XV nepintoon v BERT2BERT kot BERT2GPT2 poviédmv, mopatnpolie 0Tt T Topoym-

LEVO OTOTEAEGLLOTO £IVOIL CLYKPIGILO LE OVTA TOV APYIKOV Tpoceyyicewv [20, 25]. Xuykekpl-
puéva to BERT2GPT2 mopdyet kaAbtepo omoteAéouata Kot oTig 600 PETPIKES. QQ0TOC0 OLmG
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T 300 avTd povtéla dev mopdyovy kaAvTepa amoteréopato and To CAIRE povtéio kot ta
state-of-the-art.

e Ocov agopd 11g pooeyyicelg pag mov Paciloviar oto poviédo TS5, mapatnpovpe 6Tt OAEC
mapayovv state-of-the-art amoteAéopata 6cov agopd v petpikny BLEU. ITo cuykekpipéva,
to povtého TS (P+ED) Bektiwver v state-of-the-art petpwk BLEU xatd 19.5%, evod mo-
paArnio Tpooeyyiletl tnv state-of-the-art petpkn Perplexity (tnv omoia metvyaivel To povtédo
DodecaDialogue MT+FT) pe dwapopd 9.7%.

e Téhog, a&ilel va emonudvovpe 0tt too TS-multitask] xou TS-multitask2 @aiveron vo punv Pek-
TIOVOLV TNV TOLOTNTA TWV OTAVTI|CEMY, COUPOVA LE TIC OVOPEPOUEVES LETPIKES.

0.4 Xvvero@opéic & Merhovtikég IIpoektaoerg

2e TV TN SIMA®UOTIKY gpyacia, peAeTioape o€ PdBog T dovAeld mov £xet yivel 6Tov TOHEN TNG
dnuovpyiog S10A0YIKOV GUOTNHATOV L EVOUVaicHnomn, ypnoLonoldvtag generation-based povtéAa.
EmimAéov, mpoteivape dikéc pag 10€eg yuo mepattépm Pertimon avtdv Tov cvotnudtov. Il cuyke-
KPWEVA, apyLkd, avaADCaE TIG TopodOCIOKES apyrtektovikég (vanilla seq2seq, vanilla seq2seq e
attention) Tov YPNGUYLOTOLOVVTOL YLOL THV TOPAYDYT SLOAGYOV, KO GTNV GUVEYELD LEAETNCOLLE TOL State-
of-the-art povtéia (Transformer Encoder Decoder, BERT, GPT2 kot T5), mapéyoviag Aoutdv otov
avayvaoT 10 KatdAindo Bewpntikd vofabpo. Xty cuvéyeto emkevipoOnKape 6to TpOPANLL TG
TAPOYOYNS SoAdY®V e evavvaicOnomn, éva tpofAnua Tov elonyaye o Facebook yia t dnuovpyia
SOAOYIKOV GVGTNUATOV gvouvaicOnone. Zto mAaiclo VTG TG EPYOCING LEAETNOOUE TO LOVTEAQ
7oV £YovV TTPOTadEl AmMd GAAOVG EPEVLVNTES KOl GTNV CUVEYELN TPOTEIVOUE OIKEC LLOG TPOGEYYIOELS.
TeAucd, o1 TpoTEWOUEVEG TPOGEYYIGELS pag, Tov Pacilovtal oto poviého TS, Betidvouy ta state-of-
the-art amoteAéopota pe faon v petpikn agoldynong BLEU, emttvyydvovtag mapdAinia Kovtivd
AmOTEAECHOTO [LE OVTA TV state-of-the-art poviédov pe Pdon v petpkn perplexity.

Téhog, TPOKEWEVOL VAL ETEKTVOVLLE KOl VO BEATIOGOVE TNV EPEVVA TTOV EYIVE GE ALTN TNV SUTA®LOL-
TIKN epyocio mpoteivovple KAmoleg LEAAMOVTIKES TPOEKTACELS. AVTEC €V GuVTOUia elvat:

e [Ipoteivovpe va exmardevcovpe ta TS5-based poviéda o dtopopetikd tasks dtaddyov pe yprion
eKpabnong moAhamimv epyaciov (multi-task learning), TpoKeWEVOL VO, ATOKTIICOVY TEPIGGO-
Tepeg 0e&10TNTES,

e [Ipoteivovpe emiong v ypNoN HETPIKOV OpOOTNTAG LETAED TOV dVO SLOVUGUATIKMY OVOTTO-
POCTAGEMY OV EUTEPLEYOVY TNV GLVAICONUATIKY TANpopopia (010 povtédo TS-multitask?).
Me auTtiv TNV TPocEyyIoN UTOPOVLE VO, LOVTEAOTOIGOVIE KOADTEPA TV EVeuvaicOnon.

e Emiong n evioyvon avtg g epyaciag pe human evaluation petpikég Oa fonbovoe modd dote
Vo KpIVOULE TO ATOTEAEGUATO, TLO OVTIKEUEVIKAL.

o Kot télog, mpoteivovpe va peretnfovv TepIocOTEPO TO LOVTEAD GE YOUNAOTEPO EMimEdO, To-
POTNPOVTOG TOL0L LEPT) AVTAOV dOVAELOVY KaAd Kot Told Oyt (ablation study).
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Chapter 1

Introduction

1.1 Motivation

Language is considered to be one of the hallmarks of human civilization. The ability to communicate
has led to the development of a remarkable culture that may not exist again. Since dialogue is regarded
as a fundamental element of human civilization, developing systems that are capable of understanding
human language and communicating with humans is one of the most challenging tasks towards Arti-
ficial Intelligence (AI). This has become an active area of research in the domains of Al and Natural
Language Processing (NLP), in particular.

With the advances of Machine Learning (ML), and particularly Deep Learning (DL), various dialog
systems have been developed not only able to help humans complete tasks in several domains such as
flight booking, restaurant reservations, online shopping, and customer care but also to entertain them.
However, the complexity of human language makes the task of dialogue generation really challenging.

Among the various approaches in building conversational agents able to entertain humans, open do-
main generation-based chatbots is a significant field of research, as those agents seem to be the most
human-like being able to discuss almost everything. Thankfully to the advance of Deep Learning vari-
ous generation-based conversational agents are implemented being able to communicate with humans,
producing syntactically and grammatically coherent responses. However, beyond understanding what
is being discussed, human communication requires awareness of how someone is feeling. While it is
straightforward for humans to recognize and acknowledge others’ feelings in a conversation, this is a
significant challenge for Al systems. Humans feel and express different types of emotions depending
on the situation of the conversation. Natural communication is frequently prompted by people shar-
ing their feelings or circumstances. We should also consider that emotions also play an important role
during a conversation, as they help the conversational partner to better understand the situation of the
speaker, developing a confidential relationship between the speaker and the listener. ELIZA [28], one
of the first chatbots developed, focused most of its attention on asking its conversational partners why
they were feeling a certain way. Without going any further, listening to somebody saying “I was fired
from work yesterday.” and giving a response like “Why were you fired?” is contextually relevant but
is not enough, as the response is emotionally empty. However, providing a response like “Oh! I am
so sorry to hear that. Why were you fired?”, is more human-like and relevant to the emotional state
of the user. Consequently, one of the most significant challenges for a dialogue agent is to appropri-
ately respond to a conversation partner that is describing personal experiences, by understanding and
acknowledging any implied feelings — a skill we refer to as empathetic responding.

Following this perspective, Facebook introduced the Empathetic Dialogues task [25], a task aiming
to create dialog systems that are able to react in an empathetic way. To this end, we aim to contribute
towards making a conversational agent able to appropriately respond to a conversation partner, by un-
derstanding the implied feelings and responding in an empathetic engaging way. In our research, we
experiment with state-of-the-art deep learning generation-based models using the dataset introduced
in Empathetic Dialogues task, and we present our approaches to further improve upon empathetic
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dialog systems.

1.2 Dialogue Systems

The development of natural language is one of the most important characteristics of human civiliza-
tion. Humans developed natural language in order to be able to coexist, communicate, and evolve as
a social human being. From the moment of birth until the end of our life, we use natural language to
communicate. So, the dialog is rightly considered to be the most fundamental element of language,
as it is a significant part of our daily life. All of us use this kind of language, whether we are talking
with our families, or hanging out with friends, or even participating in business meetings.

The rapid evolution of technology, promoted the creation of systems that are able to communicate
with humans. Human-computer interaction (HCI) is a technology that allows communication be-
tween users and computers using natural language. Automated conversational agents are systems
(machines) that have been designed to communicate with humans, imitating human behavior during
the conversation. Those systems are widely applied in several domains such as many service indus-
tries to help schedule meetings, make restaurant reservations, shop online, and support customer care,
and so on. However, conversational agents are not only used to offer services but to entertain humans
too.

Conversational agents fall into two general categories, task-oriented and non-task-oriented agents.
Task-oriented dialog agents also known as goal-based agents, are designed for particular tasks and set
up to have short conversations with the user. The main goal is to help the user to complete a spe-
cific task, by getting information from the user and producing relevant responses. Various services
that we use in our daily life, such as booking, traveling, shopping, or even ordering food applications
are supported by those conversational agents. Without going any further, both domestic controllers
and cellphone assistants (Siri, Alexa, Google Now/Home, etc.) make use of dialog systems in order
to communicate with the user and complete the asked tasks, such as making restaurant reservations,
giving traveling directions and making phone calls [38]. The key to the success of those agents is to
help the user to complete the required task as soon as possible. So, the main focus is given to task
completion, having short conversations, reducing the time of conversation to the minimum.

On the other hand, non-task oriented agents are designed for extended conversations and are set up to
mimic the unstructured conversation of human-human interaction, rather than focusing on task com-
pletion. Research on non-goal-driven dialogue systems goes back to the mid-60s. It began, perhaps,
with Weizenbaum’s famous program ELIZA, a system based only on simple text parsing rules that
managed to convincingly mimic a Rogerian psychotherapist by persistently rephrasing statements or
asking questions [28]. A few years later the PARRY chatbot [29] was created, using simple text pars-
ing rules. PARRY managed to mimic the pathological behavior of a paranoid patient to the extent that
clinicians could not distinguish it from real patients.However, afterwards various systems have been
developed not focusing on practical purposes such as the ELIZA agent, but having an entertainment
value such as Microsoft’s Xiaolce system [30].

Non-task-oriented dialog systems (chatbots) can further be separated into two categories, according
to their architecture: rule-based and corpus-based chatbots. Rule-based chatbots are based on pattern-
transform rules that are used to encode the input sentence and to produce a response. Rule-based
chatbots use keywords that are associated with a rank, with specific words being more highly ranked,
and more general words being low ranked. Given the input sentence, rule-based chatbots find the
word with the highest keyword rank in the input sentence and then choose the highest-ranked rule that
best matches the input sentence. Afterwards a transform rule is applied to the pattern rule to produce
a response. The very first rule-based chatbot that was implemented was the ELIZA [28]. Nowadays,
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some modern chatbots also follow the rule-based architecture such as the ALICE chatbot [3 1], which
uses an updated version of ELIZA’s architecture.

On the other hand, corpus-based chatbots, instead of using hand-built rules, mine human-human con-
versations to produce a response. Those chatbots are further divided into two categories: retrieval-
based and generation-based chatbots. Systems that belong in the first category select deterministically
from a fixed set of possible responses. More specifically, those chatbots map the dialogue history and
external knowledge (e.g. a database, which can be queried by the system) to a response action. Sys-
tems that search through a database of dialogues and pick responses with the most similar context,
belong to this category [32, 33]. In contrast to retrieval systems, generation-based systems attempt to
generate responses by keeping a posterior distribution over possible responses. Those systems gener-
ate responses word-by-word, by sampling words from the probability distribution over the vocabulary
used. Generation-based systems usually combine external knowledge from databases to produce more
informative responses, however, in this diploma thesis we study generation-based systems without the
use of external knowledge. One of the most famous generation-based open-domain chatbots is Meena
[34] proposed by Google, which was trained on open-domain conversations from social media. Re-
cently, FacebookAl also built the BlenderBot [35], the largest-ever open-domain chatbot. This chatbot
combines both retrieval and generation based architectures and has 9.4 billion parameters totally. It is
a human-like chatbot with multiple conversational skills including empathy, personality and knowl-
edge, and outperforms other chatbots in terms of engagement level according to human evaluations.

1.3 Language Models

In the field of natural language processing (NLP), deep neural networks have improved models’ per-
formance in many tasks. However, training a model from scratch requires a plethora of labeled data.
For instance, training a dialog system requires millions of data, with specific answers as labels (tar-
gets). However, in many practical applications, there are a few data available with tags to do super-
vised training of the model. In these cases, the use of transfer learning (described in Section 2.5) offers
an alternative solution. The models are pre-trained in a similar task, and then are fine-tuned in the re-
quired task, by utilizing the knowledge acquired from the pre-training process. So, in order to achieve
satisfactory results when building a conversational agent, we pre-train a model as a language model.
In this way, the model used is able to create high-level representations of the language, utilizing this
knowledge afterwards during fine-tuning.

In language modeling, the model calculates a probabilistic distribution over a sequence of words,
creating a unique representation for each word occurred, based on a previous context. In other words,
a language model is called to calculate the likelihood of occurrence of a number of words in a particu-
lar sequence. More specifically, a language model given a sequence of words as input tries to predict
the next word. In this way, the model is capable of creating word representations based on context.
As aresult, it does not require training data with labels, which are hard to find. Plain text, however, is
available in large quantities for each possible task. So, language models can be trained in a plethora
of data that are available for free. Due to the ability of language models to export general word repre-
sentations based on content, are now widely used in many domains. Such a domain is dialog systems.
We further analyze the use of language models in Section 3.4.

1.4 Emotion Recognition

As already mentioned, a challenging task in building dialog systems is to understand the feelings of the
user, as apart from understanding what is being discussed it is crucial to acknowledge how someone is
feeling. Emotions play an important role during a conversation, as they help the conversational part-
ner to better understand the situation of the speaker, developing a confidential relationship between
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the speaker and the listener. From this perspective, is considered crucial to briefly study emotion
recognition.

In NLP, emotion recognition is the process of recognising distinct emotions that are implied in the
written word. The analysis of the implied feelings of the user can be considered as an extension of
the sentiment analysis task. Sentiment analysis in its simplest form aims to detect positive, negative,
or neutral feelings from the text, while emotion detection and recognition aim to detect and recognize
types of feelings through the expression of texts, such as anger, disgust, fear, happiness, sadness, and
surprise.

Thousands of articles have been written on the methods and applications of automated emotion recog-
nition. Therefore, this is a significant field of NLP, which seems to be extremely useful, in many
domains such as marketing, advertising [39, 40], automated question-answering [4 1], and especially
in dialog systems [42, 43, 44, 45, 46]. We further study emotion recognition in Section 3.5.

1.5 Goals & Contributions

In this diploma thesis, we aim to contribute to the direction of research methods that make a conver-
sational agent able to appropriately respond to a conversation partner, by understanding the implied
feelings and responding in an empathetic engaging way. As we already mentioned, except that natural
communication is frequently prompted by people sharing their feelings or circumstances, understand-
ing any implied emotions during a conversation is beneficial as the conversational partner embraces
the speaker’s feelings and focuses his interest on the dialog. In this way, he is able to develop a more
confidential relationship with the speaker. From this perspective, we consider crucial to enhance con-
versational agents with empathy (and generally with emotions) in order to be more human-like.

Empathetic Dialogues [25] is a task proposed by Facebook, which aims to create dialog systems that
are able to react in an empathetic way. Empathetic responding not only benefits open-domain chat-
bots but also task-oriented conversational agents, as many researchers have noticed that reacting in
an empathetic way or generally displaying a caring attitude, is associated with better results in many
tasks [47, 48, 49]. Following this work, we aim to contribute to the direction of research methods that
make a conversational agent able to respond in an empathetic way.

In this research, after studying in depth the work done in the field of creating empathetic conversational
agents, we experiment with state-of-the-art deep learning generation-based models for empathetic di-
alogue generation and propose our new ways to further improve upon these systems. Focusing on
the Empathetic Dialogues task, we experiment with different approaches to improve the state-of-the-
art results. More specifically, we experiment with BERT2BERT and BERT2GPT2 models achieving
comparable results with those of the baselines. We also present our approaches based on the TS5 model,
improving the state-of-the-art results concerning the BLEU score by 19.5%, while their performance
as far as perplexity is concerned, is close to the current state-of-the-art model, having a difference of
9.7%.

1.6 Thesis Organisation

This diploma thesis is structured as follows:

In Chapter 2 we provide technical background knowledge in machine learning and deep learning.
More specifically, at first, we introduce the reader to the basic concepts of machine learning and we
study some conventional machine learning models used in classification tasks. Afterwards, we in-
troduce the basic concepts of deep learning and present the most common recurrent neural networks
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(RNNs, LSTMs and GRUs), along with an introduction to attention mechanisms. Finally, the con-
cepts of transfer and multi-task learning are introduced, also presenting the motivation of their use.

In Chapter 3, the natural language processing background needed for this thesis is presented. Af-
ter briefly presenting popular natural language processing tasks and applications, we analyze the most
common language representation methods (frequency-based, Word2Vec, Glove and contextualized
embeddings). Then, we present language modeling with the use of n-gram models and neural net-
works. Finally, a brief description of emotion recognition using NLP is given.

In Chapter 4, we provide a theoretical background for understanding in depth dialogue generation
using generation-based models. At first we analyse some basic and state-of-the-art models in depth,
and then we focus on the decoding methods used for generating responses and on the most common
evaluation metrics used for evaluating dialog systems.

In Chapter 5, we study in depth dialogue generation with empathy. After a brief introduction to
the task, we present the recent work done and the datasets we used on the experiments we conducted.
We analyse in depth baseline architectures proposed in recent studies and then we introduce proposed
architectures to be applied to the task. Finally, we train the proposed models on the aforementioned
datasets and present the corresponding results.

Finally, Chapter 6 presents our conclusions where we summarize our findings and provide an out-
look into the future.
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Chapter 2

Technical Background

In this Chapter we provide the reader with technical background knowledge in machine learning and
deep learning. In Section 2.1 we present the basic methods of machine learning and in Section 2.2 we
introduce traditional machine learning models used in classification tasks. In Section 2.3 an introduc-
tion in deep learning is done, presenting artificial neural networks (ANNS), activation functions, the
backpropagation method and optimization strategies. Afterwards, in Section 2.4 we study recurrent
neural networks and attention mechanisms. Finally, in Sections 2.5, 2.6 brief descriptions of transfer
learning and multi-task learning methods are given accordingly.

2.1 Introduction to Machine Learning

In the 1950s, we saw the first computer game program claiming to be able to beat the checkers’ world
champion. Around the same time, in 1957, Frank Rosenblatt invented the “Perceptron” which was
a very simple linear classifier [50]. At that time, it was a real breakthrough. Then, we see several
years of stagnation of the neural network field due to its difficulties in solving certain problems. In
the 1990s, machine learning methods started to gain in popularity thanks to the ability to extract in-
teresting results by learning from a plethora of data.

Machine learning (ML) is a sub-field of artificial intelligence (Al). According to Arthur Samuel, ma-
chine learning enables computers to learn from data without being explicitly programmed [51]. The
goal of machine learning generally is to build models that are able to understand unstructured data
and make predictions or decisions. The primary aim is to allow the computers to learn this process
automatically, without human intervention or assistance and adjust actions accordingly. We should
mention here that machine learning differs from traditional computational approaches, as in traditional
computing, algorithms are sets of explicitly programmed instructions used by computers to calculate
or solve a problem, while in machine learning computers are not explicitly programmed.

Nowadays, most technologies have benefited from machine learning. Facial recognition technology
allows social media platforms to help users tag and share photos of friends. Optical character recog-
nition (OCR) technology which converts images to text, is also using machine learning. Recommen-
dation engines, powered by machine learning, suggest what movies or television shows to watch next
based on user preferences. Self-driving cars also rely on machine learning for navigation. Machine
learning algorithms are also used in applications such as email filtering and detection of network in-
truders, where it is infeasible to develop an algorithm of specific instructions for performing the task.
Machine learning is closely related to computational statistics, which focuses on making predictions
using computers. The study of mathematical optimization delivers methods, theory, and application
domains to the field of machine learning. Data mining is a field of study within machine learning and
focuses on exploratory data analysis through unsupervised learning. In its application across business
problems, machine learning is also referred to as predictive analytics.

In machine learning, tasks are generally classified into broad categories. These categories are based
on how learning is received or how feedback on the learning is given to the system developed. Three
of the most widely adopted machine learning methods are:

e supervised learning which provides the algorithm with labeled data in order to be trained using
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the input and the labeled data

e unsupervised learning which provides the algorithm with no labeled data in order to allow it to
find structure within the input data

e semi-supervised learning which provides the algorithm with mixed labeled and not labeled data

Let’s explore those methods in more detail.

2.1.1 Supervised Learning

In supervised learning, an Al system is provided with samples that are labeled, which means that
each sample is tagged with a correct label. In other words, there are input variables X and an output
variable Y . The goal is to build an algorithm that learns the mapping function f from the input to the
output [52].

Y = f(X) @.1)

So, the primary aim is to approximate the mapping function so well that when we have a new input
sample, we can predict the output variables for that sample. The process of an algorithm learning
from the training dataset can be thought of as a teacher supervising the learning process. Known the
correct answers (entitled labels), the algorithm iteratively makes predictions on the training data and is
corrected by the teacher according to a calculated error. Learning stops when the algorithm achieves
an acceptable level of performance.

Tasks in supervised learning are distinguished into classification tasks and regression tasks. Regres-
sion is the procedure of mapping an input sample to a continuous output value, such as an integer or
a floating-point value. On the other hand, classification is the task of identifying to which of a set of
categories or classes an unseen observation belongs, given a training procedure of input samples that
belong to the set of these classes. The simplest case of a classification task is to have two possible
categories, which is known as binary classification.

An example of binary classification is shown in Figure 2.1 for filtering emails as “Spam” or “Not

spam”.
( New Mail \
Not ©
- i Mot
spam Categorical
Separation SPam

® Learns

Spam 5pam®

Enables the machine to be trained to classify observations
\ into some class | j

Figure 2.1: Example of binary classification. Image source: [0]

We initially take some data and mark them as “Spam” or “Not Spam”. Those labeled data are used to
train the model. Once the model is trained, we can test it by feeding it with a new email and check if
the model is able to predict the right output.
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2.1.2 Unsupervised Learning

In unsupervised learning, data are unlabeled. In other words, the training set consists of a set of input
vectors X without any corresponding target values. So the learning algorithm is left to find com-
monalities among its input data and find patterns where the target values are either not observable or
infeasible to obtain. [53]

Asunlabeled data are more abundant than labeled data, machine learning methods that facilitate unsu-
pervised learning are particularly valuable. The goal of unsupervised learning may be as straightfor-
ward as discovering hidden patterns within a dataset, but it may also have a goal of feature learning,
which allows the computational machine to automatically discover the representations that are needed
to classify raw data.

Clustering is a large subclass of unsupervised tasks. The goal is to group observations together in
such a way that members of a common group are similar to each other and different from members
of other groups. However, it is often difficult to know how many clusters should exist or how they
should look. Association is also a common unsupervised task. An association rule learning problem
is where we want to discover rules that describe large portions of our data, such as people that buy X
also tend to buy Y.

2.1.3 Semi-supervised Learning

Semi-supervised learning algorithms represent a middle ground between supervised and unsupervised
algorithms. These algorithms operate on data that have a few labels but are mostly unlabeled. [54].
Traditionally, one would either choose the supervised route and operate only on the data with labels,
vastly reducing the size of the dataset, otherwise, one would choose the unsupervised route and discard
the labels while keeping the rest of the dataset for something like clustering. On the contrary, a semi-
supervised machine-learning algorithm would partially train a model using a small set of labeled data.
Then the partially trained model would label the unlabeled data (creation of “pseudo-labeled” data).
Finally, meging the labeled and pseudo-labeled data, a semi-supervised approach would combine both
the descriptive and predictive aspects of supervised and unsupervised learning.

2.2 Traditional Machine Learning Models

As already mentioned in Section 2.1.1, and according to the equation 2.1 the primary aim of each
supervised learning algorithm is to learn the mapping function f from the input X to the output Y.
The more accurate the mapping is, the better the learning. The question is what kind of function we
can use. In the simplest case, the function f is assumed to be a linear function of the following form:

fle)=aW +b (2.2)

where © € R%n W € RinXdout gnd p € Rout, So, assuming that the function f is a linear function
our goal now is to find the best set of parameters 6 = {W, b} in order to have an accurate mapping.

2.2.1 Loss Function

Let’s assume that the input x is fed to the model. The output of the model is the prediction made,
denoted with y. In order to quantify the error between the predicted output ¥ and the true label y, the
notion of the loss function is introduced. Formally, the loss function £(y, y) assigns a numerical score
(a scalar) to a predicted output y given the true output y. The less the numerical score is, the better the
prediction made. So, the parameters of the learned function are determined by minimizing the loss £
over the training examples.
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Given a labeled training set (X1.x,y1.n), the per-instance loss function L and a parameterized func-
tion f(x, ), we define the total loss over the training set with respect to the parameters 6 as follows:

:—fZL F(xi:0),v:) 23)

We notice that the total loss is the average sum of the losses over all training examples. The goal is
now to determine the optimal parameters 6 that minimize the total loss £:

6 = arg minl(0) = arg mln— Z L(f(xi;0),y:) 2.4
0

Now we will define the notion of entropy and then we will study the most common loss functions
used in classification tasks.

Suppose we want to communicate a set of n events from a particular probability distribution p of
dataset X. Information entropy is the minimum average encoding size of information in dataset X to
communicate the events [55]. More formally it is described as follows:

Zp )log 5 (2.5)

We might also recall that information quantifies the number of bits required to encode and transmit
an event. Lower probability events have more information, higher probability events have less in-
formation. If entropy is high, we have a big amount of information and also many events with low
probabilities. So, entropy apart from the amount of information can also be seen as a measure of un-
certainty.

Cross-entropy is defined as the minimum average of encoding size of communicating an event from
one distribution to another. More formally it is described as:

Hy(q) =) _q(x)log <p(1$)> (2.6)

Binary entropy is the case with only two categories. According to Bernoulli process with probability
p, if we let X be a random variable that can take the values 0 and 1, the binary-entropy is defined as:

1 1
H(X) = plog + (1—p)log —, = Plogp - (1 —p)log(l—p) (2.7)

Binary cross-entropy loss: Binary cross-entropy loss [50] is used in binary classification. Let’s
assume two target classes labeled with the values 0 and 1. We use the sigmoid activation function
(described in equation 2.22)on the classifier in order keep the output prediction ¢ in the range [0, 1].
The output g is interpreted as the conditional probability y = P(y = 1|z). Thus, the rule used to
determine if a new sample is classified to the first or to the second class is the following:

0, ify<05

1, ifg>05 (2.8)

prediction = {

So, the model is trained to maximize the log conditional probability P(y = 1|z) or equally to minimize
the binary cross-entropy loss:

Lvinary (9, y) = —ylogy — (1 —y) log(1 —7) (2.9)
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Negative log-likelihood loss: Negative log-likelihood loss [56] is also known as categorical cross-
entropy loss. It can be used for multi-class classification problems (when a probabilistic interpretation
of scores is desired). Lety =y, ..., y, be a vector representing the true multinomial distribution over
the labels 1, ...,n, and lety =y, ..., ¥, be the linear classifier’s output, which was transformed by the
softmax function and represents the class membership conditional distribution y; = P(y = 1 | x)).
The categorical cross-entropy loss for the i-th sample is described as:

L (¥i,yi) = —yilog (¥:) (2.10)

In order to find the optimal parameters for the model, we want to maximize the likelihood or equiva-
lently to minimize the average negative log-likelihood over all the training samples. So, the objective
function takes the following form:

N
. 1 .
ﬁcross-entropy (y7 y) - _N § MO log (y[z}) (2.11)
i=1

We should mention here that negative log-likelihood loss is significant for training the neural networks
and especially in our case for training generative models. The value of the loss allows computing
the error of the neural network and with the use of a parameter optimizer, the gradient Vo L(y,y) is
computed to find a local minimum. Then the parameters (weights) of the model are optimized using
the backpropagation algorithm [57]. We should note that the loss is not computed on each iteration
over the whole dataset, but over a mini subset of samples called a batch.

2.2.2  Support Vector Machines (SVMs)

[58] Consider we have a two-class classification problem, where the two classes are linearly separable
and we want to find a separating hyperplane. More formally, suppose that the training dataset com-
prises of N input vectors x1, zs, ..., z, where z; € R? and the corresponding labels y1, y2, ..., YN,
where y; € {—1,1}. Assuming that those N input samples are linearly separable we want to find a
separating hyperplane of the following form:

f(z)=wlz+b (2.12)

where z € R%, w € R% and b € R%. By definition there exists at least one choice of the parameters w
and b such that a function of the form 2.12 satisfies f(z;) > 0 for points having y; = 1 and f(x;) <0
for points having y; = —1, so that ;- f(z;) > 0 for all training points.

As shown in Figure 2.2a we can notice that there are infinite possible hyperplanes that linearly separate
the two classes. The goal of the SVM algorithm is to choose the optimal hyperplane, which is the
hyperplane that has better performance on classifying unseen samples. By choosing a hyperplane that
is close to a sample z;, if we see a new sample close to z; it is likely to be misclassified, having poor
generalization as shown in Figure 2.2b. On the other hand, by choosing hyperplane as far as possible
from any sample, new samples close to the old samples are likely to be classified correctly, having
a good generalization as shown in Figure 2.2c. So, in order to have good generalization, we must
find the hyperplane for which the minimum distance between the two classes (margin) is as wide as
possible [59]. In other words, by maximizing the margin we can find the optimal hyperplane as shown
in Figure 2.2d.

The samples that are closest to the separating hyperplane are called support vectors and completely
define the optimal hyperplane (of course, we do not know which samples are support vectors without
finding the optimal hyperplane).
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(b) Choosing a hyperplane close to x; (poor gener-
(a) Possible separation hyperplanes alization).
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(c) Choosing a hyperplane as far as possible from  (d) Maximizing the margin and choosing the optimal
any sample (good generalization). hyperplane.

Figure 2.2: Different hyperplane choices. Image source: [59]

If f(x) separates the data, the geometric distance between a point z; and a hyperplane f(z) = 0
is:

[[]]

Furthermore, we are only interested in solutions for which all data points are correctly classified, so
that ;- f (x;) > 0 for all i. Then, the distance between a point x; and the optimal hyperplane is given
by:

(2.14)

We can set f(x) = +1 and f(z) = —1 for the closest points of each class being on the boundaries,
in order to maximize the margin. Considering now that x; is an example closest to the boundary, its
distance from the optimal hyperplane becomes:

yif (@) 1 (2.15)
Jwll - Jwl
So now the problem is to maximize the margin:
2
m = Tl (2.16)
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with the following constraints:

wlz; +b>1, foreachy; = +1 (2.17)

wlz; +b < —1, foreachy; = —1 (2.18)

The above problem is reducible to determining the parameters w and b, for minimizing %HwH2 So
our problem now becomes:

S TR
min 5ol

st yi(wlz;+0)>1, i=1,2,..,N

(2.19)

We should note here that %Hw”2 is a quadratic function, thus there is a global minimum. The problem
of equation 2.19 is solved using Lagrange multipliers.

2.2.3 Logistic Regression

Logistic Regression (LR) is used to solve linear classification problems. The difference between other
simple classifiers is that it calculates the probability of an input sample 2 € R¢ belonging to a class,
by giving as output a value in the range [0,1]. [52, 60, 61]

Suppose that we study a binary classification problem with classes y = {0, 1}. The activation of the
LR classifier is determined by applying a sigmoid function (described in equation 2.22) over the fitted
line in order to get the final classification decision.

So the activation of LR for a given input vector x becomes:

1

(2.20)
If the output is greater than 0.5 then the sample « is classified to the first class with a probability of
P(y = 1|z), otherwise to the second with a probability of P(y = 0|z) =1 — P(y = 1|z).

Supposing that we have a training set and we want to train a LR classifier in order to do classifi-
cation between those two classes, we train the model using the binary cross entropy loss mentioned
in Section 2.2.1, which takes the following form:

J(w) = —[ylog(P(y=1]z)) + (1 —y)log(l — P(y=1]x))] (2.21)

2.3 Introduction to Deep Learning

Deep learning is essentially a branch of machine learning which tries to model data using complex ar-
chitectures with non-linear transformations. [62, 63] Two significant differences between deep learn-
ing and machine learning methods are the size of the models [64] used and the part of feature extraction
from data. In traditional machine learning, the algorithm is given a set of relevant features to analyze.
However, in deep learning, the algorithm decides for itself what features are relevant, by processing
a plethora of data. The elementary bricks of deep learning are the neural networks, which are com-
bined to form large (“deep”) models. Deep learning techniques have enabled significant progress in
the field of computer vision, natural language processing, and speech recognition as they are used in a
wide variety of applications seen nowadays such as self-driving cars, voice search, and voice-activated
assistants, automatic machine translation systems, automatic brain cancer detection systems, etc.
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2.3.1 Artificial Neural Networks

Artificial Neural Networks (ANNSs) are computational models that are based on the abstract represen-
tation of human neurons. The goal of modeling biological neural systems gave a rise to the area of
ANNSs. So, by imitating neurons, the basic computational unit of the human nervous system, the deep
learning community achieved significant results in many tasks. For that reason, a brief high-level
description of the biological neuron human system is given in the following part.

The basic computational unit of the brain is the neuron [65]. Our nervous system consists of bil-
lions of neurons. The analogy between the biological neuron and its mathematical model is illustrated
in Figure 2.3.

o wy
synapse
woLp

axon from a neuron
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away from cell body L
cell body

Figure 2.3: An illustration of a biological neuron (left) and its mathematical notation (right). Image
Source: [7]

A typical biological neuron consists of a cell body (soma), dendrites, and a single axon. The soma
is usually compact. The axon and dendrites are filaments that extrude from it. Dendrites typically
branch profusely and extend a few hundred micrometers from the soma. [606] The axon leaves the
soma at a swelling called the axon hillock, and travels for as far as 1 meter in humans. It branches but
usually maintains a constant diameter. At the farthest tip of the axon’s branches are axon terminals,
where the neuron can transmit a signal across the synapse to another cell [67]. Each neuron receives
input signals via the dendrites and the impulses are carried across the cell body. Then, output signals
are produced along the single axon of the neuron and they are transmitted to other neurons across the
synapses. Similarly, in the computational model of a neuron, the axons of the neurons are connected
via synapses with other neurons. Then, each of the dendrites carries the signal to the cell body of
the neuron. More specifically, the input signals that travel along the axons, denoted with x;, interact
multiplicatively with the synaptic strength of the synapse, denoted with w; and pass through the den-
drites to the cell body. The synaptic strengths (w;) are learnable weights and control the strength of
the influence of one neuron on another. Then, the signals carried from the dendrites to the cell body,
denoted with w;x;, are summed and if the final sum is above a certain threshold the neuron can fire,
sending a spike along its axon. The information transferred through the axon is highly related to the
firing rate. Thus in the computational model, we model the firing rate with the use of an activation
function, denoted with f. Some of the most common activation functions used are the sigmoid, the
hyperbolic tangent and the rectified linear unit functions, which are described in Section 2.3.2.

In order to model complex data structures and create models that are able to learn non-linear func-
tions and perform well on machine learning tasks, architectures that combine artificial neurons are
designed. The simplest case of such architectures is the multi-layer perceptron (MLP), which consists
of three layers (in its simplest form): the input layer, the hidden layer and the output layer. Each of
the nodes of the hidden and output layer is a neuron that uses a non-linear activation function, exactly
as we described it before. Multi-layer perceptrons differ from linear perceptrons as they can separate
data that are non-linearly separable. A multi-layer perceptron that consists of more than one hidden
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layers, is considered to be a deep neural network, while a multi-layer perceptron with one hidden layer
is considered to be a simple neural network. The input layer of a deep neural network gets the input
data and forwards them to the first hidden layer without any computation. Then the first hidden layer
processes the data and creates a representation of them. The output of the first hidden layer is for-
warded to the next hidden layers, constructing higher-level representations while moving to “higher”
hidden layers. Finally, the last hidden layer forwards the final representation to the output layer, which
makes a decision depending on the task. A comparison between a simple and a deep neural network
is shown in Figure 2.4.

Simple Neural Network Deep Learning Neural Network

@ Input Layer () Hidden Layer @ Output Layer

Figure 2.4: An illustration of a simple (left) and a deep (right) neural network. Image Source: [§]

2.3.2 Activation Functions

In this subsection we study the most commonly used non-linear activation functions and we analyse
their advantages and disadvantages. The use of non-linear activation functions is significant in order
to introduce non-linear real-world properties to artificial neural networks. If the activation function
is not applied, the output signal becomes a simple linear function. Linear functions are only single-
grade polynomials. A non-activated neural network will act as a linear regression with limited learning
power. So, the use of non-linear activation functions is fundamental as we want our models to learn
non-linear states and be able to distinguish non-linearly separable data.

Sigmoid function:
The sigmoid non-linearity is described by the following mathematical form:

1

= — 222
1+e?® (2.22)

o(x)

The sigmoid function takes a real-valued number and outputs a real number in range [0, 1]. The sig-
moid function is commonly used for classifiers as small changes in x are large in y, making the network
to notice small changes in features. However, at either tail of 0 or 1, the derivative values are very
small, converging to 0. In this way, the gradients “vanish” making the model unable to learn (more
specifically the learning is minimal). The sigmoid function is graphically illustrated in Figure 2.5

Hyperbolic Tangent (tanh) function:
The hyperbolic tangent function (tanh) is described by the following mathematical form:

f(z) = tanh(z) = Zi:ri_i (2.23)
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Figure 2.5: The sigmoid activation function.
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Figure 2.6: The tanh activation function.

The output values of the tanh function are in range [—1, 1]. The advantage over the sigmoid function
is that its derivative is more steep, which means it can lead to higher value outputs. This means that it
will be more efficient because it has a wider range for faster learning and grading. However, the same
problem that the gradients converge to 0 at the tail of 0 and 1 still exists. A graphical illustration of
the tanh function is shown in Figure 2.6.

Rectified Linear Unit (ReLU) function:
The ReLU activation function is described by the following mathematical form:

f(z) = 27 = max(0, z) (2.24)
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Figure 2.7: The Rectified Linear Unit (ReLU) activation function.

The ReLU activation function simply thresholds the input at zero. In contrast to sigmoid and tanh fuc-
tions, it does not involve any computationally expensive operations, so it converges faster. We should
also note here that the ReLU function avoids the vanishing gradient problem. Moreover, sigmoid and
hyperbolic tangent functions cause almost all neurons to be activated in the same way, while the ReLU
function is sparsely activated, making it more likely that neurons learn more meaningful aspects of
the problem. However, that is not always the case, as neurons may get stuck by producing always
0 as output, if the input is negative. Finally, the problem of exploding gradients may occur, where
weights are essentially “exploding”, i.e., their values are rapidly increasing. A graphical illustration
of the ReLLU function is shown in Figure 2.7.

Gaussian Error Linear Unit (GELU) function:
The GELU activation function [68] is used in the most recent Transformers — Google’s BERT [4] and
OpenAl’s GPT-2 [69]. It is described by the following mathematical form:
1
GELU(x) = 2P(X <) = 2®(x) =2~ S[1 + erf(z/v/2)] (2.25)

where ®(z) = P(X < z),X ~ N(0,1) is the cumulative distribution function of the standard
normal distribution. The GELU function can also be approximated as:

0.50 (14 tanh |/2/7 (2 + 0.0447152%) | ) (2.26)

Figure 2.8: The Gaussian Error Linear Unit (GELU) activation function.

The GELU function has a negative coefficient, which shifts to a positive coefficient. So when zx is
greater than zero, the output will be z, except from when x € [0, 1], where it slightly leans to a smaller
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y-value. That formulation relates to stochastic regularizers because it is a modified expectation of
adaptive dropout, providing neurons with more abstract probabilistic view. The GELU function also
avoids the vanishing gradient problem and seems to be the state-of-the-art specifically in Transformer
models (described in Chapter 4).

2.3.3 Backpropagation

Backpropagation is a widely used algorithm for training neural networks. During the training process,
what we want to do is to find the optimal parameters (weights) for the model in order to minimize
a given loss function. So, we have to compute the gradients. Even though the gradient computation
for a neural network follows the chain rule [70], it can be very complex and error-prone. Fortunately,
gradients can be efficiently computed using the backpropagation algorithm [71, 72]. Backpropagation
methodically computes the derivatives of a complex expression using the chain-rule, while caching
intermediary results. For updating the weights of the network after each computation of the loss
function L, we use the partial derivatives g—i of the loss function with respect to any learnable weight
w of the network [70]. In this way, the model is being trained improving its performance.

2.3.4 Optimization

As already mentioned, during the training process of a model, we update the parameters of the model
in order to minimize the loss. The procedure of optimally changing the weights of the model is called
optimization. One of the most common categories of optimization algorithms is the gradient-based.
The gradient at a certain point is the slope of the tangent to the function at that point, and it points to
the direction of the steepest increase of the function. So, the weights of the model are updated in the
opposite direction in order to minimize the loss. In the following part we analyse some of the most
common gradient-based methods.

Gradient Descent (GD): The gradient descent algorithm computes the gradient of the loss function
for the entire dataset with respect to the parameters 6 of the model at each step (iteration) [70, 73].
Let J(0) be the loss function and « small enough € R the learning rate. The learnable parameters of
the model are updated according to the following mathematical form:

0 =0—aVyJ) (2.27)

While the gradient descent algorithm is very simple to implement, it is not guaranteed to converge at
a global minimum. It is possible to get stuck to a local minimum if the learning rate is not properly
chosen. Moreover, if the dataset used is large, computing at each iteration the loss over the entire
dataset may be computationally expensive and inefficient.

Stochastic Gradient Descent (SGD): The stochastic gradient descent algorithm [74] is a variant
of gradient descent. In contrast to gradient descent it computes the gradient of the loss function over
a subset of samples, and not for the whole dataset. So, it makes an estimation of the gradient using a
sample, instead of computing the true gradient using all samples. Let x be the training examples and
y the corresponding labels. The parameters are updated according to the following algorithm:

0=0—aVyJ(0;x;y) (2.28)
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Result: set of parameters ¢
initialization of convergence criterion ;
initialization of learning rate «;
initialization of parameters 6,
while ||aVgJ(0)|| > € do
X, y = randomly chose n training samples;
for i=1,2,.n do
| 0=0—aVyJ (6;xD;y);
end
end
Algorithm 1: SGD pseudo-alogrithm
This algorithm needs less time to converge to a minimum, which in large datasets is a significant as-
pect.

As we already mentioned, the gradient-based algorithms described do not guarantee convergence.
On the one hand, choosing a small learning rate slows convergence making it also possible to get
stuck to local minimums. On the other hand, choosing a very large learning rate can hinder conver-
gence and cause the loss function to fluctuate around the minimum or even diverge. In Figure 2.9 an
illustration of both circumstances is shown.

J(x)

J(x)

~N

L @ @ o
x@  x@ x(1) x3)

Figure 2.9: Choosing the learning rate is challenging as a too small value (left figure) may result
in a long training process that could get stuck, whereas a too large value may result in learning a
sub-optimal set of weights too fast or an unstable training process.

Adam: The Adam optimizer [75] differs from the previously described optimizers, where the learning
rate remains the same for all weight updates. The Adam optimizer is an adaptive learning rate opti-
mizer, which means that it keeps a learning rate for each parameter of the model, adapting it separately
for each weight. Adam is well suited for problems that are large in parameters, is computationally ef-
ficient and has little memory requirement.

A number of alternate optimization algorithms have been introduced, similar to the Adam optimizer.
Currently, Adam [75], Adagrad [76], Adadelta [77] and BertAdam [4] optimizers are the most widely
used in deep neural models for NLP.

2.4 Deep Neural Networks

2.4.1 Recurrent Neural Networks

“Humans don’t start their thinking from scratch every second. As you read this essay, you understand
each word based on your understanding of previous words. You don’t throw everything away and
start thinking from scratch again. Your thoughts have persistence.” [9]. Traditional neural networks
can’t do this and this is a major drawback. However, recurrent neural networks address this issue.
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Recurrent neural networks (RNNs) are a type of artificial neural network designed to recognize pat-
terns in sequences of data, such as numerical times series data emanating from sensors, stock markets
and government agencies (but also including text, genomes, handwriting and the spoken word). What
differentiates RNNs from other neural networks is that they take time and sequence into account. The
core idea behind RNNSs is to process information sequentially. Connections between units of an RNN
form a directed graph along a sequence. They are called recurrent because they perform the same task
for every element of a sequence, making the output dependent upon previous inputs. This allows it to
exhibit temporal dynamic behavior for a time sequence and gives them the ability to have an “internal
memory”” which captures the information calculated so far. Intuitively, RNNs are able to remember
important things about the input they received which enables them to make precise predictions for the
data that comes next [64].

Vanilla RNNs: A recurrent neural network can be thought of as multiple copies of the same net-
work, each passing a message to a successor. A simple visualization of an RNN is displayed in Figure
2.10. Actually unrolling an RNN is just a way of better visualizing the behavior and the underlying
mechanisms of this NN, but the core functionality is the same in both representations. At each time
step, the input vector x; is passed through the RNN. The RNN updates it’s hidden state h; (based on
the input vector x; and the RNN’s hidden state of the previous time step h;_1) , which forwards to the
next successor and also gives as output the 3;. So, the RNN “remembers” the context of the input it
has already seen while training.
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Figure 2.10: Unrolled Recurrent Neural Network. Image source: [9]

Formally, at each time step ¢, the equations that describe the function of the RNN are:

he = fr Whphi—1 + Whpxe + bp) (2.29)

Yt = fy (Wyhht + by) (230)

where h; is the hidden state at time step t, z; is the input vector at time step t, y; is the output vector
at time step ¢, by, is the bias for h, b, is the bias for y and f,, fj are the activation functions for
and h respectively. The are three separate matrices of weights: Wp, (input-to-hidden weights), Why,
(hidden-to-hidden), and Wy, (hidden-to-output).

Moreover, it is worth mentioning that we could stack piles of RNN layers on top of each other by
simply connecting the activation of each cell at time step ¢, which is A, as an input to the next RNN
layer for the same time step.

Bidirectional RNNs: As mentioned previously, the data passed through the RNN is processed se-
quentially and finally the last hidden state of the RNN captures the encoded information. It is also
possible to acquire more information from the data, not only by processing the data forwardly but
backwards too. A bidirectional RNN (BRNN) can be used for this purpose and it is illustrated in
Figure 2.11.
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Figure 2.11: A Bidirectional Recurrent Neural Network. Practically, it’s a left-to-right and a right-to-
left RNN zipped together. Image source: [10]

So a bidirectional RNN consists of an RNN which processes the input sequence from the begging
to the end (left to right), and another one which processes the input in reverse (right to left). Then,
for each time step ¢, the hidden states are merged in order to have a final representation of the input
sequence at each time step. More specifically, we compute the hidden state of the forward RNN 7,
as well as the corresponding hidden state of the backward RNN h; and then we concatenate them at
each time step ¢. The hidden state at the last time step contains the information of the fully encoded
sequence.

The problem of the long-term dependencies: One of the appeals of RNNs is the idea that they
might be able to connect previous information to the present task, such as using previous music frames,
might inform the understanding of the present frame. Although the fact that in theory RNN are abso-
lutely capable of handling “long-term dependencies”, in practice they do not seem able to learn them
[78,79, 80, 81]. For example, consider a language model trying to predict the next word based on the
previous ones. If we are trying to predict the last word in “the clouds are in the sky,” we don’t need
any further context — it is pretty obvious the next word is going to be sky. In such cases, where the
gap between the relevant information and the place that it’s needed is small, RNNs can learn to use
the past information (illustrated in Figure 2.12). However, when trying to predict the last word in the
text “I grew up in France... I speak fluent French.”, recent information suggests that the word is the
name of the language, but if we want to narrow down which language, we need the context of France,
from further back. So there is a long-term dependence which the RNN can’t learn. The reason of this
failure, is the vanishing gradient problem (described in subsection 2.3.2) which Hochreiter identified
first in his diploma thesis in 1991 [78].

Figure 2.12: A short-term dependence being able to be learned from the RNN. Image source: [9]
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Later, Long Short-Term Memory Networks (LSTMs) were proposed by Sepp Hochreiter [82],overcoming
the problem of the vanishing gradient, and consequently capturing better long-term dependencies.

LSTMs: The Long Short-Term Memory networks partially overcome the problem mentioned above
by preserving long-term dependencies using the cell state. [82, 83]
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Figure 2.13: The inner architecture of the LSTM unit, containing four interacting layers. Image
source:[9]

The core components of the LSTM architecture are the input,forget and output gates and of course the
cell state. After a formal explanation, we will explain more those components.

Given a sequence 1, Zo, ..., T, ..., T, of vectors of an input sequence of length n, for vector x;,
with inputs h;—; and c¢;—1, hy and ¢; are computed as follows:

ft =0 (Wyrlhi—1;2¢) + by) (2.31)
ir = 0 (Wilhi—1; 2] + bi) (2.32)
o1 = & (Wolhe_1; 2] + bo) (2.33)
¢ = tanh (We[hy—1; 2] + be) (2.34)
¢t =ftOc-1+1 O (2.35)
hi = oy © tanh (¢;) (2.36)

Now we will intuitively explain the main components:

Input gate(i;): The input state regulates the amount of information that will flow from the sigmoid
activation of the previous time step h;—; alongside with the information of the current input vector x;
when we are updating the current state weights. More formally, the current input vector z; and the
hidden state of the previous time step h;—; are passed into a sigmoid activation function which forces
the output values to range between 0 and 1 (0 means unimportant, 1 means important). Then those
values are used for updating the current states.
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Forget gate(f;): The forget gate controls the information that would be kept or thrown away. The
current input vector x; is passed into a sigmoid function alongside with the hidden state of the previ-
ous time step hy—;. The output values of the sigmoid function range between 0 and 1, which means
forgetting or keeping the relevant information.

Cell state(c;): The cell state is computed by adding the the information which has been controlled
by the aforementioned gates(input and forget gate). The cell state of the previous time step c;—1 is
pointwise multiplied by the “forget” vector f;, controlling which information to forget and which not.
The current input vector x; and the previous hidden state h;_; are also passed to the tanh function to
squish values between -1 and 1 (¢;). Then, ¢; is pointwise multiplied with the ¢;. So the input gate
filters the important information of the input vector and the previous hidden state to be kept. Finally
we add those two terms and we have the cell state.

Output gate(o;): The output gate decides what the new hidden state would be. The hidden state
of the previous time step h;—1 and the current input vector are passed into a sigmoid function. Then,
the cell state is passed to the tanh function. Finally, we multiply o; with the output of the tanh function,
in order to determine which information the new hidden state will carry.

GRUs: The researchers in [84] introduced the Gated recurrent unit (GRU). The GRU is like an LSTM
with a forget gate, but has fewer parameters as it lacks the output gate. The LSTM is “strictly stronger”
than GRU as claimed by Gail Weiss, Yoav Goldberg and Eran Yahav [85]. The inner architecture of
the GRU unit is illustrated in Figure 2.14. Following the previous notation, the equations that describe

Jl'.,l

fy—1

Figure 2.14: The inner architecture of the GRU unit. Image source: [11]

the function of the GRU are the following:

2t =0 (Wz[ht_l; l‘t]) (237)
re = 0 (Wrlhi—1; x4]) (2.38)
hi = tanh (W[ry © hy_1; 4]) (2.39)
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he=(1—2)@h1+2z0h (2.40)

where o is the logistic sigmoid, o(z) € [0, 1], ® represents the element-wise scalar product between
vectors, and W, W,., W are matrices to be learned.

2.4.2 Attention Mechanisms

Attention has been a fairly popular concept and a useful tool in the deep learning community in recent
years.The idea of attention,is to some extent, motivated by how we pay visual attention to different
regions of an image or correlate words in one sentence. For example, let’s take a look in the picture of
a Shiba Inu in Figure 2.15. Human visual attention allows us to focus on a certain region of an image
with “high resolution”(i.e., focusing on the ear on the yellow box), while perceiving the surrounding
image in “low resolution”(i.e., we do not pay attention to the snowy background or to the sweater).
Given a small patch of an image, pixels in the rest provide clues of what should be displayed there.
We expect to see a pointy ear in the yellow box, because we have seen a dog’s nose, another pointy ear
on the right, and Shiba’s mystery eyes (stuff in the red boxes). However, the snowy background and
the sweater would not be as helpful as the aforementioned doggy features. Similarly, we can explain
the relationship between words in one sentence or close context. For example, when we see “eating”,
we expect to encounter a food word very soon.

Figure 2.15: A Shiba Inu in a men’s outfit. An example of visual attention.
[86]

So, the attention mechanism in deep learning is based on the concept of directing our focus, and
paying greater attention to certain factors when processing the data. Attention is most commonly
used in sequence-to-sequence models [87], as the fixed-length context vector, created by sequence-
to-sequence models, is incapable of representing long-term sequences. Once attention is introduced
[12] the problem is solved, as instead of attempting to learn a single representation for each sentence,
the model pays attention to specific input vectors of the input sequence, based on the attention weights.
Using attention, we obtain a context vector ¢;, which consumes three pieces of information:

e Encoder’s hidden state (encoder model described in Section 4.3)
e Decoder’s hidden state (decoder model described in Section 4.3)

e alignment between source and target
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Table 2.1: A summary table of several popular attention mechanisms

Name Score — function Clitation
Content-base attention score hEdec (€nc)) _ osine [h(d%) hgenc) [84]
Additive(*) score ( A\, h(.em); = v, tanh (Wa [hédec); h§e"5)}) [12]
Location-base(**) a ; = softmax W h(d86)> [14]
General score <h£d“)’ hé.em)) — hZ(dEC)TWa h;enc) 4]
Dot-product score (hl(dec), h;em)) = hgdec)T hE?"C) [14]

(dec) T} (enc)

Scaled-Dot-product (***) score (hgdec), hg.enc)) = }%T [3]

(*) Referred to as “concat” in [14] and as “additive attention” in [3].

(**) This simplifies the softmax alignment to only depend on the target position.

(***) It adds a scaling factor 1/+/n (n is the dimension of the source hidden state), motivated by the concern
that when the input is large, the softmax function may have an extremely small gradient, making it hard to
use for efficient learning.

Table 2.2: A summary table of broad categories of attention types

Name Description Citation
Self attention Relating different positions of the same input sequence. [13]
Global/Soft attention  Attending to the entire input state space. [89]

Local/Hard attention ~ Attending to part of input state space; i.e., a patch of the input image. [89, 14]

Let’s assume that the encoder network has hidden states h(enc) hgenc), el th”C) and the decoder

network has hidden state hz(. °) at current time-step ¢. The context vector ¢; is calculated at time-step
i as an average of the encoder’s states weighted with the attention scores «;:

¢ = Zn: a; ;h{™ (2.41)
j=1
«; ; = softmax (score (hl(dec), hg-enc))) (2.42)

where the softmax function is defined as:
.

e~

7=1

softmax (z;) =

where i =1,..,K and z = (2;,...,2K) € RX. The score(hgdec), sg-enc)) function calculates an unormal-
ized alignment score defining how much each source hidden state must be considered for each output.
So the weights «; ; are calculated based on how well match the pair of input at position j and output
at position i. A summary of attention mechanisms and the corresponding score functions is shown in
Table 2.1. A summary of broader categories of attention mechanisms is shown in Table 2.2.

In the following we analyse some of the attention mechanisms shown in Tables 2.1,2.2.
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Additive attention

The original (additive) attention mechanism proposed by [ 1 2] uses a feed-forward neural network with
a single hidden layer to calculate the alignment scores. This network is jointly trained with the other
parts of the model. The score function is therefore in the following form given that tanh is used as
the non-linear activation function:

de T dec d
score (h( ). hg.m)) = v] tanh (Wa [hﬁ ec), hg’”}) (2.44)
where v, and W, are both weight matrices to be learned in the alignment model. We can also extend
this method by learning separate transformations for hgdec) and hgenc). Assuming the weight matrices

W1 and Wy, for hgdec) and hg-enc) respectively, we can then sum the transformed matrices as shown
below:

i J

score (hl(dec), héem)) = tanh(Wlh(dec) + W) ) (2.45)

The matrix of alignment scores is a nice byproduct to explicitly show the correlation between source
and target words, as the one shown in Figure 2.16.
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Figure 2.16: Alignment matrix of “L’accord sur I’Espace économique européen a été signé en aofit
1992” (French) and its English translation “The agreement on the European Economic Area was signed
in August 1992”. We notice that the attention mechanism when translating the French word “zone”
pays attention to the English word “Area” in spite of the fact that the words are not aligned. Image
source: [12]

Multiplicative attention

The researchers in [14] proposed multiplicative (known also as general) attention, which simplifies
the attention method by calculating the score function as shown in the following equation:

T
score ("), 1) = " W (2.46)
In spite of the fact that additive and multiplicative attention have similar complexity, multiplicative

attention is more widely used as it is faster and more space-efficient in practice as it can be imple-
mented more efficiently using matrix multiplication. While in small dimensionalities of the decoder
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states dj,, both methods perform equally well, in larger dimensions additive attention seems to lack
efficiency [90]. One way to mitigate this is to scale score(hgdec), hgenc)) by 1/+/dp, [3].

Self-attention

Self-attention, also known as intra-attention, is an attention mechanism relating different positions
of a single sequence in order to compute a representation of the same sequence. It has been shown
to be very useful in machine reading [13], abstractive summarization [91], textual entailment [92]
or image description generation [93]. So, by using self-attention without any additional information,
we can still extract relevant aspects from the sentence by allowing it to attend to itself [94] and learn
the correlation between the current words and the previous part of the sentence. Theoretically self-
attention can adopt any score functions, by just replacing the target sequence with the same input
sequence. More specifically, the unormalized alignment scores can be calculated for each hidden
state h; using the score function shown in the following equation:

score(h;) = v, tanh(W,h;) (2.47)

So assuming that we have a matrix H for all hidden states given as H = [hy,ha,...,h,] we can calculate
the attention matrix a and the final representation c using the following equations:

a = softmax(v, tanh(W,H ")) (2.48)

c=Ha' (2.49)

The example in Figure 2.17, shows how the self-attention mechanism enables us to learn the correla-
tion between the current words and the previous part of the sentence in the field of reading compre-
hension.

The FBI is chasing a criminal on the run .

Mhe Bl is chasing a criminal on the run .

The BBI is chasing a criminal on the run .
The FBI # chasing a criminal on the run .
The FBI is chasing 2 criminal on the run.
The FBI 18 chasing
The FBI 1is chasing

criminal on the run .

criminal on the run .

The BBI 1is chasing
The FBI is chasing

a
a

The FBI # chasing a criminal @m the run.
@ criminal em the run.
a

criminal on the mn

Figure 2.17: The current word is in red and the size of the blue shade indicates the activation level.
Image source: [13]

Soft and Hard attention

Soft attention: In soft attention, the attention mechanism has access to the entire source. The align-
ment weights are learned and placed “softly” over all source positions. This type of attention makes
the model smooth and differentiable. However, it is really expensive when the input is large.
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Hard attention: In hard attention, the attention mechanism selects a specific window of the input to
attend. So, the calculations needed during inference time are fewer, but the model is non-differentiable
and requires more complicated techniques such as variance reduction or reinforcement learning to
train.

Global and Local attention

[14, 95] Global and Local attention mechanisms differ in terms of whether the attention is placed over
all source positions or only a few source positions. These two mechanisms were proposed by [14]
expanding the encoder-decoder architecture referred in Section 4.3. Common to these attention mech-
anisms is the fact that both at each time step ¢ during the decoding phase receive as input the decoder’s
hidden state hﬁde") and the goal is to produce the context vector ¢; that captures relevant source-side
information to help predict the current target word 1;. More specifically, given the decoder’s hidden
state hidec) and the context vector ¢;, a simple concatenation layer is used to combine the information
from both vectors and produce the new attention hidden state, as shown in the following equation:

hy = tanh (Wc [ct; h,Ed“)]) (2.50)

The attention hidden state A, is then used for predicting the current word ;. What differs in global
and local attention is the computation of the context vector c;.

Global attention: In global attention the context vector c; is produced by paying attention to all

source positions, so the model considers all the hidden states from the encoder h§enc). In this attention

type, a variable-length alignment vector a;, whose size equals the number of time steps on the source
side, is derived by comparing the current decoder’s hidden state hidec) with each source (encoder’s)
hidden state h;enc):

a¢(j) = align (hgdec)’ h§.€"c))
e (seore (7)) (2.51)

- Z]‘/ exp (score (hgdec)7 hﬁ”@))

where the score function is described with one of the three different alternatives following:

T
hgdec) h§enc) dot

ec enc ec T enc
score (hgd ), h§- )) = pldeo Wahg. ) general (2.52)
v; tanh (Wa [hgdec); h(enC)D concat

J
The fact that the global attention mechanism has to attend to all words on the source side for each
target word, is a main drawback, as this process is expensive and can potentially render it impractical
to translate longer sequences, e.g., paragraphs or documents. An illustration of the global attention
mechanism is shown in Figure 2.18.

Local attention: The local attention mechanism is an interesting blend between hard and soft at-
tention. An improvement over the hard attention mechanism has been made in order to make the
model differentiable. In local attention, the context vector ¢; is produced by paying attention to a few
source positions. By selectively focusing on a small window of context, the process has an advan-
tage of avoiding the expensive computation incurred in the soft and global attention and also makes it
easier to train the model than the hard attention approach as the model is differentiable. More specifi-
cally, the model first generates an aligned-position p; for each target word at time step ¢. The context
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Attention Layer

Figure 2.18: Global attentional model: at each time step ¢, the model infers a variable-length alignment
weight vector a; based on the current target state hgdec) and all source states hg-mc). A global context
vector ¢; is then computed as the weighted average, according to a;, over all the source state. Image
source: [14]

vector ¢ is then derived as a weighted average over the set of source (encoder’s) hidden states within
the window [p,—D, p; + D], where D is empirically selected. The local alignment vector a; is now
fixed-dimensional, i.e., € R2P+1. This type of attention has two variants, depending on the selec-
tion of the aligned-position p;. In the first variant, the monotonic alignment (local-m), it is assumed
that the source and target sequences are roughly monotonically aligned, by setting p; = t. Then, the
alignment vector a; is calculated with equation 2.51. In the second variant, the predictive alignment
(local-p), the model predicts the alignment positions as follows:

p: = S - sigmoid <va tanh (thgdec)>> (2.53)

where W), and v, are model’s matrices to be learned and S is the is the source sentence length. As
a result of the sigmoid use, p; € [0,.S]. To favor alignment points near p;, a Gaussian distribution
centered around p; is used. Specifically, the alignment weights are now defined as:

2
at(j) = align (hgdec), h§~enc)) exp (—%) (2.54)
where the standard deviation is empirically set as 0 = % and the align() function is the same as in
equation 2.51. We should also note that p, is a real number, whereas s is an integer within the window
centered at p;. The local attention mechanism is very similar to the selective attention proposed by
[96], which is used in image generation tasks. An illustration of the local attention mechanism is
shown in Figure 2.19.

Key-Value-Query attention

This type of attention mechanism was introduced by [3] and is used in the Transformer model de-
scribed in Section 4.6 (using self-attention). The attention function can be described as mapping a
query and a set of key-value pairs to an output, where the query, keys, values, and output are all vec-
tors. The output is computed as a weighted sum of the values, where the weight assigned to each value
is computed by a compatibility function of the query with the corresponding key. Based on the Key-
Value-Query attention we analyse Scaled-Dot-Product and Multi-Head attention mechanisms which
were proposed in [3].
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Context vector

Aligned position

Figure 2.19: Local attention model: the model first predicts a single aligned position p; for the current
target word. A window centered around the source position p; is then used to compute a context vector

ct, a weighted average of the source hidden states in the window. The weights a; are inferred from

) (enc)

the current target state hgdec and those source states hs ~ in the window. Image source: [14]

Scaled-Dot-Product attention

In Scaled-Dot-Product attention the input consists of queries and keys of dimension dj and values of
dimension d,,. The dot-products of each query with all keys is calculated and then each one is divided
by v/dj and finally a softmax function is applied to obtain the weight of each value. The output is
computed as a weighted sum of the values and the respective weights. More specifically, all queries,
keys and values are packed together into the matrixes Q,K,V respectively. So, the attention function
computes the weights for all values simultaneously as follows:

. QKT
Attention(Q, K, V') = softmax < > v (2.55)

Vi
Additive attention can also be used insted of dot-product (multiplicative) attention. As mentioned
before, additive attention uses a feed-forward network with a single hidden layer. However, while
the two are similar in theoretical complexity, dot-product attention is much faster and more space-
efficient in practice, since it can be implemented using highly optimized matrix multiplication code.
While for small values of dj the two mechanisms perform similarly, additive attention outperforms
dot-product attention without scaling for larger values of di, [97]. So using large values of dj causes
the dot products to grow large in magnitude, pushing the softmax function into regions where it has
extremely small gradients. In order to counteract this effect, the dot-products are divided by v/di. An

illustration of scaled-dot-product attention is shown in Figure 2.20a

Multi-Head attention

The Multi-head attention mechanism extends the scaled-dot-product attention mechanism. Instead of
performing a single attention function with d,;,,4.;-dimensional keys, values and queries, it linearly
projects the queries, keys and values h times, with different learned linear projections to dj, di and
d, dimensions, respectively. In this way, the model can jointly attend to information from differ-
ent representation subspaces at different positions. The multi-head attention function is described as
follows:

MultiHead (Q, K, V) = Concat (head 1, ..., head ) W©°

2.56
where head ; = Attention (QWZ-Q, KWk, VWZ»V) (2.56)
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Figure 2.20: Scaled-Dot-Product and Multi-Head attention mechanisms. Image source: [3]

where the projection parameters are W € Rimote Xdi K ¢ Rémodst Xk 7V ¢ Rimocet Xdo anq
WO € Rhvxdmoae - [t’s worth mentioning that in [3] the dimensions dj, and d, are set as dj, =
dy = dmode1 /P so that with the reduced dimension of each head, the total computational cost is similar
to that of the single-head attention with full dimensionality. The multi-head attention mechanism is
illustrated in Figure 2.20b.

2.5 Transfer Learning

As we have already mentioned, in many deep learning tasks we need a plethora of data in order to build
a model that produces satisfying results. However, in many practical applications there are a few data
available with tags to do a supervised training of the model as getting the amounts of data required for
supervised models can become unfeasible due to time restrictions and computational limitations. It is
also noticed that training a model on a small specific dataset may not be as effective. In these cases,
the use of transfer learning offers an alternative solution.

The goal of transfer learning is to improve the performance of the model in a specific task (the target
task), by utilizing knowledge acquired from training on the source task [98]. More formally, given
a source domain Dg , a corresponding source task Ts , as well as a target domain D7 and a target
task T , transfer learning’s objective is to enable us to learn the target conditional probability dis-
tribution P(Y7|X7) in Dy with the information gained from Dg and Ts , where X7 is the feature
space and Y7 is the label space of task 7" and Dg # Dp or Ts # Trp. Through the pre-training
process on the source task, the model gains initial knowledge and learns to create high-level represen-
tations. So, when it is then fine-tuned on the target task, not only it learns faster, but it also reaches
a higher performance level compared to the performance level achieved without transfer learning [99].

It is also worth mentioning the special case where the source task is an unsupervised task. This is
an interesting scenario because we often have very large amounts of unlabeled training data, that can
be used during pre-training boosting the model’s performance by far. Such a scenario is also found
in dialogue systems, where the models are pre-trained as language models and then are fine-tuned on
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Figure 2.21: An illustration of the transfer learning technique.

the target dialog task.

The process of transfer learning is illustrated in Figure 2.21.

2.6 Multi-task Learning

Multi-task learning (MTL) is a learning technique in which we want to train a model in many related
tasks simultaneously. In other words, we want the model to generate predictions for multiple tasks at
the same time. The motivation behind that is to try to take advantage of the information in one of the
problems so that we can improve the performance in the other problems [100, 101]. In deep learning,
the basic idea of implementing multi-task learning is to have different networks that are part of the
same structure and have a few common parameters. Thus, the shared part is affected by all problems,
while the non-shared parts are affected by the training data of each task independently.

|Task A| Task C| Task-
i Ay Task A Task B Task C

specific

o ] L] ]
i
| - - |
Shared i i 1

| - -
| = - |

(b) Soft parameter sharing approach.

(a) Hard parameter sharing approach.

Figure 2.22: Multi-task learning techniques. Image source:[15]
Multi-task learning can be implemented with hard or soft parameter sharing. In hard parameter shar-
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ing all the hidden layers of the network are shared among all tasks, while there is an independent
output head for each task for making a suitable prediction. Hard parameter sharing reduces the risk of
overfitting. The idea behind this is that the more problems the model tries to learn to solve at the same
time, the more it is forced to find a common representation that is effective for all problems, making a
better generalization. On the other hand, in soft parameter sharing, some of the hidden parameters are
shared and others not. The output heads are independent as in the first case, of course. An illustration
of both methods is given in Figure 2.22.

2.7 Summary

In this Chapter, an introduction to the basic principles and the theoretical background of machine
learning and deep neural networks is given. This background is cornerstone of this diploma thesis as
some of the models which we will study in the next sections are based on the basic principles we have
described. Specifically, a basic understanding of recurrent neural networks, attention mechanisms,
transfer learning and multi-task learning is very important in order to fully grasp the ideas and ex-
periments presented in the following. In the next Chapter we introduce the reader to the objective of
Natural Language Processing (NLP), a significant field of research for understanding dialog systems.
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Chapter 3

Natural Language Processing

3.1 Introduction

Everything we express, either verbally or in writing, carries huge amounts of information. The topic
we choose, our tone, our selection of words, everything adds some type of information that can be
interpreted and value can be extracted from it. In theory, we can understand and even predict human
behavior using that information. However, when having thousands of declarations to analyze, it is
almost impossible trying to encode text or speech with specific keywords. So, the matter is to under-
stand the meaning behind those words

Natural Language Processing (NLP) is a field of computer science, artificial intelligence and lin-
guistics, concerned with the interactions between computers and human (natural) languages. It is the
process of a computer extracting meaningful information from natural language input and/or produc-
ing natural language output. It is an analysis of human language based on semantics and various
parsing techniques [102]. NLP may focus on language processing or generation. The first of these
refers to the analysis of language for the purpose of producing a meaningful representation, while
the latter refers to the production of language from a representation. The task of language process-
ing is equivalent to the role of the reader/listener, while the task of language generation is that of the
writer/speaker. Much of the theory and technology are shared by these two divisions. [103]

NLP is performed by solving a number of sub-problems, where each sub-problem constitutes a level.
We should note here that, a portion of those levels could be applied, not necessarily all of them. For
example, some applications require the first three levels only. Also, the levels could be applied in a
different order independent of their granularity. The levels that NLP examines are:

Level 1 - Phonology: This level is applied only if the text’s origin is a speech. It deals with the
interpretation of speech sounds within and across words [104]. There are, in fact, three types of rules
used in the phonological analysis:

e phonetic rules — for sounds within words
e phonemic rules — for variations of pronunciation when words are spoken together
e prosodic rules — for fluctuation in stress and intonation across a sentence

Level 2 - Morphology: Deals with understanding distinct words according to their morphemes (mor-
phemes are the smallest units of meanings). In other words, this level deals with words formation.
English words are generally composed of a stem and an optional set of affixes. The stem, as a mor-
pheme that cannot be removed, is the true morphological base of an English word. For example, the
word “preregistration” can be morphologically analyzed into three separate morphemes: the prefix
“pre”, the root “registra”, and the suffix “tion”. [105]. This level of NLP can be useful in retrieval-
based dialog systems, where in order to match more responses to a query, words can be stemmed.
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Level 3 - Lexical: This level deals with understanding everything about distinct words according
to their position in the speech, their meanings, and their relation to other words. Each word is ana-
lyzed with respect to its lexical meaning and part-of-speech. In this level words are assigned with a
part-of-speech tag.

Level 4 - Syntactic: This level deals with analyzing the words of a sentence so as to uncover the
grammatical structure of the sentence. Generally, it focuses on the scientific study of the structure of
the sentence as an independent unit. Using the part-of-speech tagging output of the previous level we
group words into phrases and study their grammatical structure. [106].

Level 5 - Semantic: Semantic processing determines the possible meanings of a sentence by re-
lating the syntactic features and the different meanings of each word according to the context. Some
people may think it’s the level that determines the meaning, but actually, all the levels do [107, ].

Level 6 - Discourse: While previous levels work with word-level and sentence-level units, the dis-
course level of NLP works with units of text longer than a sentence. It does not interpret texts as just
concatenated sentences, rather it focuses on the properties of the text as a whole that convey meaning
by making connections between component sentences [103]. In other words, in this level we study
the anaphora relationships between words in text longer than a sentence.

Level 7 - Pragmatic: This level is concerned with the purposeful use of language in situations and
utilizes context over and above the contents of the text for understanding. In other words, this level
deals with the use of real-world knowledge and understanding of how this impacts the meaning of
what is being communicated [103]. For example, let’s consider the following two sentences:

e The city councilors refused the demonstrators a permit because they feared violence.
e The city councilors refused the demonstrators a permit because they advocated revolution.

As we can see, the meaning of “they” in the two sentences is different. In order to figure out the
difference, “world knowledge” should be utilized.

3.2 Applications

Natural Language Processing is among the hottest topics in the field of data science. Companies are
putting tons of money into research in this field, as they can benefit from it because any application
that utilizes text is a candidate for NLP. The most common applications of NLP are:

Information Retrieval: The science of searching for documents, for information within documents,
and for metadata about documents.

Information Extraction: The recognition, tagging, and extraction into a structured representation,of
certain key elements of information, e.g., persons, companies, locations, organizations, from large

collections of text.

Automatic Speech Recognition: The task of automatically recognizing speech or in other words
extracting a textual representation of a spoken uttterance.

Natural Language Understanding (NLU): The task of understanding the natural language and pro-
ducing computer-machine based representations.

Natural Language Generation (NLG): The task of generating natural language from computer-
machine based representations.
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Language Modeling: The task of determining the probability of a given sequence of words occurring
in a sentence. Language models analyze text data and are able of predicting the next word or character
in a document.

Dialogue Systems or Converastional Agent (CA): A computer system intended to converse with
humans.

Machine Translation: The use of computer software in order to translate text or speech from one
natural language to another.

Text Classification: A method for classifying texts (sentences, documents, etc) into a variety of
specific categories.

Text Summarization: The task of producing a shorter version of one or several documents that pre-
serves most of the input’s meaning.

Named Entity Recognition: The task of tagging entities in text with their corresponding type. Ap-
proaches typically use BIO notation, which differentiates the beginning (B) and the inside (I) of enti-
ties. O is used for non-entity tokens.

Sentiment Analysis: The task of classifying the polarity of a given text. Sentiment Analysis, in
its simplest form, aims to detect positive, neutral, or negative feelings from text.

3.3 Language Representations

In this section, we examine several ways through which words are transformed into mathematical
representations, in order to be used as input in our models to solve a variety of problems of NLP. It
is worth to mention that long before the organized establishment of the Natural Language Processing
Industry/Community, the idea of using separate symbols for each word prevailed. However, a number
of ways were proposed later to create more accurate representations. In the most recent studies, efforts
are made to create a vector representation for each word in the vocabulary. Those vector represen-
tations are called word embeddings or word vectors. The goal is to create word vectors that carry
a sense of similarity or differentiation between words that are similar or unrelated respectively. So,
once words are converted into word vectors, a variety of distance metrics such as Jaccard, Euclidean,
Cosine, etc., can be used to model the similarity or differentiation between them.

There are two different semantic approaches to creating word representations. The first one, which is
called denotational semantics, treats words as separate symbols, creates more sparse representations,
and does not give any sense of similarity or dissimilarity between words (localist representation).
On the contrary, the second one, called distributional semantics, creates representations based on con-
text, retaining similarities or dissimilarities between words. Distributional semantics embraces a wide
range of approaches based on the distributional hypothesis, in an attempt to capture meanings of lin-
guistic entities (words, phrases) from their usage in language. The idea of the distributional hypothesis
is that the distribution of words in a text holds a relationship with their corresponding meanings. More
specifically, the more semantically similar two words are, the more they will tend to show up in simi-
lar contexts and with similar distributions. It is summarized with the statement that “words that occur
in the same contexts tend to have similar meanings™ [109]. Also, the hypothesis is often described by
the famous quote “a word is characterized by the company it keeps” [110]. The direct implication of
this hypothesis is that two words that are considered to be semantically similar are expected to occur
in similar contexts, and vice-versa.
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In the following sections we present approaches for creating the popular word embeddings. More
specifically, in subsection 3.3.1 we examine some frequency based methods, in 3.3.2 we analyze the
Word2Vec method, in 3.3.3 the Glove method and finally in 3.3.4 we refer to Contextualized embed-
dings.

3.3.1 Frequency-based Methods

One-Hot Vectorization: In this method each word is represented as a vector of size RIV*1, where in

every dimension we set the value 0, except one that receives the value 1 and the position in which it
receives this value corresponds to the index in which it is stored in the dictionary. Let’s provide an ex-
ample to make it clear. Assuming a dictionary V' = {network, artificial,intelligence, human},
with |V'| = 4, the following one-hot vectors can be produced:

1 0 0 0
wnetwork — 8 , wartiﬁcial — (1) , wintelligence — g_) , whuman — 8 SO, the matrix which
0 0 0 1

for each word contains the corresponding representation has dimensionality |V | x |V|. Consequently,
the larger the dimension of the vocabulary gets, the larger the dimensionality of the representations
will be.In this way, this matrix is quite sparse and we should also consider that for large dictionaries,
we will waste a lot of memory as the dimensions of the matrix become very large. Furthermore, this
method does not provide any semantic or relational information between the word vectors.

Count Vectorization: The idea of this method is very simple and similar to the previous one. Let’s
assume a corpus C' of D documents (dy, do , ..., dp) and N unique tokens extracted out of the corpus
C. The N tokens form the vocabulary. We create the count vector matrix M &€ RV XD where each
element m;; of the matrix M contains the frequency (raw count) of ¢; in document d;. However,
we should note that the result is a sparse matrix M with very large dimensions, in this situation too.
Moreover, there is not any semantic or relational information between the word vectors. A random
visualization of the matrix M is illustrated in Figure 3.1.

TF-IDF Vectorization: This is another method which takes into account not just the occurrence of
a word in a single document but in the entire corpus. Common words like “a”,“I”,“am”,etc tend to
appear quite frequently in comparison to the words which are more important to a document. What we
want to do is to give more importance to words that appear in only a subset of documents and penalize
the words that appear in almost all documents. TF-IDF works by penalising these common words by
assigning them lower weights while giving importance to more “important” words. The TF-IDF is
the product of two statistic terms, the term frequency and inverse document frequency, as the
acronym reveals.

For the term frequency T'F(t, d), the simplest choice is to use the raw count of a term in a document,
i.e., the number of times that term ¢ occurs in document d. If we denote the raw count by f; 4, then the
simplest scheme is T'F'(t,d) = f; 4. Other variations include term frequency adjusted for document

length TF(¢,d) = %.

The inverse document frequency is a measure of how common or rare across all documents the
word is. It is the logarithmically scaled inverse fraction of the documents that contain the word
IDF(t, D) = log m, where N is the total number of documents in the corpus (N = |D|)
and |[{d € D : t € d}| is the number of documents where the term ¢ appears.

Then TF-IDF is calculated as TF — IDF\(t,d, D) = TF(t,d)- IDF(t, D).
Window based co-occurrence vectorization: In it’s simplest form, similarly with the above method,
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Figure 3.1: Visualization of count vectorization matrix M. (Image source: [16])

we store to the matrix M co-occurrences of the items in a specific window. This simple counting
method results in a co-occurrence matrix, where the components of each vector can be interpreted as
weights denoting the strength of the relationship between the target and the respective context word.

3.3.2 Iteration-based Methods - Word2Vec

Due to the fact that frequency-based methods are computationally expensive, other approaches for
creating word vector representations have been more recently adopted [18, 111, 17]. The key idea
of those methods is that “similar” worlds will appear in “similar” contexts and the word vectors of
similar words should be also similar. The goal is to create word vector representations, by focusing on
predicting the word from its context or predicting the context from the word on every iteration. The
most important method adopted in the field of NLP, is the Word2Vec method, proposed by Mickolov

[17].

Word2vec is a particularly computationally efficient predictive model for learning word embeddings
from raw text. A large corpus of words is used as input to a two-layer neural network, which is trained
to construct linguistic contexts of words. Word vectors are positioned in the representation space in
such a way that words that share a common context in the corpus are located in close proximity to one
another in the representation space. Word2Vec method combines two prediction-based techniques:
CBOW(Continuous bag of words) and Skip-Gram , and the corresponding training methods which
are the Negative Sampling [112] and the Hierarchical Softmax [113]. As shown in Figure 3.2, the
CBOW mechanism tries to predict the “central” word given the context, while the Skip-Gram mech-
anism tries to predict the context given the “central” word.

Consequently, when the “central” word vector is not able to accurately predict the context of the
“central” word, an error is calculated, and through backpropagation, the word vectors are updated.
The Negative Sampling mechanism is used during training, to add “negative” samples in order to
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Figure 3.2: CBOW and Skip-Gram mechanisms used in Word2Vec. (Image source: [17])

better train the model and consequently the word embeddings, while the Hierarchical Softmax is used
to obtain a better probability distribution over the model’s vocabulary.

3.3.3 Glove

GloVe [114], unlike Word2vec, does not rely just on local statistics (local context information of
words), but incorporates global statistics (word co-occurrence) to obtain word vectors. The idea of
using global statistics to derive semantic relationships between words goes a long way back to latent
semantic analysis (LSA) [115]. Before training the actual model, a co-occurrence matrix X is con-
structed. Given a corpus having V' words, the co-occurrence matrix X will be a |V| x |V| matrix,
where the i-th row and j-th column of X, X;; denotes how many times word ¢ has co-occurred with
word j. Once X is ready, the word vectors are initialized for each word in the vocabulary and the
training is done by minimizing an objective function J, based on the sum of the square errors. This
way, the model utilizes the main benefit of count data— the ability to capture global statistics — while
simultaneously capturing meaningful linear substructures (like word2vec), achieving the creation of
a word vector space that retains important information concerning the meaning of the words.

3.3.4 Contextualized Embeddings

The word vectors described so far are static. However, a word may be used in different sentences
having a completely different meaning each time. Consequently, using static word vectors can lead
to misunderstandings as static vectors are not always able to represent the various meanings that a
word may have. The idea that the context should form the word vector representation and using
different word vectors according to the context may lead to better representations, gave rise to the
use of contextualized embeddings [116]. Contextualized embeddings come from training models like
Bert [4], EIMo [117], etc.

3.4 Language Modeling
In a variety of Natural Language Processing problems, we need to calculate the likelihood of occur-
rence of a number of words in a particular sequence. Language models are models which are able of

calculating the referred probability. Let’s denote the occurrence probability of a sequence of M words
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{wy,wa, ..., wpr} with P(wq, wa, ..., wpr). The probability P(wi,ws, ..., wys) can be calculated as:

M
P (wy,...;war) = [[ P (wi [wr,...,wisa) (3.1)
i=1

We want the created model to give a little probability of occurrence to sequences that are syntactically
incorrect or are not widely used and vice versa to give higher probability to commonly used or syn-
tactically and grammatically correct sequences.

In the following parts of this section we will discuss and analyse some of the basic language models. It
is worth mentioning here that in this section we present traditional models and not the state-of-the-art
models for language modeling. However, in Chapter 4, we examine and analyze the state-of-the-art
models such as Transformers, BERT and GPT2 in the view of language modeling and natural language
generation.

3.4.1 N-Gram Language Models

We can refer to any sequence consisting of n consecutive words using the term “n-gram”. We may
often come across the terms “bigram” or “trigram” which actually refer to sequences consisting of
two and three consecutive words respectively such as “good student” and “deep neural networks”.
The simplest language model that assigns probabilities to sequences is the n-gram language model.
In n-gram language modeling, we have to split the word sequence and predict one word at a time. We
can describe this procedure using the chain rule with the following equation:

P (wy,wa,...,wy) = P(wy) P(wy | wy)...P(wpy | wi,wa,...,wap—1) (3.2)

As we can see the language model probability P (w1, ws, ..., wpr) is a product of word probabilities
given the entire history of preceding words. However, using an n-gram model, instead of needing the
entire history for computing the probability P(w, wy, ..., was), We can approximate this probability
using the history of the last n words. This model is called Markov chain model and the word
probability distribution, limiting the history to n words can be described by the following equation:

P(wM ‘ W1, W2, ... ,wM_l) =~ P(wM ’ WM —-ny--- ,wM_g,wM_l) (3.3)

While the n-th order Markov assumption is clearly wrong for any n as sentences can have arbitrarily
long dependencies, it still produces strong language modeling results for relatively small values of n,
and was the dominant approach for language modeling for many decades.

Let’s now try to estimate that probability using maximum likelihood estimation. For the most com-
mon case of a bigram and a trigram language model, the estimation of the probabilities P(wo|w1) and
P(w3|wa,wl) is computed as:

count (wy, ws)

P (wy | wy) = (3.4

count (wy)

count (wl, way, ’LU3)

P (w3 | wy,ws) = (3.5)

count (wy, wa)

More intuitively, for the estimation of the probability P(w2|w;) we count how often in the training
corpus the word w; is followed by the word wy as opposed to other words and for the estimation of
the probability P(ws|ws,w1) we count how often the sequence of words w1, wo is followed by the
word w3 as opposed to other words.

However, this type of language modeling has two main drawbacks. The first one concerns the fact that
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the numerator in equation 3.3 would be zero if the sequence of words w;, wa, w3 has never appeared
in the training corpus. Consequently, the probability of having the word ws after the sequence of
words w1, we Will also be set to zero. To deal with this problem smoothing techniques are used [118],
giving some chance of occurrence to those words. The second problem has to do with the occurrence
of the sequence wi, wy. If those words never appear in sequential order the denominator will be zero.
To face this problem, the backoff technique is used [119]. It is also worth mentioning here that the se-
lection of n, increases the computational needs as the model requires much more memory. However,
we should also keep in mind that the selection of n is crucial for the window of context which is taken
into consideration when the model assigns a probability to a word. So, having in mind this trade-off,
n should be carefully chosen.

3.4.2 Window-Based Neural Language Models

In 2003, Bengio proposed a window-based neural language model [ 18], overcoming “the curse of di-
mensionality”, one of the major problems in the field of NLP. Non-linear neural network models allow
conditioning on large context sizes with only a linear increase in the number of parameters, making the
computational needs affordable. On the one hand, the model tries to learn a word vector representation
space and on the other tries to learn a probability distribution for word sequences. The model takes
as input the corresponding word representation vectors of an n-th length word window of previous
words. This way, we can encode the words, whose word vectors are noted as C'(wy—p+1), C(wi—2)
and C(w;-1) and are called word embeddings (C'(w) € R%). The word embeddings are concatenated
and fed into a hidden layer, whose output is then provided to a softmax layer. The whole network is
illustrated in Figure 3.3.

i-th output = P(w, = i | context)

softmax
e - see® )
™,
) Y

most| computation here \

A

%
i
[
tanh 1
se) !

shared parameters
across words

index for wy_ g4 index for wy_» index for wy,_,
Figure 3.3: Window-based neural network language model proposed by Bengio. (Image source: [18])

More formally, this process can be described by the following equations:
r = [C (wt_n+1) ; C ('wt_g) Yoo ,C (’wt_l)} (36)
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§ = softmax (tanh (zW7 + by) Wa + bs) 3.7

where V is the vocabulary, w; € V,IW; € R7% *dia p, ¢ Rnia Wy € RmiaxIVI p, € RIVI,

More recently, feed-forward neural networks have been replaced with RNNs and LSTMs (described in
Sec 2.4) for language modeling. Furthermore, the state-of-the-art models used, producing the best re-
sults, are the Transformers models, which are analysed in Chapter 4 in the view of language modeling
and natural language generation.

3.5 Emotion Recognition in NLP

Emotion Detection and Recognition from text is a recent field of research that is closely related to
Sentiment Analysis. While sentiment analysis in its simplest form aims to detect positive, neutral, or
negative feelings from text, emotion recognition aims to detect and recognize more specific feelings
based on text, such as anger, disgust, fear, happiness, sadness, and surprise. Undoubtedly, the Inter-
net contains large amounts of text that can be useful for emotional analysis such as product reviews,
news articles, stock market analyses, personal blogs/journals, social network websites, forums, fiction
excerpts, critiques, or political debates; any place where people discuss and share their opinion freely
could be a source. As emotion recognition is really important in understanding human experience and
communication, there is growing interest in this domain these days.

So far, three major approaches have been proposed for emotion modeling by the psychology research
community [120, ]. These are the following:

e The Categorical approach: According to this approach, there is exists small number of basic
emotions being universally recognized. The most commonly used model for emotion recogni-
tion is proposed in [122], which involves six basic emotions: happiness, sadness, anger, fear,
surprise, and disgust.

e The Dimensional approach: According to this approach, the emotional states are not inde-
pendent but related to each other in a systematic manner. They can be represented using a
continuous emotional space of three dimensions: Valence, Arousal and Dominance. Valence
expresses how much positive or negative an emotion is, arousal refers to how excited or apa-
thetic an emotion is, while dominance refers to the power of the emotion.

e The Appraisal-based approach: This approach can be considered as an extension of the di-
mensional approach, based on appraisal theory. Appraisal theory is the theory in psychology
that emotions are extracted from our evaluations (appraisals) of events that cause specific re-
actions in different people. To put it simply, our appraisal of a situation causes an emotional
response. An example of this is when going on a first date. If the date is perceived as posi-
tive, one might feel happiness, joy, giddiness, excitement, and/or anticipation, because he has
appraised this event as one that could have positive long-term effects, i.e. starting a new rela-
tionship, engagement, or even marriage. On the other hand, if the date is perceived negatively,
the emotion caused might involve dejection, sadness, emptiness, or fear.

The approaches for detecting and recognizing emotions from the text, can be distinguished into five
categories including keyword-based approaches, rule-based approaches, traditional learning-based
approaches, deep learning approaches, and hybrid approaches [123]. A keyword-based approach re-
lies on finding occurrences of keywords in a given text and assigning an emotion label based on the
detected keyword [124, ]. For example, the sentence “Sunny days always make me feel happy”
explicitly expresses happiness and includes the emotion keyword “happy”. However, the presence of
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an emotion keyword does not always match the expressed emotion. For example, the sentence “Do
I look happy to you!” includes the emotion keyword “happy” but does not express that emotion. A
rule-based approach is based on the manipulation of knowledge to interpret information in a useful
way. First, text preprocessing is performed to the emotion dataset. Afterwards, some emotion rules are
selected using linguistic and computational concepts.Finally, they are applied on the emotion dataset
to determine the emotion labels [126].

A traditional learning-based approach provides systems the ability to automatically learn and improve
from experience. Traditional machine learning algorithms are often used to extract emotion labels
from text data [127, 128]. First, text preprocessing is performed on the emotion dataset. The prepro-
cessing steps may include tokenization, stop word removal, lemmatization, and POS tagging. Then
useful features are extracted from the text. Given the feature set and the emotion labels, traditional
classification models, such as SVM, are trained on the data. Finally, the trained models are used to
classify emotions in unseen text. However, deep learning approaches seem to achieve state-of-the-art
results on emotion recognition as they can model complex concepts of natural language and under-
stand the implied emotions. The most commonly used method is to use a language model to extract a
language representation of the input and then apply classification to predict the corresponding emotion
label. Transformers or Recurrent Neural Networks (RNNs) are usually used for extracting language
representations, while Dense Neural Networks (DNNs) or Convolutional Neural Networks (CNNs)
are used as emotion classifiers [129, , , , , ]. Finally hybrid methods can combine
the aforementioned approaches [135, , ]. In [135] the researchers proposed a combination of
keyword-based and learning-based approaches.

In this diploma thesis, we use emotion recognition on dialogue systems, in order to not only un-
derstand what is being discussed in the conversation but also to understand the implied feelings of the
user. In this way, the conversational agent is able to produce more engaging responses. The simplest
way to detect and recognize emotions in a dialog context is to use the word representations we intro-
duced before and feed the data to a neural network. However, those representations may be poor as
they are based on each word and the performance of the designed models may not be satisfying. More
complex models such as Transformers can be used to create the appropriate language representations
(contextualized embeddings), and with the addition of a simple neural network over the language
model, we can achieve satisfying results. We will take a deeper look into those architectures while
studying the models we have implemented, in Chapter 5.

3.6 Summary

In this Chapter we studied the basic principles of the Natural Language Processing (NLP) research
field. The language representations methods presented in Section 3.3 are essential for converting nat-
ural language into a mathematical form, that can be consumed by the models we implement. Creating
contextualized embeddings is an important field of research as they take the context into account,
leading to a better representation of the input related to the specific task. Moreover, in Section 3.4
we studied the basic language models, which are also important for creating conversational agents.
Understanding the basic ideas behind language modeling is essential as in the next chapter the modern
models presented are pre-trained so that they can primarily model language satisfactorily. Finally, we
gave a brief description of emotion recognition from text, another critical feature of the empathetic
dialogue agents we want to develop.
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Chapter 4

Dialog Generation using Generative Models - Theoretical
Background

4.1 Introduction

As previously mentioned in Section 1.2, a main category of dialogue systems is the non-task-oriented
dialogue systems known as chatbots too. Chatbots provide users with the means to participate in
different activities such as a game, entertainment, chitchat rather than focus on a particular task or
complete any task in a specific job [56, 33] like most task-oriented dialogue systems do [138, 32].
So the main goal of those systems is to carry on extended conversations mimicking the unstructured
conversational or “chats” characteristics of human-human interaction.

Some examples of the very first chatbots are ELIZA [28] and PARRY [29]. Both systems did not use
data for learning purposes, but in contrast with the most recent methods, they used a combination of
rules and patterns. Data-driven approaches have been proposed to overcome some of the limitations
of the hand-built rules. These approaches enabled chatbots to learn from massive amounts of avail-
able conversations between humans, such as conversations on chat platforms, on Twitter, or in movie
dialogs, summarized by [139], which are available in great quantities and have been shown to resem-
ble natural conversation. As mentioned in Section 1.2, the developed methods are retrieval-based or
generation-based [140]. Retrieval-based models obtain response candidates from a pre-built index,
rank the candidates and finally choose the response from the top-ranked ones [32, ], while on the
other hand, generation-based methods use natural language generation (NLG) to select the response
[142].

In the following sections, we analyze in depth some of the generation-based approaches and we study
the most common decoding and evaluation methods used in dialogue generation. More specifically, in
Section 4.2 we present the related work, and from Section 4.3 to 4.9 we study in depth traditional and
recent generation-models. Afterwards, in Section 4.10 we study the most common decoding meth-
ods providing typical examples and finally in Section 4.11 we take a look at the most widely used
evaluation metrics.

4.2 Related Work

The basic idea behind generation-based methods is to synthesize a new sentence word by word as a
response to the user’s request [87] and was inspired by the work in machine translation. In 2001, the
researchers of [143] used phrase-based machine translation (SMT) in order to translate a user turn
to system response and showed that the SMT method was better-suited for response generation than
retrieval-based models on Twitter dataset [ 143, 144]. More specifically, the phrase-based SMT model
considers the strong structural relation between many request-response pairs (e.g., “the soup smells
delicious” - “I will bet it looks gorgeous too™), and extracts phrases like “smell-look” and “delicious-
gorgeous” from the dataset to translate the request to the response. However, this model could work
badly since the responses are often not semantically matched to the requests as in a translation task.
For example, it is likely that for a request the responses “having my fruit salad now”, “but it is 2 am
now” and “which restaurant” are appropriate. Afterwards, it became clear that the task of response
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generation was a bit different from machine translation, as in machine translation words or phrases in
the source and target sentences tend to align well with each other, but in conversation, a user utterance
may share no words or phrases with a coherent response. Later, another technique derived from ma-
chine translation called sequence-to-sequence (seq2seq) seemed to work better in response generation
tasks [87, , ].

The sequence-to-sequence architecture consists of an encoder model which encodes the user input
(request) and represents it as a vector, and a decoder model which decodes the vector (representa-
tion of encoded input) and generates a sentence word by word. The encoder and decoder models are
usually recurrent neural network (RNN) models. Formally, the encoder-decoder architecture can be
used in tasks which can be thought of as requiring the mapping of variable-length input sequences
in source language to variable-length sequences in target (e.g.[146]). Subsequently, attention-based
mechanisms were developed, which force the encoder to weigh parts of the encoded input more when
predicting certain portions of the output during the decoding phase [12, 14, 89]. This mechanism ob-
viates the need for direct input-output alignment, since attention-based models are able to learn input-
output correspondences based on loose couplings of input representations and output texts [ 147, 148].
Moreover, in order to better encode the context of the source sentence bidirectional RNN (BRNN)
models were used [ 149].Those models parse the input not only in forward direction, but in backward
too and as a result the amount of input information available to the network is increased.

However, a main problem with the simple sequence-to-sequence response generation is the inabil-
ity of the architecture to model prior context of the conversation. More specifically, the generated
response is based on the previous turn while the huge amount of information derived from previous
turns of the dialogue are ignored. To overcome this problem and to incorporate dialogue history in
response generation the hierarchical recurrent encoder-decoder (HRED) architecture was adopted, al-
lowing the model to summarize information over multiple prior turns [139, 20, , ]. Later, in
order to model complex dependencies between sub-sequences such as found between the utterances
in a dialogue, the HRED model was enhanced with stochastic latent variables (VHRED) that span a
variable number of time steps. The introduced latent variables seem to facilitate both the generation
of meaningful, long and diverse responses and maintain dialogue state [152]. In addition, the need of
providing more appropriate and more informative responses lead to the use of external knowledge.
The researchers in [153] took advantage of the Memory Network [154] and proposed to condition
responses on both dialogue history and external facts. However the architectures mentioned above
focus on generating single responses and don’t produce continuous responses that cohere across mul-
tiple turns. So, some other techniques, such as reinforcement learning [ 155] and adversarial networks
[156, ], were adopted to learn to choose responses that make the conversation seem more natural.

Later in 2017, a new simple network architecture based on the attention mechanism was proposed,
achieving not only much better quality of the generated responses but requiring significantly less time
to train too. This architecture is known as the Transformer architecture [3]. The Transformer model
uses entirely the attention mechanism to draw global dependencies between input and output. This
feature avoids recurrence and also allows for more parallelization. However, the encoder-decoder
architecture is still used in the transformer model. Recently, a lot of new state of the art models have
been proposed, based on the Transformer architecture. OpenAI-GPT2 [69], Tranfer-Transfo [158],
Bert [4], TS [5] are few of these models that have significant progress in NLP and specifically in dia-
log generation.
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4.3 Vanilla seq2seq model

The simplest version of sequence-to-sequence (seq2seq) models is the Vanilla seq2seq model. As
previously mentioned, the idea of the sequence-to-sequence model is to map a variable-length input
sequence to a variable-length output sequence. In order to achieve this mapping an encoder model is
used for obtaining a large fixed dimensional vector representation of the input sequence, representing
the encoded information. Additionally, a decoder model is used for extracting the output sequence
by decoding the fixed dimensional vector representation and generating a sentence word by word. In
order to fully understand the model’s underlying logic, we will go over the illustration in Figure 4.1,
in the context of NLP.

Encoder
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Reccurent Layer
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Ernbedding Layer %1

fing-.., <EOS>

Dacodar

: Reccurent Layer
i i
: \:|1:| : :}: ij; Decodsr
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) L {
3 4

Decoder

Figure 4.1: The vanilla seq2seq architecture. (Image source: [1])

Let’s assume that we have an encoder-decoder architecture which consists of two RNN’s, one for the
encoder and another one for the decoder. We can further separate the encoder-decoder architecture (in
the context of NLP) into five major layers:

e Encoder’s Embedding Layer

e Encoder’s Recurrent Layer

Decoder’s Embedding Layer

Decoder’s Recurrent Layer

e Decoder’s Output Layer

So the encoder consists of two layers: the embedding layer and the recurrent layer, and the decoder
consists of three layers: the embedding layer, the recurrent layer, and the output layer. Let’s now
explain each of these parts.

Encoder’s Embedding Layer: As already mentioned in Section 3.3, each word is represented by
an embedding vector. The embedding layer of the encoder is used to convert each word of the input
sentence to the relevant embedding vector.
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Encoder’s Recurrent Layer: That is the RNN part as explained in Section 2.4. The encoder’s recur-
rent layer generates the hidden vectors from the embedding vectors. More specifically, at each time
step ¢, the recurrent layer gets as input the embedding vector of the i-th word.

Decoder’s Embedding Layer: The decoder’s embedding layer converts each word of the decoder’s
input to the relevant embedding vector.

Decoder’s Recurrent Layer: The decoder’s recurrent layer generates the hidden vectors from the
embedding vectors. More specifically, at each time step j, the recurrent layer gets as input the em-
bedding vector of the j — 1-th output.

Decoder’s Output Layer: The decoder’s output layer generates the probability of the j-th word
of the output sentence from the hidden vector. More specifically, at each time step j, it receives as
input the hidden vector and for each word in the vocabulary produces the probability of selecting this
word as the output word in position j.

So, having in mind the above parts we can now explain the whole procedure. Each word of the input
sentence is converted through the embedding layer to the relevant embedding vector and then it is fed
into the encoder RNN. At each time step ¢ the encoder’s recurrent layer outputs a hidden vector which
contains the encoded information of the input sequence until the i-th word. Sequentially, the last hid-
den vector, which is received at the last time step, represents the encoded input sentence. We initialize
the decoder’s hidden state with this vector in order to generate an answer based on the encoded input
sentence and then we give as input to the decoder the “<BOS>" word which is the virtual word rep-
resenting the beginning of the sentence. The decoder’s embedding layer will convert this word to the
relevant embedding vector and the embedding vector will be fed as input to the decoder’s recurrent
layer. Then, a hidden vector is produced and fed to the decoder’s output layer. The decoder’s output
layer produces for each word in the vocabulary the probability of selecting this word as the output
word. Supposing that we use the “greedy” decoding method, which is the simplest decoding method
from those mentioned in section 4.10, we select as output word the one with the maximum probability.
At the next time step we feed the previous output as input and follow the procedure sequentially until
a maximum number of words to be generated is reached or until generating the word “<EOS>" which
is the virtual word representing the end of the sentence. Another alternative is to use teacher forcing
[159], a method for quickly and efficiently training our model. Using this method, instead of feeding
as input to the decoder the previous generated word, we feed the target word which is not the predicted
but the golden (ground truth) one.

We can now explain the above procedure more formally. Let’s consider a conversation consist-
ing of m turns, denoted as C = {Xi, Xs,..., X;,}. A turn X, is a sequence of words X,,, =
{Tm1,Zm2, ... Tm,N,, } Where Ny, is the length of the m-th turn and each of z; ; is the one-hot vector
of the words. For simplicity, we can simplify the notation. So, let’s consider one of those turns as the
input sequence, denoted with X = {z1, 29, , ..., x,, } and the next one as the output sequence, denoted
with Y = {y1,¥2, ...,y }, where each of the x; and y; are one-hot vectors. Let’s also assume as z
the fixed-size vector which is produced by the encoder, containing the information of the encoded
input sequence. We can describe the process of generating Y with the probability of generating the
j-th element of the output sequence y;, given the output sequence until the j-th element and the input
sequence X, as follows:

Py y; | Yoy, X) = T (1§, ;) (4.1

Pl — (h§.d_€f), yj,l) 4.2)

where WU is the function to generate the hidden vectors of the decoder hg-dec) , and Y is the function

to calculate the generative probability of the one-hot vector y;. Both of them are defined later. When
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j=1, hﬁef ) or h(()dec) is z, and y;-1 or yp is the one-hot vector of “<BOS>".

Let’s also assume that H is the size of the hidden vector, D is the size of the embedding vector,

Z; is the embedding vector of i-th word in the input sentence, E(¢"€) is the embedding matrix of the
encoder, hz(enc) is the i-th hidden vector of the encoder, 3; is the embedding vector of j-th word in the

output sentence, (%) is the embedding matrix of the decoder and h;dec) is the j-th hidden vector of

the decoder. A summarized table of the notations assumed is shown in 4.1.

Table 4.1: Summary of Mathematical Notation

Symbol Definition

C conversation consisting of m dialog turns
X or X  the input sequence (k-th turn)
Y or Yi1 the output sequence (k+1-th turn)

z the fixed length representation provided by the encoder

H the size of the hidden vector

D the size of the embedding vector

T the one-hot vector of i-th word in the input sequence

T; the embedding vector of the i-th word in the input sequence
Yj the one-hot vector of j-th word in the output sequence

Y; the embedding vector of the j-th word in the output sequence
Eenc) the embedding matrix of the encoder

E(dec) the embedding matrix of the decoder

hl(-em) the i-th hidden vector of the encoder

hg.dec) the j-th hidden vector of the decoder

According to the notation introduced each embedding vector for the encoder’s embedding layer is
calculated by the following equation:

7; = B0y, 4.3)

where E(79) ¢ RP*[V"| js the embedding matrix of the encoder and V(") the vocabulary of the
inputs.

Similarly, each embedding vector for the decoder’s embedding layer is calculated by the following
equation:
y; = B, (4.4)

where E(@e0) ¢ RP*V"] g the embedding matrix of the decoder and V(%) is the vocabulary of
the outputs.

Let’s assume now that we use uni-directional RNNs of one layer with tanh as activation function,
for the encoder and the decoder. The encoder’s hidden state is described by the following equation
(defining W):

7

h(enc) — tanh (W}(Linc)hl(e_qc) + WJSZM)EZ‘ + b(enC)) 4.5)

where W}(LGc) € RAXH WQEZ”C) € RH*D and p(en) ¢ RH are matrices to be learned.

85



Similarly, the decoder’s hidden state is described by the following equation:

B\ — tanh (W,EZ“) ) 4wy 1 b<d€C>) (4.6)

where W}(L;ifc) e RHXH Wéiec) € RHXD and pldec) ¢ R are matrices to be learned.

We must also use the encoder’s hidden vector of the last position as the decoder’s hidden vector of
first position (initialise the hidden state of the decoder) as following:

h((]dec) N hglenc) (47)

Finally, the decoder’s output layer generates the probability of the j-th word of the output sentence
from the hidden vector. Assuming that p; is the probability of generating the one-hot vector y; of the
Jj-th word, p; is calculated with the use of the following equation (defining T):

pj = Py (y; | Y<j, X)) = softmax (W(O)hgdec) + b(o)) “Yj (4.8)

where W(©) ¢ RV IXH gnd plo) € RIV“I are also matrices to be learned.

4.4 Vanilla seq2seq model with attention

The main drawback of the sequence-to-sequence model was that it was almost incapable of repre-
senting long-term sequences with the use of a single fixed-length context vector. Thus, to overcome
that problem, the attention mechanism, which was already known in the field of image recognition
[160, 161, 162], was applied in the field of NLP too [84, 87, 12, 14]. The attention mechanism instead
of relying only on the hidden vector of the decoder, forces the model to learn to focus (to attend) on
specific parts of the input sequence when decoding. An example in a translation task is shown in Fig-
ure 4.2, where the model attends more specific parts of the input sequence when decoding the French
word “la”.

|' accord suUr la Zone économigue europésnne

the agreement on thie Eurgpean Economic Area

Figure 4.2: Alignment for the French word ‘la’ is distributed across the input sequence but mainly
on these 4 words: ‘the’, ‘European’, ‘Economic’ and ‘Area’. Darker purple indicates better attention
scores. Image source: [19]

From the attention mechanisms described in subsection 2.4.2 we analyze and explain the one proposed
by [12], expanding the sequence-to-sequence model. For placing different focus on different words,
attention assigns each word with an attention score (also knows as alignment score). The attention
scores define how much each source hidden state must be considered for each output and are calculated
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by a score function using the encoder’s and decoder’s hidden states. The choice of the score function
varies, but is usually one of those in equation 4.9.

T
o o
f (hﬁef)ﬂhz(enc)) = hyiff) Wahf’“) general 4.9)
v] tanh (Wa [hg‘falc ); hz(-em)D concat

where hg-dff ) and hl(enc) are the decoder’s and encoder’s hidden states we defined before, and v,,
W, are both weight matrices to be learned in the alignment model (as described in equation 2.52).
Those scores are then normalized by passing through a softmax layer and afterwards each of the
encoder’s hidden state is multiplied with the relevant attention score obtaining an alignment vector
(one for each hidden state). Then, the alignment vectors are summed up, calculating the context
vector. Sequentially, the context vector is concatenated with the decoder’s input and passed through
the decoder. The above process is presented in Figure 4.3 and the score (alignment) function used is

the dot-product.
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Figure 4.3: A Sequence to sequence model with Bahdanau attention. Image source:[2]

4.5 HRED model

A main problem with the simple sequence-to-sequence architectures is the inability of modeling the
prior context of the conversation. The generated responses are based only on the previous turn of
the conversation, while a huge amount of information derived from previous turns of the dialogue
is ignored. The HRED (Hierarchical Encoder Decoder) model, which is an extension of the simpler
Encoder-Decoder architecture, attempts to overcome the limitation of generating an output based only
on the latest input received. In the case of conversational data, the HRED model considers each
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conversation as a sequence of turns (utterances), and each turn (utterance) as a sequence of words.
The HRED model consists of three different modules:

e the Encoder model
o the Context (Session) Encoder module
e the Decoder module

Below we analyse each one of the referenced modules.

Encoder: The encoder module handles the data at the lowest hierarchical level. It is responsible
for encoding the turn (utterance) into a fixed length vector. So, by processing each utterance word by
word, each utterance is mapped to an utterance vector which is the hidden state obtained after the last
token of the utterance has been processed.

Context Encoder: The context encoder module handles the data at the highest hierarchical level.
It is responsible for keeping the context of the conversation, thus it keeps track of the past utterances
by processing iteratively each utterance vector and updating its hidden state after every utterance. By
doing so, the context vector, which is the hidden state obtained after the last utterance is processed,
represents the entire conversation up to the last turn received.

Decoder: Similarly with the simple encoder-decoder architecture, the decoder performs the next ut-
terance prediction. The hidden state of the decoder is initialised with the context vector and then it
produces a probability distribution over the tokens in the next utterance.

The HRED model is represented in Figure 4.4.

what ' s wrong 7 =/s> i feel like i ' m going to pass out . </s>

X1 tet XZN2 X3y =t Xznz
prediction '

decoder
initial hidaen state

i
context GIs) [CI9)]
hidden state P g
ancoder )
higd'en state utterance l.af?elt‘ﬂj IJce
representation representation
g+8—8 B¢
& -
@g) G OO
*11 R ¥ '} ¥21 ot XzH2
mom , i don ' t feel so good </s> what ' s wrong 7 </s>

Figure 4.4: The computational graph of the HRED architecture for a dialogue composed of three turns.
Each utterance is encoded into a dense vector and then mapped into the dialogue context, which is
used to decode (generate) the tokens in the next utterance. The encoder RNN encodes the tokens
appearing within the utterance, and the context RNN encodes the temporal structure of the utterances
appearing so far in the dialogue, allowing information and gradients to flow over longer time spans.
The decoder predicts one token at a time using a RNN. Image source: [20]

We can now explain the above procedure more formally, using the notation we introduced before.
Let’s assume that we use GRUs as encoder, context encoder and decoder models. The encoder for
each turn X, in the conversation C, produces a fixed length representation vector by sequentially
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updating its hidden state. We denote with hz(-em) the i-th hidden vector of the encoder, with hgdec) the

1-th hidden vector of the decoder and with hgcont) the 7-th hidden vector of the context encoder.

So the hidden state of the encoder is updated according to the following equation:
P = GRUze (W i) i =1, N (4.10)

where h(()enc) = 0 the null vector, N,, is the length of the m-th turn and x,, ; is the one-hot vector of

i-th word in m-th turn as we mentioned before. The G RU,,,. function is that one described in Section
2.4.

In summary, the encoder maps a turn to a fixed-length vector. Therefore, the obtained representa-
<)

tion from the m-th turn ¢, = hg\e,: is a general, non-contextual representation of the turn m. The
computation of the g1, qo, ..., ¢, can be performed in parallel, thus lowering the computational cost.
Afterwards, the context encoder takes as input the sequence of representations g1, g2, ..., ¢y, Assum-
ing that a GRU model is used, we can describe the process with the following equation:

P = GRUons (W7 01) s i= 1,00 om @.11)

)

cont cont
pieont) (eont) _

€ RHeont s the context-level recurrent state, H ooy i its dimensionality and h,
(cont)
i

where

The context-level recurrent state h summarizes the turns that have been processed up to position

1. It is worth mentioning, that each hz(-com) bears a particularly powerful characteristic: it is sensitive
to the order of previous turns and, as such, it can potentially encode order-dependent reformulation
patterns such as generalization or specification of the previous turns [163]. Additionally, it inherits
from the representation vectors g, the sensitivity to the order of words in the turns. Finally, the
decoder model is responsible for predicting the next turn Y, (output turn), given the previous turns
X1.m—1 (input turns), to estimate the probability shown in the next equation:

Nm
P(Ym | Xl:mfl) = H P(ym,n | ym,lznflyXlszl) (412)

n=1
The desired conditioning on previous queries is obtained by initializing the hidden state of the decoder

with a non-linear transformation of hfflfqt). So in this way, the information from the previous turns is

transferred to the decoder. The decoder’s hidden state is described by the following equation:

hz(dec) — GRU,,, (hz(c_olnt)’ imz) , i=1,...,Ny, (4.13)

Each state hgd_elc) is then used for computing the probability of generating the next word of the m-th
turn x,, ;. This probability given the previous words and turns is expressed as:

P (Ymn =0 | Ymim-1,X1:m—1) = softmax (W(o)hgdfi) + b(o)) “Ymn (4.14)

where W(©) € RV“IXH and p©) ¢ RIV| are also matrices to be learned.

4.6 Transformer Encoder Decoder model

In 2017, the Transformer network architecture was proposed by [3], achieving not only much better
quality of the generated responses but requiring significantly less time to train too. The Transformer
model relies entirely on self attention mechanism to compute representations of its input and output
without using sequence aligned RNNs or convolution. The model is based on the encoder-decoder
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structure, having an encoder and a decoder stack. The encoder maps an input sequence X to a se-
quence of continuous representations z. Given z, the decoder then generates an output sequence Y,
generating one element at a time. At each step the model is auto-regressive, consuming the previously
generated words as additional input when generating the next [ 164].

Encoder Stack: The encoder stack consists of N = 6 identical layers, each one having two sub-
layers. The first sub-layer is a multi-head self attention mechanism, while the second is a simple
position-wise fully connected feed forward network. Residual connection [165] is also employed
around each of the sub-layers followed by layer normalization [166]. So, the output of each sub-layer
is LayerNorm(x + Sublayer(z)), where Sublayer(x) is the function implemented by the sub-layer
itself (the sub-layer’s structure, the layer normalization and the position-wise feed forward network
are explained below).

Decoder Stack: The decoder stack also consists of N = 6 identical layers. In addition to the two sub-
layers in each encoder layer, each decoder layer has also a third sub-layer, which performs multi-head
attention over the outputs of the encoder stack. Similarly to the encoder stack, residual connections are
employed around each of the sub-layers followed by layer normalization. The self-attention sub-layer
in each decoder layer is also modified to prevent positions from attending to subsequent positions.
The masking which is applied, combined with the fact that the output embeddings are offset by one
position, ensures that the predictions for position ¢ can depend only on the known outputs at positions
less than 4 (masked self-attention).

A high-level illustration of the transformer architecture in a machine translation task is shown in Figure
4.5.
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Figure 4.5: A high level illustration of the transformer. The encoder stack consists of 6 identical
(encoder) layers and the decoder stack of 6 identical (decoder) layers too. Image source: [21]

In Figure 4.7 the encoder layer’s architecture is illustrated. Similarly to other sequence transduction
models, learned embeddings are used in order to convert input and output to vectors of dimension
dimodel- The dyno4e; dimension is set to 512 [3]. The input embeddings are illustrated with dark green
color. Since the model contains no recurrence and no convolution, there is no use of the order of
the input sentences. To deal with that issue, positional “encodings” (embeddings) are used to inject
some information about the relative or absolute position of the tokens in the sequence. There are
many choices of positional “encodings” learned and fixed [167], however in the original model the
following are used:

sin (pos/ 10000%/ dmodel ) ,iis even

PEpos = { cos (pos /100001~ dmas ) i is odd (4.15)
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where pos is the position and ¢ is the dimension. That is, each dimension of the positional encoding
corresponds to a sinusoid. The wavelengths form a geometric progression from 27 to 10000-27.
Learned embeddings can also be used instead [3, 167]. An example of the position encoding of 20
words is shown in Figure 4.6. The positional embeddings are then summed with the input embeddings
resulting in the “light green” embeddings (Figure 4.7), which are then passed through the self-attention
layer.

Figure 4.6: A real example of positional encoding for 20 words (rows) with an embedding size of 512
(columns). Each row corresponds the positional encoding of a vector. Each row contains 512 values
— each with a value between 1 and -1. We’ve color-coded them so the pattern is visible.we can notice
that it appears split in half down the center. That’s because the values of the left half are generated by
one function (which uses sine), and the right half is generated by another function (which uses cosine).
They’re then concatenated to form each of the positional encoding vectors. Image source: [21]

As already mentioned each encoder layer uses multi-head self attention. The original proposed model
uses 8 heads (parallel attention layers) with each one having di=d,=d,,o4c;/h = 64 (see multi-head
attention in subsection 2.4.2). The 8 sets of (), K,V weight matrices are calculated by multiplying
the input embedding with the corresponding learned weight matrices W@, WX WV (see equation
2.56) for each one of the 8 sets. Then a set of 8 z matrices is produced, which are then concatenated
and multiplied by a weight matrix W© (see equation 2.56) to extract a final representation z. This
procedure happens for all inputs in parallel. Then, the residual connection (adding to the z vector the
corresponding input embedding as both have same dimension equal to 512) and layer normalization
is applied as shown in Figure 4.7. In the next step, the outputs of the “Add & Normalize” layer are
passed through the position-wise feed forward network, which is applied to each position separately
and identically. This consists of two linear transformations with a ReLU activation in between as
descibed in the following equation:

FFN(I‘) = max (0, Wi + bl) Wy + by (4.16)

While the linear transformations are the same across different positions, they use different parameters
from layer to layer. The dimensionality of input and output is d,,,0qe; = 512, and the inner-layer has
dimensionality d ¢y = 2048. Afterwards, the outputs of the feed forward layer and the outputs of the
previous sub-layer are passed through the second “Add & Normalize” layer. The process is repeated
for each one of the 6 layers, however only the first layer uses the input and positional embeddings,
while the following layers use the ouput of the previous ones.

Having covered the encoder-side we will now focus on the decoder-side. Let’s assume a transformer
model of 2 stacked encoders and decoders too. An illustration of this model is shown in Figure 4.8.
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Figure 4.7: An illustration of the first encoder layer in the encoder stack. Image source: [21]
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Figure 4.8: An illustration of transformer with 2 stacked encoders and decoders. Image source: [21]

On the decoder-side, the output embeddings (the embedding of the target outputs shifted right) summed
with the corresponding positional encodings (shown in Figure 4.9) are given as input to the first sub-
layer. So, similarly to seq2seq models the output of each step is fed to the bottom decoder in the next
time step (after adding the positional embeddings).Afterwards, the same processas in the encoder lay-
ers, is followed for the first sub-layer. The only difference is that the self attention applied is masked,
in order to ensure that the predictions for position ¢ can depend only on the known outputs at positions
less than ¢. As already has been mentioned, a third sub-layer has been added, named as “Encoder-
Decoder Attention”, which helps the decoder focus on appropriate places in the output of the encoder
stack (which carry information from the input sequence). So, the output of the top encoder layer is
transformed into a set of attention vectors K and V" and those are used in the “Encoder-Decoder At-
tention” sub-layer, along with the outputs of the previous sub-layer. After receiving the outputs of the
last decoder layer those are passed from a usual learned linear transformation and a softmax function
to convert the decoder output to predicted next-token probabilities. In the original model [3] the same
weight matrix between the two embedding layers and the pre-softmax linear transformation is used,
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similar to [168].

Finally, a fully illustration of the transformer model is shown in Figure 4.9.
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Figure 4.9: The Transformer-model architecture. Image source: [3]

93



4.7 Bert model

The year 2018 has been an inflection point for the NLP community, with the release of ELMo by
Allen AL [117], Open-GPT by OpenAl [169], and BERT by Google [4]. Since 2018, a lot of attention
has been given to Transfer Learning techniques as they are widely used. Many researchers have been
able of conducting experiments, achieving much better results with less effort, time, and data just by
using pre-trained models and then fine tuning them in specific tasks. So,the release of BERT model
is an event described as marking the beginning of a new era in NLP.

The BERT (Bidirectional Encoder Representations from Transformers) [4] model is based on a number
of clever ideas that have appeared in NLP recently, including but not limited to Semi-supervised Se-
quence Learning [170], ELMo [117], ULMFiT [171], the OpenAl transformer [ 169] and the Vaswani
Transformer [3]. BERT can be used in a wide variety of language tasks, with only adding a small layer
to the core model, such as classification, question-answering, named entity recognition tasks, etc.

One of the main reasons for the good performance of BERT on different NLP tasks was the pre-
training on two unsupervised tasks, unlike traditional left-to-right or right-to-left language models
[117, ]. This way, the model is enabled to “understand” the patterns of the language.

The first task in which the model is pre-trained is called “masked language modeling” (MLM), which
is also referred to as a “Cloze” task in the literature [172]. In this task, the 15% of all WordPiece
tokens [173] of each sequence is masked randomly (using the [M AS K] token) and the final hidden
vectors corresponding to the masked tokens are fed into an output softmax over the vocabulary, as in
a standard Language Modeling (LM). It is worth mentioning here, that in contrast to denoising auto-
encoders [174], only the masked words are predicted rather than reconstructing the entire input.

The second task is called “Next Sentence Prediction” (NSP). Many important downstream tasks such
as Question Answering (QA) and Natural Language Inference (NLI - the task of determining whether
a “hypothesis” is true (entailment), false (contradiction), or undetermined (neutral) given a “premise’)
are based on understanding the relationship between two sentences, which is not directly captured by
language modeling. Consequently, in order to train a model that understands sentence relationships,
the model is pre-trained for a binarized next sentence prediction task that can be trivially generated
from any monolingual corpus. Specifically, when choosing the sentences A and B for each pre-
training example, 50% of the time B is the actual next sentence that follows A (labeled as I'sNext),
and 50% of the time it is a random sentence from the corpus (labeled as NotNext). Despite its sim-
plicity, the pre-training towards this task is very beneficial to both QA and NLI. For the pre-training
procedure the BooksCorpus (800M words) [175] and English Wikipedia texts (2,500M words) are
used. For finetuning, the BERT model is first initialized with the pre-trained parameters, and all of
the parameters are fine-tuned using labeled data from the downstream tasks (MNLI - a task similar
with NLI with more genres, NER - a task for locating and classifying named entities mentioned in
unstructured text into pre-defined categories , SQUAD - a task for reading comprehension). An illus-
tration of the overall pre-training and finetuning procedures is shown in Figure 4.10.

The BERT’s model architecture is based on the original Transformer implementation that we already
analysed in Section 4.6. BERT is basically a multi-layer bidirectional Transformer encoder, the multi-
head self-attention mechanism (described in Section 4.6) to attend the input sequence in two directions
as shown in Figure 4.11.

In the original paper two BERT models are presented. The BERTpasg has 12 layers in the En-
coder stack, while BERTT ArcE has 24 layers in the Encoder stack. BERT architectures (BASE and
LARGE) also have larger feed forward-networks (768 and 1024 hidden units respectively), and more
attention heads (12 and 16 respectively) than the Transformer architecture suggested in the original
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Figure 4.10: Overall pre-training and fine-tuning procedures for BERT. Apart from output layers, the
same architectures are used in both pre-training and fine-tuning. The same pre-trained model param-
eters are used to initialize models for different downstream tasks. During fine-tuning, all parameters
are fine-tuned. [C'LS] is a special symbol added in front of every input example, and [SEP] is a
special separator token (e.g, separating questions/answers). Image source: [4]

Self-Attention

Figure 4.11: Self attention used in BERT model. Image source: [22]

paper (6 encoder layers, 512 hidden units, and 8 attention heads) [3]. Apart from extracting contextual
language embeddings, the BERT model can also be used for various tasks such as classification, ques-
tion answering or entity recognition tasks by simply adding a small network at the top of the model
as head. A number of ways to use BERT in different tasks are shown in Figure 4.12.

More specifically, in order to make BERT able to handle a variety of tasks, the input represen-
tation should be able to unambiguously represent both a single sentence and a pair of sentences
(e.g.,<Question, Answer>) in one token sequence. We should note here that a “sequence” refers to
the input token sequence to BERT, which may be a single sentence or two sentences packed together.
First of all, we tokenize the input sequence. In the original paper [4], the WordPiece [173] tokenizer
is used with a 30000 token vocabulary. The first token of every sequence is always a special clas-
sification token ([C'LS]). The final hidden state corresponding to this token is used as the aggregate
sequence representation for classification tasks. Sentence pairs are packed together into a single se-
quence and two ways are used to differentiate the two sentences. First, the sentences are separated by
a special token ([SE P]) and second a learned embedding is added to each token indicating whether
it belongs to sentence A or B. As shown in Figure 4.10,the input embedding is denoted as F, the
final hidden vector of the special [CLS] token as C' € R, and the final hidden vector for the i-th
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Figure 4.12: The BERT model used in various tasks. Image source: [23]

input token as T; € R¥. For a given token, its input representation is constructed by summing the
corresponding token, segment (first or second sentence), and position embeddings. A visualization
of this construction can be seen in Figure 4.13. Finally, we should also note that all input sequences
should be padded or truncated to a specific length to be fed into the model (512 tokens). An attention

mask must also be given in order to neglect the information of the padding tokens.
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Figure 4.13: BERT input representation. The input embeddings are the sum of the token embeddings,
the segmentation embeddings and the position embeddings. Image source: [4]
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4.8 GPT-2 model

The OpenAl GPT-2 [69] exhibits impressive ability of writing coherent and passionate essays that
exceed what we anticipated current language models are able to produce. The model’s architecture
is not a particularly novel architecture as it is very similar to the decoder-only transformer. So, the
GPT-2 model is build using transformer decoder blocks. Like traditional language models, the model
outputs one token at a time. It is an “auto-regression” model, as after each token (output) is produced,
it is added to the sequence of inputs and the new sequence becomes the input to the model in the next
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step. This idea has been already seen in the RNNs and many transformers such as the TransformerXL
[176] and XLNet [177] follow the same concept.

The GPT-2 model is released in 4 versions, the small, the medium , the large and the extra-large.
Each version differs in dimensionality having 768, 1024, 1280 and 1600 respectively. Depending on
the model’s dimensionality, the relative word embeddings dimensions are used. Each version of the
model differs in the number of decoder layers used in the decoder stack too, having 12, 24, 36 and 48
decoder layers respectively. We should note here that in contrast to the BERT versions described in
Section 4.7, the GPT-2’s versions have more parameters with 117, 345, 774 and 1558 million parame-
ters respectively [178, 179]. The model is trained without any explicit supervision on a large dataset,
called WebText, containing slightly over 8 million documents for a total of 40 GB of text, trying to
predict the next word.

We will now focus on the decoder layer of the GPT-2 model. The decoder layer consists of two
sub-layers, the masked multi-head self-attention layer and the feed forward layer. One key difference
in the self-attention layer with the BERT model, is that it masks future tokens — not by changing the
word to [M AS K] like BERT, but by interfering in the self-attention calculation blocking information
from tokens that are to the right of the position being calculated. This attention mechanism is called
masked self-attention, and we have already described it in Section 4.6. An illustration of the simple
self-attention (used in BERT) and the masked self-attention mechanism is shown in Figure 4.14.

Self-Attention Masked Self-Attention

. ) ( )

Figure 4.14: Self-attention (used in BERT) compared with masked self-attention (used in GPT2).
While in simple self-attention the model attends the entire input sequence, in masked self-attention
the model attends the words of the sequence until the current time-step. Image source: [22]

So, similarly to [ 180], the researchers used for the GPT2 the architecture shown in Figure 4.15. A simi-
lar architecture was also examined in [ 1 8 1] to create a language model that predicts one letter/character
at a time. We should also note here that the GPT-2 model uses multi-head attention with 12, 24, 36
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2 [ DECODER BLOCK
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i
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E[ Masked Self-Attention

Pty

Figure 4.15: A simple illustration of the GPT-2 model. All the decoder layers are identical, each one
consisting of a masked self-attention layer and a feed-forward neural network.

and 48 layers in the small, medium, large and extra-large versions respectively.
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Figure 4.16: A simple illustration of producing the output vector using the “small” GPT-2 model.
Image source: [22]

The GPT-2 model can process 1024 tokens as input. Each one of those tokens flows through all
the decoder blocks along its own path. That’s a major advantage of the transformers architecture, as
the output generation can be performed in parallel, lowering significantly the computational cost.

The simplest way to run a trained GPT-2 is to allow it to generate sentences on its own (which is
technically called generation of unconditional samples) or to give it a prompt in order to make it gen-
erate sentences about a certain topic (generating interactive conditional samples). The trained model
uses the < |endoftext| > as a start token for generating words. Let’s denote it with < s > instead.
The input tokens are fed into the model, passing through all the decoder layers and finally producing
an output vector.

According to the decoder method used, an output word is selected from the vocabulary based on the
output vector. The most common decoding method is to select the word with the highest probability
from the vocabulary. However, we can use more complex methods to achieve better decoding results.
Those methods are analysed in Section 4.10. An illustration of the process described above is shown
in Figure 4.16.

As already mentioned in Section 4.6, the transformers can not model the sequential order of the input
words. Consequently, in order to maintain the sequential information the positional embeddings are
used (with the same dimension as the input embeddings), which are added to the input emebeddings.
In this way, the model keeps track of the sequential order of the input.

4.9 Text-To-Text Transfer Transformer (TS) model

As mentioned earlier, over the past few years, transfer learning has led to a new wave of state-of-
the-art results in natural language processing (NLP). The “Text-To-Text Transfer Transformer” (T5)
model, presented in [5], achieves state-of-the-art results on many NLP benchmarks while being flex-
ible enough to be fine-tuned to a variety of important tasks.

The basic idea behind the T5 model, is to convert all NLP tasks into a unified text-to-text-format
where the input and output are always text strings. This approach is inspired by previous unifying
frameworks for NLP tasks, including casting all text problems as question answering [182], language
modeling [69], or span extraction [183] tasks. This approach of text-to-text format, allows to easily
apply the same model, objective, training procedure and decoding process to every task considered,
such as question answering, document summarization, sentiment classification and machine trans-
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lation tasks. So, in order to train a single model on the diverse set of tasks described above, the
researchers added a task-specific (text) prefix to the original input sequence before feeding it to the
encoder, in order to specify which task the model should perform. For instance, to ask the model to
translate the sentence “That is good.” from English to German, the sequence “translate English to
German: That is good.” would be fed as input to the model and the sentence “Das ist gut.” would be
used as target.

The T5 model closely follows the original Encoder-Decoder Transformer architecture, proposed in
[3] and described in Section 4.6. First, an input sequence of tokens is mapped to a sequence of em-
beddings, which is then passed into the encoder. The encoder consists of a stack of “encoder layers”,
each of which comprises two subcomponents: a self-attention layer followed by a small feed-forward
network. The self-attention layer uses “fully-visible” attention mask. Fully-visible masking allows the
self-attention mechanism to attend to any entry of the input when producing each entry of its output.
Layer normalization is applied to the input of each subcomponent. A simplified version of layer nor-
malization is used where the activations are only rescaled and no additive bias is applied. After layer
normalization, a residual skip connection is used. Dropout is also applied within the feed-forward
network, on the residual skip connection, on the attention weights, and at the input and output of the
entire stack.

The decoder is similar in structure with the encoder, except that it also includes a standard attention
mechanism after each self-attention layer, that attends to the output of the encoder. The self-attention
layers of the decoder use causal masking, which only allows the model to attend to past outputs. An
illustration of “fully-visible” and “causal” masking is shown in Figure 4.17. The output of the final
decoder block is fed into a dense layer with a softmax output. A simplified form of position embed-
dings is used, where each embedding is simply a scalar that is added to the corresponding logit used
for computing the attention weights. The position embeddings parameters are shared across all layers,
but within a given layer each attention head uses different learned position embeddings. More specif-
ically, for the T5-base model, the encoder and decoder stacks consist of 12 layers. The feed-forward
networks in each layer consist of a dense layer with an output dimensionality of 3072 followed by
a ReLU non-linear activation function and another dense layer. All attention mechanisms have 12
heads and the “key” and “value” matrices of all attention mechanisms have an inner dimensionality of
64. All other sub-layers and embeddings have a dimensionality of d,,,,4.; = 768. For regularization,
a dropout probability of 0.1 is used. In total, the T5-base model has about 220 million parameters.

Fully-visible

Figure 4.17: Fully-visible and causal masks used in self-attention mechanism.

The model is pre-trained on unlabeled data, in order to generalize knowledge that will be useful during
fine-tuning. The “Colossal Clean Crawled Corpus” (C4), a large pre-training dataset of unlabeled data,
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which is a cleaned version of Common Crawl dataset (text scraped from the web) that is two orders of
magnitude larger than Wikipedia is used. With a denoising objective, the model is trained to predict
missing or otherwise corrupted tokens in the input. Inspired by BERT’s “masked language modeling”
objective, already mentioned in Section 4.7, and the “word dropout” regularization technique [184],
an objective that randomly samples and then drops out 15% of tokens in the input sequence, is de-
signed. 90% of the corrupted tokens are replaced with a special mask token and 10% are replaced
with a random token.The model is trained to predict those masked tokens.

As far as the fine-tuning process is concerned, the researchers experimented with different approaches
such as fine-tuning on each downstream task, multitask training, leave-one-out multitask training etc.

Finally, an illustration of how the T5 model is used in different tasks is shown in Figure 4.18

[ "translate English to German: That is good.”

"eola sentence: The
course is jumping well.”

"Das ist gut."

on the grass. sentence2: A rhino

“stsb sentencel: The rhino grazed
is grazing in a field.”

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi..”

"six people hospitalized after
a storm in attala county.”

Figure 4.18: An illustration of how the TS5 model is used in different tasks. Image source: [5]

4.10 Decoding Methods

4.10.1 Theoretical Background

Besides the improved transformer architectures and the massive unsupervised training data, decoding
methods also play a significant role in generating coherent and fluent responses. A decoding method
is a strategy applied on the decoder, according to which we select which word will be generated. Of
course, those methods can be applied to various models, such as XLNet [177], OpenAi-GPT [169],
CTRL [185], Transformer-XL [176], XLM [186], Bart [187] and TS5 [5], for auto-regressive language
generation. In short, auto-regressive language generation is based on the assumption that the prob-
ability distribution of a word sequence can be decomposed into the product of conditional previous

words distributions:
T

P(zrr | Xo) = [[ P (0 | 2101, Xo) (4.17)
t=1
where 1.0 = () and X, being the initial context word sequence. The length 7" of the word sequence
is usually determined on-the-fly and corresponds to the timestep ¢ = T where the “<EOS>" or the
“<|endoftext[>" token is generated.

In this subsection, we present the currently most prominent decoding methods, mainly greedy de-
coding, beam search, sampling, top-K sampling and top-p sampling.

Greedy decoding:
Greedy decoding is the simplest decoding method that can be used for generating sequences. Accord-

ing to this method, given the previous words that where generated, on each time-step we select the
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word with the highest occurrence probability. More formally, the word to be generated is selected
according to the following equation:

xy = argmax, P (z | x14-1) (4.18)

An example of greedy decoding is shown in Figure 4.19.
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Figure 4.19: An example of greedy decoding. Image source: [24]

In this example, starting from the word “The”, the algorithm greedily chooses the next word of highest
probability “nice” and so on, so that the final generated word sequence is “The nice woman”, having
an overall probability of 0.5 x 0.4 = 0.2. As we previously mentioned the algorithm selects the word
with the highest probability of occurrence at each time-step, checking the probabilities of the next
time-step only, without “looking” any further. This leads to the problem, that a path with a higher
probability of occurrence may be neglected. This fact can be clearly seen in the previous example,
where the sequence “The dog has” is neglected, besides the fact that this path has a total probability
0f 0.4 x 0.9 = 0.36 which is greater than the one of the sequence “The nice woman”. Another major
problem that the use of greedy decoding creates, is that of repeating the same words or sequences.
While the generated words following the context may be reasonable, the model may quickly start re-
peating itself. This is a very common problem in language generation in general and seems to be even
more so in greedy decoding and beam search [188, 189].

Beam Search:

Beam search is one of the most common and reliable methods of decoding, that it still being used. It
aims to solve the issue of ignoring word sequences with higher probability, occurred in greedy decod-
ing method. It reduces the risk of missing hidden high probability word sequences by analyzing more
paths at each time-step. So, at each time-step it keeps the most likely of hypotheses and eventually
chooses the hypothesis that has the overall highest probability. The number of hypotheses kept at
each time-step is a parameter determined by the researcher, called “number of beams”. Let’s denote
this parameter with num_beams. An example of applying beam search with num_beams = 2 is
shown in Figure 4.20. At time step 1, besides the most likely hypothesis, which is “The woman”,
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Figure 4.20: An example of beam search using a number of beams equal to 2. Image source: [24]

beam search also keeps track of the second most likely one, “The dog”. At time step 2, beam search
finds that the word sequence “The dog has” has a higher probability than “The nice woman”, so it
selects the most likely one. However, we should note here that beam search is not guaranteed to find
the word sequence with the highest probability, but it always finds an output sequence with higher
probability than greedy decoding.

Regarding the issue of repetition, appearing in greedy decoding method, it may still occur in beam
search. However a simple approach to tackle this issue, is to use n-grams penalties as introduced by
[91] and [190]. The most commonly used n-grams penalty, makes sure that no n-gram appears twice,
by manually setting the probability of next words that could create an already seen n-gram to 0.
Another important feature of beam search that is worth mentioning, is that we can compare the top
beams after generation and choose that one that best fits the situation. In other words, we can gen-
erate more than one sequences and then select the most suitable. However, the number of returned
sequences must be of course less than the number of beams used.

However, beam search may not be always the best option for choosing in dialogue generation. Beam
search can work very well in tasks where the length of the desired generation is more or less pre-
dictable, as in machine translation [191, ] in contrast to dialogue generation where the desired
output length can vary greatly. Moreover, high quality human language does not follow a distribution
of high probability for next words, as mentioned in [193], as humans want to “generate” text in a
surprising way, and not to be boring or predictable.

Sampling:

In order to encounter the issue mentioned by [193], and to introduce some randomness instead of pro-
ducing “boring” responses, we can use sampling methods for decoding.

In its most basic form, sampling means randomly picking the next word z; according to its conditional
probability distribution as shown below:

xy ~ P(x]|T1:4-1) (4.19)

Using sampling, language generation is not deterministic anymore. To understand better the sam-
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pling process an example is illustrated in Figure 4.21. In the example above, the word “car” is sam-

Dﬁ& mﬁﬁ

nice dog car drives is turns

The car drives

Figure 4.21: An example of sampling. Image source: [24]

pled from the conditioned probability distribution P(xz|"The”), followed by sampling “drives” from
P(x|"The”,”car”).

However, when sampling word sequences, it is very common that the models may produce incoher-
ent responses. On way to encounter this problem, is to use “temperature” on the softmax layer. By
lowering temperature, we make the probability distribution P(z|z1..—1) sharper, increasing the like-
lihood of high probability words and decreasing the likelihood of low probability words. We should
note here that if we set temperature = 0 then the decoding method becomes the greedy decoding.
An illustration of applying temperature on the previous example could look as follows (Figure 4.22):

0.75
0.6
0.23 02 0.2
L[]
nice dog car woman guy house
The nice house

Figure 4.22: An example of sampling with temperature. Image source: [24]

Top-k Sampling:

Top-k sampling is a powerful sampling method introduced by [194]. During top-k sampling, the
k most likely next words are filtered and the probability mass is redistributed among only those &
words. However, this can be problematic as some words might be sampled from a very sharp distri-
bution (words with high probability before the redistribution), whereas others from a much more flat
distribution (words with very low probability before the redistribution).

Top-p (nucleus) Sampling:

To address the problem mentioned before with the use of top-k sampling, top-p (nucleus) sampling was
introduced by [193]. Instead of sampling from the most likely k£ words, in top-p sampling we choose
words from the smallest possible set of words, whose cumulative probability exceeds the threshold-
probability p. This decoding method allows some dynamic selection of words.

Top-k Top-p Sampling: Top-p can also be used in combination with top-k sampling. In the first
step we apply £ filtering, and then we apply top-p sampling. In this way, we can avoid very low
ranked words while allowing for some dynamic selection too.

4.10.2 Examples

Having already analysed the theoretical background of the most commonly used decoding methods in
the previous subsection, in this subsection we provide some characteristic examples. For the examples
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presented below, we fine-tuned the T5-base model on the EmpatheticDialogues dataset (described in
Section 5.3), a dataset of one-to-one engaging conversations. After fine-tuning the model, we selected
a conversation from the test set and we generated the last turn of the conversation using different de-
coding methods. We should note here that for all generation examples the maximum length used in
generation is 40. The results are presented in the following.

Greedy decoding:
At first we used the simplest generation method which is greedy decoding. The generated sentence is
shown in Figure 4.23.

Conversation:

I went walking in the woods one night. It was pretty scary out there
Listener: Did anything happen?

No, everything was fine, but it was a chilling experience
Generated Sentence: I bet it was. Did you get a good night's rest?

Figure 4.23: A generation example using greedy decoding.

Beam search:
Then, we experimented with using the beam search decoding method with beam size of 4. We also
used a length penalty of 0.65. The generated sentence is shown in Figure 4.24.

Conversation:

I went walking in the woods one night. It was pretty scary out there
Listener: Did anything happen?

No, everything was fine, but it was a chilling experience
Generated Sentence: I'm glad you had a good time.

Figure 4.24: A generation example using beam search.

Sampling: Then, we experimented with using the sampling decoding method without the use of
temperature. The generated sentence is shown in Figure 4.25.

Conversation:

I went walking in the woods one night. It was pretty scary out there
Listener: Did anything happen?

No, everything was fine, but it was a chilling experience
Generated Sentence: Did your night end well?

Figure 4.25: A generation example using sampling decoding method.

Sampling with temperature: We also experimented with using the sampling with temperature of
0.9. The generated sentence is shown in Figure 4.26.

Conversation:

I went walking in the woods one night. It was pretty scary out there
Listener: Did anything happen?

No, everything was fine, but it was a chilling experience
Generated Sentence: I love going in the woods, was it a game of football?

Figure 4.26: A generation example using sampling with temperature decoding method.

104



Top-k Sampling: We also experimented with top-k sampling decoding method. We set topk equal
to 10. The generated sentence is shown in Figure 4.27.

Conversation:

I went walking in the woods one night. It was pretty scary out there
Listener: Did anything happen?

No, everything was fine, but it was a chilling experience
Generated Sentence: I can imagine, what was it like?

Figure 4.27: A generation example using top-k sampling decoding method.

Top-p Sampling: Moreover, we experimented with top-p sampling decoding method. We set topp
equal to 0.9. The generated sentence is shown in Figure 4.28.

Conversation:

I went walking in the woods one night. It was pretty scary out there
Listener: Did anything happen?

No, everything was fine, but it was a chilling experience
Generated Sentence: That is a good thing to experience. Was there a strong wind?

Figure 4.28: A generation example using top-p sampling decoding method.

Top-k Top-p Sampling: Finally, we experimented with top-k top-p sampling decoding method. We
set topk equal to 10 and topp equal to 0.9. The generated sentence is shown in Figure 4.29.

Conversation:

I went walking in the woods one night. It was pretty scary out there
Listener: Did anything happen?

No, everything was fine, but it was a chilling experience
Generated Sentence: That's good. What were you thinking about?

Figure 4.29: An generation example using top-k top-p sampling decoding method.

By reviewing the generated responses, we can notice that the first two (greedy decoding and beam
search) are not very relevant to the context, but they are syntactically and grammatically correct.
However, the responses that were generated using top-k, top-p and top-k top-p sampling are on topic.
Those three sampling techniques generated engaging responses that are closely relevant to the context
of the conversation, being also coherent and fluent.

4.11 Evaluation Metrics

In this section, we look into the most commonly used metrics, for evaluating the generated responses
of an open-domain conversational agent. Those metrics are divided into automatic and human-based
metrics.

Automatic metrics:

Although there is no well-established method for automatic evaluation of the response quality, there
are some automatic metrics for reference.
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e Word Perplexity: Word perplexity is a metric proposed to evaluate probabilistic language
models [ 18, 195], that has seen significant use for evaluating end-to-end dialogue systems. This
metric explicitly measures the probability that the model will generate the ground truth (actual)
next word given some context of the conversation. The lower the perplexity is, the better the
model. A re-weighted perplexity metric has also been proposed where stop-words, punctuation,
and other special tokens are removed before evaluating to focus on the semantic content of the
phrase [20]. However, in dialogue the distribution over the words in the next utterance can be
highly multi-modal as we have many possible responses, so that metric is not always objective
and may not be as suitable.

e BLEU: BLEU (bilingual evaluation understudy) metric [196] is also a metric widely used for
reference in dialogue systems, borrowed from machine translation tasks. BLEU metric grades
an output response according to n-gram matches to the reference. It is defined as:

N
BLEU = BP - exp (Z wy log pn> (4.20)

n=1

where BP is the brevity penalty on the length of the utterance, p,, is probability that the n-
grams in a generated response occur in the real response, /N is the max number of grams and
wy, is the weight for each n-gram (normally set as %). BLEU’s output is always a number
between 0 and 1. This value indicates how similar the candidate text is to the reference texts,
with values closer to 1 representing more similar texts. So, a higher BLEU score is indicative
of a better model as the generated response is closer to the real one. However, its effectiveness
on automatically assessing dialogue response generation is unclear, as BLEU correlates poorly
with human judgment according to [197].

e Response Diversity: Distinct-1 and Distinct-2 our two metrics introduced by [198], which
respectively measure the number of distinct unigrams and bigrams of the generated responses.
Those metrics try to measure the diversity of the generated responses. They may be useful in
combination with other such as BLEU and perplexity.

Human-based metrics:
Currently human evaluation is still the most convincing method for judging the response quality and
is widely applied in chatbot evaluation. The most common human-based metrics are:

e pair-wise comparison to let humans choose which of the two responses is more suitable, more
appropriate, and more helpful, etc. [142, 143]

e evaluating relevance: Humans grade the generated responses according to whether they seem
relevant to the conversation and on-topic. [25]

o evaluating fluency/coherency: Humans grade the responses according to whether they seem
understandable, logically and syntactically correct. [25]

4.12 Summary

In this chapter we provided a theoretical background knowledge for dialogue generation. At first,
we studied the vanilla seq2seq architecture using RNNs and we extended this architecture with the
attention mechanism. This architecture comprises the cornerstone for building conversational agents.
Then, we presented the HRED architecture, which comprises an essential approach for taking into
account the previous context of the conversation, when generating a new response. Moreover, we
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analyzed the Transformer Encoder Decoder architecture, a recent approach which achieves much bet-
ter results in dialogue generation than the previously mentioned architectures, using multi-head self-
attention on the encoder and multi-head causal attention on the decoder. Based on the transformer
model, we then studied the Bert and GPT-2 models which can also be used for dialog generation
achieving satisfying results. Furthermore, we presented the TS model, a model pre-trained on a very
large corpus, which can achieve state-of-the-art results in dialog generation tasks. We summarize the
basic characteristics of the aforementioned models in table 4.2.

Table 4.2: Summary of the models we studied

Model Name Characteristics

Vanilla seq2seq simple seq2seq model

Vanilla seq2seq with attention  attention over the encoder

HRED hierarchical encoding, able to encode previous context

Transformer Encoder Decoder seq2seq, self-attention, masked self-attention, able to encode previous context

BERT encoder stack, self-attention (bidirectional), emphasizes on encoding,
usupervised pretrained

GPT2 decoding stack, masked self-attention, emphasizes on decoding,
unsupervised pretraining

T5 seq2seq, self-attention, masked self-attention, usupervised pretraining

After studying in depth the aforementioned models, we reach to the conclusion that although vanilla
seq2seq and vanilla seq2seq with attention are traditional models, they are the starting key for dialog
generation as recent models have adopted many ideas of their architectures. For example, the Trans-
former model adopted the seq2seq architecture, enhancing it with the self-attention mechanism. While
the transformer and the T5 models focus both on encoding and decoding processes, BERT and GPT2
do not follow the same way. In contrast, BERT focuses on the encoding process using an encoder
stack, while GPT2 focuses on the decoding process using the decoder stack. However, both of them
can achieve satisfactory results (as well as the T5 model) if they are used properly, as we will see in
the following chapter.

Furthermore, in Section 4.10 we provided a theoretical background of the most commonly used de-
coding methods, giving also plenty of examples for better understanding. Finally, we presented both
automated and human evaluation metrics for evaluating conversational agents. We should note here
that the mentioned automatic metrics are essential for evaluation, but of course human evaluation
should not be neglected as automatic metrics did not provide fully objective results. In the following
chapter, we study in depth dialog generation with empathy providing essential experiments (using the
state-of-the-art models we described in this chapter) and presenting the corresponding results.
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Chapter 5

Dialogue Generation with Empathy using Generative
Models

5.1 Introduction

The rapid development in the field of generative modeling using neural networks has helped in the
creation of intelligent conversational agents. Current conversational agents achieve impressive results
by being able to communicate with the user, keeping his interest high. However, beyond understand-
ing what is being discussed, human communication requires an awareness of what someone is feeling.
While it is straightforward for humans to recognize and acknowledge others’ feelings in a conversa-
tion, this is a significant challenge for Al systems. Humans use different types of emotions depending
on the situation of the conversation. Emotions also play an important role in mediating the engage-
ment level with conversational partners. We should also note that natural communication is frequently
prompted by people sharing their feelings or circumstances. A recent study found that 80% of Twitter
users seem to post mostly about themselves [199], and ELIZA [28], one of the earliest chatbots devel-
oped, focused most of its attention on asking its conversational partners why they were feeling a certain
way. For instance, let’s take a look at the illustrated dialogue example in Figure 5.1. While giving a
response like “Why would anyone promote you?” is contextually relevant, “Congrats! That’s great!”
is more natural because it acknowledges the underlying feelings of accomplishment. As shown in this
example, people generally respond to others in a way that is empathetic or that acknowledges how the
other person feels. Consequently, one of the most significant challenges for a human-facing dialogue
agent is to appropriately respond to a conversation partner that is describing personal experiences, by
understanding and acknowledging any implied feelings — a skill we refer to as empathetic responding.

In the view of creating chatbots that are capable of understanding and acknowledging any implied
feelings, in this chapter we present the recent work done in that field, we conduct several experiments
using generative models, and finally, we analyze and compare the corresponding results. More specif-
ically, in Section 5.2 we present the related work that has already been done, in Section 5.3 we present

K%{, «4I finally got promoted today at work. ]
Speaker ﬁ}b
Q ,
E;EJ Vadk by e =]
b
[ Congrats! That's great! J’_%.

Figure 5.1: A dialogue example where acknowledging an inferred feeling is appropriate. Image
source: [25]
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and analyze the datasets used in our experiments, in Section 5.4 we present the baseline models that
have already been used, in Section 5.5 we introduce our proposed approaches, and finally, in Section
5.6 we present the experiments that have been conducted and we compare the results of the proposed
models with those of the baselines.

5.2 Related Work

Open-domain conversational models have been widely studied. Traditionally conversational agents
are built using the seq2seq architecture [200]. Prior research has shown that engaging with these
agents leads to short conversations [201] as the responses produced are dull and generic without con-
taining an emotional tone [202, ]. Efforts to make the conversation more engaging were made
by keeping track of the context of the conversation [151, 20, , ] or by trying to produce more
diverse responses [ 198, ]. Others tried to promote response diversity by combining retrieval and
generation models [203, , ]. Later, a trend was to produce personalized responses by condi-
tioning the generation on a persona profile to make the responses more consistent through the dialogue
[202]. The PersonaChat [206, 207] dataset was created and later it was extended in the ConvAI2 chal-
lenge [208]. Those works shown that we can make agents with more consistent personality by giving
personality information as input to the model. A lot of work has been presented later based on persona
profile conversational agents [209, , , , , , , ]. However, those works focused
only on creating a conversational agent enacting a consistent persona, without taking into account the
feelings of the conversational partner.

Apart from producing engaging responses, understanding the situation, and producing the right emo-
tional responses, is another desirable trait. A lot of researches have focused on emotion [215, ,
, , , , ] and empathy in the context of dialogue systems [42, , 43]. A frame-
work to control the sentiment and the emotion of the generated response through a manually specified
target was successfully introduced by [44, 45, 46] , while [223] introduced a new Twitter conversa-
tion dataset and proposed to distantly supervise the generation model with emojis. Others focused on
controlling the emotion of the generation response to encourage higher levels of affect [224]. Mean-
while, others proposed a new benchmark for empathetic dialogue generation [25] and trained models
to jointly predict the current emotional state and generate a response [225, , 25]. Later, the re-
searchers of [227] improved the initial baselines of [228] using the “Mixture of empathetic listeners”
framework. Recently, [229] proposed a method, using reinforcement learning [230], for generating
empathetic responses by improving the user sentiment look-ahead. Others [27, 36] used pretrained
language models, and by fine-tuning them on the Empathetic dataset, improved the initial baselines.

Meanwhile, other researchers experimented with using larger amounts of data and scaling the size
of the models, in order to provide state-of-the-art results in many NLP tasks. More specifically, Pre-

vious works [117, , 4] showed that leveraging a large amount of data to learn context-sensitive
features from a language model can create state-of-the-art models for a wide range of tasks. Taking
this further, [69, 177] deployed higher capacity models and improved the state-of-the-art results. Fi-

nally, while prior work has shown that scaling neural models in the number of parameters and the size
of the data they are trained on gives improved results, Facebook Al research team shown that other
ingredients are important for a high-performing chatbot too [35].

5.3 Data

In this section we present and analyse the datasets used in our experiments. We used the Empathetic-
Dialogues Dataset [25] and the ConvAI2 Dataset [208] (which extends the PersonaChat Dataset [206])
which are analysed in the following part.
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5.3.1 EmpatheticDialogues Dataset

The EmpatheticDialogues Dataset [25] is an open-domain conversation dataset consisting of around
25k conversations, publicly released with code to reproduce the main experimental results of the rel-
evant paper |. We consider an open-domain one-on-one conversational setting where two people are
discussing a situation that happened to one of them, related to a given feeling. Each conversation
is grounded in a situation, which one participant writes about with a given emotion label. Then the
person who wrote the situation (Speaker) has an one-on-one conversation with another (Listener). In
the following part, we take a deeper look in the conversation format and then we analyse the data
collection procedure.

Emotion labels: As mentioned before, each conversation is grounded in a situation, which one par-
ticipant writes about in association with a given emotion label. There are 32 emotion labels, covering
a wide range of positive and negative emotions. Each conversation is provided with a single emotion
label in order to have a situation strongly related to (at least) one particular emotional experience.
However, in a given conversation similar emotions may be invoked as some emotions are closely
related. In Figure 5.2, a distribution over the emotion labels within the training set is depicted.

Most-used Most-used Training set
speaker words : listener words emotion distrib
that'sgoodnice [ J5.1%
fun, [ Jass
3.6%

B reallygmd.gm
| gm-ss Jeally saw

J....happygotim
old.back, mally
L getreallywork
...ready.i'm.going

feel bad felt H oh ﬂ'lai 5,0
. Apprehensive | Imnervousreally : ohgoodwell [ J)2.4%
Faithiful Fmwouldyears | goodthat'sjike | 1.8%

Figure 5.2: Distribution of emotion labels within EMPATHETICDIALOGUES training set and top 3
content words used by speaker/listener per category. Image source: [25]

One-on-One conversation: The person who wrote the situation description,is the “Speaker” ,and
initiates a conversation to talk about it. The other conversation participant, is the “Listener” and he
is unaware of the emotion label or the theme of the conversation. The Listener becomes aware of

! https://github.com/facebookresearch/EmpatheticDialogues
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the underlying situation through what the Speaker says and responds. The Speaker and the Listener
exchange up to 6 turns.

Collection Details: The dialogues are collected using the ParlAl platform 2, by hiring 810 US workers
to interact with Amazon Mechanical Turk (MTurk). A pair of workers are asked to:

e select an emotion word each (among 32 emotions) and describe a situation when they felt that
way

e and to have a conversation about each of the situations, as outlined below.

Each worker had to contribute to at least one situation description and one pair of conversations: one
as a Speaker about the situation he/she contributed, and one as a Listener about the situation con-
tributed by another worker. The workers were allowed to participate as many times they wanted for
the first 10k conversations approximately, but then the most ”frequently active” workers were limited
to a maximum number of 100 conversations. Finally, the median number of conversations per worker
was 8, while the average was 61 (some workers were more active contributors than others).

Setup: So, at first the workers were asked to describe in a few sentences a situation based on a feel-
ing label, trying to keep these descriptions between 1-3 sentences. In the second stage, two workers
were paired and asked to have two short chats with each other. In each chat, one worker (speaker)
starts a conversation about the situation they previously described, and the other worker (listener) re-
sponds. Neither can see what the other worker was given as emotion label or the situation description
they submitted, so they must respond to each others’ stories based solely on cues within the conver-
sation. Each conversation is allowed to be 4 to 8 utterances long. After the first few initial rounds
of data collection the workers were forced to select an emotion among three emotion labels that had
been the least chosen overall so far, if it was their first time working on the task. If they had already
performed the task, the offered emotion labels were among those that they had chosen the least often
before. In this way, the distribution over the emotion labels is almost balanced, as shown in Figure 5.2.

Summing up, the resulting dataset consists of 24,850 conversations. The data are splitted into approx-
imately 80% train, 10% validation and 10% test partitions and in order to prevent overlaps between
partitions, all sets of conversations with the same speaker providing the initial situation description are
set in the same partition. The final train/val/test split has 19533 / 2770 / 2547 conversations, respec-
tively. For the situation descriptions the average length is 19.8 words. Moreover, each conversation
has on average 4.31 utterances and the average utterance length is 15.2 words long. The basic statistics
are presented in table 5.1.

Table 5.1: Statistics of Empathetic Dialogue dataset

Train Valid. Test

Num. of conversations 19433 2770 2547
Num. of utterances 84324 12078 10973
Avg (utt.) length conversations 4.31 4.36 4.31

In Figure 5.3 we provide some conversations from the training set.

2 https://github.com/facebookresearch/Parl Al
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Label: Content

Situation: Speaker felt this when...

“gating my favorite meal makes me happy.”
Conversation:

Speaker: 1 am at my best when i have my favorite
meal.

Listener: nice

Speaker: 1 love enchiladas

Label: Joyful

Situation: Speaker felt this when...

“T have had a great week!”

Conversation:

Speaker: I have had a great start to my week!
Listener: That's great. Do you think the rest of the
week will be as great?

Speaker: I hope so! It looks promising!!

Listener: Lucky you. Are you always a positive per-

son or it's just been an amazing week really?
Speaker: haha. Kind of both. And also probably too
much coffee to start my shift tonight

Label: Terrified
Situation: Speaker felt this when...
“I got home for lunch and found a bat outside on my
front porch.”
Conversation:
Speaker: I got home for lunch and found a bat out-
side on my front porch. It probably has rabies. Bats
X shouldn’t be out during the day.
In texas. Listener: Doesn’t rabies cause sensativity to light?
Listener: Sounds like fun. What you got planned ? Either way [ would freak out...
Speaker: not really sure but im excited to just be Speaker: It can but, it also causes anmails to behave
invited erratically... like bats wadering around in the middle
Listener: Got any family out there? Cousins perhaps of the day.
Listener: Oh yeah, gotcha. I really don’t like animals
that are small and move quickly
Speaker: Generally ves.

Listener: really?
Speaker: yes. enchiladas for the win!

Label: Anticipating

Situation: Speaker felt this when...

“I cant wait to go on my end of summer trip”
Conversation:

Speaker: I cant wait to go on my end of summer trip

Figure 5.3: Random examples from Empathetic Dialogues training set.

5.3.2 ConvAlI2 Dataset

The ConvAI2 dataset [208] is publicly available in ParlAI ® and is based on the Persona-Chat dataset
[206]. As the ConvAl2 dataset extends the Persona-Chat dataset, it is considered necessary to first
give a brief description of the Persona-Chat dataset.

The Persona-Chat dataset is a crowd-sourced dataset, collected via Amazon Mechanical Turk, consist-
ing of one-on-one open domain dialogue conversations, where each of the pair of speakers conditions
their dialogue on a given profile, which is provided. The data collection is based on the three follow-
ing stages:

Personas collection: A set of 1155 possible personas is crowdsourced, each consisting of at least
5 profile sentences. From the collected personas, 100 “never seen before” personas are set aside for
the validation set and 100 for test.

Revised personas: In order to avoid modeling that takes advantage of trivial word overlap, additional
rewritten sets of the same 1155 personas are crowdsourced, with related sentences that are rephrases,
generalizations or specializations.

Persona Chat: Two Turkers are paired and a random original persona is assigned on each one. Then,
they are asked to chat, while playing the part of the given character. The dialogs are turn-based, with
a maximum of 15 words per message.

3 https://github.com/facebookresearch/Parl Al/tree/master/parlai/tasks/convai2
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The resulted Persona-Chat dataset consists of 162,064 utterances over 10,907 dialogs, where 15,602
utterances (1000 dialogs) of which are set aside for validation, and 15,024 utterances (968 dialogs)
for test.

The ConvAl2 dataset extends the original Persona-Chat dataset by crowdsourcing further data. The
format of the dialogues remains the same. In table 5.2 the basic statistics of the dataset are shown. We
should note here, that the test set of the dataset is not publicly available, however that is not a matter
as the dataset was used only for pretraining our models. In table 5.3 an example dialogue is shown.

Table 5.2: Statistics of ConvAlI2 dataset

Train  Valid. Test(Hidden)

Num. of conversations 17,878 1000 1015
Num. of utterances 131438 7801 6634
Num. of personas 1155 100 100

Table 5.3: ConvAl2 dialogue example

Persona 1 Persona 2

I like to ski I am an artist

My wife does not like me anymore I have four children

I have went to Mexico 4 times this year | I recently got a cat

I hate Mexican food I enjoy walking for exercise

I like to eat cheetos I love watching Game of Thrones

[PERSON 1:] Hi

[PERSON 2:] Hello ! How are you today ?

[PERSON 1:] I am good thank you , how are you.

[PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thrones.
[PERSON 1:] Nice ! How old are your children?

[PERSON 2:] I have four that range in age from 10 to 21. You?

[PERSON 1:] I do not have children at the moment.

[PERSON 2:] That just means you get to keep all the popcorn for yourself.
[PERSON 1:] And Cheetos at the moment!

[PERSON 2:] Good choice. Do you watch Game of Thrones?

[PERSON 1:] No, I do not have much time for TV.

[PERSON 2:] I usually spend my time painting: but, I love the show.

5.4 Baseline architectures

In this Section we describe in depth the generative models that have been already proposed in [25,

, 36]. The official results of those models are presented in 5.6. We should also mention that all the
models are fine-tuned on the EmpatheticDialogues dataset. Before analyzing each of those models,
we provide a summary table that contains the basic characteristics of each model (Table 5.4).

Model 1 - Vaswani Full Transformer: In [26, 25] the researchers used the full transformer ar-
chitecture, which we already described in Section 4.6. The “base” model consists of 4 layers and 6

heads, while the “large” one has 5 layers instead.
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Table 5.4: Summary table of baseline architectures

Model Name Pretraining Architecture Characteristics Bib.

(1) Vaswani Full Transformer Reddit Dataset transformer [26, 25]

(2) Multitask Transformer Reddit Dataset transformer, multitasking emo [26, 25]

(3) Prepend-k Reddit Dataset transformer, prepending emo/topic [26, 25]

(4) Ensemble of Encoders Reddit Dataset transformer, ensembling emo [26, 25]

(5) CAIRE Book Corpus, PersonaChat ~ GPT, multitasking (3 obj.) [27]

(6) GPT2-baseline WebText GPT2 [36]

(7) GPT2-prepend WebText GPT2, prepending (emo-situattion) [36]

(8) DodecaDialogue MT Reddit, Twitter transformer, multitasking (12 tasks) [37]

(9) DodecaDialogue MT+FT  Reddit, Twitter transformer, multitasking (12 tasks),
finetuning [37]

(10) BST Generative Reddit Dataset transformer, multitasking (4 tasks) [35]

Model 2 - Multitask Transformer: In[26]the researchers extended the previous architecture (Model
1) with multitask learning. They altered the objective function to also optimise for predicting the given
emotion label. They changed the architecture by adding a linear and a softmax layer on the encoder,
for predicting the emotion label from the context sentences. The objective function is altered to be the
average of the negative log-likelihood of predicting the next utterance and the negative log-likelihood
of the added linear layer being able to predict the correct emotion. An illustration of the model is
shown in Figure 5.4.

embarrassed
Softmax Oh really? | could ...
Linear Decoder

Encader

!

I slipped while ...

Figure 5.4: Illustration of model 2 - Multitask Transformer, an architecture proposed by [26]. The con-
text representation h, outputted by the context encoder is used both as input to an emotion classifier,
and to generate the next utterance as in the “model 17 setting.

Model 3 - Prepend-k: In[26,25] the researchers extended the full transformer architecture by adding
the best k predictions from a simple classifier to the input text. Then the concatenated text is forwarded
to the encoder. Two versions (EmoPrepend-k and TopicPrepend-k) of that model are presented in
[25], by trying to add supervised information from two prediction tasks: emotion detection and topic
detection. More specifically, for the “EmoPrepend-k” model, the top k predicted emotion labels from
the supervised classifier are merely prepended to the beginning of the token sequence as encoder input,
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while for the “TopicPrepend-k” model, the top k predicted topic labels from the supervised classifier
are prepended to beginning of the token sequence. We explain further the training procedure of the
classifier in Section 5.6. An illustration of the “EmoPrepend-k” architecture is shown in Figure 5.5.

Chireally? | could ...

Encader

!

embarrassed ... sad | slipped while __
A

Pre-trained
Emaotion
Classifier

| slipped while ...

Figure 5.5: Illustration of model 3 - EmoPrepend-k, an architecture proposed by [26, 25]. The input
sequence is first run through a pre-trained emotion classifier, and the top k predicted emotion labels
are prepended to the sequence, which is then run through the encoder to output a hidden representation
h.. The hidden representation is then used to generate the next utterance.

Model 4 - Ensemble of Encoders: In [26, 25] the researchers extended the full transformer archi-
tecture by replacing the simple encoder with the “Ensemble Encoder”. The ensemble encoder takes
the encoding h, from the simple transformer encoder, and concatenates it with the representation h,.
from the penultimate layer of a deep classifier trained for emotion prediction. Then, the concatenated
encodings are linearly projected to the dimension required by the decoder and the output is given as
input to the decoder. Finally, the next utterance is produced. An illustration of the architecture de-
scribed, is shown in Figure 5.6. We should note here that as referred in [26], when training the dialogue
model, the basic transformer encoder and the emotion classifier are freezed (referred as “pre-trained”
in Figure 5.6).

Model 5 - CAIRE: In [27] the researchers used the Generative Pre-trained Transformer (GPT) [169]
model as a pretrained language model. The GPT model is a previous version of the GPT2, which
has been already described in Section 4.8. The GPT model is a causal (unidirectional) transformer
pre-trained using language modeling on a large corpus with long range dependencies, the Toronto
Book Corpus [231]. They used a version with 12 layers, 768 hidden states and 12 attention heads,
having in total 110M parameters. We should note here that they first pre-trained the model on the Per-
sonaChat dataset and then they fine-tuned it on EmpatheticDialogues. In Figure 5.7 an illustration of
the model’s architecture is shown. Following the fine-tuning schema of [ 158], they created a custom
persona for the CAiRE model and then they concatenated the custom persona, the dialogue history
and the reply with special separate tokens, representing all the input sources with the summation of
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Oh really? | could ...

f

Decoder

-~

Concatenate
[

Pre-trained Pre-trained
Transformer Emotion
Encoder Classifier
Y

A

I slipped while ..

Figure 5.6: Illustration of model 4 - Ensemble Encoders, an architecture proposed by [26]. The input
sequence is run through the encoder as well as a pre-trained emotion classifier with the last layer
removed. The outputs h,, and h, are concatenated and linearly projected into a representation h,.
Then the representation h, is fed to the decoder and the next utterance is produced.

trainable positional embeddings, word embeddings, and dialogue state embeddings. Positional em-
beddings and word embeddings are required for transformer input, while dialogues state embeddings
were added to help CAIRE to model the hierarchical dialogue structure and to distinguish the persona
sentences, the dialogue context and the response. After the input representation is fed into the model,
we get the contextualized representations. They denoted as SEN the contextualized representation
coming from the last special token and as £M O the contextualized representation of the special token
before the reply. Using those contextualized representations they trained the model for generating the
next utterance (for further training details about the use of the distractor, shown in Figure 5.7, see in
Section 5.6).

(o o) (=)

Transformer

T T T T T T T T T T T =[T1

T T T
custom persona dialogue history reply (distractor)

Figure 5.7: Illustration of model 5 - CAiRE, a model proposed by [27].

Model 6 - GPT2-baseline: In [36], the researchers used the GPT2 pre-trained language model,
which we described in Section 4.8. They used a version with 12 layers and 12 heads, having in total
117M parameters, and they tried to predict the next response using the dialog history.
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Model 7 - GPT2-prepend: In [36], the researchers extended the baseline model (Model 6 - GPT2-
baseline) by prepending the emotion labels and the situation context to the dialog history, using special
tokens for separating them.

Model 8 - DodecaDialogue MT: In [37] the researchers employed a full transformer based archi-
tecture [3] which accepts an image (from ImageChat and IGC datasets - tasks for creating chatbots
able to discuss given images), external textual information and a dialog history as input and generates
a response. They performed multi-task learning on twelve dialogue tasks, building a single conver-
sational model. More specifically, they used a modification of the transformer seq2seq architecture,
by additionally adding pre-trained image features (from the ResNeXt-1G-3.5B model) to the encoder.
Their model consists of 8 layers, 512 dimensional embeddings and 16 attention heads and is based on
the ParlAl implementation [232].

Model 9 - DodecaDialogue MT+FT: In [37] the researchers extending the previous work, by fine-
tuning the models after multi-task training. They trained the previous model on twelve dialogue tasks
using multi-task learning and then they fine-tuned it on EmpatheticDialogues to improve the results
further. We should also mention here, that they followed the same procedure for each of the twelve
tasks, but we focus only on the model which was fine-tuned on the EmpatheticDialogues dataset.

Model 10 - BST Generative: In [35] the researchers used a standard seq2seq transformer architec-
ture, as described in Section 4.6, to generate responses, having approximately 90 million parameters.
In this approach they trained the model using multi-tasking on four dialogue tasks (Blended Skills,
ConvAl2, EmpatheticDialogues and Wizard-of-Wikipedia). The Blended Skills dataset [233], is a
new dataset consisting 76000 utterances, combining three different skills: engaging personality from
ConvAl2 [208], empathy from EmpatheticDialogues [25], and knowledge from Wizard-of-Wikipedia
(WoW) dataset [234]. We should also note that they also experimented with larger generative models
(having billion of parameters), retrieval and retrieve-and-refine models, but we do not refer them in
this diploma thesis as they considered to be out of scope.

In Section 5.6 we will discuss the training details and the reported results for all the previously referred
models.

5.5 Proposed architectures

In this Section we describe some generative models that were already introduced by [235, 5] in other
works, and we propose using them in EmpatheticDialogues Dataset. We compare the results of all
models in Section 5.6.

Model 11 - BERT2BERT: This model uses the seq2seq architecture, with encoder and decoder
both composed from Transformer layers. More specifically, a Bert encoder and a Bert decoder are
used. The model was proposed by [235] for sequence generation. We initialise the encoder and de-
coder parameters, using the “bert-base-uncased” checkpoint from the HuggingFace library [179]. The
BERT2BERT model has 224M parameters, as the BERT encoder and decoder models have 110M pa-
rameters (12 layers, 768 hiddens, 12 heads) each.

Model 12 - BERT2GPT2: This model also uses the seq2seq architecture as the previous one. We
use Bert as encoder and GPT2 model as decoder. Both are initialised with the corresponding public
checkpoints. We use the BERT vocabulary for the input and the GPT2 vocabulary for the output. The
model was firstly proposed by [235]. The BERT2GPT2 model has 224M parameters, as the Bert en-
coder model has 110M parameters (12 layers, 768 hiddens, 12 heads) while the GPT2 decoder model
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has 117M parameters (12 layers, 768 hiddens, 12 heads).

Model 13 - TS: This model architecture has been already discussed in Section 4.9. We use the base
model from the HuggingFace library [179] having 220M parameters with 12 layers, 768 hidden-
states, 3072 feed-forward hidden-states and 12 heads.

Model 14 - T5-multitaskl: We extend the architecture of the T5 baseline model (model 13) with
multitask learning. We adopt the same idea applied in model 2 (described in Section 5.4). More
specifically, we add a classification head over the encoder, trying to predict the emotion of the user.
In this way, during the training process the model learns to generate responses according to the user’s
emotion.

Model 15 - T5-multitask2: We extend the architecture of the T5-multitaskl model (model 14) by
adding a classification head over the decoder too. This approach not only tries to predict the emo-
tion of the user, but to penalise the model if the generated response is emotionally misclassified. The
architecture used is illustrated in Figure 5.8.

embarrassed
Softmax
embarrassed
Softmax Oh really? | could ... Linear
F Y F 3 T
Linear Decoder
hil:
Encoder
| slipped while ...

Figure 5.8: Illustration of model 15.

We should also note here, that we have also implemented some of the models that were described in
Section 5.4 with slight differences in the training process. We denote those models in the tables of
Section 5.6 with the “ours” tag, in order to distinguish them from the original ones.
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5.6 Experiments & Results

In this Section, we analyse the training details for the models described in Sections 5.4, 5.5 and then
we present the experiments that have been conducted. Finally, we compare the results of the proposed
models with those of the baselines.

Training Details of baseline models:

Models 1-4: The researchers in [20, 25], used a dump of 1.7 billion conversations to pre-train the
models on predicting replies. Then, they fine-tuned the models on EmpatheticDialogues dataset by
predicting the next utterance of the conversation using a context window of four previous utterances,
as that is the average length of each dialogue in the EmpatheticDialogues dataset. They also limited
the maximum number of word tokens in the context and response to 100 words. All models were
trained for up to 10 epochs and the versions with the lowest loss on the validation set were kept. They
used 300-d word embeddings, pretrained on common-crawl data using fastText [236]. The Adamax
optimizer was used, with a learning rate of 8e-4. For the multitask model (model 2), the objective
function was altered during the training procedure and it was set to be the average of the negative log-
likelihood of predicting the next utterance and the negative log-likelihood of the added linear layer
being able to predict the correct emotion. Moreover, for the Ensemble of Encoders model (model 4),
the researchers frozen both the Transformer encoder and the pretrained classifier and trained only the
linear layers used to predict the user’s emotion and the Transformer decoder. We have to note that they
experimented with two versions of the model. In the first one (Ensem-DM) they used the DeepMoji
classifier [237] with the weights as released by the authors, while in the second one (Ensem-DM+)
they used the same DeepMoji architecture, re-trained on the situation descriptions of the training set
of EmpatheticDialogues dataset. Finally, at inference time, they used diverse beam search from [188].

Model 5: The researchers in [27], followed the transfer learning strategy of [ 1 58] by pre-training the
model on the PersonaChat dataset [206], improving in this way the engagement and the consistency
of the model. Then, they fine-tuned the model on the EmpatheticDialogues dataset with a custom
persona and three objectives:

e language modeling
e response prediction
e dialogue emotion detection

As already mentioned, they created a custom persona with sentences such as “my name is caire
am a good friend of humans”, and formed the input by concatenating the custom persona, the dialog
history and the reply separating them with special tokens. Using the contextualized representations
produced by the model they trained the model in the three mentioned objectives:
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e To optimize the emotion prediction objective, they pass the M O representation (the contex-
tualized representation before the reply) into a linear classification head to predict the emotion.
For the emotion classification among 32 emotions, they use the cross-entropy loss, denoted with
Le.

e To optimize the response language modeling objective, they use the contextualized represen-
tation of gold reply to predict the next tokens, and finally compute the language model loss,
denoted with L; using cross-entropy.

e To optimize the response prediction objective, at each training step they make two predictions.
One using the reply and another one using a distractor. At first they pass the SE N representation
(the contextualized representation of the last special token - see in Figure 5.7) using the reply
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to the input, to a linear classifier to classify if the response is correct or not. Then they sample
a distractor response from the training samples against the gold response. Using that distractor
to the input instead of the reply, they take one more SEN representation which is forwarded
to the linear classifier, predicting if the response is correct or not. Then, they calculate the
cross-entropy loss of that binary classification task, denoted with L.

Finally the final fine-tuning loss used is a weighted sum of the aforementioned losses, as shown in the
following equation:
L=axL;+ Ls+ L, (5.1)

where « is chosen by the researchers.

Models 6,7: The researchers in [36], fine-tuned the pretrained models on EmpatheticDialogues dataset
using cross-entropy loss. The vocabulary size used was 50263. During inference time, they used the
nucleus sampling technique (which is described in Section 4.10) with p=0.9, instead of using beam
search.

Models 8,9: The researchers in [37], pre-trained the models in Reddit and Twitter (to some extend)
datasets, before multi-tasking on all of the twelve tasks or multi-tasking and then fine-tuning on a
specific task. The pre-training process only included text, while the image encoder was pre-trained
separately in previous work [238]. The models were trained with a batch size of 3072 sequences for
approximately 3 million updates using a learning rate of 5e-4, and an inverse square root scheduler.
Then the models were trained using multi-tasking on all tasks or fine-tuned on a specific task after
multi-tasking.

Models 10: The researchers in [35], pre-trained the model in Reddit dataset, and then they fine-tuned
it using multi-task learning on the four tasks of Blended-Skills, ConvAl2, EmpatheticDialogues and
WoW. In each blended dialogue, the model is provided a two sentence persona to condition on fol-
lowing PersonaChat [206], and additionally during one third of the conversations a WoW topic name
as well.

Training Details of our models:

In the following part we provide the training details for the models we implemented and applied on
EmpatheticDialogues. Before analysing the training details of each model, we should note here that
for predicting an utterance of the conversation, we use as context (history), a context window of four
previous utterances (turns).

Models 11-13 (BERT2BERT, BERT2GPT2, T5-baseline):

For the models 8 to 10 that we applied on EmpatheticDialogues dataset, we present two training ap-
proaches.The first one is to train them on EmpatheticDialogues and the other one is to pre-train them
on ConvAl2 dataset [208] and then to fine-tune them on EmpatheticDialogues. Due to limited re-
sources, we trained the models using small batches of sizes 8, 12 or 16.

In both approaches we used the “bert-base-uncased”, “gpt2” and “t5-base” versions to start training
(or pre-training). For the “Ours-Vaswani Full Transformer” models we used Transformer networks
as encoder and decoder with 4 layers, 6 attention heads and 500 hidden states each. We also used a
dropout rate of 0.2 and an attentional dropout rate of 0.1. We also used the gelu() activation function
and 1 million 300-d word vectors trained on Wikipedia 2017, UMBC webbase corpus, and statmt.org
news dataset [236].

During the training process (both pre-training and fine-tuning), we trained both the word embeddings
and the positional embeddings in the BERT2BERT, BERT2GPT2 and T5 models, while in the “Ours-
Vaswani Full Transformer” models we trained only the word embeddings and we used positional
embeddings coming from sine and cosine functions as in equation 4.15. During fine-tuning, for the
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BERT2BERT, BERT2GPT2 and T5 (without multitasking) models we used the Adam optimizer with
a learning rate of 2e-5, and for the “Ours-Vaswani Full Transformer” models we used the Adam opti-
mizer with a learning rate of 2e-6. We also used weight decay equal to 1e-6, for all the aforementioned
models. We should also mention here that all the models were trained with early-stopping, keeping
the checkpoint with the best language model loss in the validation set.

Model 14 (TS-multitask1):

For the T5-multitask1 model we used the “t5-base” version of TS, extending it with a linear classifier.
We first pre-trained the model (freezing the classifier) on ConvAl2 dataset and then we fine-tuned the
T5-multitaskl model on EmpatheticDialogues dataset. During fine-tuning, we focus on two objec-
tives:

e language modeling
e dialogue emotion detection

The decoder is used for the language modeling objective, while the classification head over the en-
coder, for detecting the emotion of the dialogue. Using the representations produced by the encoder
and the decoder, we train the model to optimize the mentioned objectives.

e To optimize the language modeling objective, we use the representation coming from the de-
coder to predict the next tokens, and finally we compute the language modeling loss denoted
with L;,, using cross-entropy.

e To optimize the emotion prediction objective, we pass the representation of the dialogue his-
tory (coming from the encoder) through the emotion classifier. We try to classify correctly the
emotion of the dialogue among 32 emotions, using the cross-entropy loss, denoted with L.,

Finally the final fine-tuning loss used is a weighted sum of the aforementioned losses, as shown in the
following equation:
L=1Ly,+axL, (5.2)

where a = 0.5. During fine-tuning, we use a batch size of 8§, Adam optimizer with a learning rate of
8e-5 and a weight decay of 1e-6, training both the word and the positional embeddings. Finally, we
keep the model with the best language modeling loss in the validation set.

Model 15 (T5-multitask2):

For the T5-multitask? model we used the “t5-base” version of T5, extending it with two linear classi-
fiers, one over the encoder and one over the decoder. We fine-tune the model on EmpatheticDialogues
dataset without pre-training on ConvAI2 dataset as we did with model 14. During fine-tuning, we fo-
cus on three objectives:

e language modeling
e dialogue emotion detection
e emotion detection on the generated response

The decoder is used for the language modeling objective, while the classification head over the en-
coder, for detecting the emotion of the dialogue. We use the classification head over the decoder to
detect the emotion of the generated response. Using the representations produced by the encoder and
the decoder, we train the model to optimize the mentioned objectives.

e To optimize the language modeling objective, we do exactly what we did with model 14 (T5-
multitask1). Let’s denote the loss with L;,,.
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e To optimize the emotion prediction objective of the dialogue, we do exactly what we did with
model 14 (T5-multitask1). Let’s denote the loss with L, —enc

e To optimize the emotion prediction objective over the generated response, we pass the represen-
tation coming from the decoder through the emotion classifier. We try to classify correctly the
emotion of the generated response among 32 emotions, using the cross-entropy loss, denoted
with Ly, _gee. In this way, we penalise the model if the emotion of the generated response is
not the appropriate (forcing empathy).

Finally the final fine-tuning loss used is a weighted sum of the aforementioned losses, as shown in the
following equation:
L = Ly + a X Lem—ene + B X Lem—dec (5.3)

where o = 0.3 and § = 0.8. During fine-tuning, we use a batch size of 8, Adam optimizer with a
learning rate of 8e-5 and a weight decay of 1e-6, training both the word and the positional embeddings.
Finally, we keep the model with the best language modeling loss in the validation set.

Finally we should also mention that during inference time, we use top-p (nucleus) sampling method
with top-k filtering (top-p/top-k filtering), setting threshold probability p = 0.9, topk = 10 and
temperature = 1.0. We also add length penalty equal to 0.6 and we set the maximum length of the
generated response to be equal to 40.

Experimental Evaluation:

We evaluate the models on their ability to reproduce the Listener’s portion of the conversation (i.e. the
ability to react to someone else’s story), using automatic metrics. We compute the BLEU scores [196]
for the generated response, comparing against the actual response, following the practice of earlier
works in dialogue generation. Moreover, we compute and report the perplexity (PPL) of the actual
response. We report those two metrics on all of the models in order to compare them with the current
state-of-the-art models.

Results:
In Table 5.5, we report the results for all of the generative models described in the previous sections.
In Table 5.6 we present a summary of state-of-the-art models trained on EmpatheticDialogues dataset.

As it concerns the baseline architectures, we notice that the CAiRE model outperformed all the mod-
els proposed by [26, 25], but finally the DodecaDialogue MT+FT and DodecaDialogue MT mod-
els performed state-of-the-art results. More specifically, DodecaDialogue MT+FT model achieved a
state-of-the-art perplexity of 11.4, making clear that multi-tasking learning in different tasks boosts
the model’s performance. So, training a conversational agent with the view of being able to handle
multiple tasks and having multiple skills, makes the agent generalizable, being able to handle appro-
priately each situation with giving accurate responses. As it concerns our experiments, we should note
first that the Vaswani Full Transformer models failed in producing satisfying results. We can easily
notice that both of the models, that we implemented, have a huge difference in perplexity, compared
with the original one [26, 25]. More specifically, “Ours-Vaswani Full Transformer (ED)”” and “Ours-
Vaswani Full Transformer (P+ED)” models have perplexity of 33.46 and 28.46 respectively, while
the official baseline model has 21.24. This difference makes sense, as the official baseline model was
pre-trained on the Reddit dataset, consisting of 1.7 billion conversations, while ours were pre-trained
on ConvAlI2 dataset having significantly fewer conversations. Pre-training from scratch a model hav-
ing approximately 126 million parameters, on such a small dataset, makes it difficult to model the
natural language and to generate accurate responses. Unfortunatelly, we did not have the ability to
use the Reddit dataset to produce comparable results due to limited resources availability. Despite
that fact, the rest of the models that were used, were successfully trained as those models were al-
ready pre-trained in large datasets. Both BERT2BERT and BERT2GPT2 produce comparable results
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Table 5.5: Summary of results of all experiments

Model PPL AVGBLEU
Vaswani Full Transformer [26, 25] 21.24 6.27
Multitask Transformer [26, 25] 24.07 5.42
EmoPrepend-1 [26, 25] 24.30 4.36
TopicPrepend-1 [26, 25] 25.40 4.17
Ensem-DM [26, 25] 19.05 6.83
Ensem-DM+ [26, 25] 19.10 6.77
CAIRE [27] 13.32 7.03
GPT2-baseline [36] 18.32%* 7.71%
GPT2-prepend [36] 19.49* 7.78%
BST Generative [35] 11.48* -
DodecaDialogue MT+FT [37] 11.4 8.1
DodecaDialogue MT [37] 11.5 8.4

Ours-Vaswani Full Transformer (ED) 33.46 -
Ours-Vaswani Full Transformer (P+ED)  28.64 -

BERT2BERT (ED) 20.77 5.53
BERT2BERT (P+ED) 19.54 6.78
BERT2GPT2 (ED) 17.93 7.22
BERT2GPT2 (P+ED) 21.48 7.19
T5 (ED) 12.40 9.31
T5 (P+ED) 12.51 9.68
T5-multitask1 12.58 9.28
T5-multitask2 12.96 9.13

* denotes results reported on validation set

with the baselines of [26, 25]. The BERT2GPT2(ED) model outperforms both in perplexity and in
average BLEU score the baselines of [26, 25]. Moreover, it has better perplexity than the baselines
proposed by [36], however it has worse average BLEU score. We should also note here that with a
pre-training on a larger dataset, such as the Reddit dataset, the BERT2BERT and BERT2GPT2 models
may lead to significantly better results, as the pretraining on ConvAlI2 dataset does not improve the
models’ performance due to its limited size. However, pre-training boosts the average BLEU score
(in most cases), as the models generate more diverse responses. As it concerns the approach of using
the T5 model, we clearly notice that there is a significant improvement compared with the previously
proposed models. Both the simple and multitask learning architectures, using the T5 model, perform
state-of-the-art results concerning the average BLEU metric. More specifically, the TS (P+ED) model
achieves close results in perplexity to the current state-of-the-art model (DodecaDialogue MT+FT),
having a 9.7% difference, and it outperforms the current state-of-the-art model (DodecaDialogue MT)
in average BLEU metric , by a difference of 19.5%.

Having studied the aforementioned results we can now draw some high-level conclusions. First of all,
we come to the conclusion that pretraining is really important for creating successful conversational
agents, especially when pretraining is done on large conversational data. Moreover, in most circum-
stances, we notice that seq2seq models seem to perform better in dialog generation tasks rather than
auto-regressive models, as seq2seq architectures can be used for successful conditional generation.
Furthermore, it is also worth mentioning that multi-task learning on various dialog tasks enhances
the conversational agent, having multiple dialog skills. However, multi-task learning techniques for
emotion classification may not always improve system’s performance.
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Table 5.6: Summary of results of state-of-the-art models

Model PPL  AVGBLEU
BST Generative [35] 11.48* -
DodecaDialogue MT+FT [37]  11.4 8.1
DodecaDialogue MT [37] 11.5 8.4

T5 (ED) 12.40 9.31

T5 (P+ED) 12.51 9.68
T5-multitask1 12.58 9.28
T5-multitask2 12.96 9.13

* denotes results reported on validation set

Finally, we should note that perplexity is a metric that measures how well a model can predict the
test-set samples, without “real” generation. Of course, more than one responses can be suitable and
emotionally relevant to a dialogue history-context. So, judging a conversational agent only from the
view of the perplexity is not objective. However, the average BLEU metric measures the quality of the
response using the “real” generation method. All of our models, based on T5, perform state-of-the-art
results in average BLEU metric while having comparable perplexity with the current state-of-the-art.

In the following, we provide some of the responses provided by the T5 (P+ED) model compared
with the actual responses in Figures 5.9, 5.10, 5.11, 5.12 and 5.13.

Example 1:

Emotion: excited

Situation: 1 love golf and watched the Scottish Open recently. I know a guy who was playing in it
and he won! What a fantastic four days of watching and following him.

Conversation:

I was watching the Scottish Open golf tournament a few weeks ago. I know a guy who
was playing in it. Guess what? He won! Fantastic four days of baited breath and cheering him on!
Listener: That is great! Can you call him and see if we could all celebrate together?

He's playing in the PGA Championship right now or I'm sure he'd be delighted to, lol!
Generated Response: I am sure he will! I hope he wins!

Actual Response: Well yeah, that sounds about right. He has to go to the Championship first and

Figure 5.9: Example 1 of generation process.

Example 2:
Emotion: content
Situation: 1 paid all my bills, I feel great

Conversation:
I paid all my bills today, i feel so relived and good
Generated Response: That's great! How much did you have to pay?

Actual Response: Every little accomplishment counts! What bills did you have to pay?

Figure 5.10: Example 2 of generation process.
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Example 3:

Emotion: sad

Situation: I read in the news a family had a house fire and lost all of their animals. It makes me
upset to think about how they died.

Conversation:
I read in the news about a family who lost all six of their animals in a house fire :(
Generated Response: Oh no! I'm so sorry to hear that. What happened?

Actual Response: thats so sad oh no! thats terrible. :(

Figure 5.11: Example 3 of generation process.

Example 4:

Emotion: angry

Situation: 1 was in charge of moving a whole bunch of stuff at work from one building to another,
and one of my co-workers bailed on us.

Conversation:

One of the things I had to do when I started my job was be in charge of moving a
department. When we were doing it, one of my coworkers bailed on me.
Generated Response: That is terrible. How did you handle it?
Acmal Response: Did it leave you to do it alone, or were there others?

Figure 5.12: Example 4 of generation process.

Example 5:

Emotion: guilty

Sitation: when i was young i hit a car on the parking lot and left without saying anynthing beacuse
i did not see a mark on the other car

Conversation:
when i was young i hit a car on the parking lot and did not say anything'
Generated Response: Oh no! Did you get hurt?

Actual Response: Why didn't you say anything?

Figure 5.13: Example 5 of generation process.

The above results show that the model is able to reproduce not only syntactically and grammatically
coherent responses, but also to express the appropriate emotion. We clearly notice the strong ability of
modeling the user’s emotions and generating empathetic and engaging responses, with the T5 based
architectures that we used.

5.7 Summary

In this chapter we studied in depth dialogue generation, not only focusing on the part of generating
syntactically and grammatically correct responses, but producing responses that will vary in emo-
tional content, thus engaging the user. More specifically, we focused on creating dialogue agents,
using generative models, that will be empathetic or in other words they will be emotionally relevant
responses with the user’s emotion. We used the EmpatheticDialogues dataset, a dataset focusing on
conversations with empathy, and the ConvAI2 dataset to enrich the context of conversations. We also
studied the recent work done in the field, using the most famous models in language modeling, the
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Transformers and their expansions. We also applied variants of transformers in the EmpatheticDia-
logues dataset, achieving state-of-the-art results in the average BLEU metric while achieving close
perplexities to the current state-of-the-art models. Moreover, we introduced a novel architecture for
modeling empathy using multitask learning, which improved the current state-of-the-art BLEU met-
ric, but did not perform as well as the non-multitasking approach (using the TS model as is). Finally,
we presented some of the generated responses of our best model, noticing that the generated responses,
not only seem to be fluent and coherent, but also to be rich in emotional context, relevant with that of
the user.
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Chapter 6

Epilogue

6.1 Conclusions

In this diploma thesis we studied in depth the work done in the field of creating empathetic conver-
sational agents using generation-based models and we also proposed ways to further improve upon
these systems. More specifically, at first, we analyzed the traditional architectures used for dialogue
generation, including the vanilla seq2seq model, its expansion with the attention mechanism, and the
HRED model. Then, we studied the state-of-the-art models that can be used in dialogue generation,
including the Vaswani encoder-decoder transformer [3], the Bert, the GPT2 and the T5 models. After
providing a theoretical background for the aforementioned models we focused on the EmpatheticDi-
alogues task, a task proposed by Facebook for building empathetic dialog systems.

After presenting and studying the related work on the task we conducted several experiments, testing
various architectures for improving the results on the task further. The experiments conducted with
the use of the BERT2BERT and BERT2GPT2 models did not improve the state-of-the-art results.
However, the experiments based on the T5 architectures provided state-of-the-art results concerning
the BLEU metric, while achieving perplexity close to that of current state-of-the-art models. More
specifically, we experimented with three different architectures.

e The first one, which is our baseline architecture is to use The T5 model as is, on the Empathet-
icDialogues task.

e The second one, extends the baseline model with multi-task learning, adding over the encoder
a classification head. The goal of this extension is to better understand the implied feelings of
the conversation.

e The third one extends the second by adding a classification head over the decoder too. In this
way, we aim to model empathy by indirectly forcing the decoder to generate a response having
the same emotion as the rest of the conversation (that is extracted by the classification head over
the encoder). We achieve this, by using the same emotion label while training both emotion
classifiers.

Finally, all the T5-based architectures proposed, improved the state-of-the-art BLEU score, with the
baseline providing the best among all, improving the current state-of-the-art model (DodecaDialogue
MT) in average BLEU metric by 19.5%. Furthermore, the baseline architecture achieved close results
in perplexity to the current state-of-the-art model (DodecaDialogue MT+FT), having a difference of
9.7%.

We should also note here that perplexity is a metric that measures how well a model can predict
the test-set samples, without “real” generation, while the BLEU score measures the quality of the
response using “real” generation. So, using only the perplexity metric for evaluation is not really ob-
jective. However, the BLEU metric is a metric usually applied for machine translation tasks, so we
can not rely only on this one. From this point of view, in the next section, we propose future work
concerning both the evaluation and the modification of the presented architectures.
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6.2 Future Work

In order to further improve our work, in this section we refer to future extensions and modifications
for future study. More specifically, we suggest to:
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e Train the T5-based models in various dialogue tasks, as it was done in [37, 35]. More specif-
ically, we can train the models using multi-tasking in more dialogue tasks, such as the Empa-
theticDialogues, the ConvAl2, the WoW and the BST tasks, and then fine-tune them on Empa-
theticDialogues. In this way, the models gain various skills and become able to generate more
appropriate responses.

e Use pre-trained classifiers for emotion classification to better understand the implied feelings
of the conversation.

e Extract emotion representations, in a d-dimensional space, through the use of emotion classifiers
instead of extracting a simple emotion. Then, we can use both the emotion representations
extracted from the encoder and the decoder, and add an auxiliary loss to better model empathy
using one of the following methods:

1. Calculate the distance between the emotion representations using p —norm (e.g. calculate
euclidean distance using p = 2) in order to measure their similarity. The less the distance,
the more empathetic the model.

2. Calculate the triplet margin loss, which is given by the following equation for each sample
in the mini-batch:

L(a7 p, n) = max {d (ai7 P1> —d (ai7 ni) + margin, 0} (61)

where a denotes the anchor, p denotes a positive example, n denotes a negative example
and d (x,yi) = ||xi — yil|, with k denoting the degree of the pairwise distance. The emo-
tion representation coming from the decoder is set as the anchor, while the one coming
from the encoder is set as the positive example. We also sample one “negative” emotion
label and we set it as the negative example. In this way, we have three different situations
for the calculated loss:

Figure 6.1: An illustration of triplet margin loss.

— Easy triplets: d(aj,n;) > d(aj,pi) + margin The negative sample is already suf-
ficiently distant from the anchor sample with respect to the positive sample in the
emotion representation space, so the calculated loss is 0.



— Hard triplets: d(a;,n;) < d(aj, p;) The negative sample is closer to the anchor than
the positive. The loss is positive (and greater than margin).

— Semi-Hard triplets: d(a;,p;) < d(aj,n;) < d(aj, pi) +margin The negative sample
is more distant from the anchor than the positive, but the distance is not greater than
the margin, so the loss is still positive (and smaller than margin).

An illustration of the above loss is shown in Figure 6.1. In this way, the smaller the
computed loss, the more empathetic the model.

e Have humans evaluate the generated dialogues. More specifically, we propose grading the gen-
erated responses concerning relevance, fluency, coherency and empathy, and also doing a pair-
wise comparison between the responses of the current state-of-the-art models (DodecaDialogue
MT, DodecaDialogue MT+FT) and the proposed ones (T5, T5-multitask1, TS-multitask2).

¢ Finally, we also suggest doing an ablation study over the models, in order to better understand
the behavior of the constituent components.
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