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Iepixndn

Ye outh ) Simhowuatxr) epyacio Bo e€etdoouue T oUyxAion no-regret Sloxpltedv aAyoplBuwy
oe onpeia Nash wooppornioc, peketdvroc nencpacuéva malyvioe N mowxtodv. Ilopd to avgavouevo
eVOLUPECOY PENETNC TV No-Tegret olyoplBuwy, Aoym TOV TONUTODUAWY EQUPUOYMY TOUg, Alya
elva YVwoTté vl Ty Tparypotied] oupteptpopd toug (long-run behavior) oe mepiPdAhovta dmou
EUTAEXOVTOL TOANOL TOUXTEC EVE cUVABC Tor PEYEL TWPA YVWOTA AMOTENECUATO APOEOVY GU-
YHEXPUIEVES XNGOES TtawyViov. Xe auTy| Tn Simhouat ovtl vo e6TIdooUPE o€ WUla CUYXEXPWEVN
x\dom oy viov, o eoTidoouye oTic SlopopeTixég xatnyopieg onueiwv Nash oopporniog. Xuyxe-
xpuéva, o yeketiooupe o oOvVoro twv alyopibuwy "Follow the Regularized Leader” (FTRL) pe
BlapopeTinéc BopuPddelc avaTEOPOBOTHCELS GHUATOS - amtd TNV TEPINTWOY) OTOU Ol TAiXTES €Y 0LV
np6cPaon oe eva oracle, uéyet xon v bandit neplntwon, énou ol taixtes €youv mpdafocr wdvo
oe plo T, Xe autd to mhadoto, Ba edparddooupe TN e€xc Looduvapio: éva ofjueio Nash ioopponiog
elvon euotabég av xou uovo av etvan éva strict onueio Nash icopporiag.

Ag&elg xhedid: Oewpla nawyviov, Follow the Regularized Leader, Exudfnon oe nepifdihovta
TOANOV Toux Ty, Bandits.



Abstract

In this diploma thesis, we examine the Nash equilibrium convergence properties of no-regret
learning in general N-player games. Despite the importance and widespread applications of
no-regret algorithms, their long-run behavior in multi-agent environments is still far from
understood, and most of the literature has focused by necessity on certain, specific classes of
games (typically zero-sum or congestion games). Instead of focusing on a fixed class of games, we
instead take a structural approach and examine different classes of equilibria in generic games.
For concreteness, we focus on the archetypal "follow the regularized leader” (FTRL) class of
algorithms, and we consider the full spectrum of information uncertainty that the players may
encounter — from noisy, oracle-based feedback, to bandit, payoff-based information. In this
general context, we establish a comprehensive equivalence between the stability of a Nash
equilibrium and its support: a Nash equilibrium is stable and attracting with arbitrarily high
probability if and only if it is strict (i.e., each equilibrium strategy has a unique best response).
This result extends existing continuous-time versions of the "folk theorem” of evolutionary game
theory to a bona fide discrete-time learning setting, and provides an important link between
the literature on multi-armed bandits and the equilibrium refinement literature.

Keywords: Online Learning, Follow the Regularized Leader, Game Theory, Multi-agent Learning,
Bandits.
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Evyapiotieg

Me tnv ohoxfipwon autic e Bmwpotixng epyaciag oNoXANEdVETOL Xot £vag x0xAog Tng Lwhc
KOV, oUTOC TWV QOLTNTIXADV 1oL Yedveyv. Oo BBeXa Noltdy v euyaplo THOW GAOUS AUTOVC TOU UE
othptlav oe 6NN you TNy mopelo. Apxxd, Bo HBeka Vo EUYAUELOTHCW TNV OLXOYEVELN UOU ARG
%o Toug PINOUC pou, oL omolol amoTENODY yio Yéva wla evpltepn owoyévela. Ev cuveyela, Ba
RBeXa va euyaplo THow Tov X. PwTtdnm Yot TNy eumoTochvn Tou pou €delle xan €yive emPAEnOvTOC
auTAC TN dimAwpatixhc epyaciag. Tekeutaloug Oo ABeha va euyapiothiow o Movirn Blatdxm
xan tov Hoavoryiddtn Meptixonouro nou yweic tn Borbeia Toug auth 1 Simhouatiny epyacio de Bu
elye npaypatonownbel. o cuyxexpyéva, Ba ek va Toug euyAELOTACW YLot ONEC TI TONVWPEECS
%o SLAPWTLO TIXEC GLULNTACELS TTOU ELYOUE, TN YVOOT) TOU OV PETEBWOAY GE EVA EVIENDS Ay VOO TO
oe péva medio épeuvag, TNV eUToToclvn oL Hou Edellay xou TNV o THELEN TOU HOL TapElyaY TOV
TeheuTaio evdoT xedvo.
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Chapter 1

Extetapevn EAAnvixn
ITepixndn

Auto 10 xe@dhato TtepthouPdvel pio TEPLANTTIXNY TOEOUGLACT) TWY TEPLEXOUEVWY QUTAHS TNE BLTAWU-
e epyacioc oto ednvixd. Ewodryoupe Ohec tic Pacixég évvoleg mou napouctdlovto 6To x0plo
H€POS TOL XEWEVOU NG BIMAWPATIXAS aUTHS oTa oy yAxd. Qotdoo, dev divouue olte anodeilels
oUte TeYVIXEC Nemtopépetec. AuTég Blvovton extevide oto appendices.

1.1 TITalyvioe N-mtouxtwv & Ynueia tooppomiag

1.1.1 Ilemepacuéva malyvia OE XAVOVIXY LOPPTN

Ye auth) TN Simhoyatiny epyocia Ba ecTIdcOLUE OE TENEQUOUEVA TolYViol OE XAVOVLXY| HOP@.

Opgiopbc 1. Eva térow malyno opiletar oay pia tobmla I' = T'(N, A, u) pe ta &1jc otogyeia:
o 'Eva memegaouévo otvolo matay mov anagiiusitar wgi € N ={1,...,N}.

o 'Eva memeoacuévo ovwolo amd auiysic otparnyrésc mov anapidusitar wc a; € A; = {1,..., A},
i € N. O naixtes pumogovy emions va mailovy uxtés otoarmywds, o omoles avamagloTovy
mdavotirés xaravouss mdvew oTo oVvoAo TwY quYdY oTEATMYIXGY TOVG xal ovuPolilovTal
ws m; € X = A(A)' 02 avth) Ty meginmrwon), pe xia, ovufoiilovue Ty mdavérnra pe
Ty omola o malxtne i € N selects o € A;. Emumiéov, avapegduevor oto otvoro twy mai-
xtay, da yodpovue x = (x1,...,xN) pa éva uxtd noopih otoarnydy xar X = [[, X;
pa to ovolo oto omolo avixovy dda ta moopid avtd. Télog, drav Félovue va eond-
oovue oty oroarnyxn evéc pdvo maixty i € N, da yonowomowdue T ovvropoyoapia
(s i) = (X1, .o, Ty oo, EN) — XU WTOTONWS, (Q; ;) Yla auiyels oTEATIyES.

o Eva ovvolo ovvagrioewy minowutc u;: A — R dmov A = T, A; elvar o ydooc ddwv tawy
mooQiA auydy otoarnyuedy. H avauevdueyn minowun tov maletn i ws mpos €va mpo@il puxtwy
otparnyuey v € X elvat

ui(x) = ui(zi;x_;) = Z Z ui(01, ..., N) * Tlay *  TNay (1.1)

a1 €A anNEAN

"Me A oupBoriloupe to simplex; pia avonapdoteon Tou omolou guiveton oTnV exdve 3.1



2 CHAPTER 1. Extetopévn EX\nvuq Heplindn

bmov ui(ou, ..., aN) elvar n TANEWUY TOV TAlXTY © 0TO TQOPIA QLYY TTQATNYHDY & =
(a1,...,an) € A.

Emunhéov o ypdpouye viq, () = wi(ou; x—;) Yoo TNV TANpodun mou o taixtng ¢ Oa ex\duPave av
enéneye va nadel T otpatnyixf a; € A; evavtiov Tou Tpo@i UXTOY GTRUTYIXWY T_; OAOV TV
NV awxtedv. Ttol, 10 WxTtd SLédvucpa TATPEOUGY TOU i—0Tou Tolx Ty ivol

0i(#) = (Via; (2))asea; (1.2)

o O ypdpouye v(z) = (v1(z),. .., vn(2)) yioe To GUVONO awTdY. Tt amAGTNTAL 510 cUPPONLEUS,
0o opicouue Vi = R4 xu Y = [L Vi vt T0 %dpo Tov BvUoUETOY TANEOUGOY oL TwV TEOGiX
autev avtiotolywe. Téhog, Ba avayvwpilouye TNy aulyn otpatny X a; ©¢ T WXTH oTEaTH YL
nou avafétel mbavotnta 1 oty ay, xon Ba oplooupe to avtiotouxo auryés Bldvuoua TANEWUNC
oc vi(a) = (uwi(ou; 0—i))aea,; - H dioapopd HeTall aury@dv xou txtédy Slavucudtov mnpoufc fu
ATOXTHCEL ONUAGIa GTT CUVEYELDL.

1.1.2 Xnueia Nash wcopponiag

H mo yvwo ™ évvola Auong oe madyio elvar autn tou onuelou Nash icoppomioc, dnhadr éva mpogik
TS oTpatNYAC To Omolo anoBupplvel TOUC TalXTEC HOVOUER®S VoL ETAEEOUV XATOLL GAN)
otpotnyxf. O Nash anédeile oto [1] 6Tt Oha 1o nenepaopéva nabyvie N —nouxtdyv emdéyovron
Touldytotov éva onueio Nash oopporiog.

Opiopoc 2. Eva onueio x* eivar éva onueio Nash oopponiac tov maryviov I' ay

wi(z*) > ui(xs;2;)  pa xdde x; € X; xaw pia xdde i € N (NE)
To cOVOXO TV aurYOY CTEATHYIXMY TOL LTOGTNEIOVTOL GTN CUVICTWO TOL CNUEIOU IOEEOTIC
r; € & v xdBe nabxtn, O ougPoNiletan we supp(r}) = {a; € A; : xj,. > 0}. Avuiotolywg, T
onueio Nash ioopporiag unopolv va yapaxtnelotoly p€on Tne aviodTnTog

Vi () > ia, (27)  yio x80e o € supp(x;) xou yio xdbe oy € A, i € N (1.3)

Andppoto Tou mopamdve yapaxtnelopol Twv onuelwv Nash woppomiog eivor 1 axdroudn talivo-
UNOM AUTAV:
o x* elvon éva aulyéc onueio wopporioc av 1o supp(z]) nepéyer pla wévo otpatyyxd yla
x80e malxtn i € N.
o ¥ elvon éva onpelo WxThHC LooppoTiae o OTOLBNATOTE SANY TEQITTWOT: CUYXEXPWEVA, AV
o supp(z]) = A; vy x80e i € N, té1e 10 ¥ xoelton ThApwe wxtd.

EZ opiopo0, ta onueio auiyic Llooppoiac avTloToly ol ot xopugéc tou xheou By definition X,
€V o TAflpwe Wixtd onueio oopporiog Peioxovion 610 oxetind ecwtepind ri(X) tou ydpou X,
o YEVIXOTERO TaL oMuelo U Thg looppoTias Peloxovion 6To oxETIX0 ECHTERLXO TOU TOPTEETOU OV
vevvdtow and to supp(z)) Tou xdbe moalxT).

Mio d\An to€véunon tov onueiov Nash woopponiag mnydlet and tnv oviedmta (1.3) xou €xel we
e€fc: av auTh N aviobtnTa 1.3 elvon awotned yio xdbe «; € A; \ supp(z}), i € N, to avtlotoryo
onuelo woppomioc xareiton oyeddv-avotned [6]. Ta oxeddv-auotned onuelo iooppomios éxouv Ty
WBLOTNTA OTL ONEC OL XONUTERES O TPAUTNYXES EMAEYOVTOL PE BeTiny) mbovonTo. Lnpewdvetan 6Tl Ta
oxed6v-auo TNEd onueia tloopponiog uropel va etvon elte uuxtd ette oy ). To auiyn oyeddv-auotned
omnuela looppotiag Ba xoahovvtal AmAGdS Ao TNEA.

2



CHAPTER 1. Extetopévn EX\nvuer Heptindn 3

1.2 EXayioctornoinor regret xouw E€opdiuvon

Mia Baowr| anaitnon oo medlo g evepyols expddnong elvan 1 eNayiotonolnon tou regret Twv
TUXTWY, ONAABY TNG BlPOoEdS TWYV CUGCHEEVUEVOY TATRWUOV HETOED TS oTeatnyixis evog
nalxTn xou TG xaAOTEENS oTpaT XS Tou Ba umopoloe vo €xel SLONEEEL EX TV UOTEPWV OE
BdBoc evie ypovixol opilovta T. Avotned whodvtog, dobelcuc wilac axoloubiog tou Towyviou

Xn€X,n=1,2,..., w0 (e€otepxd) regret Tou %&b malxtn i € N opileton wc
T
Reg;(T) = max ) [ui(zi; X—in) = i(Xin; X—iin)] (1.4)
T, €X;
n=1

xou B Népe 6L o madxtng ¢ dev éxel regret av Reg,(T') = o(T).
‘Evo and To To YVWO T YENOLLOTOLOVUEVY OYAUAT EVERYHS EXUdONone yia vo emiteuy el auth
n anodtnon ebvon 1 oxoyévela akyopibuwy Follow the Regularized Leader (FTRL) [35, 22]. Xu-
yuexpiéva, oe xdbe PAua tne diadixacioc expddnone o arydépuoc (FTRL) anodidel tn wxth
O TEUTNYLXY TOU UEYLOTOTOLE! T1 CUGCWEEVUEVT TANPWUY TOL TalxTr ot cuvBuaousd e évay e€o-
poauvTh. Eyoupe Nowndv g e€hc Brpa tpog Priva anexdvion

Xi,n = Qz (}/z,n)

A (FTRL)
)/i,n—&-l = )/i,n + YnVin

6mov Q;: Y; — X elvan 1 ouvdptnon emhoyhc Touv modxtn @ € N, v, > 0 elvon o pubude
EXPEONONG, TETOLOG WOTE Y, Yn = 00, X0 U5 5, Ebvon Evat "ofjua TANpwuRc” Tou tapéyel wio extiunon
TWY UXTOV TANPWPROY Tou ntaixtn 4 oto friue n. Iupaxdte culntdue avalutind ONec ouTég TiC
CUVIO TOOEC.

1.2.1 MovTélo avateopodotnong

‘Exovtac wg oTéy0 Vo GUUTERINGBOUUE BLapopeTiNol TUTOL AVITEOPOBOTHOELS GTO LOVTEND Hag,
XAVOUPE TIC TopoxdTe cuVNBouévee UTOBETELS TO GHUA TATPOUAG:

B = 0(Xn) + En (1.5)

yior xdmotor yevixr Saduacio ANdBoug &, = (&in)ienr T va Srorywpicouyue petad tou undevixhc
uéone e xou un undevixhc péong tiunc Adbog, avahboupe tepautépw t0 &, ot &, = Zp + by,
oToU

b, =E[¢, | Fn] and E[Z,|F,]=0 (1.6)

6mou F,, nephapféver yvoon yio oo T X, péyet xon To Bhpa n 2. ‘Etol yia 1o ofpe avotpogo-
d6tnong vy, yopoxtneileton HECK TOV TUPUXATL CTUTIOTIXGDY
a) Xvornuarxd opdiua: E[||bnll« | Fn] < Bn (1.7
b Amirhon: E[ll6a]2 | Fa] < M2 (17F)
onou By, xou M, elvon VIETEQUIVIO TIXE PEAry AT TOU GUG TNUOTIXOU CQPANUATOS XOL TG ATOXAIONC
TOU ORUATOS AvATEOPOBOTNONS Ty EmimAéov, Bewpolue we dedopévee Tic mopoxdto unobéoec:
(A1) Elepyos tov ovornuatixod opdiparos: lim, oo By, =0 and ) v, B, < co.
(A2) 'Eleyyos s andxhong: Y., v2M2 < oo.

2Duoixd, Aol T0 ORI AVATEOPOBOTHONS YEVWETOL PETE TNV ETNOYT GTEATIYWAC amd TOUC T TES, Un
Bev ebvan Fp-uetpriowo ot yevixn nepintwon.



4 CHAPTER 1. Extetopévn EX\nvuq Heplindn

(A3) Kowdrvmes magarnotioes Addovs aro onueio woggomias: T xdbe wxtd onueio woopponiog
Nash 2* tou I xou v xd0e n = 1,2,..., undpxet évoc maixtne i € N xow otpotnyixée

a,b € supp(z]) tétolo Wote

K2

P(|9ign — Vibn| = B Fn) >0 yio xdbe enapudds pxpd S > 0. (1.8)

Avutéc oL unobéoeic elvon aprETE YEVIXES XalL ETUTEETOLY EVOL LEYENO EVPOC BLOPOPETIXCDY UOVTENWY
AVATEOPOBOTNOTG.

1.2.2 EZopdAuvonm

H 8eltepn ouviotdoa tou (FTRL) eivow oL cuvapthceic emhoyhc Tov tuxtodv Q;: Vi — Aj.
Me otdyo v amoguyn Tedwene TEooxOANoNG ot uio cuyxexpwévn otpatnyx Q; opileton
wg pla “eZoporuouévn” exdoyf e xa\UTepng andxplone ¥; > argmax, y, {(yi,zi)}. Etol,
ETUXEVTPOVOUIOTE OTIC EEOUUNUCHEVES XONDTEPES amoxpioelc Tou opilovian wg

Qi(yi) = arggvax{@i,xﬁ = hi(z;)} (1.9)
O eZoparuvthc xdbe maixtn h;: X; — R opiletan we hi(z;) = ZaieAi 0;(x;) vy xdmotor cuvdip-
wnon muphva 0;: [0,1] — R nou éxel Tic e€hc WibTnTee:
(4) 0; ebvan cuveyhc oo [0,1]

(i1) C?-oparf oo (0,1]

(iii) infy ) 6] > 0.
Duowd dapopeTnol eZouaruvtée cuvendyoviar dapopeTinéc exdoyéc tou (FTRL). Hoapoxdto
TapouUctLouUE SUO YU TNELO TIXG TopadelyorTaL.

Example 1.2.1 (Multiplicative/Exponential weights update). Mio yvootd emhoyh eopo-
uvth ebvon 1 opvnTe evtponia hi(z) = ), x;loga;, mou odnyel otn ouvdptnon emhoyrc
Ai(y) = exp(y:)/ D exp(y;) o axorolBuc otov olybplbuo Yvwotéd oc multiplicative weights
update (MWU), cf. [19, 50, 21, 20, 22].

Example 1.2.2 (Euclidean projection). Mia d\An cuvnfiopévn emhoyh e€opouvt elvan 7 te-
Tearywvixh hi(x) = Y, x;2 /2, 1 onola cuvendyeton T ouvdptnon emhoyhc X (y) = argmin, c 5 |ly—
z||?, cf. [23, 25].

1.3 Amnoteléopata

Etoy0c pog elvon va peretooupe 1 ot Bdboc ypdvou ouurepipopd tou (FTRL). H epddtnon mou
Bo poc anaoyoXnoel etvon Iowa onueia Nash oogoomiag éyovy 1didtnres olyrhions xar evordieias
oL omoles Jev emmpedovrar and Ty afefardtnta mov mepueleletar oto onNua avatEopodoTnons;

1.3.1 Aocvuntwtixry Evotdlsia

Apyind, o&ilel va onueinbel 6tL o yevind malyvia umopel vor undpyouy Téve and éva onueia Nash
ooppotiag, eite wxtd eite auryr) B xou ta 800. §2g ex T0UTOU Ta AMOTENECUATA HoC v NOYIX0
vau Loy bouy Tomixd: €tol Ba e TIdcouUE GTNV €Vvola TNG OTOYXAO TS ACUUTTWTIXNAS Vo Tdbeloc
[7, 8, 9]. Evptotixd, éva onueio wooppomiag eivan otoyaoTnd evotabéc av onotadhnote axoroubia
Tou mawyviou, 1 omola Eextvd dPXETE XOVTE GTO ONUEID LOOPPOTHAS TUPUUEVEL XOVTE UE UEYEAN
mhavotntor eminpocBitng, av 1 axoloubio cuyxAivel ev TéXel oTo onuelo ooppoTiog To onueio
HOUNELTAL GTOYACTING ACUUTTWTIXG eLoTadEG. AucTNEd ADVTAC:

4
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Optopoc 3. Eotw z* € X éva onueio Nash woogponias. Kadopilovrac xdmow aviaipeto eninedo
guaotootvns 6 > 0 xar pia yerond U tov ¥, tote 0 x* € X xalelrar

1. Xroyaotixd svoratés av vadoyer yewond Uy tov z* térowa dote omotedfimote ioyvel
Xo = Q) € Uy, épovue du

P(X, €U ypa »d¥en=0,1,...)>1-9¢ (1.10)

2. Xvyxdivov av vidpye yerond Uy tov ¥ téroia ote
P(limy, 00 Xp =2%) > 1146 (1.11)
omotednhmote Xo = Q(Yp) € Up.

3. Xroyaotixd aovurrwTixd svotaltés av eivar otoyaotid svotaléc xar ovyrAivoy.

O oplopde 3 elvar onpoavTixde yLor TNV AvdAUOY HoG XoL YLt aUTO To AoYo Tapabétouye xdmoleg
TUPATNENOELS.

IapathAenon 1. Mia nodrn lentoudpera mov ailer va onuewwdel otoy magamdvew oQuoud eivat
avty) g peydine mdavérnrag: modyuat, vid Ty emngea TG afefardTnrag, pla xar povo Addoc
extiunon twy Savvopdtwy mANpwuns Twy mnawxtdy Ja pmopovoe va odnynoer Ty axolovdia X,
extoc e yewondc tov x¥, mdavdtara ywoic va emotpéyper moté. Eyovrac avtd ota vy pag
elvar avauevduevo ta amoteléopara pag va uny woyvovy ue midavétnra 1, aild pe avdaigeta peydin
mdavérnra.

HapatApnon 2. Mia dA magarhonon mov a&iGer va piver elvar nws n araienon Xo = Q(Yp) €
Uy vrovoel mwe xdmoes otparnpxéc oto ywpo X Oev elvar emiroentés we agyués ovvinxes. Emi-
otépovtas miow ota §vo yagaxtnowotixd magadehpara tov (FTRL), MWU 1.2.1, Projection
GD 1.2.2, vadgye pia Syoropia oe 0t apogd TG tBIGTNTES TWY AYTIOTOYWY TVYAQTNOEWY ETUAOYTG.
Ané ) pia mlevod, o mvonpas tov Evxdideov ebouatvvty elvar mavtod magaywyloyos oe 6lo to
Sudotnua [0,1]. Aré wny dAn mlevod, 1 mapdywyos tov mvenva s agyyrixhs Shannon-gvtoomiag
ader 0t0 —00 xadwe to x mder oto 0. Avté onuaiver én ot Sevteon mepintwon ta ovvopa Oev
elvar emtgentd xat évor xdmowes agyurés ovvinxes dev avhxovy orny exdva im Q. Avth 1 Syotouia
avallerar extevaws otny evétnra B'.1.2.

1.3.2 Ocowprpota

‘Eyxovtac oploel 6Xa tar napamdve elpacte o o Vo THPOUCLACOUUE ToL ATOTENECUOTO YOS,

Kigio Bsdpnuo. Av ol unobéoeic (Al)—(A3) woydouy, tote:
x* ebvon éva awotned onueio Nash woopponiog <= 2™ elvol 0TOXAOTIXE ACVUTTOTIXG
evotabéc v tov (FTRL)

Oeswpenpa 1. Foww ¥ € X éva avorned onueio Nash wopponiac tov I'. Av o alydoduoc
(FTRL) woéyer pe murelés onfua avarpopoddrnons mov mdvomoel tg vrodéoes (A1) xar (A2), tite
70 onueo x* elvar otoyaotid acvumTwTied evOTAVES.

Oewpnpa 2. Fotw x* dva onuelo wxtic Nash woggonias tov T'. Av o alydoiduoc (FTRL)
Toéyer e muredés onua avargopoddtnons mov wedvomowel Ty vacdeon (A3), téte to onuelo x* Sev
elvar otoyaotixd aovunTwtoed evoTadss.
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Chapter 2

Introduction

The prototypical framework for online learning in games can be summarized as follows:

1. At each stage of the process, every participating agent chooses an action from some finite
set.

2. All agents receive a reward based on the actions of all other players and their individual
payoff functions (assumed a priori unknown).

3. The players record their rewards and any other feedback generated during the payoff
phase, and the process repeats.

This multi-agent framework has both important similarities and major differences with single-
agent online learning. Indeed, if we isolate a single, focal player and abstract away all others, we
essentially recover a multi-armed bandit (MAB) problem — stochastic or adversarial, depending
on the assumptions for the non-focal players [13, 14]. In this case, the most widely used figure
of merit is the agent’s regret, i.e., the difference between the agent’s cumulative payoff and that
of the best fixed action in hindsight. Accordingly, much of the literature on online learning has
focused on deriving regret bounds that are min-max optimal, both in terms of the horizon T
of the process, as well as the number of actions A available to the focal player.

On the other hand, from a game-theoretic standpoint, the main question that arises is whether
players eventually settle on an equilibrium profile from which no player has an incentive to
deviate. In this regard, a “folk” result states that the empirical frequency of play under no-
regret play converges to the game’s set of coarse correlated equilibria (CCE) [27, 28]. However,
there are two key caveats with this result. First, CCE are considerably weaker than Nash
equilibria, to the extent that they fail even the most basic postulates of rationalizability [24]:
as was shown by [29], CCE may be supported exclusively on strictly dominated strategies,
even in simple, symmetric two-player games. Second, the convergence of the empirical mean
does not carry any tangible guarantees for the players’ day-to-day behavior: under this type
of convergence, the player’s best payoff over time could be close to that of a Nash equilibrium,
but the players might otherwise be spending arbitrarily long periods of time on dominated
strategies.

The above is just a well-known example of the convergence failures of no-regret learning in
games with a possibly exotic equilibrium structure. More to the point, even when the underlying
game admits a unique Nash equilibrium, recent works have shown that no-regret algorithms —
such as the popular multiplicative weights update (MWU) method — could still lead to chaotic
[30, 31, 32] or Poincaré recurrent / cycling behavior [33, 16, 34]. From a convergence viewpoint,
all these results can be seen as instances of a much more general impossibility result at play:

7



8 CHAPTER 2. INTRODUCTION

there are no uncoupled dynamics leading to Nash equilibrium in all games [Hart and Mas-Colell,
[42]].} Since no-regret dynamics are by definition unilateral, they are a fortiori uncoupled, so
this result shatters any hope of obtaining a universal Nash equilibrium convergence result for
the players’ day-to-day behavior.

2.1 Owur contributions

In view of the above, a critical question that arises is the following: Is there a class of Nash
equilibria that consistently attract no-regret processes? Conversely, are all Nash equilibria equally
likely to emerge as outcomes of a no-regret learning process?

To address these questions in as general a setting as possible, we focus on the “follow the
reqularized leader” (FTRL) family of algorithms: this is arguably the most widely used class
of dynamics for no-regret learning in games, and it includes as special cases the seminal
multiplicative weights / EXP3 algorithms [22, 35, 20]. In terms of feedback, we also consider
a flexible, context-agnostic template in which players are only assumed to have access to an
inexact model of their payoff vectors at a given stage. This model for the players’ feedback covers
a broad range of modeling assumptions, such as (@) the case where players can retroactively
compute — or otherwise observe — their full payoff vectors (e.g., as in routing games); and (f") the
bandit case, where players only observe their in-game payoffs and have no other information
on the game being played.

The range of modeling assumptions covered by our framework is quite extensive, so one
would likewise expect different, context-specific answers to these questions — presumably with
equilibria becoming “less stable” as information becomes “more scarce”. This expectation is
justified by the behavior of no-regret learning in single-agent environments: there, the type of
information available to the learner has a dramatic effect on the achieved regret minimization
rate. Nevertheless, we show that this conjecture is false: as far as the algorithms’ equilibrium
convergence properties are concerned, the learning dynamics described above are all equivalent.

In more detail, we show that all FTRL algorithms under study enjoy the following properties:

a’) Strict Nash equilibria are stochastically asymptotically stable — i.e., they are stable and
attracting with arbitrarily high probability.

B) Only strict Nash equilibria have this property: mixed Nash equilibria supported on more
than one strategies are inherently unstable from a learning viewpoint.

We are not aware of a similar result in the literature at this level of generality (i.e., including
models with bandit feedback), and we believe that this equivalence represents an important
refinement criterion for the prediction of the day-to-day behavior of no-regret learners in the
face of uncertainty and lack of perfect information.

2.2 Related work

To put our contributions in the proper context, we provide below an account of relevant works
in the literature, classified along the two directions of our main result: “strictness = stability”
and “stability = strictness”.

YUncoupled” means here that each player’s update rule does not depend explicitly on the payoffs of
other players.
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I. Strictness = Stability. Analyzing the convergence of game-theoretic learning dynamics
has generated a vast corpus of literature that is impossible to survey here. Nonetheless,
an emerging theme in this literature is the focus on specific classes of games (such as
potential games or 2V games). As a purely indicative — and highly incomplete — list,
we cite here the works of Leslie and Collins [43] and Leslie [44], Cominetti et al. [45],
Kleinberg et al. [41], , Coucheney et al. [16], Syrgkanis et al.[40], and d Cohen et al.[39],
who provide a range of equilibrium convergence results in potential, 2V, and (), u)-
smooth games, under different feedback assumptions — from payoff vector observations
[41, 40] to bandit [43, 44, 45, 39]. By contrast, our focus is determining the stochastic
stability of a class of equilibria — not games.

As far as we are aware, the only comparable results in this literature concern an idealized
continuous-time, deterministic, full-information version of our setting, which is common
in applications to population biology and evolutionary game theory. In this context,
building on earlier results on the replicator dynamics [36, 7], the authors of [16] showed
that strict Nash equilibria are asymptotically stable under the continuous-time dynamics
of FTRL. However, we stress here again that these results only concern continuous-time,
deterministic dynamical systems with an inherent full-information assumption; we are
not aware of a result providing convergence to strict Nash equilibria with bandit feedback.

II. Stability = Strictness. In the converse direction, a related result in the literature on
evolutionary games is that only strict Nash equilibria are asymptotically stable under
the (multi-population) replicator dynamics [36, 8, 37], a continuous-time, deterministic
dynamical system which can be seen as the “mean-field” limit of the exponential weights
algorithm [38, 47, 33]. In a much more recent paper [48], this implication was extended
to the dynamics of FTRL, but always in a deterministic, full-information, continuous-
time setting. In this regard, our results are aligned with [48]; however, other than
this high-level conceptual link, there is no precise connection, either at the level of
implications or at the level of proofs. Specifically, the analysis of [48] relies crucially on
volume-conservation arguments that are neither applicable nor relevant in a discrete-time
stochastic setting — where the various processes involved could jump around stochastically
without any regard for volume contraction or expansion.

2.3 Proof techniques

Learning with partial information is an inherently stochastic process, so our results are also
stochastic in nature — hence the requirement for asymptotic stability with arbitrarily high
probability. This constitutes a major point of departure from continuous-time models of learning
[16, 48], so our proof techniques are also radically different as a result. The principal challenge
in our proof of stability of strict Nash equilibria comes in controlling the aggregation of error
terms with possibly unbounded variance (coming from inverse propensity scoring of bandit-
type observations). Because of this, stochastic approximation techniques that have been used to
show convergence with L?-bounded feedback [49] cannot be applied in this setting; we achieve
this control by applying a sharp version of the Doob-Kolmogorov maximal inequality to control
equilibrium deviations with high probability. In the converse direction, the crucial argument in
the proof of the instability of mixed equilibria is a direct probabilistic estimate which leverages
a non-degeneracy argument for the noise entering the process; we are not aware of other works
using a similar technique.
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Chapter 3

Preliminaries

3.1 Finite games in normal form

Throughout this diploma thesis we will focus on normal form games with a finite number of
players and a finite number of actions per player.

L b

0-simplex 1-simplex 2-simplex 3-simplex

Figure 3.1: Illustration of the simplex in different dimensions.

Definition 3.1.1. Such a game is defined as a tuple I' = T'(NV,.A,u) with the following
primitives:

e A finite set of players — or agents — indexed by i e N = {1,...,N}.

e A finite set of actions — or pure strategies — indexed by a; € A; = {1,..., A;}, i € N.
Players can also play mixed strategies, which represent probability distributions x; €
X; = A(A;)'; in this case, we will write 2;,, for the probability that player i € N
selects a; € A;. Aggregating over all players, we will also write x = (x1,...,2zx) for
the players’ mized strategy profile and X =[], &; for the set thereof. Finally, when we
want to focus on the strategy (or action) of a particular player i € N/, we will use the
shorthand (z;;2—;) == (z1,...,®i,...,xn) — and, similarly, (a;; a—;) for pure strategies.

e An ensemble of payoff functions u;: A — R where A =[], A; is the space of all pure
strategy profiles. The expected payoff of player ¢ in a mixed strategy profile z € X is
then given by

ui(z) = ui(wisz_y) = Z Z ui(Q,...,N) " T1a, TNay (3.1)

a1 €Ay anNEAN

'With A we symbolize the simplex; an illustration of the simplex is provided in figure 3.1

11



12 CHAPTER 3. PRELIMINARIES

where u; (a1, ..., ay) is the payoff of player ¢ in the action profile « = (ay,...,an) € A.

For posterity, we will also write v;q, () = u;(ay;z—;) for the payoff that player ¢ would have
gotten by playing «; € A; against the mixed strategy profile z_; of all other players. In this
way, the mized payoff vector of the i-th player will be

0i(#) = (Via; (2))asea; (3-2)

and we will write v(z) = (vi(x),...,vn(x)) for the ensemble thereof. For notational convenience,

we will also set J; = R4 and ) = [ 1, Vi for the space of payoff vectors and profiles respectively.

Finally, in a slight abuse of notation, we will identify «; with the mixed strategy that assigns

all probability to «;, and we will denote the corresponding pure payoff vector as v;(a) =

(ui(0i; —;))a, en, - The distinction between pure and mixed payoff vectors will become important
later on, when we discuss the information at each player’s disposal.

This class of games includes any type of games with finite players and finite action sets, for

example zero sum games and potential games. Below we present two well-known examples of

such games:

Example 3.1.1 (Matching pennies). In this game each player flips a coin, if both players’
coins are heads or tails player one wins one coin; in any other case player two wins a coin. This
game is finite game in normal form consisting of 2 players with action sets A; = Ay = {H,T'};
while the payoffs can be seen in the matrix below:

H | T
H | 1/1]|-1/1
T [1/1]1/1

where player 1 is the "row” player and player 2 is the “column” player. This is an example of
a zero-sum game since for any (pure or mixed) players’ strategies the sum of the payoffs is
always zero.

Example 3.1.2 (Prisoners’ dilemma). In this game, each one of two prisoners who were
working together has two choices; either to confess and thus betray the other or to remain
silent. The years of sentence depend on what both players will do. Let A; = Ay = {B, S},
where B symbolizes betrayal and S silence, then the payoff matrix of this game is:

S| B
S 1/1]9/0
B|0/9]6/6

in which again prisoner/player 1 is the "row” player and prisoner/player 2 is the “column”
player. The numbers in the matrix symbolize the years of sentence. In this game the smaller
the number the better thus the players’ payoffs represent losses. In this case we can simply
multiply the matrix by —1 and turn the losses into gains leaving intact the structure of the
game.

3.2 Solution concepts

In terms of solution players need somehow to evaluate the actions they chose to play. It is
taken for granted that the players are rational and thus they chose strategies that result in the
best possible outcome for them. However this concept is susceptible to many interpretations;
below we present two of them.

12
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3.2.1 Dominated strategies

A dominated strategy is a strategy that results in strictly worst payoff than at least some other
strategy no matter what the opponents do. Formally, a strategy o € A; of player ¢ € N is said
to be dominated by a strategy b € A; if it holds that

wi(a;z_;) < ui(byz_;) for all x_; € X_; (3.3)

If the inequality is not strict then we say that the strategy is weakly dominated. For example
looking at example 3.1.2 the strategy S is dominated by the strategy B, since it always results
in a worst payoff.

It is reasonable to expect that players will not choose to play dominated strategies and thus
these strategies can be eliminated. This elimination could lead either in the existence of only
one pure strategy (such as in the example of Prisoners’ dilemma) or to a reduced version of
the game. Iteratively, players continue to eliminate dominated strategies until there are no
dominated strategies.

3.2.2 Nash equilibrium

The most widely used solution concept is that of a Nash equilibrium, i.e., a mixed strategy
profile that discourages unilateral deviations. Nash proved in [1] that all N—player finite games
have at least one Nash equilibrium.

Definition 3.2.1. A point z* is a Nash equilibrium of T if
wi(z*) > ui(xi;27;) forall z; € X; and all i € M. (NE)

The set of pure strategies supported at the equilibrium component x; € A; of each player
will be denoted by supp(z;) = {a; € A; : zj, > 0}. Accordingly, Nash equilibria can be

equivalently characterized by means of the variational inequality
Vi (T7) > viq, (z¥) for all af € supp(z]) and all o; € A;, i € N. (3.4)

The above characterization gives rise to the following classification of Nash equilibria:

e x* is a pure equilibrium if supp(z}) only contains a single strategy for all i € N,

e z* is a mized equilibrium in any other case; in particular, if supp(z}) = A; for all i € N,
we say that x* is fully mized.

By definition, pure equilibria correspond to vertices of X', fully mixed equilibria lie in the
relative interior ri(X’) of X, and, more generally, mixed equilibria lie in the relative interior of
the face of the simplex spanned by the support of each player’s equilibrium component.

A further distinction between Nash equilibria that is inherited by the inequality (3.4) is as
follows: if the inequality 3.4 holds as a strict inequality for all o;; € A; \ supp(z}), i € N, the
equilibrium in question is said to be quasi-strict [6]. Quasi-strict equilibria have the defining
property that all pure best responses are played with positive probability; it is also well known
that all Nash equilibria in all but a measure-zero set of games are quasi-strict. For this reason,
the property of having a quasi-strict equilibrium is generic, and games that enjoy this property
are called themselves generic. 2

Specifically, the set of games with Nash equilibria that are not quasi-strict is meager in the Baire
category sense.

13
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We stress here by looking at examples 3.1.1, 3.1.2 that quasi-strict equilibria could be either
mixed or pure. The equilibrium of Matching Pennies is if both players play each one of their
strategies with probability 1/2. Thus it is fully mixed and quasi-strict since if any of the
two players unilaterally deviates from the equilibrium point results in a strictly worst payoff.
Whereas the equilibrium of the Prisoner’s dilemma is quasi-strict and pure and it is the pure
strategy profile (B, B). In this last case, when a quasi-strict equilibrium is pure, it will be called
strict: any deviation from an equilibrium strategy results in a strictly worse payoff.

3.3 No regret learning and Regularization

Suppose that a person goes everyday to her work and has two possible routes to follow. How
will she decide which one to chose? Suppose that the criterion based on which the choice is
made is the time spend i.e., the fastest route is the best one. However, the person is not able
to know a priori which route will be fastest each day (let aside applications such as google
maps). This problem can be considered as a problem of online learning; the person at each day
T =1,2,... observes the loss incurred in the previous T'— 1 days for each one of the two routes
and takes a decision based on this knowledge.

3.3.1 Regret

In this context of online learning, a key requirement is the minimization of the players’ regret,
i.e., the cumulative payoff difference between each player’s chosen action and the best possible
action in hindsight over a given horizon of play T'. Formally, given a sequence of play X, € X,
n=1,2,..., the (external) regret of player i € N is defined as

T
Reg,(T) = max [wi(@i; X—in) — i Xin; X_in)] (3.5)

T, EX;
K3 Zn:1

and we will say that player ¢ has no regret if Reg;(T") = o(T'). This implies that in the long
run the player does not regret not to have chosen a fixed action. One may think the sequence
X_; n in the example mentioned above as the others’ people choices of routes.

This definition of regret constitutes the minimum requirement that players would like to satisfy
while it takes for granted that there exists a strategy that performs well for the whole window
of time. For this reason this type of regret is also known as static regret.

Another type of regret, the dynamic regret can be also defined as

Reg,(T) = Z lmzéx [wi(in; X—in) — wi(Xin; X_in)] (3.6)

in which the action chosen as a baseline changes at each round. In the rest of this work we will
not focus on this type of regret.

3.3.2 Follow the Regularized Leader (FTRL)

As we have already mentioned, each player needs somehow to choose the strategy that she will
play on each round T'=1,2,.... A simple idea is to chose the strategy that so far has the best
cumulative payoff

T-1
Xir = arg max{z wi(z; X_in)} (FTL)
TEX; n=0

14
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Figure 3.2: Regularizers

This algorithm is known as Follow the Leader (FTL). However, this algorithm has a linear
worst case regret. It is easy to construct an example to prove this claim.

Example 3.3.1. Suppose that the player (learner) has two strategies H1, L1 and that there
exists an adversary that also has two strategies H2, L2. Let the payoff matrix of the learner to
be

H2 | L2
H1 0 1
L1 |1—¢| O

Suppose now that she starts with the strategy H1 (without loss of generality) and that the
adversary chooses H2. For the next round, she will choose L1 (since L1 has a cumulative payoff
of 1 and H1 has a cumulative payoff of 0) while the adversary chooses L2. Now the learner
has the incentive to chose again L1 while the adversary plays L2. We continue this game with
the adversary playing in a way always detrimental to the learner. One can easily verify that
indeed in this case Reg(T) =T.

This regret is due to the construction of (FTL), which permits to the player to abruptly change
her decisions. One solution that ensures the desired regret is to add a regularization penalty,
which “smooths out” the transitions between two different states. Intuitively, looking at figure
3.2 one can compare the maximum of a linear function (which is normally presented in the

15
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corners) and the maximum when a regularizer i.e., a strongly convex function is added®. Thus
this idea gives rise to a new algorithm known as Follow the Regularized Leader (FTRL), which
can be represented as

T—1

1

X1 = arg max{ E wi(z; X4 0) — hi(x)} (FTRL)
TEX; n=1 77

if n is chosen appropriately, no-regret properties of this algorithm can be ensured.

We will present the proof of this statement in the simplest case possible, focusing on one player
that has only two strategies. Below we first prove some auxiliary results.

Lemma 3.3.1 (Closeness of minima). Consider two strongly convex functions f:[0,1] — R
and g: [0,1] — R, such that f"(x) > % and ¢"(z) > % for all x € [0,1], and such that
h(z) = g(z) — f(z) is an L — Lipchitz function, i.e. |h(z) — h(z')| < Llx — 2'|. Then, if
zp = argmin,coq) f(2) and x4 = argmin, (o 1) g(x) it holds that: |zf — x4| < nL.

Proof. First, define the functions

file) =) =
oy L
@) =g'@ -

These two functions are apparently increasing. Suppose without loss of generality that z, < g,
then from the Mean Value theorem there exists g € (x4, xs) such that

W (xo)(xg — x5) = h(zg) — h(xg) = (¢'(x0) = f'(x0)) (s — 24) = h(xys) — hlzg)  (3.7)

We also have

1 1 1

zg Swo Swp = flwg) — —xg < f'(w0) — —w0 < — =1 (3.8)
U 1 1
1 , 1 , 1

T S a0 Sxp > =g S g (wo) — 70 <9 (zf) - i (3.9)

Of course f'(xzy) =0 and ¢'(z4) = 0 since =, x, are minimizers of f, g equivalently. By using
(3.8),(3.9) we get

]‘ / ! 1 / !

E(xf —xg) < g'(z0) — f(z0) < *H(ff —xg) + 4 (xf) — f(2g) (3.10)

Combing the above equation with (3.7) and the Lipscitz continuity of h we have

) = hlay) = (9'(a0) = F' (@) oy =) =~y =) (3.11)
ey =20 < Llog — (3.12)

oy — | < L (3.13)

|

3The exact assumptions of the regularizers are presented in the next section, but for now think that
! >1

16



CHAPTER 3. PRELIMINARIES 17

Proposition 3.3.1. Let i € N be a player that has only two strategies H,L. Let 1, be the
probability of her first strategy at each round n. Then under (FTRL) it holds that

|Tnt1 — Tn| < 21 max|u;(a)] (3.14)
acA

Proof. We will present the steps to reach in the desired result.

e Player ¢ chooses strategy H at round n = 0,1,... with probability z,, and receives a
payoff wg ,,, while with probability 1 — z;,, chooses strategy L and receives a payoff ur,
at each round n =0,1,...

e Since the player chooses based on the (FTRL) algorithm it holds that

n n 1
Tyl = argmax{xZuH,k +(1—-x) ZUL‘V’“ — —hi(x)} (3.15)
z€[0,1] b1 b1 n
n n 1
= argmin{fouH,k —(1—-2) ZUM + —hi(x)} (3.16)
z€[0,1] p s n

e Notice now that the function H,(z) = -2 >} _jumr — (1 —2) > ), urLk + %hi(m) has
second derivative ) 1
H',(z)==h";j(x) > = foralln=0,1,... (3.17)
n n
e Applying Lemma 3.3.1 with f = H, and g = H,,_1 we have that
|xn+1 - mn| S ’I’}L (318)

where L = 2max,e.a|u;(@)].
Indeed let G, (z) = Hp(x) — Hy—1(z) = —zug ., — (1 — 2)ug,, then

|Gn(z) — Gp(2")| = |x(upn —umn) — 2" (up . — wp )| (3.19)
< |upn —umn|lr— ] (3.20)

<2 i 21

< 2max|u;(a)| (3.21)

|

Our goal is to prove that (FTRL) is no-regret. For convenience of symbolism, we will also define
the following algorithm known as Be the Regularized Leader (BTRL). This is an idealized case
of (FTRL); suppose that player has access to the induced payoffs for all rounds n =0,1,...,T
in order to make a decision at round 7" then

T
1
Xip = arg maX{Z wi(z; X _ip) — 77h,‘(m)} (BTRL)
TEX; n=1

We will now prove that in the simple case, in which the player has only two strategies H, L,
(FTRL) is indeed no-regret.

Theorem 3.3.2. The expected regret of (FTRL) is upper bounded. Specifically,

2max,e(oq) ()]

Reg(T) < + 2nmax|u;(a)| T (3.22)
acA

17



18 CHAPTER 3. PRELIMINARIES

Proof. Remember that we focus on the case that player ¢ € N has only two strategies H, L.

For convenience we will adopt the following symbolism. Let

fn(x) = TUHn + (]- - x)uL,n
T
Fr(z) = Z 2ugn+ (1 —x)up,

n=1

and

b
~
|

= arg max{FTl(x) - 1h(x)}
TEX; 77

Xr =argmax{Fr_1(z)}
rEX;
" 1
X = argmax{FT(x) - h(x)}
TEX; T]

X = argmax{Fp(z)}
TEX;

We first focus on the regret of (BTRL) which we will symbolize as Reggppy (T)

- - 1. .- 1
< Fr(X7)— Fr(X7)+ 5h(X}) - Hh(X;)

2 h
< maxze|o,1)|2(@)]
n
We now continue to upper bound the regret of (FTRL). Simply notice that

T T
Regprr(T) — Regprp, (T) = Z fa(X3) — Z fn(X5)
n=1 n=1

T

Z fn(Xn-i-l) - Z fn(Xn)
n=1

n=1

Using lemma 3.3.1 and by rearranging we have
Regprr(T) < Regprrp (T) + 27 glg}lui(a)lT

< 2maxme[o,1}|h(x)|
n

2 (a)|T
+ nglgjflu (o)

18
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Remark 1. By choosing 7 appropriately (n = 1/v/T), no-regret guarantees are achieved for
(FTRL).

Remark 2. All these results can be extended for the general case, in which player has A > 2
strategies. The proof follows the steps above but leverages tools from convex analysis presented
in appendix A’, section A’.2.
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Chapter 4

Analysis and Results

4.1 The algorithm

For the analysis of our results we use an alternative (but equivalent) form of (FTRL). Formally,
we have the round-by-round recursive rule

Xi,n = Qz (}/z,n)

) (FTRL)
)/i,n-&-l = }/i,n + TnVin

where Q;: V; — X; denotes the “choice map” of player i € N, 7, > 0 is a “learning rate”
parameter such that > 7, = 0o, and 0;,, is a “payoff signal” that provides an estimate for the
mixed payoffs of player ¢ at stage n. We discuss each of these components in detail below.

4.1.1 The feedback model

Depending on the specific framework at play, the modeling details concerning the feedback
received by the players may vary wildly. For example, when modeling congestion in a city, it
is reasonable to assume that commuters can estimate the time it would have taken them to
get to their destination via a different route — e.g., by means of a GPS service or an app like
GoogleMaps or Waze. By contrast, in applications of online learning to auctions and online
advertising, it is not clear how a player could estimate the payoff of actions they did not play.
To account for as broad a range of feedback models as possible, we will take a context-agnostic
approach and assume that each player receives a “black-box” model of their payoff vector of
the form

b = v(X,) + n (4.1)

for some abstract error process &, = (§;n)ien- To differentiate between random (zero-mean)
and systematic (non-zero-mean) errors, we will further decompose &, as &, = Z,, + b,,, where

b, =E[¢, | Fn] and E[Z,|F,]=0 (4.2)

with F,, denoting the history of X,, up to stage n (inclusive) !. We may then characterize the
input signal ¥,, by means of the following statistics:

'Of course, since the feedback signal is generated only after the player chooses a strategy, O, is not
Frn-measurable in general.
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22 CHAPTER 4. ANALYSIS AND RESULTS

a) DBias: E[l|bnll« | Fn] < Bn (4.32)
b) Variance: E[||Z,]12 | Fn] < M2 (4.3p)

In the above, B,, and M, represent deterministic bounds on the bias and variance of the
feedback signal 0,,. For concreteness, we will also make the following blanket assumptions:

(A1) Bias control: limy, o B, =0 and ) v, B, < oco.
(A2) Variance control: Y, ~y2M?2 < oc.

(A3) Generic observation errors at equilibrium: For every mixed Nash equilibrium a* of T’
and for all n = 1,2,..., there exists a player i € A/ and strategies a,b € supp(z}) such
that

P(|0ign — Vibn| > B Fn) >0 for all sufficiently small 8 > 0. (4.4)

The formulation of these hypotheses has been kept intentionally abstract because we have
not made any modeling assumptions for how the players’ payoff signals are generated. In this
regard, they are to be construed as an “inexact model” that allows for a wide variety of settings;
as an application, we illustrate below how these assumptions are verified in two widely used
learning frameworks.

Model 1 (Oracle-based feedback). Assume that each player chooses an action based on a given
mixed strategy. Then, once this procedure has been completed, an oracle reveals to each player
the payoffs corresponding to their pure strategies given the other players’ chosen strategies (in
the congestion example, this oracle could be Waze or a GPS device). Formally, at each round
n, every player ¢ € N picks an action «;, € A; based on X;, € X; and observes the pure
payoff vector v;(a,) = (wi(®; ®@—in))a;ca,- Then the player’s feedback signal is 9; ,, = v;(aw,),
which is a special case of the model (4.1) with &, = v(X,,) — v(ay,) and b, = 0. In more detail,
we have:

e (A1) is trivial because E[0, | F,,] = Ex, [v(ay)] = v(X,), ie., b, = 0.
e (A2) is satisfied as long as > 72 < oo, since || Z, ||« = |8, — v(Xn) ||« < 2maxx]|[v(X)]|..
e (A3) is proved in B".5.

Model 2 (Payoff-based feedback). Assume that each player picks an action based on some
mixed strategy as above; however, players now only observe their realized payoffs u; (au n; i n)-
This is the standard model for multi-armed bandits [13, 14], and it is also known as the
“bandit feedback” setting. In this case, players can estimate their payoff vectors by means of
the importance-weighted estimator:

Bia = Wi =} (IWE)
Xiaz‘,n

where XHL = (1—&,) X n+en/| Al is the mixed strategy of the i-th player at stage n. Compared
to X; », the player’s actual sampling strategy is recalibrated by an explicit exploration parameter
€, — 0 whose role is to stabilize the learning process by controlling the variance of (IWE).
The idea is that even if a strategy has zero probability to be chosen under X,,, it will still be
sampled with positive probability thanks to the mixing factor ¢,. Schematically players act
the following actions:

A standard calculation (that we defer to B".5) shows that (IWE) can be recast in the general
form (4.1) with B,, = O(e,,) and M? = O(1/e,). We then have:

e (Al) is satisfied as long as €, — 0 and ) ype, < 00.
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CHAPTER 4. ANALYSIS AND RESULTS 23

Compute FTRL’s Y; H Compute FTRL’s X; }—> Compute XZ

-%{ Estimate through IWE ¢; F Choose strategy a; based on X;

o (A2) is satisfied as long as > ~v2e, ! < oo.
e (A3) is proved in B".5.

Remark. The above conditions for the method’s learning rate and exploration parameters can
be achieved by using schedules of the form v, o 1/n? and &, x 1/n? with p +¢ > 1 and
2p —q > 1. A popular choice is p =2/3 + § and g = 1/3 + § for some arbitrarily small § > 0 —
or § =0 and including an extra logarithmic factor, cf. [15] and references therein.

4.1.2 Regularization

b3

The second component of the FTRL method is the players’ “choice map” Q;: V; — X;. Because
the players’ score variables Y; ,, essentially represent an estimate of each strategy’s cumulative
payoff over time, @; is defined as a “regularized” version of the best-response correspondence
yi — argmax, .y {(¥,x:)} (the regularization being necessary to avoid prematurely committing
to a strategy). On that account, we will consider regularized best responses of the general form

Qiys) = arg max{(y;, ;) — ha(w:)} (4.5)
T; €EX;
In the above, each player’s reqularizer h;: X; — R is defined as hi(z;) = >, c 4 0i(z:) for

some “kernel function” 6;: [0,1] — R with the following properties:
(4) 0; is continuous on [0, 1];
(ii) C2-smooth on (0,1]; and
(iii) infyyy)6) > 0.
Of course, different regularizers give rise to different instances of (FTRL); for concreteness, we
present below two prototypical examples thereof.

Example 4.1.1 (Multiplicative/Exponential weights update). A popular choice of regularizer
is the (negative) entropy h;(xz) = >, x;logx;, which leads to the logit choice map A;(y) =
exp(y;)/ >_; exp(y;) and the algorithm known as multiplicative weights update (MWU), cf.
[19, 50, 21, 20, 22.

Example 4.1.2 (Euclidean projection). Another popular regularizer is the quadratic penalty

hi(z) =Y, x;%/2, which yields the payoff projection choice map K;(y) = argmin A |ly — z||?,
of. [23, 25].
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To understand the long-run behavior of (FTRL), we will focus on the following overarching
question: Which Nash equilibria hold convergence and stability properties and how are these
properties affected by the uncertainty in the players’ feedback model?

We provide the technical groundwork for our answers in 4.2 below; subsequently, we state our
results in section 4.3, and present the technical analysis in section 4.4.

4.2 Asymptotic Stability

The first thing to note in this general context is that a game may admit several Nash equilibria,
both mixed and pure. As a result, global convergence to an equilibrium from all initializations
is not possible; for this reason, we will focus on the notion of (stochastic) asymptotic stability
[7, 8, 9]. Heuristically, an equilibrium is stochastically stable if any sequence of play that begins
close enough to the equilibrium in question, remains close enough with high probability; in
addition, if the sequence of play eventually converges to said equilibrium, then we say that it
is stochastically asymptotically stable. Formally, we have the following definition.

Definition 4.2.1. Let * € X be a Nash equilibrium. Fix some arbitrary confidence level
0 > 0 and a neighborhood U of z*. Then z* € X is said to be

1. Stochastically stable if, there exists a neighborhood U of x* such that whenever
Xo = Q((Yy) € Uy, we have

P(X,€Uforalln=0,1,...)>1-6 (4.6)

whenever Xy = Q(Y}) € Up.
2. Attracting if there exists a neighborhood Uy of #* such that

P(limy, oo Xp =2%) >1-146 (4.7)

whenever Xy = Q(Yp) € Up.
3. Stochastically asymptotically stable if it is stochastically stable and attracting.

Definition 4.2.1 will be the mainstay of our analysis and results, so some remarks are in order.

Remark 3. A first intricate detail in the above definition is the high probability requirement:
indeed, under uncertainty, a single unlucky estimation of the players’ payoff vector could drive
X,, away from any neighborhood of z*, possibly never to return. In this regard, local stability
results cannot be expected to hold with probability 1, hence the requirement to hold with some
arbitrary confidence level in the definition above.

Remark 4. Another remark worth making is the requirement Xy = Q(Yp) € Up that indicates
that some strategies in X are not admissible as initial states. Going back to the two archetypal
examples of (FTRL), MWU 4.1.1, Projection GD 4.1.2, there is a dichotomy in the properties
of the corresponding mirror maps. On the one hand, the kernel of the Euclidean/quadratic
regularizer is differentiable on all of [0,1]. On the other hand, the derivative of the kernel of
the negative Shannon-entropy goes to —oo as = goes to 0. This means that in the latter the
boundaries are off the limits and inevitably some initial conditions do not belong in im Q). We
discuss this dichotomy extensively in section B’.1.2.
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4.3 Main Results

We are now in a position to state our main results. The informal version is as follows.

Main Theorem. Suppose that Assumptions (A1l)—(A3) hold. Then:
is a strict Nash equilibrium <= =z* is stochastically asymptotically stable under
(FTRL)

x*

Formally, we get the following precise statements and corollaries for the specific feedback models
described in section 4.1.1.

Theorem 4.3.1. Let z* € X be a strict Nash equilibrium of I'. If (FTRL) is run with inezact
payoff feedback satisfying Assumptions (A1) and (A2), then x* is stochastically asymptotically
stable.

Theorem 4.3.2. Let z* be a mized Nash equilibrium of I'. If (FTRL) is run with inezact
payoff feedback satisfying assumption (A3), then x* is not stochastically asymptotically stable.

Corollary 4.3.1. Suppose that (FTRL) is run in a generic game with oracle-based feedback
as in model 1 and a sufficiently small step-size v, with ) 72 < co. Then, a Nash equilibrium
is stochastically asymprotically stable if and only if it is strict.

Corollary 4.3.2. Suppose that (FTRL) is run in a generic game with bandit feedback as in
model 2 and sufficiently small step-size and explicit exploration parameters with ) V2 en < 00,
Y nYnEn < 00. Then, a Nash equilibrium is stochastically asymptotically stable if and only if
1t 15 strict.

These results — and, in particular, the implications for the bandit case — provide a learning
justification to the abundance of arguments that have been made in the refinement literature
against selecting mixed Nash equilibria [17, 6, 24]. In the rest of this work, we present an
outline of the main proof ideas and defer the details to the appendix.

4.4 QOur Techniques

4.4.1 The Stochastic Asymptotic Stability of Strict Nash Equilibria

At a high level, the standard tool in FTRL dynamics for questions pertaining to asymptotic
stability of strict Nash equilibria is the construction of a potential — or Lyapunov — function.
However, the analysis and the underlying structural results are considerably more involved
when we shift from the continuous dynamics to discrete algorithms and more importantly in
a stochastic framework with incomplete feedback information. Still, to build intuition we first
recall the continuous and deterministic analogue.

The continuous-time case. In prior work [10, 11, 12], multiple instantiations of Bregman
functions, like the KL-divergence have been employed as a potent tool for understanding
replicator & population dynamics, which are the continuous analogues of MWU/EW (4.1.1).
Unfortunately, Bregman functions are insufficient to cover the full spectrum of regularizers
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studied in this work. This limitation has been sidesteped in [16] by exploiting the information
of the dual space ) of the payoff scores, via the Fenchel coupling;:

Fp(z,y) =h(z)+h"(y) — (y,z) forallz € X,y € Y (4.8)

where h* : Y — R is the convex conjugate of h: h*(y) = sup,cr{(y,z) — h(z)}. Indeed,
Fp(z*,y) > 0 where equality holds if and only if 2* = Q(y) (Proposition B".1.4). Therefore,
for the continuous FTRL dynamics g(t) = v(x(t)),z(t) = Q(y(t)), it remains to show that
the time derivative of the Lyapunov-candidate-function L.« (y(t)) = Fp(z*,y(t)) is negative.
This last key ingredient for the strict Nash equilibria is derived by their variational stability
property. Formally, a point x* is variationally stable if there exists a neighborhood U of z*
such that

(w(x),x —a*) <0forallz € U (VS)

with equality if and only if x = z*. Roughly speaking, this property states that the payoff
vectors are pointing “towards” the equilibrium in question since in a neighborhood of z*, it
strictly dominates over all other strategies. Thus by applying the chain rule, (VS) implies that
dL,(y(t))/dt < 0% Given their usefulness also in the discrete time stochastic case, we present
all the aforementioned properties in detail in the paper’s supplement (B".1-B".2).

The discrete time. The core elements of the continuous time proof do not trivially extend
to the discrete time case. Even though we are not able to show that (Fj(z*, Y:))32, is a
decreasing sequence, due to the discretization and the uncertainty involved, we prove that
Fp,(z*,Y)) — 0. This immediately implies that FTRL algorithm converges to x*, since from
proposition B".1.4 Fy(z*,Y}) > ﬁHx* — Xg||-

To exploit again the Fenchel coupling as a Lyapunov function, successive differences have to be
taken among Fy(z*,Y,41),..., Fp(2*,Yy). In contrast to the continuous time analysis, since
the chain rule no longer applies, we can only do a second order Taylor expansion of the Fenchel
coupling. Additionally, let us recall that in our stochastic feedback model, the payoff vector
Op, = v(Xp) + Zpn + by, including possibly either random zero-mean noise or systematic biased
noise. Combining proposition B".1.4, definition of ¥,, and (FTRL), we can create the following
upper-bound of Fenchel coupling at each round:

n n
Fp(2*, Yni1) < Fp(2*,Yo) + Y yk(drift + noisey, + biasy) + % S oleel2 =)
k=0 k=0

where drifty, = (v(Xy), X — x*), noisey, = (Zy, X — x*), biasy = (b, X — x*) are the related
terms with the drift of the actual payoff, the zero-mean noise and the bias correspondingly.
When X, lies in a variationally stable region Uy g of =¥, the first-order term of drift, which also
appears in the continuous time, corresponds actually to the negative “drift” of the variational
stability which attracts Fenchel coupling to zero.

Having settled the basic framework, we split the proof sketch of theorem 4.3.1 into two
parts: stochastic stability & convergence. Our analysis relies heavily on tools from the convex
analysis and martingale limit theory to control the influence of the stochastic terms in the
aforementioned bound.

Step 1: Stability. Let U, = {z : Dy(z*,z) < e} and U} = {y € Y : Fj,(z*,y) < e} be the
e—sublevel sets of Bregman function and Fenchel coupling respectively. Our first observation

Analytically, £ WO WO 51 00y — (500, V0 ) ~ (3(0), ) = {ole(0) 2(0) -

z*) <0.
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is that for all “natural” decomposable regularizers, it holds the so-called “reciprocity condition”
( B.1.1,B".1.5): essentially, this posits that U. and Q(UZ) are neighborhoods of z* in X.
Additionally, since Fj(z*,y) = Dp(z*,2) whenever Q(y) = = and supp(z) contains supp(z*),
from proposition B'.1.4, it holds that Q(U) C U. and Q~!(U.) = UZ. Thus, we conclude that
whenever y € UZ, z = Q(y) € U..

To proceed, fix a confidence level § and ¢ sufficiently small such that (VS) holds for all x € Uk.
Using Doob’s maximal inequalities for (sub)martingales (A".1.6,A".1.5) we can prove that with
probability at least 1 — ¢,

(o) {Dp_oyknoiser},
(B) {>")—owbiask} and
() {aze; ZhmoVellonllZ}
are less than /4 for all n > 0. For concision, we defer the full proof to the supplement of the

paper in section B".4.1. For the rest of this part, we condition on this event and rewrite (x) as
Fh(l‘*, Yn—i—l) < ZZ:O ’ykdl’iftk + €.

Following the definition of stability (4.2.1), we prove inductively that if X, belongs a smaller
neighborhood, namely if Xy € U4 Nim @, then X, never escapes U, X,, € U, for all n > 0.

e Induction Basis/Hypothesis: Since Xo € U,y Nim @, apparently Fj,(z*,Yy) < /4 and
Xo € U.. Assume that X € U, for all 0 < k < n.

e Induction Step: We will prove that Y,4; € U and consequently X, 11 € U.. Since U,
is a neighborhood of z* in which (VS) holds we have that drifty < 0 for all 0 < k < n.
Consequently Fy(z*,Y,+1) < € which implies that Y, y; € U} or equivalently X,,+1 € Us,.

Step 2: Convergence. A tandem combination of stochastic Lyapunov and variational stability
is the following lemma:

Lemma 4.4.1 (Informal statement of Lemma B".4.1). Let 2* € A be a strict Nash equilibrium.
If X,, does not exit a neighborhood R of x*, in which variational stability holds, then there exists
a subsequence X, of X, that converges to x* almost surely.

Indeed, if X,, is entrapped in a variationally stable region U, of x* without converging to x*,
we can show that Y-, vdrifty — —oco, while comparatively by the law of the large numbers
for martingales (A’.1.3), the contribution of (o),(B),(v") is negligible. Thus, in limit (x) implies
that 0 < liminf Fj (2*,Y,,) < —oo, which is a contradiction.

Our final ingredient to complete the proof is that (Fj(z*,Y%))52,; behaves like an almost
supermartingale when it is entrapped in a variationally stable region U, of x*. So, by convergence
theorem for (sub)-martingales (A".1.4), (Fj,(z*,Y%))52, actually converges to a random finite
variable. Inevitably though, liminf, . Fp(z*,Y,) = lim, Fp(z*,Y,) = 0 and by the
properties of Fenchel coupling B".1.4, Q(Y,,) = X,, — z*.

4.4.2 The Stochastic Instability of Mixed Nash Equilibria

For the proof of theorem 4.3.2, it is worth mentioning that in this case stability fails for any
choice of step-size. We start by focusing on the assumption of non-degeneracy (A3) of theorem’s
statement.

e From a game-theoretic perspective, (A3) actually demands that with non-zero probability,
when players receive the payoffs corresponding to pure strategy profiles, there exists at least
one player for whom at least two strategies of the equilibrium have distinct payoff signal.
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Note that if for each player, the payoffs corresponding to two different strategies of supp(x*)
were all equal ? immediately implies a non-generic game with pure Nash equilibria.

e To illustrate this assumption in our generic feedback model, suppose that this error term
&, is standard normal random noise &,. Indeed, the requirement of (A3) is satisfied since
P(|vi,a(Xn) 4 &Gan — vip(Xn) — &innl = 1/IN]) > 1 — O (exp(—1/|N1]?)). Such kind of
property can be derived actually for any per-coordinate independent noise since actually
the event of two independent coordinates to be exactly equal has zero measure.

For the bandit models 1, 2 of the previous section, we show that (A3) is satisfied in corrolaries
B'.3.1,B".3.2 of B'.5.

Moving on to the proof of theorem 4.3.2, we start our analysis by connecting the difference of
the payoff signal between two pure strategies, with the difference of the changes in the output
of the regularizers’ kernels, 6;:

Lemma 4.4.2 (Informal Statement of lemma B’.5.1). Let X, be the sequence of play in
(FTRL) i.e., X;pn = Q(Yin) € X; of player i € N; and for some round n > 0 let a,b €
supp (X n) be two pure strategies of player i € N. Then it holds:

(og(Xia,nqu) - oi(Xza,n)) - (eg(Xib,n+1) - Hi(X’Lb,’IL)) = ’)’n('ﬁia,n - f)ib,n)

To proceed with the proof of theorem 4.3.2 assume ad absurdum that a mixed Nash equilibrium
x* is stochastically asymptotically stable. Since z* is mixed, there exist a,b € supp(x*). Second,
the stochastic stability implies that for all €,6 > 0 if X belongs to an initial neighborhood
Ue, then || X,, — 2*|| < € for all n > 0, with probability at least 1 — ¢. Third, by the triangle
inequality for two consecutive instances of the sequence of play X; ., X; 41 for any player
i € N it holds:

‘Xia’nJrl - Xia,n| + |Xib,n+1 - Xib,n| < 0(8) with probability 1 — ¢ (49)

Consider ¢ sufficiently small, such that the probabilities of the strategies that belong to the
support of the equilibrium are bounded away from 0, for all the points of the neighborhood.
Since 6; is continuously differentiable in (0, 1], the differences described in 4.4.2 are bounded
from O(e) due to (4.9). Thus, if the sequence of play X, is contained to an e—neighborhood of
x*, then the difference of the feedback, for any player ¢ € N, to two strategies of the equilibrium
is O(e/7y,) with probability at least 1 — d:

P(‘@ia,n - @ib,n| = 0(5/’}%) |]:n) >1-90
However, from assumption (A3) for a fixed round n and some player i € A/, there exist 8,7 > 0

such that: P(|0iq,n, — Vb n| > 6| Fn) =7 > 0. Thus by choosing e = O(S8v,,) and 6 = 7/2, we
obtain a contradiction and our proof is complete.

3when all other players’ also employ strategies of the equilibrium
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Chapter 5

Future work

The equivalence between strict Nash equilibria and stable attracting states of feedback-limited
(FTRL) implies that any equilibrium that exhibits payoff-indiffirence between different strategies
is inherently unstable. This fragility has already been remarked from an epistemic viewpoint
[17], and our results provide a complementary justification based on realistic models of learning.
In the converse direction, the generality of the feedback models considered also provides
a template for proving stochastic asymptotic stability results in more demanding learning
environments. A particular case of interest arises in online ad auctions where payoffs are
observed with delay (or are dropped completely): depending on the delay, the estimation of the
player’s payoff could exhibit a bias relative to the sampling strategy, and our generic conditions
provide an estimate of how large the delays can be before convergence breaks down. This opens
the door to an array of fruitful research directions that we intend to pursue in the future.
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Appendix A’

Theoretical Basis

A’.1 Elements of martingale limit theory

A’.1.1 Basic definitions

In this part we provide some basic definitions necessary for the rest of this thesis.

Definition A’.1.1. Let 2 be a given set, then a 0— algebra F on € is a family F of subsets
of 2 with the following properties

1. oeF

2. F e F= F°e F, where F® =\ F is the complement of F' in

3. A, Ag,... e F=> A= A eF
The pair (£2, F) is called a measurable space. A probability measure P on a measurable space
(Q,F) is a function P : F — [0, 1] such that

1. P(©)=0, P(Q) =1

2. If Ay, Ag,... € F and {A;}32, is disjoint (i.e., A, N A; = @ for i # j) then

P(fj Ai> - iP(Ai) (A”1)

The triple (2, F, P) is called a probability space.

The subsets F' of € which belong to F are called F—measurable sets. In a probability context
these sets are called events and P(F') is the probability that the event F' occurs. Given a set
YV which contains some subsets of €2, there is a smallest c—algebra Hy containing V:

Hy = ﬂ{?—l; H o — algebra of Q,V C H} (A"2)
We call Hy the o—algebra generated by V

A special case of the above definition emerges if we consider V the set, containing all the open
sets of 2 = R"™. The o—algebra generated by V is called Borel o algebra on R". Consider now
a probability space (2, F, P); a random variable X is an F—measurable function X : Q — R™.
Every random variable induces a probability measure px on R™, defined by

px(B) = P(X~1(B)) (A"3)
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We call px the distribution of X. The number

E[X]:= / X(w)dP(w) = / xdpi, () (A”4)
Q n
is called the expectation of X, if [, X(w)dP(w) < oo.

Equivalently, if f : R — R is Borel measurable and [,|f(X(w))|dP(w) < oo then the
expectation of the random variable f(X) is

B = [ F(X@)iP) (A5)
Notice that in the finite case, in which X is a random variable and 1, ..., z, are the possible
outcomes of X, occurring with probabilities p1, ..., p, the expectation of X is
E[X] = inpi (A”.6)
i=1

Definition A’.1.2. Let (92, F, P) be a probability space, then a stochastic process is a collection
of random variables

{Xn}neT (A,7)

for some set T' C [0, 00).

A’.1.2 Conditional Expectation

Let (Q, F, P) be a probability space and let X : Q@ — R™ be a random variable with finite
expectation i.e., E[|X|] < co. If H C F is a o—algebra then the conditional expectation of X
given H, which is denoted by E[X | H] is:

Definition A’.1.3. E[X | H] is the almost surely (a.s.) unique function from 2 to R™ satisfying:
o E[X |H] is H—measurable

. / E[X | H]dP = XdpP
HeH HeH

The existence and uniqueness of this function can be proven using Radon-Nikodym theorem.
A proof can be found in [2],[3],[4]. Below we present some basic properties of the conditional
expectation:

Theorem A’.1.1. Let X : Q = R" and Y : © — R" be two random variables with finite
expectations and a,b € R. Then

1. E[aX +bY |H] = aE[X | H] + bE[Y | H]

E[E[X | H]) = E[X]

If X is H—measurable then E[X | H] = X

If X is independent of H then E[X | H] = E[X]

If Y is H—measurable, then E[(X,Y) |H] = (Y,E[X | H]).

Theorem A’.1.2. Let G1,Gy be two o—algebras such that Gy C Go C F. Then
1. EE[X |G2]|G1] = E[X | Gi]
2. E[E[X[G1]|G2] = E[X | Gi]
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A’.1.3 Martingales

Let (2, F, P) be a probability space. We call filtration in this space an increasing sequence
(Fn)n>o of o—algebras which are all subsets of F ie., F,, C Fpy1 C F for all n > 0. A
sequence of random variables (X,,), >0 is attached to the filtration (F,, )52, if for all n > 0 X,
is JF,,—measurable.

Definition A’.1.4. A sequence of random variables X = (X,,)n>0 that satisfies the following
properties
1. (Xn)n>o0 is attached to (Fp)n>0
2. E[X,]<ocoforaln>0
3. E[Xyq1 | Fn] =X, foralln >0
is called a martingale with respect to the filtration (F,,),>0. If 4i¢) holds as an inequality then
1. X, is called a submartingale if E[X,, 1| F,] > X, for alln >0
2. X, is called a supermartingale if E[X, 41| Fn] < X, for allm >0

Actually the filtration F,, includes all the information up to round n. As though, if X,, is
F,—measurable, it holds that E[X,, | F,,] = X,,.

A’.1.4 Martingale limit theorems

Below we first present a simple fact for the reader to keep in mind, followed by the main
theorems that we utilize in the main body of our proofs presented in the next chapters.

Fact 1. Let R, = Zzzl rk, where r is a positive random variable for all £k = 0,1, ... attached
to the filtration Fi_1. Then R, is a submartingale.

We begin with the strong law of large numbers for martingale difference sequences:

Theorem A’.1.3. Let R, = ZZ=1 ri be a martingale with respect to an underlying stochastic
basis (Q, F, (Fn)o2:,P) and let (1,)22, be a nondecreasing sequence of positive numbers with

n=1»
limy, o0 70 = 00. If Y00 T P E[|r,|P | Frumi] < 00 for some p € [1,2] almost surely, then
lim 7, 'R, =0 almost surely (A".8)
n—roo

The second important result for our analysis is Doob’s martingale convergence theorem:

Theorem A’.1.4. If R, is a submartingale that is bounded in Ly (i.e., sup, E[|R,|] < 00),
R,, converges almost surely to a random variable R with E[R] < co.

Finally, we use the known as Doob’s maximal inequality and one of its variants, presented
below:

Theorem A’.1.5. Let R, be a non-negative submartingale and fiz some € > 0. Then:

E[R,
P(sup R, > ¢) < [5 } (A”9)
Theorem A’.1.6. Let R, be a martingale and fix some € > 0. Then:
E[R2
P(sup|R,| > ¢€) < [62"} (A”.10)
n

Proofs of all these results can be found in [5].
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A’.2 Elements of Convex Analysis

In this section we provide basic definitions and results from convex analysis. Many of these are
implicitly used in our proofs
A’.2.1 Basic definitions

Definition A’.2.1 (Convex Set). A subset C of R? is said to be convex when for every pair
z,y € C C R? and every A € R for which 0 < A <1 the following holds:

z=(1=-XNz+yeC

domf

K domg
Figure A’.1: Depiction of the epigraph of two functions

Let f: R™ — R be a function. We can imagine f as defining a hyper-surface in the joint space of
its input space and its output space, R™ x R. The points above that surface whose perpendicular
projections on R™ remain in dom f form the epigraph of the given function. More formally:

Definition A’.2.2 (Epigraph). An epigraph of a function f: R” — R is said to be the set
of points (x, 1) such that p > f(z) and it is noted as:

epif ={(z,p) [ > f(x)}
An illustration of the epigraph can be viewed in figure A’.1.

Definition A’.2.3 (Proper function). A function f is called proper if its epigraph is non-empty
and contains no vertical lines.

Definition A’.2.4 (Lipschitz continuity). Let f : R™ — R™ be a vector-valued function over
some open set X C R"™; we say that f is (a,b)-Lipschitz continuous if there exists a constant
L for norms ||-||4,||||» such that for all z,y € X

(@) = fWlls < L+ ||z = ylla

The Lipschitz constant, L(®?) (f, X), is the infimum over all such all such L. Equivalently, one
can define L(®Y)(f, X) as

LED(f,x) = sup M
cyexaty 1T —Yla
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Definition A’.2.5 (Differentiability). We say that f is differentiable at x if there exists some
linear operator V f(x) € R"*™ such that

e - @ - @) TH]
h50 1Al -

A linear operator such that the above equation holds is defined as the Jacobian.

Definition A’.2.6 (Directional derivative). Let f: R™ — R™ be a vector-valued function,
then the directional derivative of f along a direction v € R" is defined as

dy f(z) := lim o+ tv) - f(z)

t—0 t

We now add the following facts:

Fact 2. Let f: R™ — R™ be a vector-valued function. Then the following hold:
1. If f is Lipschitz continuous, then it is absolutely continuous.
2. If f is differentiable at a point € R”, all directional derivatives exist at . The converse
is not true, however.
3. If f is differentiable at a point x € R™, then for any vector v € R™, 6, f(z) = V. f(x)Tv.

4. (Rademacher’s Theorem): If f is Lipschitz continuous, then f is everywhere differentiable
except for a set of measure zero ( under the standard Lesbegue measure in R") .

Definition A’.2.7 (Subgradient). Let f: R™ — R be a function, then a vector s € R" is a
subgradient of f at © € domf if for all y € domf it holds

fy) = fz) + " (y — ) (A”11)

Remark 5. If f is convex and differentiable, then its gradient at a point x is also a subgradient.
But a subgradient can exists even when f is not differentiable at x.

Definition A’.2.8 (Subdifferential). The subdifferential of a function f: R™ — R at a point
x € R", denoted by Jf(x), is the set of subgradients of f at that point xz. A function f is
called subdifferential at a point = if there exists at least one subgradient of f at z. If f is
subdifferential at all x € domf then f is called subdifferential.

Definition A’.2.9 (Lipschitz Continuous Gradient). A function f is said to have a L-Lipschitz
continuous gradient if there exists L > 0 such that for all z,y in its domain, it holds:

IVf(z) = Vi)l < Lllz =yl

A’.2.2 Convexity & Duality

In this section we are going to discuss the conjugate transform of functions. It is a transform
that maps the parameters of hyper-planes tangent to the curve of a function to a certain value.
It may not be the first time one sees such a transform, one that shifts our attention to a
parameter space. For example, in traditional computer vision a certain transform, known as
Hough Transform, is used in order to map whole lines of the 2-D space to tuples (p, 6); 6 being
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the angle that the line perpendicular to the line in question forms with the horizontal axis
and p being the distance of the line from the origin. Although this only vaguely resembles
the subject of our discussion — and we regret causing any confusion — we mention it in order
to motivate more ways of thinking of lines than just as a set of points. There are various
implementations based on this premise that help us detect and recognize not only lines but
also regular geometric shapes. Our subject revolves around tangent lines (or hyper-planes for

Figure A’.2: Representing the blue line with parameters p, 6

function domains with dimension greater than 1) on a convex function. We will demonstrate a
way that has been devised in order to represent elegantly the whole set of these tangent lines.

Frankly the definition seems a bit awkward. Considering its geometric interpretation could
maybe shed some light as to what this is supposed to mean.

The conjugate transform of a function f is merely a function f* that maps slopes a to the
maximum available offset 5 such that the given line ax + 8 will be tangent to the curve defined

by f.
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Figure A’.3: Geometric meaning of the conjugate transform

Definition A’.2.10 (Dual space). Given any vector space V over a field F, the (algebraic)
dual space V* is the set of all linear maps ¢ : V — F.

Definition A’.2.11 (Fenchel conjugate). Let X be a real topological vector space and X* its
dual space. Then for a function f: X — R, the convex conjugate f*: X* — R is defined as

f (@) = sug{(m*,@ — f(z)|z € X} (A”12)

€

Theorem A’.2.1 (Fenchel’s inequality). For any subgradient vector p € f*(dom f*) and any
x € dom f the following inequality stands:

f*(p) + f(z) > (p, x)

Proof. By the definition of the conjugate transform: f*(p) = sup,cqom s {{p, ) — f(x)} we can
decide that:

f*(p) > (p,x) — f(x), for all x (A”13)
[ (p) + f(x) > (p,x) (A”.14)
u

A’.2.3 Convexity and Smoothness

Definition A’.2.12 (Convexity in R™). A function f : R" — R is convex, if its domain A is
a convex set and for all z,y € A and for all A € [0, 1] it holds:

JAz+ (1 =Ny) <Af(@)+ (1= A)[f(y)
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Definition A’.2.13 (Effective Domain of a Convex Function). The effective domain of a
convex function, dom f, is the set of x such that:

dom f = {x| f(x) < —o0}

Lemma A’.2.2 (Equivalence for Convexity). Suppose f : R®™ — R with the extended value
extension. Then, the following statements are equivalent:
[1] (Jensen’s inequality): f is conver.
[2] (First order): f(y) > f(z) + sL(y — x) for all z,y and any s, € Of ().
[3] (Monotonicity of subgradient): (s, — s2)" (y — x) > 0 for allz,y and any s, € Of (z), sy €
af(y).

Proof. [1] = [2] By definition of convexity we have

fOz 4+ (1= Ny) <Af(z) + (1 =N f(y) (A"15)
FOe U= =TW) ¢ i)~ 1) (A16)
But, if s, € 0f(x) then
fy) > f(x)+sL (y—x) for all y € domf (A”17)
FOz+1=Ny) > fy) +s, Qe+ (1-Ny—y) (A”18)
fQz+ (1 =Ny) - fly) = /\SZ(CU ) (A”19)

where for the first we have substitute y = Az + (1 — A)y,z = y. Combining the above two
results we get

f) = f(y) +s, (x—y) or (A.20)
FW)=f(@)+s; (y—2) (A21)

2] = 1]
fy) > f(@)+sk(y—x) forall z,y (A.22)

By substituting « = 2/, ' = Ax + (1 — M)y in the above inequality we get

Fy) = f@) +sy (y—a) (A”.23)
(L=Nf(y) = (1= Nf@")+ (1= NAsp(y — ) (A".24)
Furthermore, let ' = Az + (1 — \)y by renaming we have
Fx) = fy) +sy (@—y) (A".25)
f@) > f (@) + sz (x —a') (A”.26)
Af(x) = Af(a") + M1 = N)sg (2 —y) (A”.27)

By adding the last two inequalities we get
fOz+ (1= Ny) < Af(x) + (1 =N f(y) (A”.28)
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2] = [3]
Fly) = fl2)+sg (y—x) (A”.29)
F(@)>fy) +s, (@—y)+ (A”.30)
(sy = s2) (y—2) >0 (A”.31)
8] = [2]
Since the set of subgradients is non-empty for all x,y then [2] is just the definition of the
subgradient. |

Lemma A’.2.3 (Equivalence for Strong convexity). Suppose f : R™ — R with the extended-
value extension. Then the following statements are equivalent:

[1] fis strongly convex with paremeter p.

[2] flaz+(1—a)y) <af(@)+(1l—a)f(y)-5all—a)ly—z|? foranyz,y anda € [0,1].
[3] f(y) > f(x)+s5 (y—=)+ 5lly —z||* for all z,y and any s, € Of (x).

[4] (sy — sz)T(y — ) > plly — z||? for all z,y and any s, € f (z),s, € Of (y).

[5] 9(z) — &||z||? is convew.

Proof. [5] = [3],[2], [4]
By definition of convexity of g.

[4] = [5]
By applying that s¢ = s/ — puz and doing the calculations.
2] = [3]
It is
flar+ (1 —a)y) Saf (@) +(1-a)fy) ~ Sall—a)ly—al?  (A32)
flaz+(1—a)y) > f (@) + 57 (az + (1 - a)y — ) (A”.33)

By combining them we get

H ,
Fy) = f@) + sz (y = 2) + Sally — 2| (A"34)
Fly) = f(2)+s5 (y—a) (A”.35)
where we have set o =1 [3] = [2], [3] = [4]
The proofs are similar to the ones in the previous lemma. |

Lemma A’.2.4 (Implications of Strong Convexity). Suppose f : R™ — R with the extended-
value extension. The following conditions are all implied by strong convezity with parameter

1
1] Slsal? = us@) - 1)
2] sy = sl > plly — 2.

/Wﬂwsﬂ@+£@f@+iwywﬂ?
1] (s —52)" (5 — ) < i”%;—SxHQVxJ/andanysxéfﬁf($%5y658f@0-
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Remark 6. A point z* is a minimizer of a function f iff f is subdifferentiable at z* and

0 € df(z*)

Proof. [1] Since f is strong convex, we have
[ ,
F) = f @) +s:(y—2)+5lly - =l (A’.36)

By minimizing both parts of this inequality, we get f* for the first part and for the second
s

y =2 — — and by substituting we get:
1

Is2l” |, llszl? ,
fr=fz) - + A’.37
(@) - 12ty Lol (A'37)

1 . )
Sllsall® > p(f(z) = f7) (A”.38)

[2] Since f is strongly convex:

(2 — sy)T(x —y) > plle —y|? (A".39)
52 = syllllz = yll > ullz -yl (A”.40)
lls2 = syll = pllz =yl (A"41)

[3]Consider the functions h,(z) = f(z) — sLz. Then the subgradient of h,(z), say g., equals
S, — Sgz. S0, we have

(52— 525) " (21— 22) > plly — x? (A’.42)
(9 — 5z2>T(Zl —29) > pllz1 — Z2H2 (A”.43)

So hy(z) is strong convex and using the [1] of this lemma for h, we get

* 1 ’

Wy 2 ha(y) = 5-llgyll* = (A"44)
W

1 ,
f(%)—S;fﬂﬁZf(y)—STZ/—ZHSy—SIH2 (A".45)

1 ,
fly) < f($)+sf(y—w)+ﬂ||8y—8z||2 (A.46)
[4] It can be derived from [3] with change of variables and adding the two inequalities. |

Lemma A’.2.5. For a function f with Lipscitz continuous gradient over R™, the following
relations hold:

ble[7=[6]=[0]=][1]<[2 <3 <[4 (A".47)
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If the function fis convez, then all the conditions [0]-[7] are equivalent.

011V @) ~ VS < Llly ~ ], ¥a,y. (A49)
1]g(z) = ngx — f(x) is convex , for all x. (A”.49)
215() < J(2) + Vi@t~ )+ 5y~ ol Vi, (A'50)
(VS (@)~ V1) "y~ 2) < Ll — I, V. (A51)
4 ey + (L)) < af () + (1 - 2) £ a) — PP e 2 vy anda e 0.1]
(A"52)
517 () 2 (@) + 55 (= 2) + 5 IV T ) ~ V)P, Ve, (A'53)
6(VF (@)~ V1) (&~ 1) > H|VF(@) - A2 Ve, (A'54)
71+ (1= ap) < af () + (- ) (o)~ “C V@) - V@I, oy anda < 0,1],
(A”.55)
Proof. [1] < [2]
It is,
Vg(x) = Lr — V f(zx) (A”.56)

Furthermore (all these steps perform equivalences)

9(y) = g(x) + Vg(2)" (y — @) (A”57)
Il £) > 5 lell® ~ F(@) + (Lx — V@) (y ) (A'58)
F) < £@)+ S 1ol + Sl ~ LaTy + V i)y - o) (A'59)
F) < F@) + V@) —2) + oy — l? (A'60)

2] = [3] Interchange x,y and add.

[3] = [1] Substitute Vf(z) = Lz — Vg(z) and conclude the monotonicity of gradient for g.

1] = [4

g(az+(1—a)y) < ag(a) + (1 —a)g ) & (A61)

oz + (1 ay) (az + (1 a)y) — F(&) < Zallal —af(x) + £ (01— a)lyll? — (1~ a)f(y) &

(A".62)

F(a') > af () + (1~ a)f () — 5 [a( — a)lal? + a(l ~ )y ~ 2a(1 — a)aTy] & (A'63)

F&) 2 af (@) + (- @) () - Fa(l — )z~ y|? (A6
0 = 13

(Vi) - V@) @~ ) < [95@) = VW)l ~ ol < Llly - ] (A'65)
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[5] = [6] Change x,y and add.
[5] = [7] Following the same procedure as to prove that first order implies Jensen’s inequality
we get

f@') < af(@) + (1 - a)f ) — -

o7 IVI@) = V@) = 57 IVFE) = V@)L (A66)

It also holds Vz,y

allz|® + (1 = a)yl* = a1 — a)|lz +y[* < (A67)
*llz)* = 2a(1 - a)a"y + (1 - a)?|ly|* = 0 & (A"68)
laz — (1 — a)y||* > 0 which is true Va,y (A”.69)

Combining the above two results we get [7].

[7] = [5] We follow the same procedure as the one to prove that Jensen’s inequality implies
first order criterion. [6] = [0] again by using Cauchy-Swartz inequality.

Also if f is convex it is sufficient to show that one of [1],[2], [3], [4] implies [5] or [7].

3] = [5]

As before we will define the function hy(z) = f(z) — Vf(z)" 2 and then Vhy(z) = Vf(z) —
V f(x). Then

(Vf(z1) = Vf(22)) (21 — 22) < L]z — 2 (A”.70)
(Vhe(z1) — Vhe(22))" (21 — 22) < L|z1 — 202 (A".71)

ha(2) < ha(y) + Vha (y)" (2 — y) + gllz —yl* (AT2)

where we used the fact that [2] < [3] to go from the second to the third inequality. Since f is
convex from the first order criterion we get that h,(z) attains its minimum when z = z. Also

1
by taking minimization of the right part of the last inequality we get z =y — ZVhw(y) and by
applying this minimization two both ends of the inequality we get [5]. [ ]

Lemma A’.2.6. Consider the following conditions for a general function f:
[1] f*(s) = s"x — f(2).
[2] s € df(x).
[3] © € 0f*(s).
Then, we have
1] < 2] = [3] (A"73)

Further, if f is closed and convex, then all these conditions are equivalent.

Proof. [1] < [2]

s €0f(z) & fly) > f@) +7(y —2) (A'.74)
& sTo— f(x) > sTy - fy) = F(s) (A7)

Also by the definition of Fenchel congucate f*(s) > sz — f(z). [2] = [3]

s€of(x) = f(z) > f(x) +s7(z —2) (A”.76)
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Also, [2] = [3]
fr(2)>2Te—fla) > 2T — f(2)+sT(z—a) = f*(s) + 2T (2 —s) =z € df(s) (A.T7)

If f is closed and convex [3] = [2]

Lemma A’.2.7. If f is convex and closed then f** = f.

Proof. We know that f*(s) = sup,cgomy (s72 — f(#)) and f**(2) = sup,egom s+ (z7's — f*(s)).
Now suppose that f*(s) = sTy— f(y) for some y,we know that this holds due to the closeness of
the linear function and f (f is closed = the sublevel sets of f are closed and so the supremum
can be achieved) which implies that s € 9f(y). Then,

£ (@) =sup(s” = £(9)) = 57— () Vs (A78)

If we choose s € Of (x) = f*(s) = sTa — f(z) we have
(x) > stz — f*(x) > f(x) (A"79)
Also, from the previous observation we have

@)= sup (s"z—sTy+ f(y) s €af(y) (A”.80)
s€af(y)

By convexity of f, Vx,y and s € 9f(y)

f@) = fy) + s (z —y) (A”.81)
and so f**(x) < f(z), which means that f**(z) = f(x) |
So,

fly) > f(z) > as— f*s (A”.82)

P €0f (5) = [1(2) > [*(s) + a7 (2 — 5) (A83)
Finally
() > 2Ts — f*(s) > 2Ts — f*(2) + 27 (2 — 5) (A”.84)
f(2) = f(a) + 5" (2 —x) (A”.85)
s €0f(x) (A”.86)
|

Lemma A’.2.8 (Differentiability). For a closed and strictly convez f, V f*(s) = argmax, (s”z — f(z))

Proof. Since f is strictly convex and closed all of the properties from the previous lemma are
equivalent. Also, f*(s) = sup,{s”z — f(z)}. So, we know that the supremum of sz — (z) is
achieved when z = x and also

Vf*(s) = 2 = argmax(s’ = — f(z)) (A”.87)

x
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Now we only have to show that for two points x; # zo s.t. the 1 € 9f*(s) and xo € 9f*(s),
which means that s € 9f(x1) and s € df(x2). If there were then Vz

f(2) = flar) + 5" (z —21) (A’.88)
f(2) > fla2) + 5" (2 — x2) (A”.89)

With strict inequality for z # x; and z # x5 equivalently. Then by using z = x5 and z =
and adding the two inequalities we conclude that 0 > 0 which a contradiction. |

Theorem A’.2.9. A function f and its Fenchel conjucate function f* satisfy the following
assertions:

1. if f is closed and strong convexr with parameter u, then f* has a Lipschitz continuous
gradient with parameter %

2. If f is convexr and has Lipschitz continuous gradient with parameter L, then f* is strong
convex with parameter %

Proof. We start by proving 1. If f is strong convex and closed and f*(s) = s'o — f(z) and

f*(p) =p"y — f(y) then
sz — syl = pllz -yl (A”.90)

ins ol 2 IVF(s) — V) (A91)

We now proceed to the proof of the second claim. Again since f is convex all the previous
properties hold and we have

IV£() ~ V£l < Llly — =] (2.92)
IV5°(5) = V50l = 7 Ip— 5] (493)
|

These proofs can also be found in [51].
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Appendix B’

Deferred Proofs

B’.1 Bregman Divergence and Fenchel Coupling

T3

T3

2 T v

1 T9

Figure B’.1: The level sets of KL-divergence

B’.1.1 Bregman Divergence

Bregman divergence provides a way to measure the distance of two points that belong to the
simplex. Its properties render it a useful tool to prove convergence results. Below we state its
definition and prove these properties that would be crucial in the establishment of our proof.
Given a fixed point p € & then the Bregman divergence of a function h is defined for all points
ze X as

Dy (p,z) = h(p) — h(x) — W (x;p — x) for all p,z € X (B".1)

where h/(x;p — x) is the one-sided derivative
B (z;p—2) = lim ¢t 'h(z +tp — ) — h(z)] (B.2)
t—0t

Notice that this definition of the Bregman divergence permits to work also with points on the
boundary. It is possible that the limit of Dy, attains the value of +oo if h/(z;p — z) = —o0, as
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r — p, where p is a point of the boundary. However, the condition below ensures that this is
not the case.
Dy, (p;x) — 0 whenever z — p (Reciprocity)

This is known as the reciprocity condition. What this property actually means is that the
sublevel sets of D(p,-) are neighborhoods of p. This is illustrated in B’.1, when the function
employed is the negative Shannon-entropy and the induced Bregman divergnce the Kullback—
Leibler divergence. Notice that for most decomposable functions h, this property holds. Below
we present a proof of this statement.

Proposition B".1.1. If h(z) = >, 0(x;), for some kernel function @ having the properties
described in (reguralizer’s properties) and furthermore it holds that 6'(x) = o(1/z) for z close
to 0, then Dy (p;x) — 0 whenever x — p for all x,p € X.

Proof. Tt is sufficient to prove that lim,_,o(6(0) — (x) — 6'(x)(0 — z)) = 0. The difference of
the first two terms is obviously gives zero. Now, for the last term notice that if ' (x) = o(1/x)
for x close to 0, then lim,_,g26'(xz) = 0 and the proof is completed. |

Additionally, Bregman divergence satisfies the properties described below.

Proposition B".1.2. Let h be a K -strongly convex function defined on the simplex X = A(A),
that has the properties described in reguralizer’s properties and let Ay, be the union of the relative
interiors of the faces of X that contain p i.e.,

A, ={z € X : supp(p) C supp(x)} = {x € X : x4 > 0 whenever p, > 0} (B".3)

Then
1. Dy(p,z) < co whenever x € A,,.
2. Dp(p,z) > 0 for all x € X, with equality if and only if p = x, more particularly

1
Dy(p,x) > §K||a? —p||? forallz € X (B".4)
Proof. For the first part, if x € A, then h(xz +t(x — p)) is finite and smooth in a neighborhood

of 0 and thus D(p, x) is also finite.
The second part of the proposition, let z = x — p then strong convexity yields

h(z +tz) < th(p) + (1 — t)h(zx) — %Kt(l —t)|lz — p||?

t7! (h(x + tz) — h(z)) < h(p) = h(z) = 5 (1 = ) K|l - p|®

N = N =

h(p) = h(z) =t~ (h(z + t2) — h(z)) > 5 (1~ ) K|z — p||?
And by taking ¢ — 0, we obtain the result. |

We mention at this point that from (reguralizer’s properties), since for each i € N:
infcpg 17 0 > 0, there exists K; > 0 such that for all 2,y € [0,1] and t € [0,1]

Oi(te + (1 — t)y) < tbi(x) + (1 —1)0i(y) — %f(l —t)|z —yl? (B'5)

In all the proofs h symbolizes the aggregate function of all the regularizers i.e., h(z) =
>, hi(x;), with strong convexity parameter K = min; K;.
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B’.1.2 Steep vs non-steep

In this section we elaborate in detail the dichotomy of the properties of different regularizers
mentioned in the remark 4. As we mentioned players may have different regularizers h; employed
in their choice maps Q;(y) = argmax, ¢ y, {(z,y) — hi(x)}. Depending on the regularizer chosen,
FTRL dynamics may differ significantly. To formally express this difference, it is convenient
to consider that h is an extended-real valued function h : V — R U {co} with value oo outside
of the simplex X. Then the subdifferential of h at = € V is defined as:

Oh(z) ={y € V* : h(z') > h(z) + (y, 2’ — z) V' € V} (B'.6)

If Oh(x) is nonempty, then h is called subdifferentiable at € X. When z € ri(X') then Oh(x)
is always non-empty or ri(X) C domdh = {& € X : Oh(x) # 0}. Notice that when the
gradient of h exists, then its subgradient always contains it. With these in mind, we present
a typical separation between the different regularizers. On the one hand, steep regularizers
like the negative Shannon-entropy become infinitely steep as x approaches the boundary or
[[Vh(x)|| = co. On the other hand, non-steep are everywhere differentiable, like the Euclidean,
allowing the sequence of play to transfer between the different faces of the simplex. In the
dual space of payoffs, steepness implies that the choice map is not surjective (since it cannot
map all payoff vectors to points of the boundary), it is however injective (it maps a payoff
vector plus a multiple of (1,1,...,1) to the same strategy). Non-steep regularizers give rise
to surjective maps, which are not injective, not even up to a multiple of (1,1,...,1), to the
boundary. Focusing on the more simple case of decomposable regularizers, the kernel of a steep
one is differentiable on (0, 1] while for non-steep the kernel is differentiable in all of [0,1]. As
a result, when a steep regularizer is employed the mirror map @ : Y — X cannot return any
point of the boundary. In other words, the points of the boundary are infeasible not only as
initial conditions but also as part of the sequence of play.

Remark 7. This dichotomy is important for our analysis since we study the stochastic asymptotic
stability of Nash equilibria, which may lie on the boundary, and we seek a neighborhood
of initial conditions such that the equilibrium to be stable and attracting. Thus, instead
of demanding the existence of a neighborhood U of an equilibrium x*, such that whenever
Xo € U, z* is stable and attracting; we demand the existence of a neighborhood U of z* such
that whenever Xy € U Nim @ then x* is stable and attracting.

B’.1.3 Polar Cone

The notion of the polar cone is tightly connected with the notion of duality. Given a finite
dimensional vector space V, a convex set C C V and a point = € C the tangent cone TCe¢(x)
is the closure of the set of all rays emanating from x and intersecting C in at least one other
point. The dual of the tangent cone is the polar cone PCe¢(z) = {y € V*: (y,2) <0 for all z €
TCe(x)}.

When the under consideration convex set is the simplex of the players’ strategies, the polar
cone corresponding to the boundary differs significantly from the one corresponding to the
interior. Formally, the polar cone at a point z of the simplex is

PC(z) ={y €Y :ya >y for all a,b € A}! (B".7)

An illustration of this is depicted in figure B’.2. When (FTRL) is run, the notion of the polar
cone emerges from the choice map @ : Y — X', connecting the primal space of the strategies
with the dual space of the payoffs. The proposition below presents this exact connection.

'Tt is always yo = y» whenever a,b € supp(z).
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T'g T3, 3.

A A 4

)
L I2

T T T + T2

Figure B’.2: The polar cone corresponding to different points of the simplex. For an
interior point this is a line perpendicular to the simplex. For a point of the boundary,
it is a plane perpendicular to the simplex tangential to the point of the boundary. For
an edge the polar cone corresponds to a cone.

Proposition B’.1.3. Let h be a strong convex reqularizer that satisfies the properties described
in requralizer’s properties and let Q) : Y — X be the induced choice map then

1. z=Q(y) &y € oh(x)
2. Oh(z) = Vh(x) + PC(z) for all x € X.

B’.1.4 Fenchel Coupling

Even though Bregman divergence is a useful tool, (FTRL) evolves in the dual space of payoffs.
Thus dually to the above the Fenchel coupling? is defined, F}, : X x Y — R

Fu(p,y) = h(p) + h*(y) — (y,p) for allp € X,y € Y (B".8)

where h* : ) — R is the convex conjugate of h: h*(y) = sup,c{(y,z) — h(x)}. The fenchel
conjugate is differentiable on ) and it holds that

Vh*(y) = Q(y) for ally € Y (B".9)

Fenchel coupling is also a measure that connects the primal with the dual space. As we
mentioned above, (FTRL) evolves in the dual space and thus we use Fenchel coupling to
trace its convergence properties. As the next proposition states, whenever Fenchel coupling
F(p,y) is bounded from above so does ||Q(y) — p||. This proposition in its entity, is critical for
our proof, since we first need to find a neighborhood U of attractness (See 4.2.1). For this step,
Bregman divergence is necessary in order to define the aforementioned neighborhood since
|Q(y) — p|| < ¢ for some constant ¢ is not necessarily a neighborhood of p (See section B'.1.2).

Proposition B’.1.4. Let h be a K-strongly convex function on X and has the propertied
described in requralizer’s properties. Let p € X, then

1
1. Fu(p,y) 2 5K[Q(y) = pll* for ally € ¥ and whenever Fiu(p,y) — 0, Q(y) = p.
2. Fn(p,y) = Dp(p, ) whenever Q(y) =z and x € A,.

1
8 Fn(py') < En(p,y) + (' = 9. Qy) =) + 5=y = yllZ.

*The term is due to [16].
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Remark 8. Notice that the first part of the proposition is not implied by the second one, since
it is possible that im @@ = dom Oh is not always contained in A, (see sectionB’.1.2).

Proof. For the first part, let z = Q(y) then h*(y) = (y,z) — h(z)

Fu(p,y) = h(p) — h(z) = {y,p — x) (B.10)
Since y € Oh(z) (Proposition B".1.3), it is

h(z +tp — x)) = h(z) + t{y,p — ) (B"11)

and by strong convexity of h, we have
1
W+ o —2)) < thip) + (1~ )h(x) — SKt(1—1)p— o] (B12)
Thus by combining (B".11),(B".12) and taking ¢t — 0 we get
K 2 K 2 ’
En(py) 2 h(p) — h(z) = h(p) + h(z) + S lp — 2l 2 S llp — 2| (B".13)

For the second part of the proposition, notice that = + ¢(p — ) lies in the relative interior of
some face of X for ¢ in a neighborhood of 0 and thus h(x + t(p — z)) is smooth and finite. So,
h admits a two-sided derivative along x — p and since y € dh(x), (y,p — x) = h/(z;p — x) and
our claim naturally follows.

Finally for the last part of the proposition, we have

Fu(p,y') = h(p) +h*(v') — (', p)

< h(p) +h*(y) + (' — v, VI™(y)) + %Hy’ —yl¥ (¥ p)
= Fulpy) + '~ 5,Q) ~p) + 5l — ol

where the second inequality follows from the fact that h* is 1/K strongly smooth [18]. |

In terms of Fenchel coupling our reciprocity assumption can be written as
Fy,(p,y) — 0 whenever Q(y) — p (Reciprocity)

Again for most of h decomposable, the assumption is turned into a property as we prove below.

Proposition B".1.5. Ifh(xz) =, 0(x;), with § having the properties described in (reguralizer’s properties)
and furthermore it holds that 6'(xz) = o(1/z) for x close to 0, then Fy(p,y) — 0 whenever
Q(y) = p forallp e X.

Proof. Again it is sufficient to prove that whenever Q(y) = z — 0 then Fj(p,y) — 0. Notice

that from B".1.4 F}(p,y) = Di(p,x) whenever x = Q(y) and € A,. Thus by B".1.1 Q(y) =
x — 0 implies that F,(p,y) — 0. |
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B’.2 Variational stability

Definition B’.2.1 (Variational stability). A point z* € X is said to be variationally stable if
there exists neighborhood U of * such that

(v(z),z —x*) <O0forallx €U (VS)
with equation if and only if z = x*.

What this property actually states is that in a neighborhood of z*, it strictly dominates over
all other strategies. Interestingly, strict Nash equilibria hold this property:

Proposition B’.2.1. For finite games in normal form, the following are equivalent:
i) x* is a strict Nash equilibrium.
it) (v(x*),z) <0 for all z € TC(x*) with equality if and only if z=0.
iii) x* is variationally stable.

Figure B".3: (VS) states that the payoff vectors are pointing "towards” the equilibrium

Proof. We will first prove that i) = ii) = i) = ).
i) = ii) Since x* is a Nash equilibrium by definition it holds for each player ¢ that

(w(x*),z —a*) <O0forall z € X (B".14)

For the strict part of the inequality, by definition of strict Nash equilibria it holds that
(vi(x*),z; — xF) < 0 whenever z; # z and thus

N
(v(x*),z) = Z(vl(;z;*)wl — ;) <0if z; # 2} for some i or z # 0 (B".15)
i=1

i1) = iii) By definition of the polar cone, we have that v(z*) belongs to the interior of PC(z*)3.
Thus by continuity there exists some neighborhood of z* such that v(z) also belongs to the
polar cone of PC(z*) or «* is variationally stable.
i4i) = i) Assume now that x* is variationally stable but not strict, then there exist for some
player i a,b € A; such that u;(a; 2* ;) = u;(b;2* ;). Then for z; = zF 4+ A(e, —ep) and z_; = a*;
we have

(v(x*),x — %) = (v ("), AMeq —ep)) =0 (B.16)

which is a contradiction. | |

Indeed if it belonged to the boundary then the equality in 14) would not hold only for z = 0.
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B’.3 Proofs of assumptions for Model 1, Model 2

Below we provide a proof for our claim in Model 2 that b, = O(e,,), M2 = O(1/e,). Focusing
on one player i € \/, notice that

Efbin | Fol = > X_in(uilain;oms),. .. uiloga,;0—:)) = vi(X) (B'.17)
o ze-A 3

Having this in mind 9; , can be viewed as
din = 0i(Xn) + Zin + bin (B".18)

where Z; , = U, — E[0; | Fn] = Vin — vi(Xn) and b; , = vl(X'n) — v;(Xy). Thus, since v;(x)
is multi-linear in x and )A(”1 = (1 —en)Xin + en/|Ail it follows that b, = O(e,). Finally,
similarly to (B".17) we can conclude that M? = O(1/e,,).

We continue by proving that assumption (A3) is indeed satisfied for both Models 1, 2. This is
due to the genericity of the game. Actually in the following lemma and corollaries we show that
there exist player ¢ € N, strategies a,b € supp(z}) and pure strategy profile a_; € supp(z*,),
where z* is a mixed Nash equilibrium such that |u;(a; a—;) —u;(b; a—;)| > B for some 8 > 0. In
order to acquire the exact statement of (A3), we have to take into account the round in which
the game is evolved. Let n > 0 be this round, then when examining the stochastic asymptotic
stability of a mixed Nash equilibrium x*, the sequence of play is contained in a neighborhood of
z* and thus all of the strategies belonging to the support of z* have strictly positive probability
to be chosen, verifying the statement of (A3).

Lemma B’.3.1. If the game is generic and has a mixed Nash equilibrium x*, then there exist
player i € N, pure strategies a,b € supp(z}) (a # b) and pure strategy profile a_; € supp(x* ;)
such that w;(a; a—;) # u;(b;a_;).

Proof. Assume that for all players i € N, pure strategy profiles a_; € supp(z*;) and pure
strategies a,b € supp(x}) it is
ui(a; o) = ui(b; a—y) (B".19)

Then for each player ¢, this implies that all of the payoffs corresponding to pure strategy profiles,
which consists of the support of the equilibrium, are equal. Then each pure strategy profile
(a3 ;) € supp(z*) is a pure Nash equilibrium, which is a contradiction to the genericity of
the game. |

Immediate implications of lemma B’.3.1 are:

Corollary B’.3.1. There exists player i € N and pure strategy profile (a;; a—;) € supp(z*),
such that w;(ay; c—;) # 0.

Corollary B’.3.2. There exist 5/ > 0, player i, strategies a,b € supp(x}) and pure strategy
profile a_; € supp(z* ;) such that |u;(a;a—;) — u;(bya—;)| > B'. There also exist B’ > 0 and
(a3 ;) € supp(z*) such that |u;(a;;a—;)| > B”.

B’.4 Proofs of Stability

B’.4.1 Deferred Proof of thorem 4.3.1

In the following preliminary result, we focus on the case of (FTRL) with payoff feedback as
described in section 4.1.1 and we show that if x* is a strict Nash equilibrium, there exists a
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subsequence of (X,,)22, that converges to it. In order to achieve this convergence result, it is
necessary to assume that the sequence (X,,)22 is contained in a neighborhood of z*, in which
(VS) holds. Here, we outline the basic steps below:

Step 0: By contradiction, assume that there exists a neighborhood, in which X, is not contained
for all sufficiently large n and assume without loss of generality that holds for all n =
0,1,....

Step 1: We start by showing that the terms of the RHS of the third property described in
proposition B’.1.4 are converging almost surely to finite values, except for one. This
term, which is a consequence of z* being variational stable, goes to —oc as n — oo .

Step 2: The next crucial observation is that the Fenchel coupling is bounded from below by 0,
thanks to the first property in proposition B’.1.4, which gives us the contradiction.

Remark. For the interested reader, the assumption (A2), > ~42M?2 < oo, that we use in the
preliminary lemma and in theorem 4.3.1 could be relaxed by using the Holder inequality to
> T2 09 < oo for any g € [2,00).

Lemma B’.4.1. Let z* € A be a strict Nash equilibrium. If (FTRL) is run with payoff feedback
of the type (4.1), that satisfies (A1)-(A2) and the sequence of play (X,,)22, does not exit a
neighborhood R of x*, in which variational stability holds, then there exists a subsequence X,
of X, that converges to x* almost surely.

Proof. Suppose that there exists a neighborhood U C R of z* |, such that X,, ¢ U for all large
enough n. Assume without loss of generality that this is true for all n > 0. Since variational
stability holds in R, we have

(v(z),zx —x*) <Oforallz € R, z # z* (B".20)
Furthermore, from proposition B".1.4 we have that for each round n:
. . 1 " ,
Fh(a, Yng1) < Fp(a®, Yn) + yn(0n, Xn — 2%) + ﬁ'ﬁz””n”z (B".21)

By applying the above inequality for all rounds from 1,...,n and creating the telescopic sum
we get

n n
* * ~ * 1 ~ ’
Fi(z*,Yoq1) < Fu(a™, Yo) + ;7k<vk7Xk —a") + K ;713”%”3 (B".22)
Remember that for the payoff vector holds that

Op, = v(Xyn) + Zp + by,

We now rewrite (B".22)

n

Fu(2*, Yoy1) < Fu(a*,Yo) + Y w(o(Xn), Xp — ) + > e (Zp, Xp — 2%)

+=0 h=0 (B'.23)
* 1 ~
+ > wlbr, Xk — 27) + Y4 > ilenl?
k=0 k=0
Let 7, = > p_ 7k then
- o b, X — x*
Fu(e Vi) < Bl ) £ 30 o), X — ) 4 (im0 100 X 27
k=0 ) " (B".24)
n Z X ek 1 7717 2115 2
+Tn(2k:o%<7_ka K — ) 42K Zk_:%c”“k”*)
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We focus on the asymptotic behavior of each particular term of the previous inequality. We
remind that F,, denotes the history of X,, up to stage n (inclusive) and thus the feedback
signal, 0, is not F,-measurable in general.

o Let R, = > }_o72|l0x]|?. Then

<> RE[[6k]13) ka E(lxll7 | Fil] <Y 2iM{ < oo (B'.25)
k=0 k=0
where >, _ 72 M} is finite by assumption (A2). Hence by 1 and (B".25) R,, is an L,
bounded submartingale while Doob’s convergence theorem (A’.1. ) shows that almost
surely
lim 'R, =0 (B".26)

o Let S, = > 1 oVk(Zk, Xk, — 2*) and ¢y, = vi(Zy, X), — 2*). For the expected value of
1, we have
E[tn | Frn] = v lE[Zn | Ful, Xn —2™) =0 (B".27)
and so S, is a martingale since E[S,, | F,] = Sn—1. Moreover, for the expectation of the
absolute value of 1,,, Cauchy-Schwarz inequality implies

Ell¢onl? | Fo] < v Bl Znll21 X0 — 2% | F) (B'.28)
<R EllZa 1121 Fulll X2 (B".29)
< R M| X (B".30)

since

E[HZTL”i |]: ] E[H@n - E[ﬁn |}_n]||i |]:n] (B’-31
E[[|onll3 | F] = |E[0n | Fa] |12 (B33
< E[lon]l2 | Fu] < M (B34

)
)
)
)

where M?2 is the upper bound of E[||9,, | | F,.] described in section 4.1.1.
Obviously, >0 (7, 2 E[|t,|* | Fn] < oo and so by the strong law of large number for
martingales (A".1. 3) yields that almost surely

lim 7,7'S, =0 (B".35)

n—oo

o Let W,, = > 1 _ vk (bk, Xi, — 2*) then by Cauchy-Schwarz inequality

n

[ Wl < IS e, X — )] < 7 S el g X — 27)|
k=0 k=0

T > llbill X

k=0

(B.36)

Let J, = > _o vkllbkll«]| X ||. Notice that W, < J, and that from 1 J,, is a submartingale
with

E[Tn) = 12 Y~ v ELIxll] < 121D~ v EEbxll« | Fil] < 1X) D By < o0
k=0 k=0 k=0
(B".37)
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where B, is the upper bound of E[||by,||. | F»]. Thus, J, is a L1 bounded submartingale
and by Doob’s convergence theorem (A’.1.4) almost surely

lim 7, %, =0 (B".38)

n—roo

As a result, 7, 1W,, — 0.

e Finally, we will examine the term >, _, v (v(X), X — 2*). Recall that we had assumed
that X,, € R\ U for all n > 0, while variational stability holds in R, so by continuity
there exists ¢ > 0, such that for all n > 0

(W(Xp), Xn —2%) < —c¢ (B".39)

We return to (B".24) and we equivalently we have that

Fr(2*,Yo41) < Frp(2*,Yy) + Z%@(Xk),Xk —2*) 4 7o (1, W + 7, "Ry + 77150) (B'.40)
k=0 :

< Fu(x*,Y)) — et + 1o (7, W + 77 Ry 4+ 7,1S,)
Thus, Fj (2%, Y41) ~ =€ peg Ve — —00.
By proposition B".1.4 we conclude to a contradiction. This implies that some instance of the

sequence of play is included to every neighborhood U of x* and thus there exists subsequence
Xy, of X, that almost surely converges to z*. |

Theorem B’.4.2 (Restatement of theorem 4.3.1 ). Let a* be a strict Nash equilibrium.
If (FTRL) is run with payoff feedback that satisfies (Al)-(A2), then x* is stochastically
asymptotically stable.
Proof. Fix a confidence level § and let U, = {z : Dy(2*,z) < e} and UF ={y € YV : Fp(z*,y) < e}.
e By proposition B".1.2 for all x € U, it holds that ||z — z*|* < 2¢/K.
e By proposition B".1.4 for all z = Q(y), y € UZ it holds that ||z — 2*|]? < 2¢/K.
e Notice that from proposition B.1.4 Q(UZ) C U, and Q! (U.) = U?.
Thus we conclude that whenever y € U, x = Q(y) € Ue. Finally, by (Reciprocity) U, is a

neighborhood of x* . Since z* is a strict Nash equilibrium, pick ¢ sufficiently small such that
(VS) holds for all x € Uy..

(Stability).

Assume now that Yy € U} and thus Fp(2*,Y)) < ¢ < 4e. We will prove by induction that
Y, € Uj. for all n > 1 with probability at least 1 — . Suppose that Fj(x*,Y}) < 4e for all
1 <k <n and we will prove that Y,,4; € U}, and consequently X, 1 € Uye.

From proposition B".1.4 we have
* * ~ * 1 ~ ’
Fu(z*, Y1) < Fn(a*,Yn) + Yo (n, X, — %) + —2K73||vn||3 (B.41)

For the payoff feedback, it holds v,, = v(X,,)+ Z,,+b,,. Then by telescoping the above inequality
and substituting we get

Fiu(z*, Yng1) < Fu(z™,Y0) + > w(v(Xe), Xp — 2%) + > 9 Zi, Xy, — %)
k:o kzo (B,42)
. 1 .
+ Z’Yk(bkan —a") + K Zvﬁllvkl\i
k=0 k=0

o8



APPENDIX . DEFERRED PROOFS 59

We will study each term of the inequality separately.

1
o Let R, = — S 7 72|02 and F,, . = {supg<p<, Ri > €}. As we discussed in lemma
21K k=0 'k * 5 0<k<n

B'4.1, R, is a submartingale with E[R,] < >}_ 7ZM?. Doob’s maximal inequality
(A".1.5) yields

E[R,] _ Yho M
P(F,:) < < = B'.43
(F.e) € 2Ke ( )
By demanding >~ 7 M? < 2Ked/3 the event F. = | J,°, F- , will occur with probability

at most d/3.

o Let S, = ZZ:O Vi{Zy, Xp—a*) and E,, . = {supogkgn Sy > 5}. Since S,, is a martingale,
as we discussed in lemma B’.4.1, Doob’s maximal inequality (A".1.6) yields

E[S.2] _ %)% S 1207

P(Epe) < =5 < .

(B’.44)

In order to calculate the above upper bound, we define ¢y, = (Zi, X, — 2*). Notice that
= ZZ:OWJHQ +2 ZZ<Z ’(/)klbg. Indeed it holds that

Ell¢x)?] < E[E[| Zk 2] X — 2*[|* | F]] (B'.45)
E[E[|| Z& 1% | Fullll x| (B’.46)
where,
E[l|Zill? | Fi] = E[l|or, — E[ox | Fi] |l | Fi] (B’.47)
= E[l[ox[1% — 2(0x, Elox | Fal) + |E[0x | Fi]llZ | F] (B.48)
= E[||ox 1% | Fi] — |[E[ox | Fi]llZ < M (B.49)
< Ef||og|3 | Fi] < M (B".50)

Furthermore, for all k # ¢ it holds that E[¢x1e] = E[E[Wrte | Frve]] = 0.
2

o0

Thus, by demanding Y 7o (72 M} we ensure that the event E. = J,_ Ecn

< ¢ )
- 3[
will occur with probability at most 6/3.

o Let W, = >0 o velbi,s Xk — %), Jn = D p_o vellbrll[| X as we discussed in lemma
B4.1
W, < J, (B'51)

where J,, is a submartingale with E[J,] < ||X|| > ) _, 7 Bx. Similarly to the previous
steps let D. ,, = {supg<j<, Jr > €}, then Doob’s maximal inequality (A".1.5) yields

ElJn] _ (X0 25— 1 Br

P(D. ) <
(De) < == < -

(B".52)

By demanding Zk o VkBr < then the event D, = U2 D, , will happen with

ed
3]
probability at most ¢/3, which implies that with probability at most §/3 W,, will exceed
¢ for all n > 0.
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e Furthermore, if X belongs to a neighborhood in which (VS) holds for all 0 < k < n, we
have
(v(Xg), X —2*) <O0foraln>0 (B".53)

By demanding the parameters of the algorithm to satisfy:

2 oo
5 o) 2K55} ed
E vEM} _mm{ — & 5 YeBr < ———
S x|z 3 = X[Vl

k=0

If all of E., F., D, hold, this happens with probability P(E.(F.(\D:) > 1 — § and from
(B".42) we have F},(z*,Y+1) < 4e. This immediately yields that Y;,11 € Uj. and consequently
as we explained in the begin of the proof X, 11 € Uy, in which variational stability holds, with
probability at least 1 — 4.

(Convergence).

By lemma B’.4.1 there exists a subsequence X,,, that converges to 2*. By (Reciprocity) we have
that liminf, . Fj(z*,Y,,) = 0. In order to complete the proof, it is sufficient to prove that
the limit of Fy(z*,Y,,) exists. Notice that since the sequence of play remains in Uy, variational
stability holds and thus (v(X,), X, — 2*) < 0. Again using proposition B".1.4 we have:

* * ~ * 1 ,
F(z*, Yni1) < Fu(2",Y5) + Y (00, Xn — 27) + QK’YnHUn”Z (B".54)

* * * 1 ~ ’
E[Fy (2", Yot1) | Fo] < Fu(z®,Ya) + v E[(bn, Xn — 2%) [ Fu] + ﬁﬁE[llvan | Fn]  (B".55)
< Bula,Y2) + 3 Ellba, X — ") | ] 4 512 M (B56)

Notice that since from proposition B".1.4 Fj(x*,Y) > 0, if we apply absolute values in the
above inequality we have

E[F (2", Yos1) | Ful = [E[Fa(2", Yos1) | Fo]l (B'.57)
. 1 ,
< |Fu(@”, o)l + 9 Bl (b, X — 2 >\|f1+ﬁ EME O (BU58)
< Fr(2™,Yo) + v E[l|bnll« [ Fn ]IIXH +3 %Mﬁ (B".59)
< Fu(2", Yn) + Bl X + 57 2M2 (B'.60)
Let
* - 1 — 2 2 ’
By = Fu(@",Ya) + X Y 3Be + 53 > vEME (B.61)
k=n k=n
Then
BB | 7] < EIFL @ You) |7+ 30 Bl + ok 30 4ME  (B62)
k=n-+1 k n+1
* - 1 > ’
< Fula*,Yn) + > wBrlIX ]| + 552 YR ME (B".63)
k=n k=n
=R, (B".64)
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Therefore R, is a supermartingale and it is also L; bounded (each one of the terms is bounded)
and so from Doob’s convergence theorem (A’.1.4) R,, converges to a finite random variable
and so does Fy(x*,Y},,). Inevitably, liminf, . Fy(2*,Y,) = lim, e Fr(2*,Y,) = 0 and by
proposition B".1.4, Q(Y,) = X, — x*.
The above analysis shows that whenever Yy € U} and thus Xo € U. Nim @, X,, € Use NIm Q)
and converges to x* with arbitrary high probability. Hence, z* is stochastically asymptotically
stable.

|

B’.5 Proofs of Instability

Before moving on our proof we first provide some intuition derived from the notion of the polar
cone (B'".1.3). Looking at the figure B’".2, the polar cone corresponding to fully mized or mized
Nash equilibria has a key difference with the one corresponding to strict Nash equilibria. The
latter, in contrast to the former, is fully dimensional. Thus intuitively, considering a sufficiently
small neighborhood of a mized Nash equilibrium, the slightest perturbation in the dual space
of the payoffs, will lead to instability of the system. Our result is based on this intuition; we
prove by contradiction that there exists a sufficiently small neighborhood of a mized Nash
equilibrium, from which the sequence of play will escape with strictly positive probability.
The decomposability assumption of the regularizers ensures that the proof holds also for steep
regularizers (See B'.1.2).

Below, leveraging the definition of the polar cone in simplex, we prove a useful property for
the difference of the aggregated payoffs of FTRL for a sequence of play that shares common
pure strategies.

Lemma B’.5.1. Let X; = Q(Y;) € X; be a mized strategy profile and a,b € supp(X;) be two
pure strategies, for some player i € N'. Then it holds:

(Yisea —ep) = (Vhi(X;), eq — €p)

Additionally, if (FTRL) is run then for a sequence of play X; n, ..., Xin, that maintains in
its support both pure strategies a,b € A; it holds

(Yik, = Yikss€a —er) = (Vhi(Xik, ) — Vhi(Xik, ), €a — €p) Yk, k2 € {n1,...,n2}

Proof. From proposition B".1.3, Y; can be analyzed as Y; = Vh;(X;) + G, G € PC(X;). Notice
that VA (X;) = (0;(Xiay),-- - ei(XLaM”))- Since X; assigns positive probability to both a, b,
by definition of the polar cone it is G, = Gj. Thus,

(Yi, €q — €b> =G, + Hg(Xi’a) -Gy — QQ(XZ',Q (B'.65>
= (Vhi(X;),eq — ev) (B".66)

For the second part, by applying (B'.66) for both cases of Y; j,,Y; x, we have:

(Yikirea —eb) = (Vhi(Xir, ), eqa — €p) (B'.67)
<E1k2,ea - €b> = <Vhi(Xi’k2), €q — 6b> (B,68)

From the subtraction of the above equations, we derive the desideratum:

(Yik, = Yikss€a —€r) = (Vhi(Xiy) — Vhi(Xiky)s €a — €p) (B".69)

61



62 APPENDIX . DEFERRED PROOFS

Theorem B’.5.2. Let 2* be a mized Nash equilibrium. If (FTRL) is run with any feedback
model that satisfies (A3), then x* cannot be stochastically asymptotically stable for any choice
of step-schedules.

Proof. We start by determining all the parameters of the algorithm (FTRL) and we assume ad
absurdum that 2* is a mixed Nash equilibrium, which is stochastically asymptotically stable.
Then for all neighborhoods U of z* and § > 0, there exists some neighborhood U; such that
whenever Xy € Uy, it holds that X,, € U for all n > 0 with probability at least 1 — §. This
equivalently implies that for alle,§ > 0if Xy € Uy, || X,,—z*|| < ¢ for all n > 0, with probability
at least 1 — §. We leave € to be chosen at the end of our analysis, but we will consider it to be
fixed.

For each player ¢ € A" and round n if Xin, Xint1 are two consecutive instances of the sequence
of play; then || X, — z}|| < ¢, || Xin+1 — 2f|| < € and by the triangle inequality

1 Xint1 — Xinll < 2¢ (B".70)

We fix a round n and focus on player ¢ € N' who has the property of (A3); Since for two pure
strategies a,b € supp(z}) of player i € N, holds that P(|0;qn — Oipn| > 8| Fn) > 0 for all

K2

n > 0, there exists for each round n > 0, m, > 0 such that P(|0;4,n — Vi n| > 8| Fn) = Tp.
Choose § such that § < m, and consequently

1-6>1-m, (B".71)

This is possible, since 7, is strictly positive and § can be chosen arbitrarily small.
Consider now the projection of the aggregate payoffs Y; ,,Y; 41 in the difference of the
directions of these two strategies. From lemma B’.5.1 we have

<}/i,n+1 - )/i,na €q — eb> = <Vhi(X'L',n+1) - Vhi(Xi,n)7 €a — 6b> (B,72)

However, by definition of (FTRL) Y; ;41 — Yi . = Yni» and by taking into consideration that
the regularizers used are decomposable, we get

(gg(Xia’nJrl) - ag(Xib,nJrl) - (eg(Xia,n) - eg(Xib,n))) = ’Yn@i,m €aq — eb> (B".73)
By rearranging we have
(eg(Xia,n-&-l) - eg(Xia,n)) - (%(Xib,n-i-l) - eé(Xib,n)) = ’Yn({)ia,n - ’Oib,n) (B’-74)

As a consequence of 6; being continuously differentiable in all of (0,1], 6 is continuous in
[L(e), 1], where L(¢) is the lower bound of X;,, X;, whenever || X; — z}|| < e. L(¢) can be
guaranteed to be positive for a sufficiently small ¢ < ¢’, which ensures that all the points of
the neighborhood contain the support of the equilibrium for player i. Therefore, from extreme
value theorem in 6}, there exist finite Cy, Cp corresponding to a, b equivalently, such that

|9;(Xia,n+1) - ei(Xw,n” < Ca‘Xia,n—&-l - Xia,n| <2 Ca + € (B’75)
10;(Xibnt1) — 05(Xivn)| < ColXibni1 — Xivn| <2-Cp-€ (B".76)

By applying the triangle inequality in (B".74) and using (B'.75),(B".76) we get
’Yn|f1ia,n — ﬁib,n| < (2 -Cy+2- Ob) - € (B’.77)

Equivalently,
2-Co+2-Cy e

Tn

(B'.78)

|Uia,n — Vib,n
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The above inequality holds with probability 1—4. Thus, if the sequence of play X, is contained
to an e—neighborhood of z* i.e., || X,, —2*|| < € for all n > 0, then the difference of the feedback,
for some player i € N, to two strategies of the equilibrium is O(g/~,) with probability at least
1-06.

We now fix € to be

. ’ Tn ,
) B.79
E<m1n{5,2.ca+2.cbﬁ} ( )
and consequently
P(|0ign — Vibn| < B|Fn)>1-196 (B’.80)

However, from assumption (A3), it holds that
P(wm,n - 6ib,n| 2 5) 2 Tn (B,81)

Combining (B’.80),(B".81) we conclude

1 =P{|0a,n — Vibn| = B} U {|0ia,n — Divn| < BY] (B'.82)
= P[|oian — Dibn| > Bl + P[|Dia,n — Vivn| < B] (B'.83)
S (B.84)
> 1 (B'.85)

which is a contradiction.

Thus, a mixed Nash equilibrium cannot be stochastically asymptotically stable, under (FTRL)
for types of payoff feedback described in section 4.1.1. Notice that this analysis holds even
for the first round. Once the parameters of the algorithm have been determined, asymptotic
instability can be derived in whichever finite round. |
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