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ITepiindn

Yty napodoa Aumhopotixr] Epyacio yehetdue v ovunicon Badidv Nevpwvixdy Awtionv xo
o ouyxexpiévo v Aopx Hepixony| (Structured Pruning) oe povtéha Enrelepyocioc Puownic

INwoococ. H mopodoa yehétn punopel va tpoceyyloTtel and 800 lGoBUVOUES OTTIXEC:

o MeAétn tng mepwxomhg yio TNV mepixon. Kotahhfaue oto cuumépaopa oTL eivor
TEOTWAOTEPO VoL EQPapU6LoVToL GTPATNYIXES TEPLXOTNC TTOU UEAETAVE TOUTOYPOVO TOCO TO TEOEX-

noudevpévo (pre-trained) oo xou to petexnaudevpévo (fine-tuned) povtéro.

o Melétn Tng MEEIXONAG YL TNV XAADVTEPT XATAVOYOY, TOL povieElov. Kato-
MEope oto ovumépaopa OTL UE TNV UETEXTALOELUOT To Wovtého Telvel vo Eeyvder Ty yvoon
mou elye pddel amd TNV TEOEXTABEUCNC, oL YL VO UTEEXEPACOUUE oUTO TO TEOBATU XoTd
TNV OLAEXELA TNG BOUXTE TEQIXOTAC HEAETAHE TAUTOYEOVA TOGO TO TPOEXTULDEVUEVO OGO ol TO

UETEXTIUDEVUEVO HOVTENO.

IToANéc yehéteg €youv Yivel GTOV TOUL TG CUUTECOTC VEURGVIXWY BixTOWY Xou epapudlouy dlopo-
peTéc TeEXVIXES 6mwe TNV Hepixonn Bopdv, tnv Aopud Hepixonn, v KBoavtonoinon, v Andéotaln
I'védong xan tnv Edpeone Nevpwvinic Apyttextovinrc. Qotéco, uéow e Aouxrg Ilepixonrc uno-
pOoUUE VoL CUUTILEGOLUE TO BiXTUO o TowTOYEOVa Vo XataAdBouue Tor YeUehddr douixd TUNHATE Tou.
I autév Tov Adyo, xdvoupe Aopxr Hepixont oe yovtéla nou Bacilovta oto BERT, mou eivan to
xuplopyo povtého otov yweo e Eneepyacioc Puowrc ['hodoocog.

‘Alhec yeréteg otov Toua g Sounnc mepixonric Tou BERT Aaufdvouy unddiv uévo to petexman-
BELUEVO UOVTEND, TOPORO TIOL TO UETEXTIUSEVUEVO LOVTEND Tiponhie amd Wwiar Bladixacia xatd tny onola
Ta Bdpn Tou elvon xupiwe xadoplouéva and Ty mpoexnaldeuon xat £youv AdBet pio wixpy| e€eldixeuon
yioo TV TEA?] gpyaoia. o autd tov Aéyo, mpotetvoupe wa otpatnynr; Aouxrc Iepuonric mou
AhofBdvel uOPy TOGO TO TPOEXTUDEVUEVO GCO Xl TO PETEXTAUOEUMEVO LOVTENO Xou ETOL 1) GMUAVTL-
AOTNTAL TWV XEPUADY uTohoyiletan AopfdvovTog UTOPLY TNV CNUOYTIXOTNTA TV AVTITTOLY WY XEPUADY
xou oToL BUO HOVTEAAL.

Ye auth) Ny epyaoio, YEAETdUe TOV TEOTO Ue Tov omolo auTh M 1Wéa unopel vo e@oppooTel oe
apyrtextovixéc TOmou BERT xou yio var Sel€oupe TNy onuavTixdtnta Tne TpocéyYYIons Hog EXTENOVUE
nepdporta ou Aopfdvouy unddv BERT povtéla mou elvon mpoexmoudeupéva oe SLopopeTind chvola
XEWEVOY XU Tol EAEYYOUUE OE GYXO BEDOUEVKY TIOU apopOoVY BLapoEETIXOUC TOYELS.

Eriong, peretdpe Ty npocéyyion poc péow e Trddeonc Tuyepot Aektiov’ (Lottery Ticket Hy-
pothesis) xou delyvouye 6T YLoL THY ANOATNON TNG APYIXOTOMONS HOOXMY TEPOTAS efval XUAOTERO
vor haBdvouue umtddy xou tor 0o wovtéra. Toautdypova, deiyvouue yio xohbtepn epopuoyn e “Y-
nodeong Tuyepol Aeitiov” oty Aot Hepwonn xaw tnv ovopdloupe “Emoavoiaufovouevn Aouixn
Iepuonyy”.

Télog, yehetdue tnv wavdtnta Yevixeuone tne uedodoloylag Yo o SLUPORETINES TEOTUXOTNTEG

(modalities), 6nwe oY TpOTUSTATA TNS PWVAC LECW TOL LovTélou wav2vec 2.0.

AéZeic Khedid
Bardid Mddnon, Enelepyacia Puowhc I'hwooag, Transfer Learning, Transformers, BERT, Yuunieon,
Ao Hepwonh, Trddeone Tuyepod Achtiov, petexnaidevon (fine-tuning)
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Abstract

In this Diploma Thesis, we study the compression of Deep Neural Networks, and more precisely,
we study the structured pruning in Natural Language Processing models. From our work, we draw

some conclusions that can be divided into two main aspects:

e Studying pruning for pruning. We propose a better implementation of pruning that
considers both the pre-trained and the fine-tuned model.

e Studying pruning for a better understanding of the model. We see that through
fine-tuning, the model forgets prior knowledge, and in order to overcome this problem, we

study both the pre-trained and the fine-tuned model for better pruning results.

Many studies have been done regarding compression neural networks, and they apply different
compression techniques such as Magnitude Pruning, Structural Pruning, Quantization, Knowl-
edge Distillation, and Neural Architecture Search. However, through Structured Pruning, one
can compress the network and understand the fundamental structured components of the model.
Therefore, we focus on Structured Pruning of BERT-based models, the dominant models used in
Natural Language Processing.

Other studies regarding Structured Pruning of BERT-based models considered only the final
fine-tuned model, even though these models are created after a fine-tuning process, where weight
values are mostly predetermined by the original model and are only fine-tuned on the end task.
Thus, we suggest that pruning strategies should both consider the pre-trained and the final fine-
tuned model, and the head importance score should be calculated considering both the importance
of the pre-trained and the fine-tuned head.

In this study, we examine how this idea could be implemented for BERT-base models, and in
order to illustrate the impact of our approach, we execute experiments considering BERT models
pre-trained on different corpora and fine-tuned on datasets of different domains.

Moreover, we study our approach through the Lottery Ticket Hypothesis, where we see that
obtaining initialization pruning masks considering both the pre-trained and the fine-tuned model
outperforms the approach which only considers the fine-tuned model. Moreover, we propose a
better application of the Lottery Ticket Hypothesis in structured pruning, and we name this
approach "Iterative Structural Pruning".

Last but not least, we examine the generalization ability of our methodology through different
modalities, and we examine a speech model named wav2vec 2.0. This study is essential because
many Transformer-based architectures achieve significant results on different modalities such as
speech and vision.

With this thesis, we wish to open new roads and create new aspects to explore pruning mech-

anisms, Lottery Ticket Hypothesis, and fine-tuning techniques.

Keywords

Deep Learning, Natural Language Processing, Transfer Learning, Transformers, BERT, Com-

pression, Structured Pruning, Lottery Ticket Hypothesis, fine-tuning
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Euyoeiotisg

H mapotoa dimhwpater) epyoacia anotehel éva mpoonmxd méVNnue oTny dlopdepwsot Tou onolou
ocuvtéleoay molhol xau Sidpopol dvipmrol touc onoloug Fa Hlela va euyoploTHow.

ABioupofBATnTo, To TEMTO Kol TLO OUCLAGTLIXO EVYAPLOT OPEIAL VO TO TPOCPERL GTOV ETBAENOVTA
xadny Nt e napovoas peRéTnG, Tov xodnynti AréEavdpo Iotaudvo. H Sédeot| tou yia PoRdera,
oL cLPUPBOUAEC TOu xa oL TOAUGHIBEIC TOU YVWOoELS fTay xooploTiXéC TG00 Yia TNV TEPATWON auTol
TOU €pYOU OGO XOL YLO TNV TEOCWTLXY| LOU TVELUOTIXT] SLOppuoT).

‘Eva Bard0 euyaploted ogelhe otoug Bildaxtopxolc epeuvnTég Tne opddag tou xupiou Hotouidvou.
IIio ouyxexpuéva, euyapiotd tov Twpyo Iapaoxeudmovio, tov Eudiun I'ewpylou xon tov Xdpen
IMomoiiwdvvou. Ou cuuBouléc Toug Htay TOAITIUES Xou 0 EVIOUCIAOUOS TOUS YLoL TNV €pEUVaL AmoTEREL
TEOCWTLXY TNYY| EUTVEUCTC.

Puowxd, Yo fieha vo euyopEIoTHOW GAOUC TOUC CUUPOLTNTEG UOU ol Toug QIAoug Wou, Yid Tic
oLINTACELS HoC Xou TNV avTahhay | YVOoewY xou anddewy. Toug suyaplotd ethixpvd.

Téhoc, opelhw vo euyaplotTiow Toug Yovelc pou, Ty Xplotiva xau Tov Bwthen. Xwpls Ty othiplly
Toug dev Yo T elyar xaTaUPEREL.

Ytégavog Xtopdtng 2. AyAdtne

Adrva, Nogpfene 2021






Contents

IMepirndn

Abstract
Evyaplotieg
List of Figures
List of Tables

0 Extetapevn EAAnvixn Iepiindn

0.1 TIepihndm . . . o o
0.2 Eooyoyn . . .o
0.3 Xyetoc Bifhoypoaplar . . . . o oo
0.4 Auwrtdnowon HpohAUatoc . . . . . o o oo
0.4.1 Oplopde Aopuxic MepeomAc . . o o o o o oo oo
0.4.2 BERT ApyltexTtovinf] . . . . o o v v v oot e e
0.5 Ilpotewdpevn Medodohoylor . . . . . . .. .. ...
0.6 TIewpduamar . . . . . o o
0.6.1 Auwgopetind Eninedo IlepixomAc . . . . . . . . . ..o
0.6.2 O dpogeleldixevonc o . . . . . ...
0.6.3 Kepdioope to Aayelo; . . . . . L oL
0.6.4 EnovahauBavouevn Aoy Hepcomq . . . . . oo oo oo
0.6.5 IIepuxonn) oe Movtéha Awagopetinrc Tpouxdtnrae . . . . . . . . .. .. ..

1 Introduction

1.1 From Artificial Intelligence To Deep Learning . . . . . . . ... ... .. ... ...
1.2 Motivation . . . . . . . e
1.3 Research Contributions . . . . . . . . . . . . . . ... . ...
1.4 Thesis Outline . . . . . . . . . . . e

2 From Machine Learning to Deep Learning

2.1 Imtroduction . . . . . . . . . .. L e
2.2 Learning Classification . . . . . . .. .. .. . L o
2.2.1 Supervised Learning . . . . . . . ...
2.2.2 Unsupervised Learning . . . . . . . . . ... L oo
2.2.3  Self-Supervised Learning . . . . . . . . . .. oo o
2.2.4 Transfer Learning . . . . . . . . ... L
2.3 Machine Learning Concepts . . . . . . . . . . ... Lo
2.3.1 LossFunction . . . . . . ... . ..
2.3.2  Underfitting and Overfitting . . . . . . . ... ... L oo

13

17

19
19
19
20
21
21
21
21
22
22
24
27
27
28

29
29
29
30
31

33
33
34
34
35
35
35
36
36
37



CONTENTS

10

2.3.3 Regularization, Dropout and Pruning . . . .. ... ... ... ... .... 37
2.3.4 Gradient descent . . . . . . ... 39
2.4 Machine Learning Models . . . . . . . . . . . oo o 39
2.4.1 Linear Regression . . . . . . . . . . . e 39
2.4.2 Logistic Regression . . . . . . . . . ... L Lo o 40
2.4.3 Other Models . . . . . . . . . . 41
2.5 Deep Learning Models . . . . . . . . ... L 42
2.5.1 Feedforward Neural Networks . . . . . . ... .. .. ... ... ...... 42
2.5.2 Recurrent Neural Networks . . . . . .. .. ... . ... .. .. ... 43
2.5.3 Attention Models . . . . . . ... Lo 45
2.5.4 Transformers . . . . . . . . ... 48
Natural Language Processing 53
3.1 Imtroduction . . . . . . . . . . . L 53
3.2 Applications . . . . . ... 54
3.3 Word Representation . . . . . . . . . . ... 54
3.3.1 Denotational Representation . . . .. .. ... ... ... ... ....... 54
3.3.2 Distributional Semantics . . . . . . .. ..o Lo 55
3.4 Language Models . . . . . . . . . . 59
3.4.1 'Traditional Language Models . . . . . . .. .. .. ... .. ... 59
3.4.2 Neural Language Models. . . . . . . . .. .. ..o o 61
3.5 Embeddings from Language Models (ELMo) . . . . .. . ... ... ... ...... 62
3.6 Bidirectional Encoder Representations from Transformers (BERT) . ... ... .. 62
3.7 GLUE Benchmark . . . . ... ... ... 64
3.7.1 CoLA . . e 65
3.7.2 SST-2 . . o 65
3.7.3 MRPC. . . . . e 65
374 QQP . . o 65
3.7.5 STS-B . . . o e e 66
3.7.6 MNLI . . ... 66
377 QNLL . . e 66
3.78 RTE . . . . o e 66
3.79 WNLI . . .. e 66
3.7.10 SAAERC . . . . e 67
3.7.11 PubMed 200k RCT . . . . . . . . . . . 67
Compression of Deep Learning Models 69
4.1 Introduction . . . . . . . . .. L e 69
4.2 Compression: Problem Setting . . . . .. . ... ... 0 . 69
421 Pruning . . . . ... 70
4.2.2 Quantization . . . . . .. ... 71
4.3 Lottery Ticket Hypothesis (LTH) . . . . . . . . . . .. . . . . ... ..... 72
4.4 Pruning Transformer-based models . . . . . . . . . .. ... 0oL 73
4.4.1 Transformer-based Structured Pruning . . . . . . .. ... ... ... .. .. 73
4.4.2 Transformer-based Magnitude Pruning . . . . . . . . .. .. ... ... ... 79
4.5 Pruning Computer Vision models . . . . . . . . . ... ... .. 80
4.6 Pruning Using Explainable AT (XAI) Techniques . . . . . . .. ... ... ..... 80



CONTENTS

5 Back to the Future: A transfer learning approach for structured pruning 83
5.1 Abstract . . . . . .. 83
5.2 Introduction . . . . . . . . . . L 83
5.3 Related Work . . . . . . . . . 84
5.4 Problem Definition . . . . . . . .. .o 85

5.4.1 Structured Pruning Definition . . . . . . .. ... . oo 85
5.4.2 BERT Architecture. . . . . . . . ... 85
5.5 Proposed Method . . . . . . . . .. 85
5.6 Experiments. . . . . . . .. 86
5.6.1 Different Pruning Rates . . . . . . ... ... .. 0oL 86
5.6.2 The specialization factor o« . . . . . . ... Lo 89
5.6.3 Do we win the Lottery? . . . . . . . . . .. ... ... ... ... .. ... 91
5.6.4 Iterative Structured Pruning . . . . .. . ... ... ... L. 92
5.6.5 Pruning in a different modality . . . . . . ... ... oo 92

6 Conclusions 95
6.1 Discussion . . . . . . . .. e 95
6.2 Future Work . . . . . . .. 96

Bibliography 97

Bibliography 102

List of Abbreviations 103

11






List of Figures

2.1
2.2

2.3

24

2.5

2.6

2.7

2.8

2.9
2.10

Arnoteléopota ota mpoPifuata tou GLUE. Extelolue meipdpota pe diopopetixée
TWES NG UTERTIEOUETEOU (v X0 XOTAYPAPOVUE TA ATOTEAEGUATO TOU XOUUEVO [UOV-
T€hov oto oUvoro avdntuing. KoPouue 14 xegaréc oe xdde Prua mepuonric. T
a = 1 n yedodoloyla pag elvon 1ood0voun ue v ouyxpwvouevr pedodoloyia tou
Michel [1]. T x&de neipopo eréyEaye 4 diopopeTind Tuyaior pOTEOL. . . . . . . . . .
Ae&ihoyud emxdhudn (%) petadd Swgpopetinddy topéwv. O 6poc "PT" Snhdver éva
Belyuo amd TNy avilotolyn Tne TNyng npoexmaidevone Tou BERT. . . . . . . . ..
Anoteléopata ota cOvoha dedopévev PubMed 20k RCT xow SciERC. Exteholue
TELPAUATOL UE DLAPORETIXES TUIES TNG UTEPTIORAUETOOU (¥ XUl XOTAY PAPOVUE TOL ANOTEAED-
HOLTaL TOU XOUpEVOL povTélou oto olvolo avimtuing. KéPouue 14 xeparéc oe xdde
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Illustration of the evolution of a 5 x 5 filter with steps of training. Initial training
of the network for Task I learns a dense filter as illustrated in (a). After pruning by
60% and re-training, a sparse filter for Task I is obtained, as depicted in (b), where
white circles denote 0 valued weights. Weights retained for Task I are kept fixed for
the remainder of the method and are not eligible for further pruning. The pruned
weights are allowed to be updated for Task II, leading to filter (c), which shares
weights learned for Task I. Another round of pruning by 33% and re-training leads
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Overview of Piggyback method fo learning piggyback masks for fixed backbone
networks. During training, maintaining a set of real-valued weights m” which are
passed through a thresholding function to obtain binary-valued masks m. These
masks are applied to the weights W of the backbone network in an element-wise
fashion, keeping individual weights active, or masked out. The gradients obtained
through backpropagation of the task-specific loss are used to update the real-valued
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Chapter 0

Extetopévn EAAnvixn Ieplindn

0.1 IlepiAndm

I'vopiCoupe 611 ta Badid Nevpwvind Aixtua peydhou ueyédoug dopolvtan and yeydho mhridog
TOPUUETEWY TTOMAGY EX TWV OTOIWYV BEV CLUVELGPEROLY Xal €Tol dUvaTal Vo eQaprocToly Yedodoloyieg
TEPIXOTNC T600 oTA Bdpn Tou BixTiou 600 X OTIC SOUXEC OVIOTNTEC TOU TO OMOTEAOUV. XTOV
topéa e Enegepyacioc Puoiic I'hdooog ol apyttextovixéc mou éyxouv we Bdon toug Transformers
€youv peretnVel we Tpog TNV Souixn TepXom TV XeQohdy auto-tpocoync (self-attention heads)
xau €youvpe del afiohoya omoteléopata. Xe auth) Ty pehétn e€etdloune TV Souixy| TepXoTY dp-
YLTEXTOVIXWY TIoU €youv w¢ Bdorn to poviého BERT xou Yewpolye 1o yeyovde 6T xatd tnv Oi-
aduxaoto Tne petopopdc uddnone (transfer learning) to povtélo eivan to anotéreoya plag dwduaoiog
petexnoidevone (fine-tuning) ndve oe éva npoexmoudeupévo dixtuo (pre-trained). Me Bdorn avtd
npotelvouue Wwa véo uetodohoyio Souxhc mepeonhic xatd TNy onola x6BouHE XEPUAEC UEAETWVTAC
TOUTOYPOVA TO TPOEXTIUBEVPEVO Xalk TO peTeEXTALdELUEVO dixtuo. Eminhéoyv, yeletdue tny yedodoroyio
poc ud To mplopa e "Trddeone Tuyepol Aektiou" (Lottery Ticket Hypothesis) 6mouv xou dely-
VOUUE OTL M) €y WYY HOOHWV TEPIXOTAC TOU TEOERYETAL ATd TNV TAUTOY POV LENETN TwV 800 LOVTEAWY
TapdryeL XOADTEQA AMOTEAEOUATO OE OYECT| UE TNV UAOKHES TEQXOTNE OV TORAYOVTOL Old TNV UEAETT
4OvVo Tou povtélou uetexmaldevong. Xyetixd ye v "Ymodeong Tuyepod Achtiou", mpotelvoupe
gLt xoAOTERY EQUpUOYY TNS Ylot Sowxt| meptxomn xou Ty ovoudloupe "EnavohauPovéuevn Aopixn
ITepwonh". Téhog, egetdlovye TNV TEYVIXT HoC xou ot dAAn Tpomdtnta (modality) xou mo ouy-
xexpiéva oty meptoy) e Autépatne Avayvoplone Povic péow tou povtélou wav2vec 2.0 xou

Beloxouue avtiotolya anoteAéopata.

0.2 Ewooaywyn

Ipbogata, otov yopo e Enclepyaciog Puoinic Mdooac (Natural Language Processing -
NLP), éyoupe Bet peydhn npdodo oe morhéc dapopetind npoPAfuate (tasks), émwe 1o mpdBAnua
e Kotavénone ®uowrc Mhdooac (Natural Language Understanding - NLU) xou tne E€aywyhc
Lupnepaoudtwy oe mpofhiuata Puowxhc T'hdoooac (Natural Language Inference - NLI). Meydho
xoupdtt authc TNe tpoddou ogeihetar oty Metagopd Médnone (Transfer Learning) tov opyitex-
TOVIXWY Tov €youv w¢ Bdon touc Transformers, pia apyttextovixy mou npotdinxe and tov Vaswani
[7] o 2017.

Autd ol LovTéNa AmoTENOUVTOL Al EXATOPUDPLN TIOROUETEOVS TTOU XEVOUV apYh TNV cdAAnAenidpoon
TOUC %o AMUTOUV TOAROUC EVEPYELOXOUE Xa LTOAOYLOTXOUS Topous. Mdhiota, To péyedog autmv
TV APYLTEXTOVIXWVY QUVETOL VoL HEYUADVEL OMO xou TeptocdTepo. IIio ouyxexpipéva, To BERT-base
povtého [21] aroteheiton and 110 exatoppdpta napapétpoue, to Turing-NLG [22] arotelelton and 17
dioexatoupdpla tapopétpoug xou To GPT-3 [23] aroteheiton and 175 dioexatoupdpto.

‘Evag teéno¢ Yo var avTIHETWTLOTEL T TPOBANUa Tou peydhou peyédous auTtdv Ty dXTLmY elvol
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Chapter 0. Extetopévn ENnvixd Ilepiindn

péow tne TeEXVIXAC Tne ouunicone (compression) Tou INTHOU XU TULO CUYKEXPWEVO UE TNV TEPXOTA
Boptv 1 SOV OVTOTATOY OTWC TWV XEQUAOY auto-tpocoyfic. Ilolhol epeuvntée, dmwe n Voita
[14], n, Kovaleva [13] xow 0 Michel et al. [1] éxouv dellet 6T oL apyttextovinéc Tou éxouv we Bdorn Toug
Transformers éyouv napauéteouc TOU PUTOEOUV VoL TEPIXOTTOVY XAk €YOLUV XAUTAPEREL VoL TTEPLXOPoUY
XEQUAEC AUTO-TPOCGOY NG YWElC YEYEAT TTWON TNV anddocT TOU HOVTEAOU.

IMopdho mou autéc ot Bovketég €xouv meTiYEL alloonuelnTa enineda TEPIXOTAS TWV dixTlwyY, SV
hopPBdvouv unéduy 6Tl To povtéro mou eEetdlouv €xeld dnuovpynlel péow wiag dradaoios Yetex-
nofdevone (fine-tuning) xou yU' awté e€optdron Wlaitepa and To npoexmudeuvuévo dixtuo. Le oauth TV
epyooto e€etdlouye plar véo euplo Tixn Tou avardétel oe xdde xEQUA AUTO-TEOGOYNC ULl THLY) UEAETCOV-
TAC TOUTOYEOVOL Xak ToL 800 HOVTENX. LNV cuvéyeld, UeheTdue Ty pedodoloyia pog ota tpofiiuata
touv GLUE [11], oto SciERC [24] %ot oto PubMed 200k RCT [25].

Mehetdpe v pedodoroyia poag und to nploya e "Yrddeone Tuyepol Aektiov" (Lottery Ticket
Hypothesis) 6mou xou Selyvoupe 611 1) e€ay oy HOoXMOY TEPIXOTHE TOU TPOEPYETAL O TNV TOWTOYEOVN
HEAETN TV 0800 UOVTEAWV TORAYEL XUAUTEQN AMOTEAECUATA OE OYXEON HE TIC UAOXES MEQIXOTHE TOU
TUEAYOVTOL OO TNV ATOXAELOTIXY] UEAETY TOL poVTEROL peTtexTaidevong. Lyetxd ye v "Yrédeone
Tuyepot Aehtiov", npotelvouue pla xaAOTEPT EQUPUOYT TNG Yiol BOUIXT TERIXOT Xou TNV 0VOUdLouue
"EnovoopBovouevn Aowxnt| Iepixoni".

Téhoc, eetdlouvye TV TEXVIXA pag xou oe GAAN Tpouxétnta (modality) xou mo cuyxexpluéva
oty meptoy | e Avtopatng Avayvaelong Pwvic péow tou povtéhou wav2vec 2.0 [26] xou Peloxouue

avtioTolya anotehéoporta.

0.3 Xyetuxr BiAoyepapia

IToAkéc perétec €youv Bellel 6TL To BERT anoteleiton and yeydho mhfdog nopopéteny TOAGDY
EX TWV OTOlWY eV TUVELGPEPOLY [27] xou €YouV EPUPUOCEL DIUPOPETIXES TEYVIEC CUUTEONS, TS
7 nepwconh Papdv ond tov Gordon [28] xou v nepukonyy Souxdv ovtotitwy and tny Voita [14], n
Kovaleva [13] xou 0 Michel et al. [1].

Medodohoylec mepxonic mou AauBdvouy umOPY T6GO TO PETEXTAUBEUPEVO OGO XAl TO TPOEX-
nadevuévo govtéo dev elyav mpotadel atov ydpeo tng Encéepyactioc Puonc I'hdooac péyet to 2020,
6mou o Sanh [29] npdteve pa pedodoloyio tou Ty ovépace "uetoxvolpevn nepixonh" ("movement
pruning"), n onola tepxéntel Bdpn oto BERT Boaociopévn oto t6o0 SAaay oL TYES Tev Popmv xotd

v Bladuxaoia TN YeTexmaldevong.

O Frank [12]| npéteive v 13éa e "YTrddeone Tuyepol Aektiou" (Lottery Ticket Hypothesis)
nou dtatumdvetor we e€ic: "Eva vevpwvixd dixtuo npdodiag Sidbdoone mou elvar Tuxvé xon ol Tiég
TV Papddv tou glvon tuyaia apyxomonuéves Teptéyel unodixtua (tuyepd dehtior - winning tickets)
ToU — 6TAY EXTAULOEVTOVY ATOUOVWUEVY and To undholto dixTuo — meTUYdvoLV duota enidoon 6To
OUVOLO BEBOUEVWY EAEYYOU CUYXOLVOUEVT UE TNV €TDOOT TOU 0pyxol BXTVOU, AV EXTUDEUTOUY
pe avtiotoryo mhidog enoywyv exmaldevong". ‘Etol, o Frank 6yt uévo mpodteve wior yevdodolroyia
nepixoTrg aAAd €del€e xou Tov mo Bardd xan ovclaoTind AoYo Yo Tov omolo tor Borhid veupwvixd dixtua

BovAebouyv pe emtuyla.

O Chen [16] egdppooce v YTnddeone Tuyepod Achtiov nepwdntovias Bden oto BERT xou
nétuye aloonpeinwta anotedéopata delyvovtog €tol 6T | YTroédeone Tuyepold Aektiov pnopel vo
eqopuooTel xau ot dixtua Tou dev elvan Tuyala apyLcomolnuéva ahhd tpoexnadevyéva. O Prasanna [15]
e@dppooe v Bla undleorn aAld tepednTovTog douixéc ovidtntec oto BERT xon nétuye ofidroya
anoteréopata. 1o cuyxexpipéva, éxofe xeparéc Tou €yxouv TNV UxpdTeeY enidooT CUUPWVOL UE TNV
guptotinf Tou npdTewve o Michel [1].
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0.4 Awtidnwon IMpolAfuatoc

0.4 AwtdOnwon ITpoBAruatog

0.4.1 Opiopoc Aouxnc Ilepixong

"Eyovrac éva oOvoro dedopévev D = {(x;,y;) fieq xou éva emduuntéd eninedo apudinrog £, THTE
1 SO TERIXOTT EVOG VELPWVLXOL dTOOL UTopel vau Ypa@Tel we to e€fjc mpdBinua Bedtiotonoinong
YE TEploploUoE:

. : 1 -
min L(wg; D) = Hvlvlsn - Zf (Ws; (%4,¥4))

W
i—1
pe:  wg €R™ lwgllo < &

émou £(+) etvan 1 ouvdptnon ogdhuatos (loss function) , w elvor 10 Glvolo Sopixdv napoUéTewy
TOU VELPWVLXOV BIXTUOU T.Y. XEPUAES AUTO-TEOCOY NG, M Elvol TO 0AXO TA00G TwV SOUIXWY GUVOALY
xou || - |lo ebvon M tumixR vopua Lo.

Aev undpyel anodoTixdg alyoprduog yia Ty ehaylotonoinon e Lo vopuag ool eivor pn-xupet
xa NP-80oxohn xou anoutel cuvduaotxr avalitnon. ‘Etot, 1o npéinua tne Souxnc nepixomnnc lvan
NP-80oxoho mpdBinuo.

0.4.2 BERT Apyitextovixn

To BERT civou emt tne ovolog g otolfa and eninedo xwdixonoinone (encoder layers) tne op-
yrtextovxfic twv Transformers Vaswani et al. [7]. ‘Ola to enineda éyouv axpiBoe v Bl Soun:
ot ToAU-xeol) autd-npocoyfic (MHALt - multi-head self-attention) axohoudoluevn ané éva MLP
eninedo xou anopévev (residual) cuvdéoeic petald Toug.

To MHAtt anoteelton omd Np, aveldptntec TopoeTEOTOMNUEVES XEPUAES . Mio xe@ody| auto-
npocoyhc h oto eninedo | éxel nopapetporomdet pe T edelc petoBintéc: W W Wh e Rfvxd Wh e
R yan 1o dy, ouvidwe elvou (oo ye to d/Np. Aivovtac n d-Sidotota Siavdopata elsddou x =
T1, T2, ... T, € RY 1o MHAtt eivan To ddpotopa tov €686V x&de aveEdptnTne xepahéc epappélovog

70 Bidvuopa elo6dou T :

Np,

h=1
It va emitpédoupe Tig SLlopopeTinés XeQUAES VoL AIAANAOETUSRACOUY PETAED TOUC, OL OPYLTEXTOVIXES
tov Transformers egapuélouv oe xdde eninedo Eva un yeauuuxd vevpwvixd dixtuo npdothoc diddoong
Téve ot €€odo Tou MHAtt [30].

0.5 IlIpoteiwvopevn Mebosdoloyia

Iapbdro mou 1 nepixont elvon Wlaitepa amodoTixy Yiol To LovTéla Tou €xouv tpoxUel and emBhend-
pevn pdrdnon, etvan Arydtepo yerowdn yio o Lovtéla mou €youy tpoxiel amd petapopd udinone. Xtnv
emPBhenoyevy pddnom, ol Tiwée twv Bopwv opllovta xuplwg amd Ty dladxacta exnaidevong yio To
TEOBANU TTOL XOAE(TOL VO AVTIETWTIOEL TO dixTuo. 20T600, oTNV YeTapopd uddnong ta Bden xadopl-
Covton xupiwe amd o apyixd TPOEXTOUSEVUEVO LOVTENO O UTEPYEL L0l ULXQT| OAROLYT) TWV TV TOU
xatd TNy clvToun dladacia TN peTexmaldeuone. Xe auth Ty gpyacia, mpotelvouue wa dladixacto
TEPIXOTNE TOL AoBdvel UTOYT 1660 TO TEOEXTAUDBEUPEVO 6CO XAl TO PETEXTUDEUUEVO LOVTENO.

Apywd, 6mwe o Michel npdtewve, elodyoupe Tic yetofintéc pdoxac &, pe twéc oto {0,1}, 6movu

&n =1 dnAddver 6T 1 avtiotolyn xepalh) h Bev €yel paoxaploTel, eved £, = 0 dnhwvel 6TL 1 xeoAr h
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éyeL paoxoptotel. ‘Etol, odnyoluaote oe g tpononoinom tou optopol tou MHAtt we e€hc:

Np

MHAtt(x, q) = Z EnAbtyyn o wn wn (€, q)
h=1

OpiCoupe TV exTUGUEVY amOAUTH ELAUGUNGIO TOU LOVTEAOU WG GNHOVTIXOTHTA VLol ot TLS HETOBANTES

pdoxac £ e
O(a* Li(z) + (1 — a) * La(x))

293

omou X elvan 1 xatovour| dedopévwv, Li(x) to opdiua (loss) tou petexmandevyévou povtéhou

Ih = Esz ’

oto delyua z, La(z) to o@dhua (loss) tou petexmoudeupévou povtéhou oto delypo & xou o € [0,1]
elvan évac 6poc e€eldixeuone, o onolog eréyyel to Bdpoc Tou xdde cdhuatoc. ITo cuyxexpluéva,
10 a > 0.5 dnhodver dtL 1) dadicacia tepixonhc Yo dwoel YeyahlTepn TEOCOYT OTO UETEXTAUBEVUEVO
HOVTENO, VD TO o < 0.5 dnAcdvel To avtideto xou 1o a = 0.5 dnhwvel Twe o alydprduog tepixonric Yo
dwoel e&loou mpocoyn xou ot 800 povtéda. H epopuoyr| tou ahydprdpou tepixonhc Ue UTOAOYIGUO

TNC ONUAVTIXOTNTUC TV XEPUADY TEpLYpdpeTaL amd Tov Alyderduo 0.1.

AvcoriTM 0.1: Aopikr) Ilepikonr) e vmodoyiousé onuavtikéTnTag

1: Metexnoldeuon Tou TPOEXTOUDEUUEVOL LOVTEROU

2: ApyxoToinom cuUVOAOU LAOKGOY TEPIXOTRC TV XEPAUAGY auTo-Tpocoyrc ot s = 19> d: Bidotaon
3: repeat

4: Trohoyiopde I Yo Tig xe@aréc mou Sev €youv meponel

5: Tavounon twv xe@akdy oe gpdivouca celpd ue Bdomn to I,

6: Iepwonh) K% TWV 0EYIXGY XEPOADY Xou EVNUEEWON Tou s avtioTtolya > Kk: Trepnapduetpog
7: until n apoadTnTA TOU S Yivel lon pe s > s7: ‘Oplo Apandtntog
8 return s

Metd v e€aywyh TwV JooKOY S, UTOPOVUE Vo XAVOUUE Wia e@dmal epapuoyn e "Trndleornc
Tuyepot Achtiov" yio Tic xe@ahéc aUTO-TEOCOYNG: YENOULOTOLOVUE TI UAOXES S GTO TPOEXTAUOEVUEVO
BERT xou xdvoupe yetexnoldeuon tou véou dixthou oto dedouévo mpdfBinuo. Evoiloxtixd, uropolue
VO EQOPUOCOUPE TNV TROTEWVOUEVY TeXVixY Ue dvopo "EnavahouBavouevn Aopwr| Iepwonn". H
"EnavoropBovopevn Aopunt| Iegixon" meprypdgeton and tov Alyopriuo 0.2.

AvcoriTaM 0.2: ErnavalauBavépevn Aojukn) Hepiconn) yia npoeknaidevpuéva povtéda

Metexnaideuon Tou TEOEXTADEVUEVOU LOVTENOU
ApyixoTolnon UVOAOU PACXOY TEPXOTAC TV XEPUAGOY auTo-Tpocoyhc ot s = 14 > d: Bidotaon
repeat
Trohoyiopde I Yo Tig xe@aréc mou Sev €youv meponel
Tavounon twv xe@ahdv oe gpdivouca celpd ye Bdomn to I,
Y10 TpoexTUdELPEVO BIXTUO TEPOTH K% TWYV 0PYIXMY XEPOADY XU EVIUEEWOY) TOU §
Metexmaideuon TOU TEOEXTIUDEVUEVOL LOVTENOU
until n cpardTNTol TOL S Yivel {on ue st > s7: ‘Oplo Apondtnrog
return s

0.6 Ilewpdpoto

0.6.1 Awxpopetixd Enineda ITepixonrg

‘Ol Tar TELRGUOTO GE AUTH TNV EVOTNTA YENOWOTOLO0Y (¢ TPOEXTAUOEVUEVO WovTéLo To "bert-

base-uncased" oné v BiBhodxn twv Transformers [31]. To povitého éyer petexnaudevtel oe 6
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0.6 Ilewpdpata

Y0voho Aedopévnv MNLI QQP QNLI MRPC SST-2 CoLA
Hopadelypato Exm. 392,704 363,872 104,768 3,680 67,360 8,576
Enavah. /Enoyéc 12,272 11,371 3,274 115 2,105 268
Enoyéc 3 3 3 3 3 3
Méyedoc Batch 32 32 32 32 32 32
Puiuéc Médnone 2 x 107° 2x107° 2x107° 2x107° 2x107° 2x107°
Behtiotomountic AdamW with e =1 x 1078

Metpuy AZLoh. Matched Acc. Acc. Acc. Acc. Acc. Matthew’s

Table 1. IpoPAiuate tov GLUE [20], uéyefos auvélov dedouévawr, uetpikés aérodéynons kai
uneprapduetpor pueteknaidevong mov ypnoiporominkay otny napoioa epyaoia

o MNLI QNLI QQP SST-2 MRPC CoLA
1 0.586 0.564 0.725 0.837  0.484  0.183
0.7 0589 0.670 0.719 0.783 0.589  0.202
0.6 0.58 0.603 0.750 0.798 0.652 0.206
0.5 0.566 0.594 0.694 0.843 0.537 0.287
0.4 0.623 0.599 0.709 0.832 0.571 0.229

Table 2. AnoteAdéopata ota npofAnfuata tov GLUE. ExteAolue ta neipduata pe SlapopeTikég Tipnég
NS UTEPTAPAUETPOU (v Kal KataypdPoupe Ta amoTedéopata Tov Ko pévou Lovtélou ato oUvodo avdn-
tvéng. Ia a =1 n pedododoyia uag eivar wodlvaun ue tny ouykpwipevn pebodoroyia tov Michel
[1]. Ta kdO mpdfAnua n kaldtepn eniboon kataypdpetar pe évrova ypdupata. Ta kdOe meipapa
eAéybaue 4 dapopetikd tuyaia pTpa.

BapopeTixd mpoPiuata tou GLUE: MNLI, QQP, QNLI, MRPC, SST-2 xou CoLA ye tnv petpixéc
mou gaivovton otov Iivoxa 1. Egopuélovye tov npotewvdpevo odydprduo 0.1 ye k = 10% xou
ehéyyoupe TNV enidoon Tou poviélou oto chvoho avdntuine (development set), xadde oto GLUE
dev elvon dnubota Swrdéotuo to alvolo ehéyyou (test set).

Badid Enineda Ilepuxonrg. ‘Onwc éyouye det and tponyolpevee perétec [15] [14] to BERT
edéyeton Padid nepueony) xou YU autd o awtd To mElpapa exterolue Bodid mepixony. Exteholue
8 emavodelc tou mpotewvéuevou Alyoplluou xa oe xdle emoavdindn mepudmteTan 14 xeporéc,
enouévee xéfovpe 112 and tic 144 xegarée, tou elvon tepinou 10 80% TwV XeQOADY oaUTO-TPOGOYNS
tou BERT. Ta anotehéopota autod ToU TEdUATOS UTopoly va goavoly otov Iivaxa 2.

And autd to metpdpato pnopolue va dobue 6Tl o fodid eninedo mepixonhc N yedodohoyio pog
elvan xohOtepn and v cuyxpvduevn yedodoroyio tou Michel [1] yio x&de npdBinuo tou GLUE.
‘Etol, umopolye vo TopatneioouPE OTL 1) XENOY TOU TEOEXTOUOEUUEVOLU X0l TOU UETEXTOULOEUUEVOU
Bixtoou Bonddel tTnv Swodixacia tne meponric. H xolbtepn ) tne uneprapopétpou o e€optdar omd
™V @OoT ToL TEOBANUNTOC, xdTL Tou Vo peAeTUel EXTEVMC OE EMOUEVO TELRHUOTAL.

Muxpdtepa Enineda ITepixonhg. Xe auth Ty evoTnTo EXTENOUUE TELOHUOTA OE UIXPOTEQR
enineda nepixonnc, €tol extelolye 7 enavolPELS TOU TEOTEWVSUEVOU alyoplBuou xat yia xdde enavdh-
ndn x6Boupe 14 xepodéc, Etol ouvohxd x6Bouyue 98 and T 144 xepakéc, mou eivon nepinou to 80%
TRV XEQAAOY auTo-Tpocoyric Tou BERT. Ta anoteAéopato autolh TOU TEWIUATOS UTOROUY Vo Qovody
otov Ilivaxa 3.

Ané autd ta tetpduarta unopolue va So0UE OTL xat Yo pxpdTepa enineda TepixoTrc 1 pevodohoyio
o elvon xahbtepn amd TV ouyxpvéuevn pedodohoyia tou Michel [1] yio xéde npdBinua tou GLUE.
‘Etol, umopolue vo mopatneooupe OTL 1) XeNoN TOU TEOEXTAUOELUEVOU XOL TOU UETEXTAULOELUEVOL
Butbou Bonddel Ty Bladxacior TNC TEPLXOTAC UXOUT] XL VLol UiXpOTERA ENLNEDA TEPLXOTHC.

Avagopetixd Enineda Ilepixonng. Xe outi v evoétnta exteholue nelpdpota o Sud-
popa enineda nepiXoTG, €10l TaPOLGLELOVUE To UNOTEAECUOTA TOU TEAMXOD HOVTENOUL Yia xdde Briuo
neponric mou eivan (oo pe 14 xeoléc mepeomic. Luvolxd, exteholpe 8 Briuato TEELXOTAC Xl

T anoteAéopata efvor 1 Yo TN 4 SLUPopETIXGOY TELRoUdTRY Pe dlopopeTind tuyala @itea. To
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MNLI QNLI QQP SST-2 MRPC CoLA
0.717(a = 1) 0.734 0.791 0.875 0.639 0.286
0.732 (a = 0.4) 0.787 (0.7) 0.811 (0.6) 0.881 (0.4) 0.730 (0.6) 0.0.394 (0.6)

Table 3. AnoteAéopata ota npofAniuata tov GLUE. H npdtn ypauur) neprypdper tny enidoon tng
ovykpwiuerns pedodoroyiag tov Michel [1]. Yug endueves ypauués napovoidlovue tny kaAltepn
emidoon Tov HoVTELOU 0TO OUYOA0 eAéyxou petd tny mepucons) 98 kepaldy. I'a kdle mpdPAnua n
KaAUTepn emidoon kataypdpetar pe évrova ypdupata. Ia kdle meipaua edéyEaue 4 dagpopetikd
Tuyaia @UTpa.

ATOTEAECUATA QUTOU TOU TELYUATOS UTOpoLY Vo goavoly otny Eudva 1.

CoLA (BERT base) SST-2 (BERT base] MRPC (BERT base)
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Figure 1. AnoteAdéopara ota npofAnjuata tov GLUE. Extelolue meipduata e S1apopeTikés Tipég
NG UTEPTAPAUETOOU (v Kal KaTaypdPoUrE Ta aTOTEAEOATA TOV KOUEVOU LovTélou aTto oUvodo avdn-
wuéng. KéPovpe 14 kepalés o€ kdOe pripa mepiconns. Ia o = 1 n pebododoyia pag eivar w0odbvaun
ue v ovykpwiuevn pedodoloyia tov Michel [1]. Ta kdOe melpapa eAéyéaue 4 bapopetikd Tuyaia
pUTpa.

Ané v Ewéva 1 BAénoupe 611 ) mpotevduevn pyedodoroyio ev yével xepdilel v cuyxptvouevn
pedodoroyia. Ilapdho, mou Yo wxpdtepa enineda mepuxonhc BAénouue xpdTtepn dlapopd oTNy emi-
doomn TV dlapopeTdv uedodoroyidv. Autd cupPaivel xodoe to BERT éyel nohhéc xepahéc mou

nepOTTOVTOL YWelc UEYIAN eTinTwon oty enidoon Tou poviéhou.

0.6.2 O 6pog e&edinevong o

Oewpolye 6TL To o xaTd TNV SLdpxela TNE dladxaciag Tepxonig EAEYYEL TO T600 Bdpog Blvouue 6To
petexnoudevuévo yoviého. ‘Etot, 1o a > 0.5 dnhdvel 6T 1) Bladixacia tepixonric Yo dwdyoet yeyohdTepn
TPoCOoY Y| OTO PETEXTAUDEUPEVO HOoVTEND, eVE To a < 0.5 Bnhdvel to avtideto xou to o = 0.5 dnAdvel
nwe o ohydprdpoc tepixonric Yo Bodaoel e€loou mpoooyn xou oTa HUO YoVTENA.

H npocéyylon pac Yewpel 6Tl 10 petexmoudeupévo govtého Eeyvdel toAdTiun mAnpeopopia and to
TEOEXTIAUOEVUEVO LOVTEND TIRAYUO TTOU AvTLETOTILOVUE XaTd TNV SLdpxela TS TepLxonhc AauPdvovtag
umoYPN 1660 1O peTEXTAUBELUEVO 6GO XL TO TPOEXTUdELUEVO WovTtého. Emmiéov, yio wxpdtepa
enineda nepixomg BEV UTEEYOLY UEYUAVTERES DLOPOLOTIOLNTELS OTA ATOTEAECUATAL, EVE) OF UEYUAVTEQN
enineda o dpog e&edixevong Bonddel Ty dadcacio.

Io va eéyEoupe v enidpoor tou dpou eewdixevone eéetdlovpye BERT-base poviéha oyetixd
pe Emotiun Trohoyiotwv xan Biolatpiny) Emotiun. Autd to npdttoupe xadde to BERT-base €yel
wxen Ae&hoyueh] emxdhudy YETaE) EMOTAHOVIXGY TEdiwY, dnwe el perethoer o Gururangan [32]

24



0.6 Ilewpdpata

Y0voho Aedouévev PubMed 20k RCT SciERC

Topadeiypata Exm. 20,000 3,200
Enavo. /Enoyéc 625 100
Eroyéc 3 3
Mévyedoc Batch 32 32
Puduéc Méinone 2x107° 2x107°
Behtotonointic  AdamW with e =1 x 1078

Metpuxry AZLoh. Accuracy Accuracy

Table 4. Ta oUvoda dedopévwr PubMed 20k RCT ka1 SciERC, ta peyéln twv dedouévwy kar o
TIUES UTEPTIAPAUETPWY € TIS oToleS €yve 1) dadikaocia tng peteknaidevong.

xan gafveton otny Eudva 2.

PT LAY

News \ 100.0
Reviews
BioMed . . 100.0

CS 12.7 214 100.0

PT News Reviews BioMed [

Figure 2. Ae&iloyikn emwdAvpn (%) peta&d duapopetikdy topéwv. O dpos "PT" dnldver éva
Oefyua ané tnyn avtiotowyn tng nnyrs mpoeknaidevons tov BERT.

Movtéla Metexnadevpéva oe Emotnuovind Iledia . ‘Ola ta nelpdpoto o€ auth Ty
evotnta éyvay oto "bert-base-uncased" poviédo tne BBhodixne Transformers [31]. To poviéro
petexntoudel e ot 2 emotnuovixd chvoha dedouévmyv: oto ScAERC [24] xou oto PubMed 20k RCT
[25] pe Tic weTtpxéc mou gaivovtan otov Hivaxa 4. Metd, egappdotnxe o mpotewvéuevos Ahydprduog
5.1 pe k = 10%.

Exteréoope diaduacio tepeonic yia diapopetixd enineda teptxoniic xa topouctdlouVUe To anoTeAEo-

pator Tou TEAo) povtéhou e Briua nepixomic 14 xegaréc. Luvohxd, exteréoaye 8 Briuata Teplxomic.
Ta anotehéopata meplypdpovtar otny Ewdva 3.

SCiERC (BERT base) RCT-20k (BERT base)
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06s -
w a7
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=
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Accuracy on Test set
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o m 4 60 B0 100 ) 0 40 0 B0 100
Number of Pruned Heads Number of Pruned Heads

Figure 3. Anotedéopata ota ovvora debopévwy PubMed 20k RCT ka1 SciERC. ExteAolue meipd-
Hata pe Sla@opeTikéS TIHES TNS UTEPTAPALETPOU (v KAl KATAYPAPOULE TA ATOTEAéTUATA TOU KOUMUE-
vou Hovtédou oto oUvolo avdntuéng. KdéPouvue 14 kepalés o€ kdle Brpa mepikonnig. Ta oo =1 n
petododoyia uag efvar 1w0oddvaun pe tnv ovykpwduern peodoroyia tov Michel [1].

Ané v Ewdva 3 BAénouye 6tL 1 xohbtepn enidoor xon otal 8U0 emotnuovixd tedla tetuyalvete
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Chapter 0. Extetopévn ENnvixd Ilepiindn

MNLI QNLI SST-2 MRPC CoLA PubMed 20k RCT
*ONOTERO-CX 0.7 0.6 0.6 0.7 1 0.6

Table 5. AnoteAéopara ota mnpoPAnuata tov GLUE kar oto PubMed 20k RCT. KdBovue 112
KEPAAES amd Ta HovTéda e O1apopeTikéS TIUéS TIS uTepmapaétpov o. Metd edéyyouvpe tny emidoon
Tov HovTélou ka1 kataypdpoupe To v Yia To onolo kataypdipape Tny VPnAdTepn enidoon.

v a = 0.6. Autd pnopel vo dixaworoyniel and to yeyovée 6t to mpoexmaudevuévo BERT éyel
exnoudeuTel o€ xelyeva he wixey) AeELAoyixh emxdAvdr pe T EoTnovXd Tedlol TV oOVOAo SeBopévuwy
PubMed 20k RCT xat SciERC. 'Etot, 1 Swobixactio tng nepiwoniic npénel va 8ivel peyahitepn mpocoyn
OTO UETEXTIAUOEVUEVO LOVTERO.

Movtéla pe Emtotnrovind Iledia ITpoexnaidevong. Xe auth v evotnta, aridlovue
TO TPOEXTOUOELUEVO HOVTEND Xan Yernotponoovue to SciBERT [33] to omolo eivan évo povtého BERT
nou €yel AdPel meploodtepr exnaidevon oe emotnuovind xelpeva. To SciBERT ocuyxpivéuevo ye
o BERT éyel peyohOtepn Aelihoynr emxdhudn yetald emotnuovixdy nediowy, énwe n Emothun
Troloyiotedv xar 1 Buotatpuy Emotiun.

‘Ol Tat TELpGUOTO G ALTA TNV EVOTNTA YENOWOTOLO0Y (¢ TPOEXTAUdELUEVO LovTélo To "bert-
base-uncased" ané v BPhodixn twv Transformers [31]. To povtého éyel petexnudeutel oe 6
dapopeTind mpofiuata tou GLUE: MNLI, QQP, QNLI, MRPC, SST-2 xow CoLA ye tic petpxég
nou gaivovton otov Hivaxa 1. Egopuélovye tov npotewdpevo olyoprduo 0.1 ye k = 10% xou
eAéyyoupe v enidoon Tou poviélou oto cvvoho avdmtuine (development set), xodde oto GLUE
dev elvon dnpodota dadéoipo to cUvoho eléyyou (test set).

To povtého €yel petexnoudeutel oe 5 Sapopetind npofifuata tou GLUE: MNLI, QNLI, MRPC,
SST-2 and CoLA xo oc éva Emotnuovixd X0voho Aedouévewv: PubMed 20k RCT. Exteholue
8 enavolfelc Tou mpotewvdpevou Adlyoplduou xou oe xdlde emavdindn mepixonteton 14 xepodéc,
enopEvee x6Boupe 112 and tic 144 xeparéc, nou elvar nepitou 1o 80% TwWV XEPUADY AUTO-TPOGOYHS
tou BERT. Ta arotehéopato autod TOU TEWIUATOC UTopoLy Vo pavoly otov Iivasa 5.

Mo o Aemtouephc edva auTol Tou TElpduaTog unopel va teptypagel and tnv Ewdva 4, dmou

x6Pouue 14 xeporéc oe xdie emavdhndn xou cuvokxd x6Boupe 112 xepohéc.
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Figure 4. ArnoteAéopata ota ovvoda dedouévwv PubMed 20k RCT ka1 SciERC. ExteAoue mepd-
pata pe SlapopeTikéS TIHES TNS UTEPTAPAETPOU (v Kal KATAYPAPOUE TA AmOTEAéTATA TOU KOMUMUE-
vou povtélouv ato ouUrvodo avdntuéns. Kdfouvue 14 kepadés oe kdle fripa nepiconnis. Ina o =1 1
petododoyia pag etvar 10odlvaun e tnv ovykpwduevn pueododoyia tov Michel [1].

Yyetnd pe ta npoBiiuata tou GLUE yvwpllouue oti éyouv uixpr Aelihoynr) emxdiudm ye to
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0.6 Ilewpdpata

a MNLI QNLI MRPC SST-2 CoLA
1 0.817 0.820  0.773 0.903  0.329
0.6 0.824 0874 0.778 0913 0.334
0.5 0.819 0876 0.607 0917 0.435
04 0809 0.880 0.783 0.918 0.312

Table 6. AnoteAéopara ota mpopAnpata tov GLUE.

emotnpovxd medla mou €yel mpoexnawdeutel to SCIBERT xou yU' autd nepyiévouue 6Tt 1 xokltepn
pedodoroylo nepixonric Yo mpoxdel ye TN TNe unepnapauéteou a peyahitepn and 0.5. Ilpdyuor,
auto emPBePoucdveTon amd To mopomdve melpduata. EmimAiéov, oyxetixd ye to PubMed 20k RCT nou
elvon éva emotnpovixd clvolo, BAénovpe 6Tl 1 xahlTepn Twh mpoxdnTel v o = 0.6, mou delyvel
6Tl M xoUTERT oTPATNYIXY TEpOTNC TEoXUTTEL GTay Blvel peyahbTepo Bdpoc oto petexnadeuuévo

HOVTENO.

0.6.3 Kepdloaue to Aayeio;

Eunvevopévn ané v "YTrédeone Tuyepod Aektiov" (Lottery Ticket Hypothesis) [12] exteholue
netpdparta yio to e€ele 5 mpoPifuata tou GLUE: MNLI, QNLI, MRPC, SST-2 and CoLA. Apywxd,
yio x&de TEOBANUO EXTEAOUUE TOV TEOTELVOUEVO ahYOELIUO Yid BLOPORETIXES TWWES TOU @, TO oTolo
extehel dlapopeTnd clivoha and udoxec xepolwyv. “Yotepa, e@opudélovpe autd TO GOVOAO HOOHDY
o70 "bert-base-uncased" xou étot €youue éva npoexToudeLUEVO LoVTENO 6TO omtolo 112 xepakéc €youv
papxopiotel. Metd petexmoudetouye to wovtého oto avtiotolyo npdBinua tou GLUE pe tic yetpixéce
nou alvovtar otov Ilivaxa 1.

Ta mepdyarto yropolv vo neptypapoly otov Ilivaxa 5.7. H npocéyyiot pag xepdilet to povtéa
TIOU €)Y 0LV LapXAPLGTEL UE GUVORO Hooxv Tou €yet TpoxUet and tny teyvixr Tou Michael [1], noapdro
mou x6fBeton 10 80% TwV XEPAADY AUTO-TPOGOYHS TO AVTIXTUTO GTNY ANGBOoY TOU HOVTENOU EXEL Uidt
ntoon uetold 2 —4%. ‘Etot, unopolue vo topatneRcoupe OTL 1) XpHon TOU TROEXTUEUUEVOU Xl TOU
petexmatdeLUEVoL dixthou Bonddel v emhoyn pooxdv yia TNy dladacta tne " YTroédeong Tuyepold
Aghtiov".

0.6.4 Emnavahlopfavouevn Aopixy Ilepixony

Ye auth) v evétnTa exteholye to melpopa e EnavaiauPavopevne Aopxrc Iepuconhc. Auty
N mpocéyylon Bedtidver Ty perétn e "Trddeone Tuyepold Aektiov" emedn eivon n mpdtn @opd
TOU TMEOTEIVETAL Hlol ETOVORNTTIXCY Bladxasia yiar Ty eappoyr douwic mepuonhc. Tautdypova,
yevixeletal 1) emavolnmtix| tpocéyylon tou Chen et al. [16].

Y AUTA T TELRAYATO EXTEAOVUE WLAL ETOVOANTITIXT TEY VIXT) TEPLXOTIAG OTIOL ap)(Id UETEXTAUOEVOVUE
o BERT povtého ota tehxd mpofifiuota. Metd evtonilouue Tic 14 xe@oaréc pe to uixpdtepn enl-
doom oty guplo T Tou Tpotelvouue Yo @ = 1. Metd maipvouue T TPOEXTULBEVUEVO UOVTERD Xal
x6Bouue autéc g 14 xe@ahéc xou petexmoudevouue to wovtéro. ‘Etol, 1o tehixd povtého €yl 14
Aydtepec xeoréc xou €yel exmandeutel wdvo i @opd. Mropolue va cuveyiocoupe tnv dladixaocio
evtonilovtac 14 xeparéc ye tn wxpdtepn enidoon otnyv evplotxy| nou npoteivouye. ‘Etot, nalpvouyue
TO MPOEXTIAUBEVUEVO HOVTEND ol xOBouue aUTEC Tig 14 4 14 xe@oréc xan UETE TO YETEXTIOUDEVOUE.

Juyxelvoupe TO AMOTEAEGUATO LOC UE TNV U1 ETOVOAUUBAVOUEYY] TEXVIXT 1) OTtolal TEPLXOTTEL TO
% TV XEQPOADY TOU TEOEXTUSEVUEVOU HOVTEND Xou UeTE petextoudeltnxe. Etot, To tehind poviého
anotehelton and 100 — 2% xeporéc auto-npocoyhc.

Me tnv EnavahauBavépevn Ao Iepiony| ) cuvokixn anddoor) tou govtélou elvon yeyaAbtepn

and Vv un enavohauBovouevn. Autd umopel vo govel and Ty exdva Figure 5 6mou exteléoaue autd
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1o melpopa oe 2 npofAjuata GLUE: MNLI xou QNLI. Auth n npocéyyion Selyvel bt undpyel éva

diinupo (trade-off) petall enidoone xou unohoyioTinol x6GTOUS.

MMLI QLI
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Figure 5. EnavadapBaviuevn Aopuxii Hepiconrj oto MNLI kar oto QNLI pe o =1

0.6.5 Ilepwxony ce Moviéla Aagpopetixrc Tpomxodtntag

Ye auth) Ty evoTtnTa XOBOUNE XEPUAESC AUTO-TROGOY NS OE VA LOVTENO BLUPORETIXNAC TROTUXOTNTAS
(modality). ITio cuyxexpipéva, eEeTdLOUUE TNV TEOTUXOTNTA TG PWVAC KECH TOU HOVTENOU wav2vec
2.0 [26]. Eivor 1 npcdtn gopd mou yiveTton TEPXOTH XEQUADY auTO-Tpoco)yfic oto wav2vec 2.0.

To mpoexnawdeupévo poviéro wavvec 2.0. €yel petexnoudeutel oto obhvoho dedopévey Timit [2]
xan 1 enidoon Tou xotaypdpetoan oty petewr) Tou Word Error Rate. Ta amotehéopato unopodv
v gavoly and v Ewdva 6. 'Etol, urnopolue va Solue 6Tl 1) te) v poc Unopel va e@apuootel
X0l OE BLUQPOPETIXEC TPOTUXOTNTES, o UdMota ot PBothd enineda meponic emtuyydvel xohltepa

anoteréopata and v pedodoroyia olyxplone.

wavavecd
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Figure 6. To povtélo wav2vec 2.0. éxer ueteknaibevrel oto ovvodlo Sedopévwv Timit [2] kai n
emidoon tov kataypdgetar otny uetpikr) tov Word Error Rate.
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Chapter 1

Introduction

1.1 From Artificial Intelligence To Deep Learning

The terms Artificial Intelligence (AI), Machine Learning (ML), and Deep Learning (DL) are
usually confused. Based on the Oxford Dictionary, Artificial Intelligence can be defined as "The
theory and development of computer systems able to perform tasks normally requiring human in-
telligence, such as visual perception, speech recognition, decision-making, and translation between
languages". Thus, we can conclude that the term Artificial Intelligence is a more general term
including AI, ML, and DL, and the distinction is based on the technique in which the computer
systems can mimic human intelligence.

Artificial Intelligence approaches use hard-code knowledge about the ongoing task. Based on
logical inference rules, a computer system can derive new knowledge and reason about statements.
This method is known as the knowledge-based approach to artificial intelligence. One drawback of
this approach is the difficulty of formally describing all the knowledge based on the given task.

Machine Learning tries to overcome this problem by letting the system extract patterns from
raw data. The most naive machine learning method is the Naive Bayes classifier, based on the
Bayes’ theorem. The performance of these simple machine learning algorithms depends heavily
on the representation and the amount of the given data. Many machine learning methodologies,
such as the naive Bayes classifier, try to derive a mapping representation from the representation
space to the output space. However, mapping is not always the case for machine learning. Another
aim of machine learning is to learn the representation itself, and this field is called representation
learning. It can be very difficult to extract such high-level, abstract features from raw data. Many
of these factors of variation, such as a noise environment, can make the process quite challenging.

Deep Learning solves this central problem in representation learning by introducing repre-
sentations that are expressed in terms of other simpler representations. Deep learning enables the

computer to build complex concepts out of simpler concepts but demands enormous data.

1.2 Motivation

One of the most successful deep learning architectures is called Transformers. Transform-
ers yield performance in many Natural Language Processing tasks, while the training pipeline is
computationally demanding and the final model lists millions of parameters. Indeed, Transformer-
based models keep growing by orders of magnitude: The 110M parameters of base BERT are now
dwarfed by 17B parameters of Turing-NLG [22], which is dwarfed by 175B of GPT-3 [23]. This
trend raises concerns about computational complexity of self-attention, environmental issues [34]
[35], fair comparison of architectures [36], and reproducibility.

Human language is incredibly complex and would perhaps take many more parameters to

describe fully [37], but the current models do not make good use of the parameters they already
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have. Voita et al. [14] showed that all but a few Transformer heads could be pruned without
significant losses in performance. For BERT, Clark et al. [27] observe that most heads in the
same layer show similar self-attention patterns (perhaps related to the fact that the output of all
self-attention heads in a layer is passed through the same MLP), which explains why Michel et al.
[1] were able to reduce most layers to a single head.

Depending on the task, some BERT heads/layers are not only redundant [38], but also harmful
to the downstream task performance. Positive effect from head disabling was reported for machine
translation [1], abstractive summarization [39], and GLUE tasks [13]. Additionally, Tenney et al.
[40] examine the cumulative gains of their structured probing classifier, observing that in 5 out of
8 probing tasks, some layers cause a drop in scores (typically in the final layers). From the aspect
of unstructured pruning, Gordon et al. [28] find that 30-40 percent of the weights can be pruned

without impact on downstream tasks.

In general, larger BERT models perform better [41] , [42] but not always: BERT-base out-
performed BERT-large on subject-verb agreement [43] and sentence subject detection [44]. Given
the complexity of language and amounts of pre-training data, it is not clear why BERT ends up
with redundant heads and layers. Clark et al. [27] suggest that one possible reason is the use of

attention dropouts, which causes some attention weights to be zeroed-out during training.

Given the above evidence of overparameterization, it does not come as a surprise that
BERT can be efficiently compressed with minimal accuracy loss, which would be highly desirable

for real-world applications.

Compression can be achieved with different techniques, such as Knowledge Distillation [45],
Pruning [46] and Neural Network Quantization [47]. In this study, we explore Pruning as a com-

pression technique and, more specifically, Structured Pruning.

The main reason we study Structured Pruning rather than Magnitude pruning is that adaptive
sparse matrix multiplication has shown promising results on GPUs but is not yet applied in silicon,
and thus structured pruning is the only way of actually "accelerating" BERT. On the other hand,
accelerating unstructured sparse matrix multiplication is an active area of research in which recent
progress has been made. Bank-balanced sparsity (which is closely related to unstructured sparsity)

achieves near-ideal speed-ups while requiring a minimal deviation from unstructured sparsity [48].

Moreover, through structured pruning, we investigate the effect of structural components in
the neural network. We understand their functionality and their usefulness in the whole network,

and through this study, we can achieve better fine-tuning techniques.

1.3 Research Contributions

In this study, we examine a structured pruning approach for BERT-based architectures that
implies that in transfer learning, the final model is the result of a fine-tuning process of a pre-trained
model. Thus, we consider both the pre-trained and the fine-tuned model to prune attention heads.
Furthermore, we study this method through the Lottery Ticket Hypothesis, where we see that
considering both the pre-trained and the fine-tuned model outperforms the approach which only
considers the fine-tuned model. Moreover, we propose a better application of the Lottery Ticket
Hypothesis in structured pruning named "Iterative Structured Pruning". Finally, we examine our
technique on another modality, more precisely in Automatic Speech Recognition through wav2vec

2.0, and we see corresponding results.

30



1.4 Thesis Outline

1.4 Thesis Outline

Chapter 2: From Machine Learning to Deep Learning, provides background knowledge to set
the stage for the subsequent chapters. First, we provide an overview of technical information that
is relevant in order to understand the contents of this thesis. Next, we introduce the reader to
machine learning together with its most elementary methods. We subsequently delve into the
machine learning models primarily used in this thesis.

Chapter 3: Natural Language Processing, presents the natural language processing background
needed to understand this thesis. After briefly presenting popular natural language processing
tasks, language modeling is presented, initially in the form of an-gram model based on the Markov
assumption and then as a recurrent neural network. Then, transfer learning methods that are
currently used to train natural language processing models are explained.

Chapter 4: Compression of Deep Learning Models, is a short survey that introduces compression
techniques in deep learning models. Firstly, the problem description is introduced, and the Lottery
Ticket Hypothesis is explained. Then we focus on different pruning approaches for Transformer-
based models, while we also present similar techniques on Computer Vision. Finally, critical aspects
of Explainable ATl are presented as a promising pruning methodology.

Chapter 5: Back to the Future: A transfer learning approach for structured pruning, presents
a novel structured pruning technique for Deep Learning Language Models, such as BERT. This
approach considers both the pre-trained and the fine-tuned model and outperforms other structured
pruning methodologies. Also, we show that this method produces a better set of head masks for the
Lottery Ticket Hypothesis; if this set is used in the pre-trained model and this model is fine-tuned,
it will produce a model with significant performance and sparsity. Finally, in this chapter, we
examine an iterative structured pruning algorithm for performing the Lottery Ticket Hypothesis,
and we apply our methodology to a different modality.

Chapter 6: Conclusions, contains our conclusion, summarizing our findings and providing an

outlook into the future work.
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Chapter 2

From Machine Learning to Deep Learning

2.1 Introduction

The terms Artificial Intelligence (AI), Machine Learning (ML), and Deep Learning (DL) are
usually confused. Based on the Oxford Dictionary, Artificial Intelligence can be defined as "The
theory and development of computer systems able to perform tasks normally requiring human in-
telligence, such as visual perception, speech recognition, decision-making, and translation between
languages". Thus, we can conclude that the term Artificial Intelligence is a more general term
including AI, ML, and DL, and the distinction is based on the technique in which the computer
systems can mimic human intelligence.

Artificial Intelligence approaches use hard-code knowledge about the ongoing task. Based on
logical inference rules, a computer system can derive new knowledge and reason about statements.
This method is known as the knowledge-based approach to artificial intelligence. One drawback of
this approach is the difficulty of formally describing all the knowledge based on the given task.

Machine Learning tries to overcome this problem by letting the system extract patterns from
raw data. The most naive machine learning method is the Naive Bayes classifier, based on the
Bayes’ theorem. The performance of these simple machine learning algorithms depends heavily
on the representation and the amount of the given data. Many machine learning methodologies,
such as the naive Bayes classifier, try to derive a mapping representation from the representation
space to the output space. However, mapping is not always the case for machine learning. Another
aim of machine learning is to learn the representation itself, and this field is called representation
learning. It can be very difficult to extract such high-level, abstract features from raw data. Many
of these factors of variation, such as a noise environment, can make the process quite challenging.

Deep Learning solves this central problem in representation learning by introducing repre-
sentations that are expressed in terms of other simpler representations. Deep learning enables the
computer to build complex concepts out of simpler concepts but demands enormous data.

In this section, we are going to discuss Machine Learning and Deep Learning Basics.

Artificial Intelligence

Machine Learning

Deep Learning

Figure 2.1. Artificial Intelligence, Machine Learning and Deep Learning Domains
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Chapter 2. From Machine Learning to Deep Learning

2.2 Learning Classification

Before classifying the types of learning in machine learning, a proper definition of “learning”
should be provided. Indeed, Mitchell [] provides generic, well-suited, definition for learning: “A
computer program is said to learn from experience (E) concerning some class of tasks (T) and
performance measure (P), if its performance at tasks in T, as measured by P, improves with
experience E.” So, more specifically in machine learning we train our model with data in order to
gain experience for a given task. Hopefully, after the training process, we will notice performance
improvement. In this section, we are going to classify learning, and we can define 14 different

learning types:

1. Learning Problems

(a) Supervised Learning
(b) Unsupervised Learning

(¢) Reinforcement Learning
2. Hybrid Learning Problems
(a) Semi-Supervised Learning

(b) Self-Supervised Learning

(¢) Multi-Instance Learning
3. Statistical Inference

(a) Inductive Learning
(b) Deductive Inference

(¢) Transductive Learning
4. Learning Techniques
(a
(b

) Multi-Task Learning
)
¢) Ouline Learning
)
)

Active Learning
(
(d

(e) Ensemble Learning

Transfer Learning

2.2.1 Supervised Learning

In supervised learning, there are input variables X and an output variable Y. The goal is to

build an algorithm that learns the mapping function from the input to the output.
Y = f(X)

During training, both X and their corresponding y are provided; thus, the training data are labeled.
At inference, we expect that the mapping function can successfully predict the output for every
given = provided from the same distribution as the training sample.

Moreover, supervised learning can be classified into two categories, based on the nature of the

output y:

1. Classification
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2.2 Learning Classification

2. Regression

In classification, the output y is the class label of the input data z, while in regression, the

output is a predicted numerical value.

2.2.2 Unsupervised Learning

In other machine learning problems, the training data consists of input vectors x without any
corresponding target values. So, unsupervised learning aims to find patterns where the target
values are either not observable or infeasible to obtain. A large subclass of unsupervised tasks is
the problem of clustering. Clustering refers to grouping observations together so that members of
a common group are similar and different from members of other groups. Another exciting class of
unsupervised tasks is generative modeling. Generative models are models that imitate the process
that generates the training data. A good generative model would generate new data that resemble
the training data in some sense. This type of learning is unsupervised because the process that

generates the data is not directly observable — only the data itself is observable.

2.2.3 Self-Supervised Learning

Self-Supervised learning is proposed for utilizing unlabeled data with the success of supervised
learning. Producing a dataset with suitable labels is expensive, while unlabeled data is being
generated all the time. The motivation of Self-Supervised Learning is to make use of a large
amount of unlabeled data.

The main idea of Self-Supervised learning is to generate the labels from unlabeled data, accord-
ing to the structure or characteristics of the data itself, and then train on this unsupervised data
in a supervised manner. Self-Supervised learning is wildly used in representation learning to make
a model learn the latent features of the data. This technique is often employed in both natural

language processing, and computer vision [49].

2.2.4 Transfer Learning

The ideal scenario of machine learning is that there are abundant labeled training instances,
which have the same distribution as the test data. However, collecting sufficient training data is
often expensive, time-consuming, or even unrealistic in many scenarios. Semi-supervised learning
can partly solve this problem by relaxing the need for mass labeled data. Typically, a semi-
supervised approach only requires a limited number of labeled data, and it utilizes a large amount of
unlabeled data to improve the learning accuracy. However, unlabeled instances are also challenging
to collect in many cases, making the resultant traditional models unsatisfactory.

Transfer learning, which focuses on transferring knowledge across domains, is a promising
machine learning methodology for solving the above problem. The concept of transfer learning
may initially come from educational psychology. According to the generalization theory of transfer,
as proposed by psychologist C.H. Judd, learning to transfer is the result of the generalization of
experience. It is possible to realize the transfer from one situation to another if a person generalizes
his experience. According to this theory, the transfer prerequisite is the interconnection between
the learning activities. In practice, a person who has learned the violin can learn the piano faster
than others since both the violin and the piano are musical instruments and may share some
common knowledge.

Inspired by human beings’ capabilities to transfer knowledge across domains, transfer learning
aims to leverage knowledge from a source domain to improve the learning performance or minimize

the number of labeled examples required in a target domain. However, it is worth mentioning that
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the transferred knowledge does not always positively impact new tasks. If there is little in common
between domains, knowledge transfer could be unsuccessful.

We will provide a more formal definition of the terms mentioned above; Domain, Target, and
Transfer Learning.

Domain: A domain D is composed of two parts, i.e., a feature space X and a marginal
distribution P(X). In other words, D = {X, P(X)}. And the symbol X denotes an instance set,
which is defined as X ={x |x; € X,i=1,...,n}

Task: A task T consists of a label space ) and a decision function f, i.e., T = {), f}. The
decision function f is an implicit one, which is expected to be learned from the sample data.

Transfer Learning: Given some observation(s) corresponding to m® € N* source domain(s)
and task(s) (i.e., {(Ds,,Ts,) | i =1,...,m%}), and some/an observation(s) about m” € N* target
domain (s) and task (s ) (i.e., {(Dr,,Tr,) | i =1,...,mT}), transfer learning utilizes the knowl-
edge implied in the source domain(s) to improve the performance of the learned decision functions
fB(j=1,--- ,m"T ) on the target domain(s).

If m® equals 1 , the scenario is called single-source transfer learning. Otherwise, it is called
multi-source transfer learning. Besides, m” represents the number of the transfer learning tasks

where in the majority of scenarios m” =1 [50].

2.3 Machine Learning Concepts

2.3.1 Loss Function

The goal of any Supervised Learning algorithm is to return a function f() which accurately
matches the input examples to the corresponding labels. To quantify the loss (error) of the model,
a Cost Function is used that predicts § when the actual label is y. Usually, the Cost Function
L(g,y) assigns a numeric value to the predicted output ¢ given the actual output y. It must
have an infimum, which means that the lower the error value, the better the prediction. Function

parameters are set in order to minimize L loss in the training examples.

Given a train set (21.n,Y1.n), a cost function L per sample and a function f(x;0), we define the

total loss as the average loss on all training data:

1 N
L(O) = =55 DL (F(w:0), 1)

The goal is to find the optimal parameters € that minimize the total error:

N
. 1
9 e 1 0 e 1 _ '0 i
arg, min £(0) = arg, min N 2221 L(f(x;0),v;)

Some standard cost functions are the following:

Mean Squared Error (MSE): MSE calculates the mean squared prediction error:

Y (vi-P)’

i=1

J(9) =

S|

Where the prediction error is the difference between the true value (Y;) and the predicted value
(P;) for an instance, and 9 is the parameter vector of the network. MSE is used with regression

models.
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Mean Absolute Error (MAE): MAE calculates the mean of the absolute prediction error:
1 n
J(@) =~ Y- P
i=1

Where Y; is the true value and P; is the predicted value for an instance, and 9 is the parameter
vector of the network.
Cross Entropy: Cross-entropy loss function uses the concept of cross-entropy. Cross-entropy

is mathematically defined as:
H(p,q) = —> prlogas
k

Where p and ¢ are the true and the predicted probability distributions, respectively, the more
the two distributions differ, the higher the value of the cross-entropy. The cross-entropy loss
function is widely used in classification problems. Based on the definition of cross-entropy, the goal
of the Cross-entropy loss function is to minimize the cross-entropy between the model’s distribution

and the distribution of the given data.

2.3.2 Underfitting and Overfitting

The central challenge in machine learning is that the proposed algorithm should perform well on
new, previously unseen inputs, not just those our model is trained. The ability to perform well on
previously unobserved inputs is called generalization. Typically, when training a machine learning
model, we have access to a training set; we can compute some error measure on the training set,
called training error; and we reduce this training error. So far, what we have described is simply
an optimization problem.

What separates machine learning from optimization is that we want the generalization error,
also called the test error, to be below. The generalization error is defined as the expected value of
the error on new input. Here the expectation is taken across different possible inputs, drawn from
the distribution of inputs we expect the system to encounter in practice. We typically estimate
the generalization error of a machine learning model by measuring its performance on a test set of
examples that were collected separately from the training set.

The factors determining how well a machine learning algorithm will perform its ability to:
make the training error small and make the gap between training and test error small. These two
factors correspond to the two central challenges in machine learning: underfitting and overfitting.
Underfitting occurs when the model cannot obtain a sufficiently low error value on the training
set. Overfitting occurs when the gap between the training error and test error is too large. So,
in machine learning, we are trying to find a good trade-off of training error and the gap between

training and test error as it can be described by the Figure 2.2.

2.3.3 Regularization, Dropout and Pruning

We want to overcome the problem of overfitting and improve the generalization. Our modern
ideas about improving the generalization of machine learning models are refinements of thought
dating back to philosophers at least as early as Ptolemy. Many early scholars invoke a principle of
parsimony that is now most widely known as Occam’s razor (c. 1287-1347). This principle states
that among competing hypotheses that explain known observations equally well, we should choose
the “simplest” one. This idea was formalized and made more precise in the twentieth century by
the founders of statistical learning theory.

Regularization is the most common way to mitigate overfitting and apply Occam’s razor on

machine learning problems. To face the potential loss of generalization, we impose restrictions
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— - Training error

Underfitting zone | Overfitting zone .
—— Generalization error

Error

0 Optimal Capacity
Capacity

Figure 2.2. Training and test errors behave differently. At the left end of the graph, training
error and generalization error are both high. This is the underfitting regime. As we increase
capacity, training error decreases, but the gap between training and gemeralization error increases.
Eventually, the size of this gap outweighs the decrease in training error, and we enter the overfitting
regime, where capacity is too large, above the optimal capacity. Source: [3]

on the form of the solution by forcing the model to choose the smallest - in order of parameters-
solution. This is done by implying a term in the loss equation then penalizing the size of the model.

Thus, the loss function takes the following form:

N
0 = argminL(0) = arg min% Z L(f(x:;0),y:;) + AR(0)
0 0 i=1

The regularization term considers the parameter values and scores their complexity. We then
look for values that have both a low loss and low complexity. What regularization inherently
intends to do is penalize complex models and favor simpler ones. A is a value that must be set
manually, based on the classification performance on a development set (called hyperparameter).
The Regularizers R measure the norms of the parameter matrices and opt for solutions with
low norms. The two most common regularization norms are Lo and L, and the most common
technique is dropout.

Ly regularization. R takes the form of the standard Euclidean norm (Ls-norm) of the
parameters, trying to keep the sum of the squares of the parameter values low. Large model
weights W{; ;1 will be penalized, since they are considered "unlikely". Lo is often referred to as
weight decay. As one can observe, high weights are severely penalized, but weights with small

values are only negligibly affected.

Ri,(W) = [W[3 =3 (W)

(2]

L regularization. The L; regularizer punishes uniformly low and high values and intends
to decrease all non-zero parameter values towards zero. So, it encourages sparse solutions or else
models with many parameters with a zero value. The L; regularizer is also called a sparse prior
or lasso.

R, (W)= Wl =D [Wi|
i,j

Dropout. An effective technique for preventing neural networks from overfitting the training

samples is dropout training. Dropout is designed to prevent the network from learning to rely on

specific weights. It randomly sets to zero (drops) half of the neurons in the network (or in a specific
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2.4 Machine Learning Models

layer) in each training example, in the stochastic-gradient training. The dropout technique is one
of the key factors contributing to the robust results of neural networks.

Pruning Another way to prevent overfitting is pruning. Pruning involves removing connections
between neurons or entire neurons, channels, or filters from a trained network, which is done by
zeroing out values in its weights matrix or removing groups of weights entirely. We will discuss

pruning with more details in Chapter 4.

2.3.4 Gradient descent

In this section, we will discuss a non-optimal but efficient way of minimizing the loss function.
A gradient (at a point) is the slope of the tangent to the function at that point. It points to
the direction of the most significant increase of the function. Gradient-based methods minimize
the objective function £(0) by repeatedly computing an estimate of the loss £ over the training
set, computing the gradients of the parameters 6 of the model concerning the loss estimate and
updating the parameters in the opposite direction of the gradient.

Gradient descent (GD) is one of the most popular algorithms to perform optimization in neural
networks. It computes the gradient of the cost function concerning the parameters 6 for the entire
dataset. The learning rate (n) is a hyperparameter that controls the extent to which the model

parameters are adjusted concerning the loss gradient. GD is formally defined as:
0=60—nVyJ(0)

Stochastic Gradient Descent (SGD) in contrast performs a parameter update for each training
example x; and label y; :
0 =0—nVel (0;%xi;yi)

Gradient descent performs redundant computations for large datasets, as it recomputes gradi-
ents for similar examples before each parameter update. SGD does away with this redundancy by
performing one update at a time. It is, therefore, usually much faster and can also be used to learn
online.

Vanilla gradient descent, however, does not guarantee good convergence. The learning rate
needs to be carefully tuned, as a small value leads to slow convergence, while a very large value
can hinder convergence and cause the loss function to diverge or to fluctuate around the minimum
as shown in Figure 2.3. Moreover, the same learning rate applies to all parameter updates. If our
data is sparse and our features have very different frequencies, it is possible that we do not want to
update them to the same extent, but we instead want to perform larger updates for rarely occurring
features. Finally, a key challenge of minimizing highly non-convex error functions, common for

neural networks, is avoiding getting trapped in local minima, as shown in Figure 2.4.

2.4 Machine Learning Models

2.4.1 Linear Regression

Linear Regression is a Supervised Learning Problem and solves a regression problem. In other
words, the goal is to build a system that can take a vector € R™ as input and predict the value
of a scalar y € R as its output. The output of linear regression is a linear function of the input.

Let ¢ be the value that our model predicts y should take on. We define the output to be:

j=w'x
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14

Figure 2.4. Loss function’s landscapes could be full of local minima, which potentially could lead
to a suboptimal solution by GD Source: [4]

where w € R™ is a vector of parameters.

Parameters are values that control the behavior of the system. In this case,w; is the coefficient
that we multiply by feature z; before summing up the contributions from all the features. We can
think of w as a set of weights that determine how each feature affects the prediction. An in order

to achieve an optimal fit of the model to the training data, we try to minimize MSE ain:

1 .
MSEtrain == E Z (y - y)?
To minimize MSE ¢;ain, we can simply solve for where its gradient is O:

vaSEtrain =0

sw=(XX)"Xy

So, for Linear Regression, we have a close form to describe the optimal solution. However, it is
preferred to calculate the w with gradient descent because this method is computationally intensive
both in time and memory complexity. Moreover, GD is capable of parallelization. Finally, we prefer
GD, because this method does not provide a solution when the data is non-linear separable, because
then the matrix (XX )_1 is not invertible.

2.4.2 Logistic Regression

When it comes to classification, we are determining the probability of an observation to be part

of a certain class or not. Therefore, we wish to express the probability with a value between 0 and
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1. A simple classification algorithm that generates values of that form is Logistic Regression (LR)

classifier.

Suppose we have a simple problem for a binary classifier, as described earlier in the same
Section. Let x;—1.y = X1,...,Xx be the input vectors where ; € {0,1}. The activation of the
LR classifier is determined by applying a sigmoid function over the fitted line to get the final

classification decision: .

T 1te=

()
The activation of LR for a given vector x is defined as follows:

1

hw(x) = 0 (W) = T

The loss function to be minimized while fitting the LR to the training data is the following;:

N
1
§HWH + C’;log (exp (—yi (w'x; + b)) + 1)

where C' > 0 and b represent the coefficients of penalization of wrong classifications and LR
is a highly efficient technique that does not require extensive computational resources usage. It
thus provides a solid baseline for most NLP tasks. An obvious disadvantage is that LR cannot
solve non-linear problems since its decision surface is linear. A common practice used to apply
LR to multi-class classification is to iteratively treat each pair of classes as a binary classification

problem, to which LR is performed.

2.4.3 Other Models

Some worth mentioning machine learning models are the following:

Decision Trees are a type of Supervised Machine Learning where the data is continuously
split according to a specific parameter. The tree can be explained by two entities, namely decision
nodes and leaves. The leaves are the decisions or the outcomes. Furthermore, the decision nodes

are where the data is split.

Conditional random fields (CRFs) are a class of statistical modeling methods often ap-
plied in pattern recognition and machine learning and used for structured prediction. Whereas a
classifier predicts a label for a single sample without considering "neighboring" samples, a CRF
can take context into account. The prediction is modeled as a graphical model, which implements
dependencies between the predictions. What kind of graph is used depends on the application.
For example, linear-chain CRFs are widespread in natural language processing, which implements
sequential dependencies in the predictions. In image processing, the graph typically connects

locations to nearby and similar locations to enforce that they receive similar predictions.

(Gaussian) Mixture Model is a probabilistic model for representing the presence of subpop-
ulations within an overall population, without requiring that an observed data set should identify
the sub-population to which an individual observation belongs. Formally a mixture model cor-
responds to the mixture distribution representing the probability distribution of observations in
the overall population. However, while problems associated with "mixture distributions" relate
to deriving the properties of the overall population from those of the sub-populations, "mixture
models" are used to make statistical inferences about the properties of the sub-populations given

only observations on the pooled population, without subpopulation identity information.
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2.5 Deep Learning Models

Deep Learning solves this central problem in representation learning by introducing represen-
tations expressed in other simpler representations. Deep learning enables the computer to build
complex concepts out of simpler concepts but demands big amount of data. In this section, we are

going to discuss some of the most popular Deep Learning Models.

2.5.1 Feedforward Neural Networks

An Artificial Neural Network (ANN) is a biologically inspired computational model patterned
after the network of neurons present in the human brain. The area of ANNs has been initially
inspired by modeling biological neural systems but has since diverged and become a matter of
engineering and achieving good results in Machine Learning tasks. Thus, we first introduce a very
brief and high-level description of the biological system that has influenced a large portion of deep
learning. The basic computational unit of the brain is a neuron. Billions of neurons can be found
in the human nervous system. Figure 2.5 shows the comparison between a biological neuron and
its mathematical notation. Each neuron receives input signals from its dendrites and produces
output signals along its (single) axon. The axon connects via synapses to the dendrites of other
neurons. In the computational model of a neuron, the signals that travel along the axons (e.g., o)
interact multiplicatively (e.g., xowo) with the dendrites of the other neuron based on the synaptic
strength at that synapse (e.g., wg). The idea is that the synaptic strengths (the weights w) are
learnable and control the strength of influence of one neuron on another. In the basic model, the
dendrites carry the signal to the cell body, where they all get summed. If the final sum is above a
certain threshold, the neuron can fire, sending a spike along its axon. In the computational model,
we assume that only the frequency of the firing communicates information. We thus model the
neuron’s firing rate with an activation function f, which represents the frequency of the spikes along
the axon. A standard activation function is the sigmoid function o, since it takes a real-valued

input and squashes it to a range between 0 and 1.
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Figure 2.5. Perceptron Structure. Source: cs231n.github.io

In order to learn complex non-linear functions, architectures that combine several artificial
neurons can be designed and implemented. Such architectures are called Multi-Layer Percep-
trons (MLPs). A multilayer perceptron (MLP) is a class of feedforward artificial neural networks
(FFNN). An MLP consists of at least three layers of nodes: an input layer, a hidden layer, and an
output layer. Except for the input nodes, each node is a neuron that uses a non-linear activation
function. Its multiple layers and non-linear activation distinguish MLP from a linear perceptron.
It can distinguish data that is not linearly separable. In Figure 2.6 we visualize the difference
between a simple neural network and a deep neural network (such as an MLP or an FFNN). A
deep neural network consists of more than one hidden layer.

Each neural network is composed of the following layers:
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Figure 2.6. Multilayer perceptron (MLP) Structure. Source: electronicdesign

e Input layer. This layer accepts the input data. It provides information from the outside
world to the network without any further computation. Nodes pass on the information to
the hidden layer.

e Hidden layer(s). More than one hidden layer can be used to preprocess the inputs obtained
by the previous layer. They extract the required features from the input data. When moving

to higher hidden layers, higher-level features are constructed.

e Output layer. After data preprocessing, a decision is made by the network in this layer.

2.5.2 Recurrent Neural Networks

A recurrent neural network (RNN) is a type of artificial neural network where connections
between units form a directed cycle, and it was proposed in the 1980s. This creates an internal state
of the network, which allows it to exhibit dynamic behavior. Unlike feedforward neural networks,
RNNs can use their internal memory to process and work on arbitrary sequences of inputs. This
makes them applicable to tasks such as unsegmented connected handwriting recognition, speech
recognition, Natural language processing and Machine Translation.

RNNs are especially useful with sequential data because each neuron can use its internal memory
to maintain information about the previous input. Another way to think about RNNs is that they
have a memory state which captures information about what has been calculated so far. Figure
2.7 illustrates the architecture of a rolled-up recurrent neural network. A recurrent neural network
can be considered multiple copies of the same network, each passing a message to a successor.

Consider what happens if we unroll the loop as it can be described from Figure 2.8.

®

L3

A

Figure 2.7. A rolled up RNN where X, is the input vector containing sequences of characters of
a word while hy is as output vector. Source: colah.github.io

Considering an example from a natural language such as, "I had washed my house" is much more

different than "I had my house washed". This allows the network to gain a deeper understanding

of the language statements. This is important to note because reading through a sentence, even
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Figure 2.8. An unrolled up RNN where X, is the input vector containing sequences of characters
of a words while hy is as output vector. Source: colah.github.io

as a person, you are picking up each word’s context from the words before or after it. An RNN

has loops in them that allow information to be carried across neurons while reading input.

In these diagrams, X is some input, A is a part of the RNN, and h; is its output. Essentially
you can feed in language words from the sentence or even characters from a string as Xy, and
through the RNN, it will result with a h;. The goal is to use h; as output and compare it to test
data (which is usually nothing but a small subset of the original data). Then we will get error
rate information. After comparing the output to the test data, with error rate in hand, we can use
Back Propagation Through Time (BPTT) which back checks through the network and adjusts the

weights based on error rate and makes it learn to get a good result.

Vanilla RNNs. The RNN first takes the xy from the sequence of input, and it outputs hg
(hidden state). The hidden state hg along with the next input x; is the input for the next step.
Accordingly, hq along with x5 is the input for the next step and so on. So, the RNN remembers the
context of the input it has already seen while training. Formally, at each time step ¢, the equations
that describe the function of the RNN are:

he = fr, (Wrnhe—1 + Wyaxe + by)
Yt = fy (Wyhht + by)

where h; is the hidden state at time step ¢, x; is the input vector at time step ¢, y; is the output
vector at time step t, by, is the bias for h, by is the bias for y and f,, f are the activation functions
for x and h respectively. They are three separate matrices of weights: Wy, (input-to-hidden
weights), W}, (hidden-to-hidden), and W, (hidden-to-output).

Long Short-Term Memory (LSTM). RNNs can handle context from the beginning of the
statement, which will allow more accurate predictions of a word at the end of a statement. In
practice, this is not necessarily true for all types of RNNs, since RNNs are actually limited to
looking back only a few steps. This is a significant reason why RNNs need to be used with a
Long Short Term Memory (LSTM) regime, which introduced by Hochreiter and Schmidhuber
[51]. Adding the LSTM to the network is like adding a memory unit inside the network that can
remember context from the very beginning of the input. So, if the sentence is of 10 words and we
want to predict 11th word, all 10 words are being processed by RNNs and their weights on each
step are being saved using LSTM and the probability of 11th word being predicted accordingly.
Another problem of Vanilia RNN’s is the so-called problem of vanishing and exploding gradient
through BPTT.

A memory cell is used in addition to the hidden layer to pass information that might not
be used in prediction. These memory units allow for RNNs to give much more accurate results.
These memory units allow the network to remember the context across inputs. LSTM is denoted
in Figure 2.9

Given a sequence Xi,Xa,...,Xy,...,X, of vectors of an input sequence of length n, for vector
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Figure 2.9. The repeating module in an LSTM. Source: colah.github.io

x¢, with inputs hy_; and c¢;_1,h; and c; are computed as follows:

fi=0(Wyx;+Ush;_1 +by)

it =0 (Wix; + Usjhy 1 + by)

o; =0 (Wyxt + Ushy1 +b,)

u; = tanh (W,x; + U,h;—1 + by)
c=fO0c1+iiOw

h; = o; ® tanh (c¢;)

Forget gate (f;). This gate decides what information should be thrown away or kept. Infor-
mation from the previous hidden state h;_; and information from the current input z; is passed
through the sigmoid activation function. Values come out between 0 and 1. The closer to 0 means
to forget, and the closer to 1 means to keep.

Input gate (fi;). The previous hidden state and current input are passed into a sigmoid
function that decides which values will be updated by forcing the values to be between 0 and 1 (0
means unimportant and 1 means important). The hidden state and current input are also passed
to the tanh function to squish values between —1 and 1 (u;). Finally, the tanh output is multiplied
with the sigmoid output (i ® u¢). The sigmoid output will filter the important information of
tanh.

Cell state (c;). The cell state gets pointwise multiplied by the forget vector. This can drop
values in the cell state if it gets multiplied by values near 0. Then, we take the output from the
input gate and do a pointwise addition that updates the cell state to new values that the neural
network finds relevant.

Output gate (0;). The output gate decides what the next hidden state should be. As the
hidden state contains information on previous inputs, it is also used for predictions. First, the
previous hidden state and the current input are passed into a sigmoid function. Then, the newly
modified cell state is passed to the tanh function. We multiply the tanh output with the sigmoid
output (o¢ ® tanh (c;)) to decide what information the hidden state should carry. The output is
the hidden state. The new cell state and the new hidden is then carried over to the next time step.

2.5.3 Attention Models

Attention Model, first introduced for Machine Translation by Bahdanau et al. [52] and has
now become a predominant concept in the neural network literature. Attention has become enor-
mously popular within the Artificial Intelligence community as an essential component of neural
architectures for many applications in Natural Language Processing, Speech, and Computer Vision.

The intuition behind attention can be best explained using human biological systems. For
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example, our visual processing system tends to focus selectively on some parts of the image while
ignoring other irrelevant information in a manner that can assist in perception [53]|. Similarly, in
several problems involving language, speech, or vision, some input parts are more critical than
others. For instance, in machine translation and summarization tasks, only certain words in the
input sequence may be relevant for predicting the next word. Likewise, in an image captioning
problem, some input image regions may be more relevant for generating the next word in the cap-
tion. Attention Model incorporates this notion of relevance by allowing the model to dynamically

pay attention to only certain parts of the input that help in performing the task at hand effectively.

The idea of attention can be understood using a regression model proposed by Naradaya-Watson
in 1964 [54]. We are given training data of n instances comprising features and their corresponding
target values. We want to predict the target value § or a new query instance z. A naive estimator
will predict the simple average of target values of all training instances. Naradaya-Watson proposed
a better approach in which the estimator uses a weighted average where weights correspond to the
relevance of the training instance to the query. Indeed, the proposed an attention function a(z, x;)
which is a weighting function that encodes the relevance of instance z; predict for . A common
weighting function is a normalized Gaussian kernel, though other similarity measures can also
be used with normalization. The authors showed that the estimator has (i) consistency: given
enough training data, it converges to optimal results, and (ii) simplicity: no free parameters, the
information is in the data and not in the weights. Fast forward 50 years, the attention mechanism
in deep models can be viewed as a generalization that allows learning the weighting function.

The first use of Attention Model was proposed by Bahdanau et al. [52] for a sequence-to-
sequence modeling task. A sequence-to-sequence model consists of an encoder-decoder architecture
proposed by Cho et al. [55] as shown in Figure 2.10(a). The encoder is an RNN that takes an

input sequence of tokens {x1,xs,...,xr} where T is the length of input sequence, and encodes it
into fixed length vectors {hq, ha,...,hr}. The decoder is also an RNN which then takes a single
fixed length vector hr as its input and generates an output sequence {y1,¥ya,...,yr } token by

token, where T" is the length of output sequence. At each position ¢, h; and s; denote the hidden
states of the encoder and decoder respectively.

There are two well-known challenges with this traditional encoder-decoder framework. First,
the encoder compresses all the input information into a single fixed-length vector h that is passed
to the decoder. Using a single fixed-length vector to compress long and detailed input sequences
may lead to loss of information [55]. Second, it cannot model alignment between input and output
sequences, which is an essential aspect of structured output tasks such as translation or sum-
marization. Intuitively, in sequence-to-sequence tasks, each output token is expected to be more
influenced by some specific parts of the input sequence. However, the decoder lacks any mechanism

to selectively focus on relevant input tokens while generating each output token.

Attention Model aims at mitigating these challenges by allowing the decoder to access the entire
encoded input sequence {h1,ha,...,hr}. The central idea is to induce attention weights « over
the input sequence to prioritize the positions where relevant information is present for generating

the next output token.

The corresponding encoder-decoder architecture with attention is shown in Figure 2.10(b). The
attention block in the architecture is responsible for automatically learning the attention weights
a;j, which capture the relevance between h; (the encoder hidden state) and s;_; (the decoder
hidden state). Note that the query state s;j_1 is a hidden state of the decoder just before emitting
s; and y;. These attention weights are then used for building a context vector ¢, which is passed
as an input to the decoder. At each decoding position j, the context vector c; is a weighted sum
of all hidden states of the encoder and their corresponding attention weights, i.e. ¢; = Z?:l oyihy.

This additional context vector is the mechanism by which the decoder can access the entire input
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Figure 2.10. Encoder-decoder architecture: (a) traditional (b) with attention model. Source: [5]
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sequence and focus on the relevant positions in the input sequence. This leads to improvements in
performance on the final task and improves the quality of the output due to better alignment. The
same concept is shown mathematically in Table 2.1. The only major difference in the encoder-
decoder architecture with attention is the composition of context vector c¢. In the traditional
framework, the context vector is just the last hidden state of the encoder hr. In the attention-
based framework, context at a given decoding step j is combination of all hidden states of the
encoder and their corresponding attention weights: c¢; = ZiT:1 oyjh;.

The attention model shown in Figure 2.10(b) can also be seen as a mapping of a sequence of keys
K to an attention distribution « according to query q where keys are encoder hidden states h; and
query is the single decoder hidden state s;_;. Here the attention distribution a;; emphasizes the
keys which are relevant for the main task concerning the query q. Then e = a(K, ¢) and a = p(e).
In some cases, there is also additional input of values V' on which the attention distribution is
applied. The keys and values generally have one to one mapping, and although the core attention
model proposed by Bahdanau et al. does not distinguish between keys and values (k; = v; = h;),
some existing literature uses this terminology for different representations of the same input data.
Hence a generalized attention model A works with a set of key-value pairs (K, V') and query ¢ such
that:

Alg, K, V) = Zp (Kirq)) % v;

Here the instance x is the query, the training data points xz; are keys, and their labels y; are
values. The alignment function (denoted by @ ) and distribution function (denoted by p ) determine
how keys and queries are combined to produce attention weights.

Alignment functions. The first major category of alignment functions is based on a notion of
comparing query representations with key representations. For example, one approach is to com-
pute either the cosine similarity or the dot product between the key and query representations. To
account for varying lengths of representation, scaled dot product can be employed that normalizes

the dot product by the representation vector length. Note that these functions assume that key
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Function Traditional Encoder-Decoder Encoder-Decoder with Attention

Encode hz = f (l‘i, h,;l) hz = f (SL‘Z‘, h,;l)
Context ¢ = hr ¢ = ZZ'T:1 ijhi

Qg :p(eij)

eij = a(sj—1, i)
Decode sj = f(s85-1,¥j-1,¢) sj = f(85-1,95-1,¢5)
Generate  y; = g (y;—-1,55,¢) Yi =49 (yjfhsj’cj)

Table 2.1. Encoder-decoder architecture: traditional and with attention model.
Notation: © = (x1,...,27): input sequence, T: length of input sequence, h;: hidden states of
encoder, c: context vector, o, : attention weights over input, s;: decoder hidden state,y;: output
token, f,qg: mon-linear functions, a: alignment function, p: distribution function

Function Equation
similarity a (ki,q) = sim (k;, q)
dot product a(ki,q) =q"k;
scaled dot product a(k;,q) = qfdﬁ’:
general a(ki,q) = q" Wk;
biased general a (ki q) = k;(Wq+b)
activated general a(ki,q) = act (qTWkZ- + b)
generalized kernel  a (k;,q) = ¢(q)T ¢ (ki)
concat a(ki,q) = w,, act (W [g; ki] +b)
additive a(ki,q) = wgnpact (Whg + Wak; +b)
deep a(ki,q) = wgan(Lfl) + bF

E® = act (I/VlE(l_l) +0

EM = act (Wlk'z + qu) + bl
location-based a(ki,q) = alq)
feature-based a(ki,q) = wgnpact (W11 (K) + Waga(K) + b)

Table 2.2. Summary of Alignment Functions.

Notation: a(k;,q): alignment function for query q and key k;,sim: similarity functions such as
cosine, di: length of input, (W, Wimp, Wo, W1, Wa): trainable parameters, b: trainable bias term,
act: activation function.

and query have the same representation vector space. General alignment extends dot product to
keys and queries with different representations by introducing a learnable transformation matrix
W that maps queries to the vector space of keys. Biased general alignment allows learning the
global importance of some keys irrespective of the query by introducing a bias term. Activated
general alignment adds a nonlinear activation layer such as hyperbolic tangent, rectifier linear unit,
or scaled exponential linear unit. The formulations of these alignment functions are presented in
the Table 2.2.

The second major category of alignment functions combines keys and queries to form a joint
representation. One of the simplest models that follow this approach is the concat alignment by
Luong et al.[56], where a joint representation is given by concatenating keys and queries. Additive
alignment reduces computational time by decoupling the contributions of the query and the key;
this allows precomputing contributions of all keys to avoid re-computation for each query. In
contrast to a single neural layer used in additive alignment, deep alignment employs multiple

neural layers.

2.5.4 Transformers

Transformer proposed by Vaswani et al. [7] is a prominent deep learning model that has

been widely adopted in various fields, such as natural language processing (NLP), computer vision
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(CV), and speech processing. Transformer was originally proposed as a sequence-to-sequence model
for machine translation. However, later works show that Transformer-based pre-trained models
(PTMs) can achieve state-of-the-art performances on various tasks. Consequently, Transformer has
become the go-to architecture in NLP, especially for PTMs. In addition to language-related appli-
cations, Transformer has also been adopted in CV, audio processing, and even other disciplines,
such as chemistry and life sciences.

The vanilla Transformer [7] is a sequence-to-sequence model and consists of an encoder and
a decoder, each of which is a stack of L identical blocks. Each encoder block comprises a multi-
head self-attention module and a position-wise feed-forward network (FFN). For building a deeper
model, a residual connection [57] is employed around each module, followed by Layer Normalization
[58] module. Compared to the encoder blocks, decoder blocks additionally insert cross-attention
modules between the multi-head self-attention modules and the position-wise FFNs. Furthermore,
the self-attention modules in the decoder are adapted to prevent each position from attending to
subsequent positions. The overall architecture of the vanilla Transformer is shown in Figure 2.11.

In the following subsection, we shall introduce the critical modules of the vanilla Transformer.

Output Probabilities

Linear & Softmax

| A
Add & Norm -
Position-wise
Add & Norm -
— Add & Norm T
f Multi-Head
Position-wise Attention xL
FFN
x| ol Add & Nom Add & Norm
q Masked)
Mulii-Head B
. Multi-Head
Aeien Altention
N vy
Positional Encodings -—bcl {17)=+— Positional Encodings
Token Embedding Token Embedding
Inputs (Shifted) Outputs

Figure 2.11. Overview of vanilla Transformer architecture. Source: [6]

Attention Modules. Transformer adopts attention mechanism with Query-Key-Value (QKV)
model. Given the packed matrix representations of queries Q € RN*Px keys K € RM*Px  and
values V € RM*Pv  the scaled dot-product attention used by Transformer is given by:

. QKT
Attention (@, K,V) = softmax AY
vV Dy,

where N and M denote the lengths of queries and keys (or values); Dy and D, denote the
dimensions of keys (or queries) and values; A = softmax (%) is often called attention matrix;
softmax is applied in a row-wise manner. The dot-products of queries and keys are divided by
/Dy, to alleviate gradient vanishing problem of the softmax function.

Instead of simply applying a single attention function, Transformer uses multi-head attention,
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where the D,,-dimensional original queries, keys, and values are projected into Dy, Dy and D,
dimensions, respectively, with H different sets of learned projections. For each of the projected
queries, keys and values, and output is computed with attention. The model then concatenates all
the outputs and projects them back to a D,,-dimensional representation. This can be illustrated
in the Figure 2.12

MultiHeadAttn (Q, K, V) = Concat (heady, - - - , heady) W
where head ; = Attention (QWZQ,KWZK,VWZV)

Scaled Dot-Product Attention Multi-Head Attention

it
Scaled Dot-Product
Attention N

| LA LA 1

L1 L1 L1
[ Linear])[ Linear],][ Linear]J

v K Q

Figure 2.12. (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of several
attention layers running in parallel. Source: [7]

In Transformer, there are three types of attention in terms of the source of queries and key-value

pairs:

1. Self-attention. In Transformer encoder, we set Q = K =V = X, where X is the outputs

of the previous layer.

2. Masked Self-attention. In the Transformer decoder, the self-attention is restricted such
that queries at each position can only attend to all key-value pairs up to and including that
position. To enable parallel training, this is typically done by applying a mask function to the

N t
unnormalized attention matrix A = exp (%), where the illegal positions are masked out
by setting Aij = —o0 if ¢ < j. This kind of self-attention is often referred to as autoregressive

or causal attention.

3. Cross-attention. The queries are projected from the outputs of the previous (decoder)

layer, whereas the keys and values are projected using the outputs of the encoder.

Position-wise FFN. The position-wise FFN is a fully connected feed-forward module that

operates separately and identically on each position
FFN (H') = ReLU (HW' + b') W? + b?

where H' is the outputs of previous layer, and W! € RP=*Ps W2 ¢ RPsxPm bl ¢ RPs b2 ¢
RP= are trainable parameters. Typically the intermediate dimension D ¢ of the FFN is set to be
larger than D,,.

Residual Connection and Normalization. In order to build a deep model, Transformer

employs a residual connection [49] around each module, followed by Layer Normalization [4]. For
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Module Complexity | Parameters
self-attention O (T*- D) 4D?
position-wise FFN | O (T . D2) 8D?

Table 2.3. Complezity and parameter counts of self-attention and position-wise FFN

instance, each Transformer encoder block may be written as

H' = LayerNorm( Selfattention (X) + X)
H = LayerNorm (FFN (H') +H')

where SelfAttention () denotes self attention module and LayerNorm (-) denotes the layer normal-
ization operation.

Position Encodings. Since Transformer does not introduce recurrence or convolution, and it
is ignorant of positional information (especially for the encoder). Thus additional positional rep-
resentation is needed to model the ordering of tokens. The authors employ the following equations

to compute the positional encoding:

PE(10s,2i) = sin (pos/lOOOO(zi/dmd”l))

PE(p0s,2i4+1) = €08 (pos/lOOOO(Qi/dmodel )>

Where pos is the position of the word in the sequence and 7 is the dimension. This positional
encoding is added to the input embedding.

To illustrate the computation time and parameter requirements of the Transformer, we analyze
the two core components of the Transformer (i.e., the self-attention module and the position-wise
FFN) in Table 2.3. We assume that the hidden dimension D,, of the model is D, and that the
input sequence length is T. The intermediate dimension of FFN is set to 4D and the dimension of
keys and values are set to D/H.

When the input sequences are short, the hidden dimension D dominates the complexity of
self-attention and position-wise FFN. The bottleneck of Transformer thus lies in FFN. However,
as the input sequences grow longer, the sequence length T gradually dominates the complexity of
these modules, in which case self-attention becomes the bottleneck of Transformer. Furthermore,
the computation of self-attention requires that a 7' x T attention distribution matrix is stored,
which makes the computation of Transformer infeasible for long-sequence scenarios (e.g., long
text documents and pixel-level modeling of high-resolution images). One shall see that the goal
of increasing the efficiency of Transformer generally leads to the long-sequence compatibility of
self-attention and the computation and parameter efficiency of position-wise FFN for ordinary
settings.

Analysis of Self-Attention. As a central piece of Transformer, self-attention comes with a
flexible mechanism to deal with variable-length inputs. It can be understood as a fully connected
layer where the weights are dynamically generated from pairwise relations from inputs. Table 2
compares the complexity, sequential operations, and maximum path length * of self-attention with

three commonly used layer types. We summarize the advantages of self-attention as follows:

1. It has the same maximum path length as fully connected layers, making it suitable for long-
range dependencies modeling. Compared to fully connected layers, it is more parameter

efficient and more flexible in handling variable-length inputs.

2. Due to the limited receptive field of convolutional layers, one typically needs to stack a deep

network to have a global receptive field. On the other hand, the constant maximum path
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Layer Type Complexity per Layer Sequential Operations
Self-Attention O (T?- D) 0o(1)
Fully Connected O (T*- D?) o(1)
Convolutional O(K-T-D? O(1)
Recurrent O (T-D?) o(T)

Table 2.4. Per-layer complezity, minimum number of sequential operations and mazimum path
lengths for different layer types. T is the sequence length, D is the representation dimension and
K is the kernel size of convolutions

length enables self-attention to model long-range dependencies with a constant number of
layers.

3. The constant sequential operations and maximum path length make self-attention more par-

allelizable and better at long-range modeling than recurrent layers.
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Chapter 3

Natural Language Processing

3.1 Introduction

Natural Languages have evolved naturally in humans through use and repetition without con-
scious planning or premeditation, for example, English, Greek, and Latin. Therefore, they are
distinguished from constructed and formal languages such as programming and logic modeling
languages.

Natural Language Processing (NLP) is a subfield of linguistics, computer science, and artificial
intelligence concerned with the interactions between computers and natural language. Perhaps this
definition is outdated because of the application of NLP in programming languages source code
modeling and generation [59].

What is so special about natural language? Natural Language is a discrete/symbolic/categorical
system specifically constructed to convey meaning and is not produced by a physical manifestation
of any kind. In that way, it is very different from vision or any other machine learning task, where
the input data, for example, the image, follow some underlying physical law. Most words are just
symbols for an extra-linguistic entity: the word is a signifier that maps to a signified (idea or
things).

The hierarchical levels of language that NLP examines are:

Phonology. This level deals with the interpretation of speech sounds within and across words.
There are, in fact, three types of rules used in the phonological analysis: 1) phonetic rules — for
sounds within words; 2) phonemic rules — for variations of pronunciation when words are spoken
together, and; 3) prosodic rules — for fluctuation in stress and intonation across a sentence.

Morphology. This level deals with the componential nature of words composed of morphemes,
the smallest units of meaning. Lexical. At this level, humans, as well as NLP systems, interpret the
meaning of individual words. Several types of processing contribute to word-level understanding,
the first of these being assignment of a single part-of-speech tag to each word. In this processing,
words that can function as more than one part-of-speech are assigned the most probable part-of-
speech tag based on the context in which they occur.

Syntactic. This level focuses on analyzing the words in a sentence to uncover the grammatical
structure of the sentence.

Semantic. Semantic processing determines the possible meanings by focusing on the interac-
tions among word-level meanings in the sentence. This level of processing can include the semantic
disambiguation of words with multiple senses, in an analogous way to how syntactic disambiguation
of words can function as multiple parts-of-speech is accomplished at the syntactic level. Semantic
disambiguation permits one and only one sense of polysemous words to be selected and included
in the semantic representation of the sentence.

Discourse. While syntax and semantics work with sentence-length units, the discourse level

of NLP works with units of text longer than a sentence. It does not interpret multi-sentence texts
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as just concatenated sentences, each of which can be interpreted singly. Rather, discourse focuses
on the properties of the text that convey meaning by making connections between component
sentences.

Pragmatic. This level is concerned with the purposeful use of language in various situations.
The goal is to explain how extra meaning is read into texts without being encoded in text. This
level requires world knowledge, including the understanding of intentions, plans, and goals.

3.2 Applications

Natural language processing provides both theory and implementations for a range of applica-
tions. Any application that utilizes text is a candidate for NLP. The most common applications
of NLP include the following:

Information Retrieval and Web Search: the science of searching for documents, for infor-
mation within documents, and metadata about documents, as well as searching databases and the
World Wide Web.

Information Extraction (IE): the recognition, tagging, and extraction into a structured
representation, certain critical elements of information, e.g., persons, companies, locations, orga-
nizations, from extensive collections of text.

Text Summarization: the process of distilling the essential information from a source in
order to produce an abridged version.

Question Answering (QA): the response from documents to extracted or generated answer.

Machine Translation (MT): the use of computer software in order to translate text or speech
from one natural language to another.

Speech Recognition and Synthesis: the extraction of a textual representation of a spoken
utterance.

Text Generation: A method for generating sentences from "keywords".

Natural Language Understanding and Generation (NLU, NLG): NLG system is like
a translator that converts a computer-based representation into a natural language representation.

Natural Language Inference (NLI) is the task of determining whether a "hypothesis" is

true (entailment), false (contradiction), or undetermined (neutral) given a "premise".

3.3 Word Representation

The performance of any machine learning model is drastically dependent on input representa-
tion. In the field of NLP, the input is natural language and its components, words. Significant,
in the English language, there are an estimated 13 million words, and thus there are 13 million
possible inputs for a machine learning model. Ideally, the word representation should contain the
word meaning, which is the idea represented by this word, and encode some properties such as
a notion of similarity and difference between words and successful distinction polysemous words,
which are words with different meanings on different occasions.

There are two ways that Linguists think about meaning, one is through “Denotational Seman-
tics” which is the concept of representing an idea as a symbol (a word or a one-hot vector), and
the other is through “Distributional Semantics” which is the concept of representing the meaning

of a word based on the context in which it usually appears.

3.3.1 Denotational Representation

In this category, the word is mapped into a symbol, either a scalar or a vector.
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Vocabulary IDs

Let us assume that we have a vocabulary V in a given task, containing all the words in the
training, development, and test dataset. The most naive approach is to match all the words of the
vocabulary with a unique ID symbol. For example for the given vocabulary V = {'I',/ love’, cats’},
we can define the following mapping:

-9 wcats =3

This approach does not encapsulate the word’s meaning through the representation, and neither
a notion of similarity and difference between words nor the ambiguity problem is solved. Moreover,
this representation is computationally expensive as it uses |V| different IDs, and potentially this

|V] is 13 million. Finally, this approach is not capable of any further improvement.

One-Hot-encoding

One-Hot-Encoding is equivalent to the Vocabulary IDs, where we represent every word with
an R vector. The only difference is the dimensionality augmentation of the subspace to achieve
further improvement through compression techniques. In One-Hot-Encoding, every word is repre-
sented as an RIVI*! vector with all 0 and one 1 at the index of that word in the sorted English

language. So, for example, word vectors in this type of encoding would appear as the following:

1 0 0
’U.)I _ 0 7,wlove — 1 ’wcats _
0 0 1

We represent each word as a completely independent symbol. As we previously discussed, this
word representation does not directly give us a notion of similarity and difference between words,

nor the ambiguity problem is solved. For instance,

(wcat)T wdogs _ (wsiamese) wcat =0

The corresponding matrix that describes the method will be of |V| x |[V| dimension and in the

following form:

w! 1 0 0
wlove 01 0
wcats 0 0 1

Motivated by the fact that this matrix is sparse, we can apply many compression techniques
such as Singular Value Decomposition (SVD) and Non-negative Matrix Factorization (NMF), but
the final result should also be classified as "Denotational Semantics".

3.3.2 Distributional Semantics

As the British Linguist J.R. Firth said, "You shall know a word by the company it keeps" the
following techniques study words regarding their context. Denotational Semantics word vectors
can be classified into two categories: sparse and dense word vectors. Dense word vectors are often

named word embeddings.
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Sparse word vectors

Term Frequency—Inverse Document Frequency (TF-IDF) Representation. Tf-idf is a
statistical measure used to determine the significance of words t in documents d. The term docu-
ment could be defined as a batch of 10 words regardless of punctuations. However, it is essential
to follow this declaration through the application of tf-idf in the given corpora. The tf-idf value
comprises two terms: term frequency (tf) and inverse document frequency (idf). The TF term
denotes the following intuition: frequently occurring words are more important than less frequent
words. On the other hand, idf term denotes the opposite intuition: words that occur too often are
unimportant. Thus, the tf-idf product tries to solve the trade-off between the tf and the idf term.

More specifically, tf proposed by Luhn [60] is the frequency of the word in the document.
Usually, we use the count as the tf:

tfy ¢ = count(t, d)

or a more squash term:

tfe ¢ = logyo(count(t, d) + 1)

The idf proposed by Sparck Jones [61] is defined as N/df; , where N is the total number of
documents, and df; is the number of documents in which term ¢ appears. The fewer documents
in which a term occurs, the higher this weight. The lowest weight of 1 is assigned to terms that

occur in all the documents. Usually, we use a more squash term for idf:

df, = log,o(N/df,)

The tf-idf weighted value w; 4, and the corresponding word vector, is the product of this two

terms:

Wy,q = tfy g x idf;

IPIX1 yector, where | D| is the number of different

Using tf-idf we represent every word with an R
documents in the collection and in general case |D| < |N|. Thus, the word representation is smaller
than One-Hot-Vector and should contain some information about the word meaning, but tf-idf does
not give us directly neither a notion of similarity and difference between words nor the ambiguity

problem is solved.

Pointwise Mutual Information (PMI) Representation. Pointwise mutual information pro-
posed by Fano [62] is one of the essential concepts in NLP. It is a measure of how often two events

x and y occur, compared with what we would expect if they were independent:

I(z,y) = log, Pz, gé)

P(x)P(y)

The pointwise mutual information, proposed by Church and Hanks [63], between a target word
w and a context word c, where context can be the hole Vocabulary V', is then defined as:
P(w,c)

PMI(w, c) = log, Pw)Po)

Because pointwise mutual information ranges from negative to positive infinity and the negative
values are adverse, the proposed Positive PMI (PPMI). PPMI replaces negative PMI values with

zero, and it can be defined as:
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3.3 Word Representation

PPMI(w, ¢) = max (10g2 P](D(I)”Pc()), 0)

The numerator tells us how often we observed the two words together. The denominator tells
us how often we would expect the two words to co-occur, assuming they occurred independently.
Thus, the ratio estimates how much more the two words co-occur than we expect them to co-occur
by chance.

More particularly, assuming we have |IW| words and |C| contexts, then f; ; gives the number
of times word w; occurs in context ¢;. This can be turned into a PPMI matrix where ppmi; j gives

the PPMI value of word w; with context ¢; and the word representations p;, as follows:

f _ Z‘Cll flJ Z‘Wl flj
SV E'C'1 fi »Pix = Z‘W'Z‘C‘lf] Pxj = Z‘W'Z'C‘

|Cx1

PPMIij — max (1og2 Pij ,0)

Dij =
Y PixPxj

Using PMI we represent every word with an R vector, where |C| is the number of contexts.
PMI representation should contain some information about the word meaning but does not directly
give us a notion of similarity and difference between words. Moreover, PMI does not overcome the

ambiguity problem.

Dence word vectors

Sparse Vector representations are long vectors with a size of approximately around 50,000 in
the average task. On the other hand, Dense Vectors, also called word embeddings and continuous
vectors, have much smaller dimensionality, around 300-1200. On top of that, sparse representations
are computationally expensive. Models trained with sparse vectors perform worse compared to
the models based on dense vectors. On the other hand, representing words as 300-dimensional
dense vectors requires our classifiers to learn far fewer weights than if we represented words as
50,000-dimensional vectors, and the smaller parameter space possibly helps with generalization and
avoiding overfitting. Moreover, the dense representations generally achieve a better understanding
of the meaning of the word.

Many different models were proposed for estimating continuous representations of words, in-
cluding the well-known Latent Semantic Analysis (LSA) and Latent Dirichlet Allocation (LDA).

Neural model architecture for estimating neural network language model (NNLM) was proposed
in [9], where a feedforward neural network with a linear projection layer and a non-linear hidden
layer was used to learn the word vector representation and a statistical language model jointly.

Another interesting architecture of NNLM was presented by Mikolov et al. [64], [65], where the
word vectors are first learned using a neural network with a single hidden layer. The word vectors
are then used to train the NNLM. Thus, the word vectors are learned even without constructing
the full NNLM. In this study, we directly extend this architecture and focus on the first step, where
the word vectors are learned using a simple model.

Finally, a Recurrent neural network-based language model has been proposed to overcome
certain limitations of the feedforward NNLM, such as the need to specify the context length (the
order of the model N), and because theoretically, RNNs can efficiently represent more complex
patterns than the shallow neural networks [66]. Furthermore, the RNN model does not have a
projection layer, only an input, hidden, and output layer.

The breakthrough methodology for dense word representation is Word2Vec proposed by Mikolov
et al. [8]. Word2Vec is a shallow, two-layer neural network that is trained to reconstruct linguistic
contexts of words. Given an input of a large corpus of words, it produces a vector space, typically

of some hundred dimensions, with each word in the corpus being assigned a corresponding vector
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Chapter 3. Natural Language Processing

in the space. Word vectors are located in the space such that words that share common contexts in
the corpus are located close to one another in the space. Word2Vec has two forms, the continuous
bag of words (CBOW) model and the Skip-Gram model as presented in Figure 3.1. When the
feature vector assigned to a word cannot accurately predict that word’s context, the components
of the vector are adjusted. The vectors of words judged similar by their context are nudged closer

together by adjusting the numbers in the vector.

INPUT  PROJECTION OUTPUT INPUT ~ PROJECTION  OUTPUT
w(t-2) wi(t-2)
wit-1) wit-1)

\SUM
/ — w(t) wit)) ——»
w(t+1) / wit+1)
w(t+2) w(t+2)
cBow Skip-gram

Figure 3.1. The CBOW architecture predicts the current word based on the context, and the
Skip-gram predicts surrounding words given the current word. Source: [8]

Word2vec embeddings encapsulate a notion of similarity and difference between words. How-
ever, they are static embeddings, meaning that the method learns one fixed embedding for each
word, so it cannot overcome the problem of polysemous words. This problem can be overcome by
learning dynamic contextual embeddings like BERT representations, in which the vector for each

word is different in different contexts.

Word2Vec: Continuous Bag of Words (CBOW) The first proposed architecture of word2vec
is CBOW which is like the feedforward NNLM, where the non-linear hidden layer is removed, and
the projection layer is shared for all words (not just the projection matrix); thus, all words get pro-
jected into the same position (their vectors are averaged). We call this architecture a bag-of-words
model as the order of words does not influence the projection. Furthermore, we also use words
from the future; we have obtained the best performance on the task introduced in the next section
by building a log-linear classifier with four future and four history words at the input, where the

training criterion is to classify the current (middle) word correctly.

Word2Vec: Skip-Gram The second architecture of word2vec is like CBOW, but instead of
predicting the current word based on the context, it tries to maximize the classification of a word
based on another word in the same sentence. More precisely, we use each current word as an input
to a log-linear classifier with a continuous projection layer and predict words within a specific range
before and after the current word. We found that increasing the range improves the quality of
the resulting word vectors, increasing the computational complexity. Furthermore, since the more
distant words are usually less related to the current word than those close to it, we give less weight

to the distant words by sampling less from those in our training examples.
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GloVe Embeddings

GloVe, proposed by Pennington et al. [67], is an unsupervised learning algorithm for ob-
taining vector representations for words. Training is performed on aggregated global word-word
co-occurrence statistics from a corpus, and the resulting representations showcase interesting linear
substructures of the word vector space. GloVe is essentially a log-bilinear model with a weighted
least-squares objective. The training objective of GloVe is to learn word vectors such that their
dot product equals the logarithm of the words’ probability of co-occurrence. The central intuition
underlying the model is the observation that ratios of word-word co-occurrence probabilities can
encode some form of meaning. The GloVe model is trained on the non-zero entries of a global
word-word co-occurrence matrix, which tabulates how frequently words co-occur with one another
in a given corpus. Populating this matrix requires a single pass through the entire corpus to collect

the statistics.

Contextual Embeddings

The distributional approaches aggregate the contexts in which a term occurs in a corpus. The
result is a context-free, or else context-independent word representation. Word embeddings de-
scribed so far are static. Nevertheless, usually, a particular word can be used in different sentences
with a completely different meaning. Out of context, each word has multiple meanings. The ob-
vious problem is that polysemous words (words with obvious multiple senses) cannot be modeled
properly. For example, in the following sentences: “I dream of surfing the perfect wave.” and “Will
there be another wave of illness in the fall?”, the word “wave” has a pretty different meaning. So
static representations for words are quite insufficient solutions for understanding text. Therefore,
it is proposed to represent words, depending on the context each time found. A famous algo-
rithm for contextualized word representation is ELMo (Embeddings from Language Models) as
proposed by Peters et al. /citepeters2018dee, and BERT (Bidirectional Encoder Representations
from Transformers) by Jacob Devlin et al. [21].

3.4 Language Models

We want to develop a Language Model (LM) that can understand that the sentence: s; : "I

" is more likely to occur than the sentence: ss : “Cats book ice-cream”. Indeed, the first

love cats.'
sentence is entirely valid, syntactically and semantically; thus, a good language model will assign
a higher probability to the first sentence.

More formally, Language Models compute the probability of occurrence of several words in a

particular sequence. Mathematically, we can call this probability on any given sequence of n words:
P(wy,wa, ..., wy)

This probability is equal to the following probability:

n

P(wl,wg,...,wn) = HP(’UJZ | wi_l,wi_g,...,wl) = P(wl)P(wg | wl)...P(’UJ” ‘ ’LU17...,’wn_1)
=1

3.4.1 Traditional Language Models

The formula for computing the probability of a sentence and thus describing a language model,
called N-Gram LM, is computationally expensive. Thus, some assumptions are made for the

efficient training of a language model.
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The first and most naive assumption is the unary language model approach and breaks apart
this probability by assuming the word occurrences are entirely independent. The LM is then a

unigram, and the following formula can express the probability:

n

P (wy,wa, -+ ,wy) =HP(wi)

In order to train such a language model given a set of corpora C' of |N| total words, we have

to calculate the following probability for each word w; in the training corpora:

count(w;)

P (w;) = V|

,Yw; € C

where count(w;) is the total time where the word w; detected in the training corpora. The
unigram Language Model is a bit ludicrous because the next word is contingent upon the previous

words.

For a better LM we have to look back at Bayesian probability theory, and most precisely on
the Markov condition, sometimes called the Markov assumption, which is an assumption made in
Bayesian probability theory, that every node in a Bayesian network is conditionally independent
of its non-descendants, given its parents. A more general assumption is the Causal Markov (CM)
condition, which states that conditional on all its direct causes, a node is independent of all variables
that are not direct causes or direct effects of that node. By using these theorems, we can construct
Bigram LM, Trigram LM, and more complex LM.

A Bigram Language Model can formally be expressed as:

n

P(wi,wa, - wy) = HP(wi | wi—1)

=2

In order to train a Bigram language model given a set of corpora C' of | N| total words, we have

to calculate the following probability for each word w; in the training corpora:

count (w;, w;_1)

Plws | w 1) =
(wi | wizs) Y wee count (w1, w)

,Yw; € C

Finally, a Trigram Language Model can formally be expressed as:

n

P(wy,wy, -+ wy) = [[ P (wi | wi1,wis)
i=2

In order to train a Trigram language model given a set of corpora C' of |N| total words, we
have to calculate the following probability for each word w; in the training corpora:

count(w;, w;—1,wW;—2)

Zwec count(w; g, wi—1,w)

P (w; | wi—1,wi—2) = NYw; € C

Typically, the actual number of words in the history is based on how much training data are
available. Trigram language models are commonly used, which consider a two-word history to
predict the third word. Language models may also be estimated over 2-grams (bigrams), single

words (unigrams), or any other order of n-grams.
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3.4.2 Neural Language Models

Non-linear neural network models allow conditioning on increasingly large context sizes with
only a linear increase in the number of parameters. For example, a neural probabilistic language
model was popularized by Bengio et al. [9].

This model takes as an input vector representations of a word window of n previous words,
looked up in a table C'. These vectors are now known as word embeddings. These word embeddings,
C(w) € R% are then concatenated and fed into a hidden layer, whose output is provided to a
softmax layer as shown in Figure 3.2. This neural language model can be mathematically described

as follow:

x =[C(w1);C(w2);...;C (wy)]
9§ =P (w; | wy.x) = LM (wy.x) = softmax (hWy + by)
h =g(xW1 +by)
x =[C(w1);C(w2);...;C(wy)]
C(w) = Ep
where w; € V,E € RIVIXdw W, ¢ R dwXdia b, ¢ RInia W, € Rnia VI b, e RIVI.
V' is a finite vocabulary. The vocabulary size |V|, ranges between 1,000 - 1,000,000 words,

with the common size being around 70,000 unique words. Feedforward neural networks have been

replaced with recurrent neural networks [66] for language modeling.

i-th output = P(w, = i| context)

softmax
(eee [ X e00® )
/ 7 Y
/ / . .
/ ¥ most computaunn hcrc \
/ ’ Y
/ ] \

i
tanh 1
I

shared parameters
across words

index for w;_ . index for w;_» index for w,_,

Figure 3.2. A feed-forward neural network language model. Source: [9]
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3.5 Embeddings from Language Models (ELMo)

ELMo embeddings [68] are deep contextualized word representations that offer high-quality
representations for language, modeling both complex characteristics of word use and adjusting
them in different linguistic contexts. The vectors are derived from a bi-directional LSTM trained
with a coupled language model (LM) objective on a large text corpus. ELMo representations are a
function of all the internal layers of the bi-directional language model. However, the weighting of
the ELMo embeddings needs to be carefully tuned for every different task. Therefore, the proposed
method, although very effective, has some limitations and requires task-specific architectures.

3.6 Bidirectional Encoder Representations from Transform-
ers (BERT)

BERT [10] proposed by J.Devlin et al. is a novel approach to incorporate bidirectionality in
a single Transformer model. A particularly challenging task, direct approaches to incorporating
bidirectionality in Transformer models fail since direct bidirectional conditioning would allow the
words to see themselves in the light of context from multiple layers, thereby ruling out the pos-
sibility of using it as a Language Model. In essence, it was traditionally only possible to train a
unidirectional encoder- a left-right or a right-left model. However, bidirectional models that could
see the complete sequence context would inherently be more powerful than unidirectional models
or a concatenation of two unidirectional models-left-right and right-left. To this end, the authors
trained their model on two unsupervised prediction tasks:

Masked Language Model. To overcome the challenges posed while applying bi-directionality
in Transformers, J.Devlin proposed masking of random tokens in the sequence. The Transformer
was trained such that it had to predict only the words that had been masked while being able to
view the whole sequence. WordPiece Tokenization is used to generate the sequence of tokens where
rare words are split into sub-tokens. Then, masking of 15% of the Wordpiece Tokens is performed.
Masking replaces the words with [MASK] tokens. However, instead of constantly replacing the
selected words with a [MASK] token, the data generator employs the following approach:

e Replace the word with [MASK] token 80% of the time
e Replace the word with another random word 10% of time

e Keep the word as it is 10% of the time

Performing prediction on only 15% of all words instead of performing prediction on all words
would entail that BERT would be much slower to converge. However, BERT showed immediate
improvements in absolute accuracy while converging slightly slower than traditional unidirectional
left-right models.

Next Sentence Prediction. This task entails predicting whether the first sequence pro-
vided immediately precedes the next. This task allows the Transformer to perform better on
several downstream tasks such as question-answering, Natural Language Inference that involve
understanding the relationship between two input sequences. The dataset used for training had a
balanced 50/50 distribution created as follows: choosing an actual pair of neighboring sentences
for positive examples and a random choice of the second sentence for the negative examples. The

input sequence for this pair classification task is generated as:

[CLS] < SentenceA > [SEP] < SentenceB > [SEP]

62
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Where sentences A and B are two sentences after performing the masking operations. The [CLS]
token is the first token used to obtain a fixed vector representation that is consequently used for
classification, and [SEP] is used to separate the two input sequences. As a result, the authors were
able to achieve an impressive accuracy of 97 — 98% in the next sentence prediction task.

Pre-Training Procedure. The authors have used the BooksCorpus and the English Wikipedia
as pretraining data. They have used two variations of BERT-BASE(12- layer) and BERT-LARGE(24
layers)- that primarily differ in their depth. The maximum length of the input sequence is restricted
to 512 tokens. All subsequent tokens in the sequence are neglected. A dropout value of 0.1 is used
as regularization. Furthermore, the authors have made use of the GELU instead of Relu as an
activation function. GELU- Gaussian Error Linear units have been shown to provide improve-
ments compared to ReLLU and eLu. Training of the models was performed on TPUs. Specifically,
BERT-BASE was trained on 16 TPU chips for four days. BERT-LARGE was trained on 64 TPU
chips, also for four days.

Fine-Tuning Procedure. The pre-trained BERT can be finetuned on a relatively small
dataset and requires lesser processing power, as it can be described in the Figure 3.3. BERT
improved upon the previous state-of-the-art in several tasks involving natural language inference,
question answering, semantic similarity, linguistic acceptability, among other tasks. The pattern of
the input and output sequence varies depending on the type of the task. The tasks can be broadly
divided into four categories:

e Single Sentence Classification Tasks: These tasks are performed by adding layers on the
classification embedding [CLS] and passing the input sequence preceded by the [CLS]
token.

e Sentence Pair Classification Tasks The two sentences are passed to BERT after being
separated by the [SEP] token. Classification can be performed by adding layers to the
[CLS]

e Question Answering Tasks
e Single Sentence Tagging Tasks
Subsequently, two multilingual BERT models-uncased and cased-for over 102 languages were

released. Furthermore, OpenAl released the GPT2 [69], essentially BERT trained as a language
model on a considerable amount of data.

ﬁp Mask LM Mask LI \ /@MAD StarVEnd Suan\
S *

BERT B BERT

(ealle ] [ d[e=]l=]-
= GIEE (=10 A= ()

Masked Sentence A Masked Sentence B Question Paragraph
* *
\ Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

Figure 3.3. Pre-training and fine-tuning procedures for BERT. Source: [10]

Mathematical Notation Attention is a core component of Transformers, which consist of
several layers, each containing multiple attentions (“heads”). Each attention head gathers relevant

information from the input vectors. A vector is updated by vector transformations, attention
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weights, and a summation of vectors.Mathematically, attention computes each output vector y,; €
R? from the corresponding pre-update vector g, € R? and a sequence of input vectors X =
{Z1,...,2,} CR?:

q@)k(z;)"
oy 5 = softmaxy. cx ( eR
2 J /d,

where «; ; is the attention weight assigned to the token z; for computing y;, and q(-), k(-), and

v(-) are the query, key, and value transformations, respectively.
q,) = ﬂiWQ + pe (WQ c Rdxd/7bQ c ]Rd/)
k(@;) = @, W5 4 b5 (W e R b e RY)

v(@;) =W +" (WY R bV cRY)

Attention gathers value vectors v (x;) based on attention weights and then, applies matrix mul-
tiplication W e R4 %4, Boldface letters such as  denote row (not column) vectors, following
the notations in Vaswani et al.. In self-attention, the input vectors A and the pre-update vector
y, are previous layer’s output representations. In source-target attention, X corresponds to the
representations of the encoder, and vector y, (and updated vector y,) corresponds to the vector

of the i-th input token of the decoder.

3.7 GLUE Benchmark

For natural language understanding (NLU) technology to be maximally useful, it must be able
to process language in a way that is not exclusive to a single task, genre, or dataset. In pursuit of
this objective, we examine the General Language Understanding Evaluation (GLUE) benchmark
[11], a collection of tools for evaluating the performance of models across a diverse set of existing
NLU tasks. GLUE benchmark contains the following Task and datasets:

1. Single-Sentence Task
(a) CoLA: Corpus of Linguistic Acceptability
(b) SST-2: Stanford Sentiment Treebank

2. Similarity and Paraphrase Tasks

(a) MRPC: Microsoft Research Paraphrase Corpus
(b) QQP: Quora Question Pairs
(¢) STS-B: Semantic Textual Similarity Benchmark

3. Inference Tasks
(a
(b
(c
(d) WNLI: Winograd Natural Language Inference

MNLI: Multi-Genre Natural Language Inference
QNLI: Question-answering Natural Language Inference

RTE: Recognizing Textual Entailment

)
)
)
)
In Figure 3.4 there is an overall description of the GLUE Datasets.
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Corpus |Train| |Test| Task Metrics Domain
Single-Sentence Tasks

CoLA 8.5k 1k  acceptability Matthews corr. misc.

SST-2 67k 1.8k  sentiment acc. movie reviews

Similarity and Paraphrase Tasks

MRPC 3.7k 1.7k  paraphrase acc./F1 news

STS-B 7k 1.4k sentence similarity = Pearson/Spearman corr. misc.

QQP 364k 391k paraphrase acc./F1 social QA questions
Inference Tasks

MNLI 393k 20k NLI matched acc./mismatched acc.  misc.

QNLI 105k 54k QA/NLI acc. Wikipedia

RTE 2.5k 3k NLI acc. news, Wikipedia

WNLI 634 146  coreference/NLI acc. fiction books

Figure 3.4. Task descriptions and statistics. All tasks are single sentence or sentence pair classi-
fication, except STS-B, which is a regression task. MNLI has three classes; all other classification
tasks have two. Test sets shown in bold use labels that have never been made public in any form.
Source: [11]

3.7.1 CoLA

The Corpus of Linguistic Acceptability [70] consists of English acceptability judgments drawn
from books and journal articles on linguistic theory. Each example is a sequence of words annotated
with whether it is a grammatical English sentence. Matthew’s correlation coefficient is used for
evaluation metric, which evaluates performance on unbalanced binary classification and ranges
from -1 to 1, with 0 being the performance of uninformed guessing. GLUE uses the standard test
set, for which we obtained private labels from the authors. GLUE reports a single performance

number on the combination of the in and out-of-domain sections of the test set.

3.7.2 SST-2

The Stanford Sentiment Treebank [71] consists of sentences from movie reviews and human
annotations of their sentiment. The task is to predict the sentiment of a given sentence. GLUE

uses the two-way (positive/negative) class split and uses only sentence-level labels.

3.7.3 MRPC

The Microsoft Research Paraphrase Corpus [72] is a corpus of sentence pairs automatically
extracted from online news sources, with human annotations for whether the sentences in the
pair are semantically equivalent. Because the classes are imbalanced (68 percent positive), GLUE

follows common practice and reports both accuracy and F1 score.

3.7.4 QQP

The Quora Question Pairs dataset is a collection of question pairs from the community question-
answering website Quora. The task is to determine whether a pair of questions are semantically
equivalent. As in MRPC, the class distribution in QQP is unbalanced (63 percent negative), so
GLUE reports both accuracy and F1 score. Again, GLUE uses the standard test set, for which we

obtained private labels from the authors.
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3.7.5 STS-B

The Semantic Textual Similarity Benchmark [73] is a collection of sentence pairs drawn from
news headlines, video and image captions, and natural language inference data. Each pair is human
annotated with a similarity score from 1 to 5; the task predicts these scores. Following standard

practice, GLUE evaluates using Pearson and Spearman correlation coefficients.

3.7.6 MNLI

The Multi-Genre Natural Language Inference Corpus [74] is a crowdsourced collection of sen-
tence pairs with textual entailment annotations. Given a premise sentence and a hypothesis sen-
tence, the task is to predict whether the premise entails the hypothesis (entailment), contradicts
the hypothesis (contradiction), or neither (neutral). The premise sentences are gathered from ten
sources, including transcribed speech, fiction, and government reports. GLUE uses the standard
test set, for which private labels were obtained from the authors and evaluated on both the matched

(in-domain) and mismatched (cross-domain) sections.

3.7.7 QNLI

The Stanford Question Answering Natural Language Inference Dataset [75] is a question-
answering dataset consisting of question-paragraph pairs, where one of the sentences in the para-
graph (drawn from Wikipedia) contains the answer to the corresponding question (written by an
annotator). GLUE converts the task into sentence pair classification by forming a pair between
each question and each sentence in the corresponding context and filtering out pairs with low
lexical overlap between the question and the context sentence. The task is to determine whether
the context sentence contains the answer to the question. This modified version of the original
task removes the requirement that the model selects the exact answer and removes the simplifying

assumptions that the answer is always present in the input and that lexical overlap is reliable.

3.7.8 RTE

The Recognizing Textual Entailment datasets come from a series of annual textual entailment
challenges. Examples are constructed based on news and Wikipedia text. GLUE converts all

datasets to a two-class split.

3.7.9 WNLI

The Winograd Natural Language Inference Schema Challenge [76] is a reading comprehension
task in which a system must read a sentence with a pronoun and select the referent of that pronoun
from a list of choices. The examples are manually constructed to foil simple statistical methods:
Each one is contingent on contextual information provided by a single word or phrase in the
sentence. GLUE constructs sentence pairs by replacing the ambiguous pronoun with each possible
referent to convert the problem into sentence pair classification. The task is to predict if the
original sentence entails the sentence with the pronoun substituted. GLUE uses a small evaluation
set consisting of new examples derived from fiction books5 that were shared privately by the authors
of the original corpus. While the included training set is balanced between two classes, the test
set is imbalanced (65 percent not entailment). Also, due to a data quirk, the development set is
adversarial: hypotheses are sometimes shared between training and development examples, so if
a model memorizes the training examples, they will predict the wrong label on the corresponding

development set example. Finally, as with QNLI, each example is evaluated separately, so there
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is not a systematic correspondence between a model’s score on this task and its score on the

unconverted original task.

3.7.10 SciERC

SciERC [24] includes annotations for scientific entities, their relations, and coreference clusters
for 500 scientific abstracts. These abstracts are taken from 12 AT conference/workshop proceedings
in four Al communities from the Semantic Scholar Corpus. These conferences include general Al
(AAAT, 1JCAI), NLP (ACL, EMNLP, IJCNLP), speech (ICASSP, Interspeech), machine learning
(NIPS, ICML), and computer vision (CVPR, ICCV, ECCV).

3.7.11 PubMed 200k RCT

PubMed 200k RCT [25] is a dataset based on PubMed for sequential sentence classification.
The dataset consists of approximately 200,000 abstracts of randomized controlled trials, totaling
2.3 million sentences. Each abstract sentence is labeled with its role in the abstract using one of
the following classes: background, objective, method, result, or conclusion.
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Chapter 4

Compression of Deep Learning Models

4.1 Introduction

Transformer-based models keep growing by orders of magnitude: The 110M parameters of base
BERT are now dwarfed by 17B parameters of Turing-NLG [22], which is dwarfed by 175B of GPT-3
[23]. This trend raises concerns about computational complexity of self-attention, environmental
issues [34] [35], fair comparison of architectures [36], and reproducibility.

Human language is incredibly complex and would perhaps take many more parameters to
describe fully, but the current models do not make good use of the parameters they already have.
For example, Voita et al. [14] showed that all but a few Transformer heads could be pruned
without significant losses in performance. For BERT, Clark et al. [27] observe that most heads in
the same layer show similar self-attention patterns (perhaps related to the fact that the output of
all self-attention heads in a layer is passed through the same MLP), which explains why Michel et
al. [1] were able to reduce most layers to a single head.

Depending on the task, some BERT heads/layers are not only redundant [38], but also harmful
to the downstream task performance. Positive effect from head disabling was reported for machine
translation [1], abstractive summarization [39], and GLUE tasks [13]. Additionally, Tenney et al.
[40] examine the cumulative gains of their structural probing classifier, observing that in 5 out of
8 probing tasks, some layers cause a drop in scores (typically in the final layers). From the aspect
of unstructured pruning, Gordon et al. [28] find that 30-40 percent of the weights can be pruned
without impact on downstream tasks.

In general, larger BERT models perform better [41] , [42] but not always: BERT-base out-
performed BERT-large on subject-verb agreement [43] and sentence subject detection [44]. Given
the complexity of language and amounts of pre-training data, it is not clear why BERT ends up
with redundant heads and layers. Clark et al. [27] suggest that one possible reason is the use of
attention dropouts, which causes some attention weights to be zeroed-out during training.

Given the above evidence of overparameterization, it does not come as a surprise that
BERT can be efficiently compressed with minimal accuracy loss, which would be highly desirable

for real-world applications.

4.2 Compression: Problem Setting

The goal of model compression is to achieve a smaller model from the original model without
significantly reducing the accuracy. The simplified model is a model that is reduced in size and
latency compared to the original model. Specifically, reducing size means that the compression
model has fewer and smaller parameters and therefore uses less RAM at runtime, which is desirable
because it frees up other parts of the memory application program. Latency reduction is the

reduction in the time required for the model to make predictions or inferences based on the input
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of the training model, which usually translates into a reduction in energy consumption during
runtime. Model size and latency are usually closely related because larger models require more
memory accesses to run. Some well-known research methodologies for compressing neural models
are the following:

e Pruning
e Quantization
o Knowledge distillation

e Neural Architecture Search (NAS)

4.2.1 Pruning

Pruning involves removing connections between neurons or entire neurons, channels, or filters
from a trained network, which is done by zeroing out values in its weights matrix or removing
groups of weights entirely. For example, to prune a single connection from a network, one weight is
set to zero in a weight’s matrix, and to prune a neuron, all values of a column in a matrix are set to
zero. The motivation behind pruning is that networks tend to be over-parametrized, with multiple
features encoding nearly the same information. Pruning can be divided into two types based on the
type of network component removed: unstructured pruning involves removing individual weights
or neurons, while structured pruning involves removing entire channels or filters. We will look at
these two types individually, as they differ in their implementations and outcomes.

Unstructured Pruning By replacing connections or neurons with zeros in a weight matrix,
unstructured pruning increases the sparsity of the network, i.e., its proportion of zero to non-zero
weights. Depending on the degree of sparsity and the method of storage used, pruned networks
can also take up much less memory than their dense counterparts.

However, what are the criteria for deciding which weights should be removed? One standard
method known as magnitude-based pruning compares the weights’ magnitudes to a threshold value.
A highly cited 2015 paper by Han et al. [77] prompted widespread adoption of this approach. In
their implementation, pruning is applied layer-by-layer. First, a predetermined "quality parameter"
is multiplied by the standard deviation of a layer’s weights to calculate the threshold value, and
weights with magnitudes below the threshold are zeroed. After all layers are pruned, the model
is retrained so that the remaining weights can adjust to compensate for those removed, and the
process is repeated for several iterations.

Mathematical formalism of Structured Pruning Given a dataset D = {(x;,y;)},—,, and
a desired sparsity level x (i.e., the number of non-zero weights) neural network weight pruning can
be written as the following constrained optimization problem:

1 n
min L(W, ) min n ig - (W7 (X Yy ))

w

st. weR™ |wl|o<k

Here, #(-) is the standard loss function (e.g., cross-entropy loss ), w is the set of parameters of the
neural network, m is the total number of structural sets and ||-||o is the standard Lo norm. There is
no efficient way to minimize the Ly norm as it is non-convex, NP-hard, and requires combinatorial
search.

Structured Pruning Unlike unstructured pruning, structured pruning does not result in
weight matrices with problematic sparse connectivity patterns because it involves removing entire

blocks of weights within given weight matrices. Thus pruned model can be run using the same
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hardware and software as the original. While we are now looking at groups of weights to remove at
the channel or filter level, magnitude-based pruning can still be applied by ranking them according
to their L; norms, for example. However, there are also more intelligent, "data-driven" approaches

that have been proposed which can achieve better results.

Huang et al. [78] were the first to integrate into the pruning process a means of controlling the
tradeoff between network performance and size. Their algorithm outputs a set of filters "pruning
agents"—each a neural network corresponding to a convolutional layer of the network—and an
alternative, pruned version of the original model, which is initialized to be the same as the original.
The pruning agents maximize an objective that is parametrized by a "drop bound" value, defined as
the maximum allowed drop in performance between the original and the pruned model, forcing the
agents to keep performance above a specified level. A pruning agent is trained for each convolutional
layer by evaluating the effects of pruning combinations of different filters within that layer. To do
S0, it removes certain filters from the alternative model and compares this model’s performance on
an evaluation set to that of the original, learning which modifications will increase the network’s
efficiency while still adhering to accuracy constraints. Once the agent for one layer is trained, and
filters for that layer have been optimally removed, the entire pruned model is retrained to adjust

for the changes, and the process repeats for the next convolutional layer.

Mathematical formalism of Unstructured Pruning Given a dataset D = {(x;,y;)},;,

and a desired sparsity level k (i.e., the number of non-zero structural sets) neural network structural

pruning can be written as the following constrained optimization problem:

. : 1 -
min L(wg; D) = Hvlvlsn - Zf (Ws; (%4,¥4))

Wy 4
1=1

st. wg €R™, Jwgllo <k

Here, ¢(-) is the standard loss function (e.g., cross-entropy loss ), wg is the structural set of pa-
rameters of the neural network e.g. a convolutional filter, m is the total number of structural sets
and || - ||o is the standard Lo norm. There is no efficient way to minimize the Ly norm as it is

non-convex, NP-hard, and requires combinatorial search.

Accelerating unstructured sparse matrix multiplication is an active area of research in which
recent progress has been made. For example, bank-balanced sparsity (which is closely related
to unstructured sparsity) achieves near-ideal speed-ups while requiring a minimal deviation from
unstructured sparsity [48]. On the systems side, adaptive sparse matrix multiplication has shown

promising results on GPUs but is not applied in silicon.

4.2.2 Quantization

While pruning compresses models by reducing the number of weights, quantization consists of
decreasing the weights’ size. Quantization, in general, is the process of mapping values from a large
set to values in a smaller set, meaning that the output consists of a smaller range of possible values
than the input, ideally without losing too much information in the process. In a neural network,
a particular layer’s weights or activation outputs tend to be normally distributed within a specific
range, so ideally, a quantization schema takes advantage of this fact and adapts to fit each layer’s
distribution. For example, models weights’ are typically stored as 32-bit floating-point numbers,
and a common approach is to reduce these to 8-bit fixed points, for which there are 256 possible
values. We can see how quantizing the weights in this way would reduce their memory footprint

by one-fourth.
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4.3 Lottery Ticket Hypothesis (LTH)

The pruning pipeline contains the following sequential stages: firstly, train the entire initial
network and then prune the trained network, based on a pruning algorithm.

Can we train the pruned network from the beginning and achieve similar or even better per-
formance? The answer to this question is negative unless the untrained network has a good
initialization. Frank et al. [12] proposed that the good initialization is the initial weights before
the training-pruning pipeline.

The proposed pipeline is the following: train the initial model, apply a pruning algorithm to
detect the pruned network, and then retrain the network by initializing the non-pruned connection
weight equal to the corresponding weights of the initial model. More formally, this is known as
Lottery Ticket Hypothesis, and it can be stated as: "A randomly-initialized, dense neural network
contains a subnetwork that is initialized such that —when trained in isolation— it can match the
test accuracy of the original network after training for at most the same number of iterations".

Frank et al. not only proposed a pruning pipeline but also showed why deep neural networks
work. By overparameterization, many subnetworks are created inside the deep neural network from
which some subnetworks can achieve competitive performance alone. The best of these subnetworks
are called "Winning Ticket". The “Winning Tickets” generalize across vision datasets [79] and exist
both in LSTM and Transformer models for NLP [80].

Identifying winning tickets. Frank et al. identify a winning ticket by training a network
and pruning its smallest-magnitude weights, which is the simplest unstructured pruning methodol-
ogy. The remaining unpruned connections constitute the architecture of the winning ticket. Each
unpruned connection’s value is then reset to its initialization from the original network before it
was trained. The following pipeline can describe this process:

1. Randomly initialize a neural network f (x;6y) (where 6y ~ Dy ).

2. Train the network for j iterations, arriving at parameters 6;.

3. Prune p% of the parameters in 6;, creating a mask m.

4. Reset the remaining parameters to their values in 6, creating the winning ticket f (x;m ® 6y).

As described, this pruning approach is one-shot: the network is trained once, p% of weights are
pruned, and the surviving weights are reset. This process can be graphically described by Figure
4.1. However, Frank et al. focus on iterative pruning (IP), which repeatedly trains, prunes, and
resets the network over n rounds; each round prunes p%% of the weights that survive the previous
round. Their results show that iterative pruning finds winning tickets that match the accuracy of

the original network at smaller sizes than does one-shot pruning.

Dense network Sparse subnetwork
Prune . ‘ . N
&Traini‘ . . .

Accuracy = 92% Accuracy ~ 92%

Figure 4.1. Graphic Illustration of Lottery Ticket Hypothesis

Figure 4.2 presents the results of the lottery ticket hypothesis as applied to a LeNet-300-100
architecture proposed by LeCun et al. [81] trained on MNIST. As shown in Figure 4.2 the final
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performance of the pruned model for a large variety of pruning rates is greater than the performance
of the entire network.

—}— Random Reinit (Oneshot) ~ ——  Winning Ticket (Oneshot) Random Reinit (lterativey ~ —+— Winning Ticket (Iterative)
0.99 1.00

35K

30K

e
e
=

25K 4

e
©
3

20K

2
g

15K 1 0.95 4

10K 4 Fortid
ikl

0.94

Early-Stop lieration (Val.)
Accuracy at Early-Stop (Test)

SK 4 093

2 0944

0.92 —— 7
100 513 263 135 7.0 36 19 10 05 03
Percent of Weights Remaining

093

— T — T
100 51.3 263 135 7.0 36 L9 L0 05 03 100 51.3 263 13.5 70 36 19 1.0 05 03
Percent of Weights Remaining Percent of Weights Remaining

(a) Early-stopping iteration and accuracy for all pruning methods.
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(b) Accuracy at end of training. (c) Early-stopping iteration and accuracy for one-shot pruning.
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Figure 4.2. Early-stopping iteration and accuracy of LeNet under one-shot and iterative pruning.
Average of five trials; error bars for the minimum and mazimum values. Source: [12]

4.4 Pruning Transformer-based models

4.4.1 Transformer-based Structured Pruning

BERTology and Structured Pruning. BERTology [37] is a growing field of study con-
cerned with investigating the inner working of large-scale transformers like BERT. Many pruning
procedures based on BERTology results about the nature of attention heads.

Kovaleva et al.[13]| suggest that there is a limited set of attention patterns that are repeated
across different heads, indicating the overall model overparameterization. While different heads
consistently use the same attention patterns, they have varying impacts on performance across
different tasks. They show that manually disabling attention in certain heads improves performance
over the regular fine-tuned BERT models.

For their study, the primary tool is self-attention maps: self-attention weights are extracted for
each head in every layer for a given input. Self-attention map is a 2D float array of shape L x L,
where L is the length of an input sequence.

They detect the following BERT’s self-attention pattern as it can be shown in the Figure 4.3:

e Vertical: mainly corresponds to attention to special BERT tokens [CLS] and [SEP], which
serve as delimiters between individual chunks of BERT’s inputs

e Diagonal: formed by the attention to the previous/following tokens
e Vertical and Diagonal: a mix of the previous two types,

e Block: intra-sentence attention for the tasks with two distinct sentences (such as, for example,
RTE or MRPC),

e Heterogeneous: highly variable depending on the specific input and cannot be characterized
by a distinct structure. Source: [13]
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Figure 4.3. Typical self-attention classes used for training a neural metwork. Both azxes on
every image represent BERT tokens of an input example, and colors denote absolute attention
weights (darker colors stand for greater weights). The first three types are most likely associated
with language model pre-training, while the last two potentially encode semantic and syntactic
information. Source: [13]

They conclude that the estimated upper bound on all heads in the “Heterogeneous” category
varies from 32 (MRPC) to 61 percent (QQP), depending on the task.

Moreover, they studied the Relation-specific heads in BERT. For each sentence of the pre-
processed FrameNet Dataset (Figure 4.4), proposed by Baker et al. [82], they obtain pre-trained
BERT’s attention weights for each of the 144 heads. Every head returns the maximum absolute
attention weight among those token pairs that correspond to the annotated semantic link contained
within a given sentence. Then they average the derived scores over all the collected examples. They
conclude that 2 out of 144 heads tend to attend to the sentence parts that FrameNet annotators

identified as core elements of the same frame.

These are issues which future studies may seek to address.

Core,
type TOPIC

Figure 4.4. FrameNet annotation example for the “address” lexical unit with two core frame
elements of different types annotated. Source: [13]

With this observes they tried to prune BERT, and since it relies heavily on the learned attention
weights, they define head disabling as modifying the attention values of a head to be constant
a = 1/L for every token in the input sentence, where L is the length of the sentence. Thus,
every token receives the same attention, effectively disabling the learned attention patterns while
maintaining the information flow of the original model.

They conclude the following:

e Disabling some heads leads not to a drop in accuracy, as one would expect, but to an increase

in performance.

e While disabling some heads improves the results, disabling the others hurts the results.
However, it is important to note that disabling some heads across all tasks and datasets

leads to an increase in performance.

e A random head gives, on average, an increase in performance. Furthermore, disabling a

whole layer, that is, all 12 heads in a given layer, also improves the results.

e Relation-specific heads are 2 out of 144 heads, but they do not appear to be important in
any GLUE tasks: disabling either one does not lead to a drop in accuracy. This implies that
fine-tuned BERT does not rely on this piece of semantic information and prioritizes other

features instead.
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Voita et al. [14] study Transformer Model for the task of Neural Machine Translation and eval-
uate the contribution made by individual attention heads in the encoder to the overall performance
of the model and analyze the roles played by them. They study heads using Layer-wise relevance
propagation (LRP) [83]: a method for computing the relative contribution of neurons at one point
in a network to neurons at another. They proposed to use LRP to evaluate the degree to which
different heads at each layer contribute to the top-1 logit predicted by the model. Heads whose
outputs have a higher relevance value may be judged to be more critical to the model’s predictions.

They conclude that LRP ranks a small number of heads in each layer as much more important
than all others. A graphic representation of the result is the following for a model trained on 6m
OpenSubtitles EN-RU data can be found in the Figure 4.5

Heads relevance for top-1 logits
1 0.20
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M
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Figure 4.5. Importance (according to LRP) of self-attention heads. The model trained on 6m
OpenSubtitles EN-RU data. Source: [14]

By examining some attention matrices paying particular attention to heads ranked highly by
LRP, they categorize the heads in the following categories:

e Positional: the head points to an adjacent token,
e Syntactic: the head points to tokens in a specific syntactic relation

e Rare Words: the head points to the least frequent tokens in a sentence.

Structured Pruning by gating heads Another contribution of Voita et al. [14] was the
proposed attention heads pruning methodology for the Transformer Architecture. In order to
perform structured pruning, they modify the original Transformer architecture by multiplying the

representation computed by each head ; by a scalar gate g; :
MultiHead(Q, K, V) = Concat ; (g; - head ;) W°

Unlike usual gates, g; are parameters specific to heads and are independent of the input (i.e., the
sentence). The aim is to disable less critical heads entirely rather than simply downweighing them,
thus would ideally apply Lo regularization to the scalars g;. The Ly norm equals the number of

non-zero components and would push the model to switch off less essential heads:
h
Lo (g1, gn) = Y (1= [[gi = 0]))
i=1

h is the number of heads, and [[ ]] denotes the indicator function.
The Ly norm is nondifferentiable and so cannot be directly incorporated as a regularization

term in the objective function. Thus, they use a stochastic relaxation: each gate g; is now a random
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variable drawn independently from a head-specific distribution. They use the Hard Concrete dis-
tributions as proposed by Louizos et al. [84], a parameterized family of mixed discrete-continuous
distributions over the closed interval [0, 1].

The distributions have non-zero probability mass at 0 and 1, P (¢; = 0| ¢;) and P (g; = 1| ¢;),
where ¢; are the distribution parameters. Now the sum of the probabilities of heads being non-zero

can be used as a relaxation of the Lg norm:

h
Lo(¢) =) (1=P(g: =0 )

i=1

The new training objective is:
L(aa QJ)) = Lyent (67 (b) + )\LC((b)

where 0 are the parameters of the original Transformer, L e, (6, ¢) is cross-entropy loss for the
translation model, and Lo (¢) is the regularizer described above.

To determine which head functions are most important in the encoder and how many heads
the model needs, they conduct a series of experiments with gates applied only to encoder self-
attention. The overall pipeline here is to prune a model by fine-tuning a trained model with
the regularized objective.

Through Figure 4.6 and Figure 4.7 it is noticeable that most heads, especially the encoder

self-attention heads, can be removed without seriously affecting performance.

WMT OpenSubtitles
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Figure 4.6. BLEU score as a function of number of re-tained encoder heads (EN-RU). Regular-
ization applied by fine-tuning trained model. Source: [14]
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Figure 4.7. Functions of encoder heads retained after pruning. Fach column represents all
remaining heads after varying amount of pruning (EN-RU; Subtitles). Source: [14]

Michel et al. [1] perform ablation experiments on the attention heads by modifying the formula
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for Multi-Head Attention:

Np,

MHAtt(x, g) = Z EnAttyyn wrn wn wn (X, )
h=1

where the £, are mask variables with values in {0, 1}.In order to mask head h, we simply set &, = 0.

As a proxy score for head importance, Michel et al. look at the expected sensitivity of the
model to the mask variables &, defined above:

aL(x)
9&n

Ih = ExNX ‘

Where X is the data distribution and £(z) the loss on sample z. Intuitively, if I}, has a high value,
then changing &, is liable to have a significant effect on the model. They find the absolute value
crucial to avoid data points with highly negative or positive contributions from nullifying each
other in the sum. Plugging the above Equations and applying the chain rule yields the following

final expression for I, :

r L)

Ih :EwNX Atth(&?) m

As far as performance is concerned, estimating I, only requires performing a forward and
backward pass, and therefore is not slower than training. In practice, we compute the expectation
over the training data or a subset thereof. Finally, the importance scores are normalized by layer
(using the {5 norm).

Michel et al. concluded that if models have been trained using multiple heads, in practice, a
large percentage of attention heads can be removed at test time without significantly impacting
performance. Some layers can even be reduced to a single head.

Prasanna et al. [15] apply magnitude and structural pruning on fine-tuned BERT and then
re-finetune it. For the magnitude pruning approach, an iteratively pruning 10% of the lowest
magnitude weights across the entire model is applied. Regarding the structured pruning approach,
they use Michel et al. heuristic to determine whether a self-attention head is essential for the end
task.

They compute head and MLP importance scores in a single backward pass, prune 10% heads and
one MLP with the minor scores and continue the process until the performance on the development
set is more significant than 90% performance of the full fine-tuned model. They found some patterns
regarding the pruned heads, and these patterns for the QNLI task can be found in Figure 4.8:

Prasanna et al. perform structured lottery ticket hypothesis in different masks; classified as
"good" and "bad" masks. Their results can be found in the Figure 4.9.

Regarding the multi-tasking learning aspect, Prasanna et al. [15] study the overlaps in BERT’s
“good” subnetworks self-attention heads between GLUE tasks. The overlaps in the “good” sub-
networks are not explainable by two tasks’ relying on the same linguistic patterns in individual
self-attention heads. They also do not seem to depend on the type of task. For instance, consider
that two tasks targeting paraphrases (MRPC and QQP) have less in common than MRPC and
MNLI. Alternatively, the overlaps may indicate shared heuristics or patterns somehow encoded in
combinations of BERT elements.

Their results can be found in Figure 4.10.
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Layer

(a) M-pruning: each cell gives the percentage of surviving (b) S-pruning: each cell gives the average number of random
weights, and std across 5 random seeds. seeds in which a given head/MLP survived and std.

Figure 4.8. The “good” subnetworks for QNLI: self-attention heads (top, 12 x 12 heatmaps) and

MLPs (bottom, 1 x 12 heatmaps), pruned together. Earlier layers start at 0. The experiment ran
with 5 random initializations and reported averages and standard deviations. Source: [15]
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Figure 4.9. The "good" and "bad" subnetworks in BERT fine-tuning: performance on GLUE
tasks. ’Pruned’ subnetworks are only pruned, and ’retrained’ subnetworks are restored to pre-trained
weights and fine-tuned. Subfigure titles indicate the task and percentage of surviving weights. STD
values and error bars indicate standard deviation of surviving weights and performance, respectively,
across b fine-tuning runs. Source: [15]
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Figure 4.10. Overlaps in BERT’s “good” subnetworks be- tween GLUEF tasks: self-attention heads.
Source: [15]

4.4.2 Transformer-based Magnitude Pruning

Lottery Ticket Hypothesis and Magnitude Pruning. Chen et al. [16] applied the
unstructured Lottery Ticket Hypothesis on pretrained BERT. They study the accuracy when
training subnetworks of neural networks. For a network f(z;0,-), a subnetwork is a network
f(z;m ® 0,-) with a pruning mask m € {0,1}% (where ® is the element-wise product). That is,
it is a copy of f(x;0,-) with some weights fixed to 0.

Let A7 (f (;6;,7)) be a training algorithm (e.g., AdamW with hyperparameters) for a task 7~
(e.g., CoLA) that trains a network f (z; 6;,7;) on task T for ¢ steps, creating network f (x; 01+, Vitt)-
Let 6y be the BERT-pre-trained weights. Let €7 (f(x;6)) be the evaluation metric of model f on
task T.

A subnetwork f(z;m®#6,~) is matching for an algorithm A] if training f(x;m®80,~) with algo-
rithm A] results in evaluation metric on task 7 no lower than training f (z;6p,~) with algorithm
A/ . In other words:

e (AT (flasm®0,7))) > € (AT (f (2100,7)))

A subnetwork f(z;m®6,7) is a winning ticket for an algorithm A] if it is a matching subnet-
work for A7 and 6 = 6.

A subnetwork f (z;m ® 0,v7;) is universal for tasks {ﬁ}ivzl if it is matching for each AZ—Z for
appropriate, task-specific configurations of ;.

To identify subnetworks f(z; m®8, -), they use neural network pruning [16, 17]. They determine
the pruning mask m by training the unpruned network to completion on a task 7 (i.e., using A7)
and pruning individual weights with the lowest-magnitudes globally throughout the network. Since
the goal is to identify a subnetwork for the pre-trained initialization of the state of the network
early in training, they set the weights of this subnetwork to 6; for a specific rewinding step i in
training. For example, to set the weights of the subnetwork to their values from the pre-trained
initialization, they set 6§ = #y. Previous work has shown that it is better to repeat this pruning
process iteratively. The Iterative Magnitude Pruning (IMP) can be described in the following
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algorithm 4.1.

Avcoritam 4.1: [terative Magnitude Pruning (IMP) to sparsity s with rewinding step i.

Train the pre-trained network f (z;60,70) to step i : f (z;0;,7v:) = A7 (f (2;600,7%))-
Set the initial pruning mask to m = 19,
repeat
Train f (z;m © 0;,7;) to step t = f (x;m @ O, v) = AL, (f (2;m © 0;,7%:)).
Prune 10% of remaining weights of m ® #; and update m accordingly.
until the sparsity of m reaches s
return f (z;m © 0;)

The results described in Figure 4.11 suggest that although BERT is a pre-trained language
model and thus is not randomly initialized, the Lottery Ticket Hypothesis can be implied through

Iterative Magnitude Pruning.

Dataset |  MNLI QQp STS-B WNLI QNLI MRPC RTE SST-2 CoLA SQuAD | MLM
Sparsity | 70% 90% 50% 90% T0% 50% 60% 60% 50% 0% | 0%
Full BERTgssg | 824+£0.5 902405 884+03 549+1.2 89.1+1.0 852+£0.1 66.2+£3.6 92.1+0.1 545+ 04 88106 | 63.5+0.1
flz,mpvp ®0;) | 82602 90.0+0.2 88.2+02 549+ 1.2 889+04 84.9+04 66.0+24 91.9+0.5 53.8+09 87.7+£0.5 | 63.2+03

flz, mzp ® 6)) 67.5 763 21.0 53.5 61.9 69.6 56.0 83.1 9.6 318 323
flz,mue ©6)) 61.0 710 92 53.5 60.5 68.4 54.5 80.2 0.0 186 144
flz,mme ©65) 70.1 792 196 53.3 62.0 69.6 52.1 82.6 40 242 423

Figure 4.11. Performance of subnetworks at the highest sparsity for which IMP finds winning
tickets on each task. To account for fluctuations, we consider a subnetwork to be a winning ticket
if its performance is within one standard deviation of the unpruned BERT model. Entries with
errors are the average across five runs, and errors are the standard deviations. IMP = iterative
magnitude pruning; RP = randomly pruning; 0y = the pre-trained weights; 0 = random weights;
0y = randomly shuffled pre-trained weights. Source: [16]

4.5 Pruning Computer Vision models

In the literature, idea exchange between NLP and Computer Vision (CV) is presented. Thus
in this section, some ideas regarding pruning CV models are described.

Mallya et al. [17] introduce PackNet, which uses iteratively pruning for unimportant weights
and fine-tuning them for learning new tasks. As a result of pruning and weight modifications, a
binary parameter usage mask is produced by PackNet. PackNet algorithm can be described in
Figure 4.12.

Another work, “Piggyback”, proposed by Mallya et al. [18] does not change weights of the initial
backbone network and learns a different mask per task. As a result, it is agnostic to task order,
and the addition of a task does not affect performance on any other task. Further, an unlimited
number of tasks can piggyback onto a backbone network by learning a new mask. Piggyback

algorithm can be described in Figure 4.13.

4.6 Pruning Using Explainable AI (XAI) Techniques

For a machine learning model to generalize well, one must ensure that meaningful patterns
in the input data support its decisions. However, a prerequisite is for the model to be able to
explain itself, e.g., by highlighting which input features it uses to support its prediction. Layer-
wise Relevance Propagation (LRP) is a technique that brings such explainability and scales to

potentially highly complex deep neural networks.
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Figure 4.12. Illustration of the evolution of a 5 x 5 filter with steps of training. Initial training
of the network for Task I learns a dense filter as illustrated in (a). After pruning by 60% and
re-training, a sparse filter for Task I is obtained, as depicted in (b), where white circles denote 0
valued weights. Weights retained for Task I are kept fixed for the remainder of the method and
are not eligible for further pruming. The pruned weights are allowed to be updated for Task II,
leading to filter (c), which shares weights learned for Task I. Another round of pruning by 33% and
re-training leads to filter (d), the filter used for evaluating Task II (Note that weights for Task I,
in gray, are not considered for pruning). Hereafter, weights for Task II, depicted in orange, are
kept fixed. This process is completed until desired or runs out of pruned weights, as shown in the
filter (e). The final filter (e) for Task III shares weights learned for tasks I and II. At test time,
appropriate masks are applied depending on the selected Task to replicate filters learned for the
respective tasks. Source: [17]
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Figure 4.13. Overview of Piggyback method fo learning piggyback masks for fized backbone net-
works. During training, maintaining a set of real-valued weights m” which are passed through a
thresholding function to obtain binary-valued masks m. These masks are applied to the weights W
of the backbone network in an element-wise fashion, keeping individual weights active, or masked
out. The gradients obtained through backpropagation of the task-specific loss are used to update the
real-valued mask weights. After training, the real-valued mask weights are discarded, and only the
thresholded mask is retained, giving one network mask per task. Source: [18]

LRP operates by propagating the prediction f(x) backward in the neural network through
purposely designed local propagation rules. The propagation procedure implemented by LRP is
subject to a conservation property, where what has been received by a neuron must be redistributed
to the lower layer in equal amount as it is shown in Figure 4.14.

LRP can be implemented in many different ways:

e Uniform LRP-0: picks many local artifacts of the function. The explanation is overly complex
and does not focus sufficiently on the actual concepts. The explanation is neither faithful
nor understandable.

e Uniform LRP-g: removes noise elements in the explanation to keep only a limited number

81



Chapter 4. Compression of Deep Learning Models
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Figure 4.14. [llustration of the LRP procedure. Each neuron redistributes to the lower layer as
much as it has received from the higher layer. Source: [19]

of features that match the actual concepts in the image. It is a faithful explanation but too
sparse to be easily understandable.

e Uniform LRP-v: is easier for a human to understand because features are more densely
highlighted, but it also picks unrelated concepts and makes it unfaithful.

e Composite LRP: overcomes the disadvantages of the approaches above.

Montavon et al. [19] implement the following algorithms in the VGG-16 [85] achieving the
results presented on Figure 4.15.

Uniform LRP
LRP-0 LRP-¢ LRP-5
L)
i a
; EX |

Composite LRP

3x3 @ 256
3x3 @ 256
3x3 @ 256
3x3 @512

|| o
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“ &S| e

7x1 @ 4096
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( LRP-y < LRP-¢ { LRP-0 |

Figure 4.15. Input image and pixel-wise explanations of the output neuron ‘castle’ obtained with
various LRP procedures. Parameters are € = 0.25 std and y = 0.25. Source: [19]

Another well-known XAI technique is LIME, Local Interpretable Model-agnostic Explanations
[86], a model-agnostic explanation approach that returns explanations as features importance vec-
tors. The main idea of LIME is that the explanation may be derived locally from records generated
randomly in the neighborhood of the instance that has to be explained.
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Chapter 5

Back to the Future: A transfer learning approach for

structured pruning

5.1 Abstract

Large Deep Learning models are overparameterized, and thus they can be pruned in both
magnitude and structured aspects. In the field of Natural Language Processing, Transformer-based
architectures were examined under self-attention head pruning techniques and achieved promising
results. In this study, we examine a structured pruning approach for BERT-based architectures
that implies that in transfer learning, the final model is the result of a fine-tuning process of
a pre-trained model. Thus, we consider both the pre-trained and the fine-tuned model to prune
attention heads. Furthermore, we study this method through the Lottery Ticket Hypothesis, where
we see that considering both the pre-trained and the fine-tuned model outperforms the approach
which only considers the fine-tuned model. Moreover, we propose a better application of the
Lottery Ticket Hypothesis in structured pruning named "Iterative Structured Pruning". Finally,
we examine our technique on another modality, more precisely in Automatic Speech Recognition

through wav2vec 2.0, and we see corresponding results.

5.2 Introduction

Recently the field of Natural Language Processing (NLP) has faced significant progress in
many NLP tasks, such as Natural Language Understanding (NLU) and Natural Language Infer-
ence (NLI). A significant part of this progress is due to the Transfer Learning approach of the
Transformer-based models proposed by Vaswani et al. [7].

One of the most famous Transformer-based models is BERT, proposed by Devlin et al. [10].
BERT is a pre-trained language representation model trained from unlabeled text by jointly con-
ditioning on both left and right context in all layers. As a result, the pre-trained BERT model
can be fine-tuned with just one additional output layer to create state-of-the-art models for a wide
range of tasks, such as question answering and language inference, without substantial task-specific
architecture modifications.

Transformer-based models contain millions of parameters that slow down the interference, in-
crease the memory footprint, the number of computation operations (FLOPs), the power usage
and cause problem-related environmental issues. This problem tends to rapidly scale up: BERT-
base [21] contains 110 million parameters, Turing-NLG [22] contains 17 billion parameters and the
GPT-3 [23] includes 175 billion.

A response to this problem is model compression. Many researchers apply pruning techniques
on BERT-base models by pruning weights or structured components such as attention heads.
Many researchers, like Voita et al. [14], Kovaleva et al. [13] and Michel et al. [1], suggest that
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Transformer-based models are heavily overparameterized by removing a large number of heads

without a significant performance trade-off.

Although these works achieve significant pruning rates, they do not consider that the model
is produced through a fine-tuning process and thus is highly dependent on the pre-trained model.
This study examines a new heuristic for indicating the attention head’s importance of the model
based on both the pre-trained and the fine-tuned model. We test our method on several GLUE
benchmarks [11], on the SciIERC dataset [24] and on the PubMed 200k RCT dataset [25].

We investigate the effect of the pre-trained domain in our pruning technique, where we replace
our pre-trained model, and we use SciBERT [33]. SciBERT is pre-trained on large scientific-related
corpora, and we see that our approach works regardless of the pre-trained domain.

Furthermore, we study this method through the Lottery Ticket Hypothesis (LTH), where we
see that considering both the pre-trained and the fine-tuned model for obtaining initialization mask
for LTH outperforms the approach which only considers the fine-tuned model. We also propose a

better pipeline for structured pruning with an "Iterative Structured Pruning" methodology.

Finally, we try structured pruning on a different modality and more precisely in the area of
Automatic Speech Recognition through wav2vec 2.0 [26]. Through this experiment, we see that
our methodology works well in other modalities.

5.3 Related Work

Many studies have shown that BERT is overparameterized [27] and try different compression
techniques, including magnitude pruning by and Gordon et al. [28] and structured pruning by
Voita et al. [14], Kovaleva et al. [13] and Michel et al. [1].

Voita et al. [14] suggest that all but a few Transformer heads could be pruned without significant
losses in performance. For BERT, Clark et al. [27] observe that most heads in the same layer have
similar self-attention patterns (perhaps related to the fact that the output of all self-attention
heads in a layer is passed through the same MLP), which explains why Michel et al. [1] were able

to reduce most layers to a single head.

Pruning strategies that consider both the fine-tuned and the pre-trained model were not pro-
posed in the Natural Language Processing bibliography until Sanh et al. [29] propose a pruning
approach named "movement pruning" that prunes BERT weights based on the change of the weight

value during fine-tuning.

Frank et al. [12] propose the Lottery Ticket Hypothesis, which is formulated as follows: "dense,
randomly-initialized, feed-forward networks contain subnetworks (winning tickets) that - when
trained in isolation - reach test accuracy comparable to the original network in a similar number
of iterations". Frank et al. not only propose a pruning pipeline but also propose the reason why

deep neural networks work.

Chen et al. [16] apply the magnitude approach of the Lottery Ticket Hypothesis on BERT and
achieve excellent results. Their study suggest that the Lottery Ticket Hypothesis can be applied
to a not randomly initialized network because BERT is a pre-trained network. Prasanna et al. [15]
apply a structured approach where the importance of a head is calculated by the sensitivity score
proposed by Michel et al. and achieve similar results. Both Chen et al. and Prasanna et al. find
that such winning subnetworks exist and transferability between subnetworks for different tasks

varies.
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5.4 Problem Definition

5.4.1 Structured Pruning Definition

Given a dataset D = {(x;,y;)};—, and a desired sparsity level s, neural network structured

pruning can be written as the following constrained optimization problem:

min L(wg; D) = min Zﬁ (Ws; (%, ¥i))

Ws
i=1

st. ws €R™, Jwgllo <k

Here, ¢(-) is the standard loss function, wg is the structured set of parameters of the neural
network e.g. attention heads, m is the total number of structured sets and || - ||o is the standard
Lo norm.

There is no efficient way to minimize the Ly norm as it is non-convex, NP-hard, and requires
combinatorial search. Thus, Structured Pruning is an NP-hard problem.

Structured pruning can take place before, during, and afterward fine-tuning. In this work, we

first fine-tune the model, and afterward, we apply our pruning methodology.

5.4.2 BERT Architecture

BERT is fundamentally a stack of Transformer encoder layers Vaswani et al. [7]. All layers
have an identical structure: a multi-head self-attention (MHAtt) block followed by an MLP, with
residual connections around each.

MHAtt consists of IV, independently parameterized heads. An attention head h in layer [ is
parameterized by W,QZW;‘,WJL € Rdnxd Wh ¢ RI*dn and dj, is typically set to d/N,. Given
n d-dimensional input vectors x = x1,29,...2, € R? MHAtt is the sum of the output of each

individual head applied to input x :

Np,

MHAtt(x, q) = Z AttWILL)W;,,W57W3(w, q)
h=1

To allow the different attention heads to interact with each other, Transformers apply a non-
linear feed-forward network over the MHAtt output at each Transformer’s layer [30]. Each attention

head may pay attention to different functionalities, such as syntax and semantics.

5.5 Proposed Method

While pruning is highly effective for standard supervised learning, it is less helpful in the transfer
learning approach. In supervised learning, weight values are primarily determined by the end task.
In transfer learning, weight values are determined mainly by the pre-trained model’s weights which
are only fine-tuned on the end task. In this work, we argue that to effectively reduce the size of
models for transfer learning, one should use pruning strategies that consider both the pre-trained
and the fine-tuned model.

Firstly, as Michel et al. [1] proposed, we introduce mask variables &;, with values in {0, 1},
where &, = 1 denotes that the corresponding head h is not masked while &;, = 0 denotes that head
h is masked. This leads to a modification of the formula for MHAtt:

Np

MHAtt(x, q) = Z f;lAttW£7Wél’W5L7W;L (z,q)
h=1
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We define the expected absolute sensitivity of the model to the mask variables &j:

Oax Li(z) + (1 — @) * Ly(x))
293

Ih = EwNX

where X is the data distribution, L;(x) the loss of the fine-tuned model on sample x, Lo(x) the

loss of the original model on sample z and « € [0,1] is an "specialization factor", which controls

the importance of each loss. More precisely, a > 0.5 denotes that the pruning process will pay

more attention in the fine-tuned model, while o < 0.5 denotes the opposite and a = 0.5 denotes

that the pruning algorithm will equally focus to both models. The implementation of the pruning

methodology with importance score can be described by the Algorithm 5.1.

Avcoritam 5.1: Structured Pruning with Importance Score

N B R N N

: Fine-tune the pre-trained network
. Set the initial pruning mask of attention heads to s = 1¢ > d: dimension
: repeat

Calculate Iy, for the non-pruned attention heads
Sort heads in descending order based on I},
Prune x% of initial heads with the lowest I;, and update s

: until the sparsity of s reaches st > sp: Sparsity Threshold
: return s

After extracting the mask s, we can perform a one-shot structured Lottery Ticket Hypothesis

on BERT: use the mask s on the pre-trained BERT and fine-tune it to the given task. Alternatively,

we can use an [terative Structured Pruning approach for Lottery Ticket Hypothesis. This approach
is described in the Algorithm 5.2.

AvrcoriTaM 5.2: ITterative Structure Pruning (ISP)

© 0 N T W e

: Fine-tune the pre-trained network
. Set the initial pruning mask of attention heads to s = 1¢ > d: dimension
: repeat

Calculate Iy, for the non-pruned attention heads

Sort heads in descending order based on I,

From the pre-trained model prune k% of remaining heads with the lowest I, and update s
Fine-Tune the pre-trained network

: until the sparsity of s reaches sp > sp: Sparsity Threshold
: return s

Through the Iterative Structure Pruning approach, the final model is fine-tuned only one time.

5.6 Experiments

5.6.1 Different Pruning Rates

All experiments in this section are done on the pre-trained BERT model ("bert-base-uncased",

12-layers, 768-hidden, 12-heads, 110M parameters) from the Transformers library [31]. The pre-
trained model is fine-tuned with metrics shown in Table 5.1 on 6 different GLUE tasks:
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e MNLI: Multi-Genre Natural Language Inference Corpus [74]
e QQP: the Quora Question Pairs dataset

e QNLI: Question-answering NLI based on the Stanford Question Answering Dataset [75]



5.6 Experiments

Dataset MNLI QQP QNLI MRPC SST-2 CoLA
Train Ex. 392,704 363,872 104,768 3,680 67,360 8,576
Iters/Epoch 12,272 11,371 3,274 115 2,105 268
Epochs 3 3 3 3 3 3
Batch Size 32 32 32 32 32 32
Learning Rate 2x107° 2x107° 2x107° 2x107° 2x107° 2x107°
Optimizer AdamW with e =1 x 1078

Eval Metric Matched Acc. Accuracy Accuracy Accuracy Accuracy Matthew’s

Table 5.1. GLUE tasks [20], dataset sizes metrics and fine-tuning hyperparameters reported in
this study

o« MNLI QNLI QQP SST-2 MRPC CoLA
1 0586 0.564 0.725 0837 0484 0.183
0.7 0589 0.670 0719 0.783 0.580  0.202
0.6 0.58 0.603 0.750 0.798 0.652  0.206
0.5 0.566 0.594 0.694 0.843 0.537 0.287
04 0.623 0599 0.709 0.832 0571  0.229

Table 5.2. Results on GLUE tasks after pruning 112 heads. We conduct the experiments for dif-
ferent values of the hyperparameter o, and the result is the model’s performance in the development
set after pruning 112 attention heads. For oo = 1 our method is equivalent to the baseline method
of Michel et al. [1]. For each task, the best result is bolded. For each experiment, we test 4 random
seeds.

e MRPC: Microsoft Research Paraphrase Corpus [72]
e SST-2: Stanford Sentiment Treebank [71]
e CoLA: Corpus of Linguistic Acceptability [70]

For the fine-tuning process, all the training data of each benchmark are used. After fine-tuning,
the proposed algorithm 5.1 runs for different pruning rates with x = 10% on the development set
of each benchmark. Finally, the pruned model is tested on the development set, as the test sets
of GLUE benchmarks are not publicly distributed. Testing on the development set of GLUE is a
common practice used in many BERT pruning papers [15], [16]. In the following experiments, we
see the impact of different methodologies on different pruning rates. The following experiments
are the average result of 4 different runs with different random seeds.

Deep Pruning Rate. Asshown in previous studies [15], [14] BERT-base models can be heavily
pruned, so in this section, we perform a deep pruning investigation. We perform 8 iterations of the
proposed algorithm, and in each iteration, we prune 14 heads, so in total, we prune 112 out of 144
heads, which is approximately the 80% of BERT attention heads. The results can be described
from Table 5.2.

From these experiments, we can suggest that for deep pruning rates, our heuristic outperforms
the baseline heuristic proposed by Michel et al. [1] for every examined GLUE task. We can also
see that for the majority of the hyperparameter o values, the final model performs better than the
baseline model. This observation indicates that in deep pruning rates, the pre-trained model scores
with higher importance heads scored with lower importance on the fine-tuned model. Thus, the
final importance score, which is calculated as a weighted average between these two scores, gives
these heads a higher importance compared to the baseline, and that is beneficial as it is shown in
Table 5.2. Thus, we can conclude that considering both the pre-trained and the fine-tuned model
during the pruning stage is beneficial. The best value of the hyperparameter a depends on the

nature of the task and will be further investigated in the following experiments.

87



Chapter 5. Back to the Future: A transfer learning approach for structured pruning

MNLI QNLI QQP SST-2 MRPC CoLA
0.717(a = 1) 0.734 0.791 0.875 0.639 0.236
0.732 (o = 0.4) 0.787 (0.7) 0.811 (0.6) 0.878 (0.4) 0.730 (0.6) 0.387 (0.5)

Table 5.3. Results on GLUEF tasks after pruning 98 heads. The first line describes the performance
of the baseline for o = 1, and then we present the best performance of the model in the development
set after pruning 98 attention heads. For each task, the best result is bolded, and the corresponding
best o is mentioned. For each experiment, we test 4 random seeds.

Lighter Pruning Rate. In this section, we perform a lighter pruning investigation; thus, we
perform 7 iterations of the proposed algorithm, and in each iteration, we prune 14 heads, so, in
total, we prune 98 out of 144 heads, which is approximately 70% of BERT attention heads. The
results can be described from Table 5.3.

From the above experiments, we see that our proposed methodology outperforms the baseline
even for a lighter pruning rate. We also see that, for each benchmark, the best performance is
achieved with the same « as the deep pruning rate experiment. So, we can suggest that our
approach is robust regarding « in these pruning rates. Overall, we see that considering both the

pre-trained and the fine-tuned model is beneficial for the pruning process.

Different Pruning Rates. In this section, we perform pruning investigation for different
pruning rates, and we present the results of the final model with a pruning step equal to 14 heads.
In total, we perform 8 pruning steps, and the result is the average of 4 different runs with different

random seeds. The results can be described from Figure 5.1.

CoLA (BERT base) 5ST-3 (BERT base] MRPC (BERT base)
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Figure 5.1. Results on GLUE tasks. We conduct the experiments for different values of the
hyperparameter «, and the result is the performance of the model in the development set after
pruning 14 attention heads in each pruning step. For a = 1 our method is equivalent to the
baseline method of Michel et al. [1]. For each experiment, we test 4 random seeds.

From Figure 5.1 we see that for lower pruning rates, all the methodologies regardless of the
value of a achieve similar performance, which indicates that in the first 5 pruning iterations, the
effect of each head removal is similar. This observation indicates that in these pruning rates, some
heads can carry over the work of pruned heads. This result agrees with the results of other pruning
studies on BERT, such as Clark et al. [27], Prasanna et al. [15].

Moreover, we can see that for greater pruning rates, our approach generally outperforms the

baseline for any given value of a. A result discussed extensively in the experiments above.
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5.6.2 The specialization factor «

As we see from the previous chapter, in the first pruning iterations, a does not make any
significant difference in the result, but finding the best value for « in deeper pruning rates is
crucial. In this section, we are going to further investigate the result of « in the pruning process
by answering the following questions: "Does the best value of a depend on the end task?", "Does
the best value of « depend on the pre-trained corpora?".

The proposed importance score includes two importance scores: the importance score of the
pre-trained model and the importance score of the fine-tuned model. The final score is a weighted
average between these two scores, and the weight of each score is controlled through a. We assume
that o during pruning controls the amount of weight contributed to the fine-tuned model. Thus,
a < 0.5 suggests that the pruning process should give more weight to the pre-trained model, and
a > 0.5 suggests the pruning procedure should be more specialized on the fine-tuned model.

Does the best value of a depend on the end task? - Models Fine-tuned on Scientific
Domain. In order to examine the effect of specialization factor,a, we examine BERT-base models
fine-tuned on datasets of Computer and Biomedical Science. BERT-base has a small vocabulary
overlap between scientific domain as examined by Gururangan et al. [32] in the Figure 5.2, and

we want to see the effect of o in datasets with domains different from the pre-trained domains.
PT
News

Reviews

BioMed . 3 100.0

Ccs 21.4 100.0

PT News Reviews BioMed CS

Figure 5.2. Vocabulary overlap (%) between domains. PT denotes a sample from sources similar
to BERT pretraining corpus. Vocabularies for each domain are created by considering the top 10K
most frequent words (excluding stopwords) in documents sampled from each domain.

All experiments in this section are done on the "bert-base-uncased" model from the Trans-
formers library [31]. It is fine-tuned on two different Scientific Domain Datasets: SciERC [24]
and PubMed 20k RCT [25] with metrics shown in Table 5.5. Then the proposed algorithm 5.1 is
implemented with x = 10%.

Firstly, we perform 8 iterations of the proposed algorithm, and in each iteration, we prune 14
heads, so in total, we prune 112 out of 144 heads, which is approximately 80% of BERT attention
heads. The results are shown in Table 5.4.

We also perform pruning investigation for different pruning rates, and we present the results of
the final model with a pruning step equal to 14 heads. In total, we perform 8 pruning steps. The
results can be described from Figure 5.3.

From Figure 5.3 we see that for lower pruning rates, all the methodologies regardless of the
value of « achieve similar performance, which indicates that in the first pruning iterations, the
impact of each head removal is similar. Nevertheless, for the following iterations, we see that our
approach for @ = 0.6 outperforms the baseline, as it can be clearly shown from the Table 5.4.

From Figure 5.3 we can conclude that the best score for both Scientific Domain tasks is a = 0.6.
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o PubMed 20k RCT  SciERC

1 0.454 0.511
0.4 0.329 0.473
0.5 0.605 0.547
0.6 0.736 0.557

Table 5.4. Results on PubMed 20k RCT and SciERC after pruning 112 heads. We conduct the
experiments for different values of the hyperparameter o, and the result is the model’s performance

after pruning 112 attention heads. For a = 1 our method is equivalent to the baseline method of
Michel et al. [1].

Dataset PubMed 20k RCT SciERC
Train Ex. 178,144 3,216
Tters/Epoch 11,134 201
Epochs 3 3
Batch Size 16 16
Learning Rate 2x107° 2x107°
Optimizer AdamW with e =1 x 1078

Eval Metric Accuracy Accuracy

Table 5.5. PubMed 20k RCT and SciERC dataset sizes metrics and fine-tuning hyperparameters
reported in this study

SciERC (BERT base) RCT-20k (BERT base)

Accuracy on Test set
Accuracy on Test set
E

05 a=0.5 \

a=04
0d a=0.6

a=1

0 0 40 &0 B0 w00 o 2 40 & B ot}
Number of Pruned Heads Number of Pruned Heads

Figure 5.3. Results on PubMed 20k RCT and SciERC on different pruning rates. We conduct the
experiments for different values of the hyperparameter o, and the result is the model’s performance

after pruning 14 attention heads in each pruning step. For o = 1 our method is equivalent to the
baseline method of Michel et al. [1].

This observation can be justified because BERT pre-trained corpora have small vocabulary overlap
with scientific domain datasets. Thus, pruning should focus more on the fine-tuned model, and
the pruning procedure should be more specialized on the fine-tuning model.

Does the best value of o depend on the pre-trained corpora? - Models with Scien-
tific Pre-trained Domain.

As Gururangan et al. [32] suggest, BERT-base has small vocabulary overlap regarding scientific
domains. So, for this section, we use another pre-trained model, trained on numerous scientific-
related corpora. This model is called SciBERT [33] and we use the implementation from the
Transformers library [31].

We fine-tuned our model on 5 GLUE tasks: MNLI, QNLI, MRPC, SST-2, and CoLLA and a
Scientific Domain Dataset: PubMed 20k RCT. We perform 8 iterations of the proposed algorithm,
and in each iteration, we prune 14 heads, so we prune 112 out of 144 heads, which approximately
prune 80% of BERT attention heads. We perform the experiments for many values of the hyper-
parameter «, including for o = 1, which is equivalent to the Michel et al. [1] method used as the
baseline. The best value for « can be found in Table 5.6.

A more in detail description of this experiment is presented in Figure 5.4, where we prune 14
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MNLI QNLI SST-2 MRPC CoLLA PubMed 20k RCT
winning-o 0.7 0.6 0.6 0.7 1 0.6

Table 5.6. Results on GLUE tasks and PubMed 20k RCT after pruning 112 heads. We prune
112 heads from the models with different values of the hyperparameter a. Then we test their
performance, and for the best performance, we mention the corresponding a in this Table.

heads in each iteration, and in total, we prune 112 heads.

CoLA (SCIBERT) SST-2 (SCIBERT) MRPC (SCIBERT)

0 0 P @ o 100 o » 40 @ & 100 0 2 @0 @ o 100
Number of Pruned Heads Humber of Pruned Heads Number of Pruned Heads
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Figure 5.4. Results on GLUE tasks and PubMed 20k RCT on different pruning rates. We conduct
the experiments for different hyperparameter o values, and the result is the model’s performance
after pruning 14 attention heads in each pruning step.

GLUE benchmarks have a small vocabulary overlap with the Scientific related corpora on
which SciBERT is trained. Therefore, we suggest that the heads will be drastically changed and
move closer to the scientific domain distribution through fine-tuning. Thus, we expect that the
best pruning strategy will be performed with a value of o greater than 0.5, indicating that the
pre-trained model contains some valuable general knowledge, but the importance score should be
mainly calculated from the fine-tuned model. Indeed, from Figure 5.4 we see that the best pruning
strategy is performed with the specialization factor set equal to a = 0.6.

From Figure 5.4 it is worth mentioning the plot of CoLLA dataset, which is the only dataset
in which the winning methodology uses only the fine-tuned model to calculate the importance
scores. Moreover, the absolute performance of each GLUE task is worse when SciBERT is used as
a pre-trained model.

PubMed 20k RCT is a scientific-related dataset with significant vocabulary overlap with the
Scientific related corpora on which SciBERT is trained. We see the best value for « = 0.6, and the
absolute performance after pruning is better when the model uses a pre-trained model trained on

scientific text.

5.6.3 Do we win the Lottery?

In the previous sections, we first fine-tune the model and then apply a pruning methodology
which creates a set of head masks and a final pruned model. However, this process does not take
advantage of the re-training abilities of the BERT model. Indeed, we can use the set of head masks
as initialization masks on the pre-trained model and then fine-tune it once.

This idea is a structured approach of Lottery Ticket Hypothesis proposed by Frankle et al.
[12]. In previous studies, they apply this idea on BERT [15], but in our work, we see that our
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a MNLI QNLI MRPC SST-2 CoLA
1 0.817 0.820  0.773 0.903 0.329
0.6 0.824 0.874 0.778 0.913 0.334
0.5 0.819 0876 0.607 0917 0.435
0.4 0809 0.880 0.783 0.918 0.312

Table 5.7. Results on GLUE tasks

approach, which creates the set of head masks regarding both the pre-trained and the fine-tuned
model, outperforms the approach which only considers the fine-tuned model.

Overall, we follow the following pipeline: we fine-tune the pre-trained model, and then we apply
our proposed pruning algorithm with x = 10% for 8 iterations to extract a set of 112 head masks.
Then we apply this set of head masks on the pre-trained BERT model ("bert-base-uncased", 12-
layers, 768-hidden, 12-heads, 110M parameters) from the Transformers library [31]. In this way,
we have a pre-trained model where 112 heads are masked.

Then we fine-tune each model to the corresponding GLUE task with the metrics shown in Table
5.1. We perform this experiment for 5 GLUE Tasks: MNLI, QNLI, MRPC, SST-2, and CoLA.

The results can be found in Table 5.7. Our approach outperforms the models with a set mask
produced by Michael et al. [1] heuristic, while we prune approximately 80% of the attention
heads and we have a small drop on the initial model performance. This observation indicates
that considering both the pre-trained and the fine-tuned model is beneficial for a Lottery Ticket
Hypothesis approach.

5.6.4 Iterative Structured Pruning

This section conducts the Iterative Structured Pruning (ISP) approach as described in the
Methodology Section. This approach contributes to the field of Lottery Ticket Hypothesis because
it is the first time that structured pruning is conducted iteratively, and it generalizes Chen et al.
[16] iterative approach.

We conduct the iterative pruning technique in these experiments by first fine-tuning the pre-
trained BERT model on the downstream task. Then we detect the 14 heads with the lowest score
as measured from our heuristic with @ = 1. Then we take the pre-trained model, prune those 14
heads, and fine-tune the model. Thus, the final model is fine-tuned once with the 90% of attention
heads remaining. We can continue this process by detecting the 14 heads with the lowest score
in this pruned model. Then we take the pre-trained model, prune those 14 + 14 heads, and then
fine-tune the model. Thus, the final model is fine-tuned once with the 80% of attention heads
remaining. In this method, the final pruned model is fine-tuned once.

We compare our results with the not Iterative Pruning, which is conducted by pruning x% of
heads in the pre-trained model and then fine-tuning the model. The final model has 100 — 2% of
attention heads remaining.

With the Iterative Structured Pruning approach, the model’s overall performance is more out-
standing than the not Iterative Pruning approach. This observation can be described by the Figure
5.5 where we conduct these experiments on 2 GLUE Tasks: MNLI and QNLI. This approach in-
dicates a trade-off between performance and computational cost.

5.6.5 Pruning in a different modality

In the previous sections, we prune models specialized in the language modality. This section
investigates whether our approach can be implemented for pruning BERT-base models trained on
other modalities.
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Figure 5.5. Iterative Structured Pruning (ISP) on MNLI and QNLI with o =1

More specifically, we examine speech modality through the task of Automatic Speech Recogni-
tion. For this purpose, we use the newly introduced BERT-base model wav2vec 2.0 [26]. Wav2vec
2.0 masks the speech input in the latent space and solves a contrastive task defined over a quan-
tization of the latent representations, which are jointly learned and thought it learns powerful
representations.

We fine-tune the pre-trained models for phoneme recognition on the TIMIT dataset [2]. It
contains five hours of audio recordings with detailed phoneme labels. We use the standard train,
development, and test split and follow the standard protocol of collapsing phone labels to 39 classes.
Thus performance is computed in Word Error Rate (WER).

Then we apply our proposed pruning methodology and we perform pruning investigation for
different pruning rates. In total, we perform 8 pruning steps, and in total, we prune 112. The
results can be described from Figure 5.6.

From Figure 5.6 we see that for lower pruning rates, all the methodologies regardless of the
value of « achieve similar performance, which indicates that in the first 4 pruning iterations, some
heads can carry over the work of pruned heads.

Moreover, we can see that our approach outperforms the baseline for any given value of « for

the greatest pruning rates.

wavvec?

040
a=05 [
a=0.4 /

a=1

=
W
Lt

nit_valus

=
w
=)

Word Error Rate (WER)
=
I~
]

/,.
.

o 0 A0 i BD 100
Number of Pruned Heads

-
T

Figure 5.6. wav2vec 2.0 fine-tuned on Timit dataset. The Performance is computed in WER.

93






Chapter §)

Conclusions

In this Diploma Thesis, we study the compression of Deep Neural Networks, and more precisely,
we study the structured pruning in Natural Language Processing models. From our work, we draw

some conclusions that can be divided into two main aspects:

e Studying pruning for pruning. We propose a better implementation of pruning that

considers both the pre-trained and the fine-tuned model.

e Studying pruning for a better understanding of the model. We see that through
fine-tuning, the model forgets prior knowledge, and in order to overcome this problem, we

study both pre-trained and fine-tuned models for better pruning results.

6.1 Discussion

In Section 5.5 Proposed Method, we extend the work from Prasanna et al. [15], and Michel
et al. [1] and we propose a new heuristic for calculating the importance score of self-attention
heads in BERT-based models. These models are created after a fine-tuning process, where weight
values are mostly predetermined by the original model and are only fine-tuned on the end task.
Thus, pruning strategies should consider the pre-trained and the final fine-tuned model, and the
head importance score should be calculated considering both the importance of the pre-trained
and the fine-tuned head. At the same time, the amount of specialization, which corresponds to
"how much importance should we pay to the final fine-tuned model," is controlled by a tunable
hyperparameter a.

This study performs pruning investigations for different pruning rates on BERT-base models
fine-tuned on different GLUE datasets. We conclude that our approach, in general, outperforms
the baseline for any given value of a for greater pruning rates.

In order to examine the effect of specialization factor a, we examine BERT-base models fine-
tuned on datasets of Computer and Biomedical Science. We suggest that a greater value for a gives
better performance on the final model. This observation can be justified because BERT pre-trained
corpora have small vocabulary overlap with the scientific domain datasets. Thus, pruning should
focus more on the fine-tuned model, and the pruning procedure should be more specialized on the
fine-tuning model.

Furthermore, in order to understand whether the best value of o depends on the pre-trained
corpora we use as pre-trained models, networks with Scientific Pre-trained Domains. Indeed, we
see a correlation between the pre-trained corpora distribution and the value of specialization factor
a.

Moreover, we investigate a structured approach to the Lottery Ticket Hypothesis. We show that
our approach that creates the set of head masks regarding both the pre-trained and the fine-tuned

model outperforms the approach that only considers the fine-tuned model.
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Regarding the Lottery Ticket Hypothesis, we propose a better implementation for structured
pruning through an Iterative Structured Pruning (ISP) approach. This approach contributes to the
Lottery Ticket Hypothesis because it is the first time that structured pruning has been conducted
iteratively.

Finally, we investigate whether our approach can be implemented for pruning BERT-base
models trained on other modalities. More specifically, we examine speech modality through the
task of Automatic Speech Recognition. For this purpose, we use the newly introduced BERT-base
model, wav2vec 2.0, and we show corresponding results. This study is critical because, as we can
conclude from the literature, many Transformer-based architectures achieve significant results on
different modalities such as speech and vision.

After all, investigating pruning is essential for reducing the model’s size and achieving interac-
tion speed-up. Structured pruning examines the importance of the head and is a way to conclude
a better understanding of the model. By classifying heads based on their importance, we iden-
tify which heads work better in the end task, thus understanding why BERT-based models work.
Indeed, as Voita et al. [14] said, "Specialized Heads Do the Heavy Lifting" and by understand-
ing which heads are "specialized" and what makes some heads specialize, we can create better

implementations for BERT-based models.

6.2 Future Work

Through the end of this thesis, we wish to open some new roads and create new aspects to
explore pruning mechanisms and the Lottery ticket Hypothesis. We suggest the following points
be explored in future work:

e Better understanding of the fine-tuning process. The proposed fine-tuning process of
Transformer-based models [7] seems to create models that forget the pre-trained knowledge.
The pre-trained knowledge is generic and essential for many Natural language Processing
Tasks, and thus our pruning approach that considers both models yields performance. We
suggest that this work opens the road for better fine-tuning methodologies.

e Structured Pruning of other structures in Transformers. Based on Prasanna et al.
[15] study, we know that other structures inside Transformers-based models can be pruned,
for example, fully connected layers. Perhaps our approach could be implemented for a better

pruning algorithm in these fully connected layers.

e Regarding Iterative Structured Pruning. The iterative structured pruning algorithm
could work in other Transformer-based models specialized in other modalities and with other

deep learning architectures such as Convolutional Neural Network.

e Pruning Models of Different Modalities. To the best of our knowledge, this is the first
work that examines pruning on models specialized in modalities different than language. As
a result, pruning Deep Leaning models of different modalities will achieve better interference

time and a better understanding of these models.
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