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Abstract

The topic of this doctoral dissertation is oriented in two directions: the first one
includes the designing of a novel dual band implantable antenna for biomedical
telemetry applications. The second is in the direction of developing computational
techniques for the solution of electromagnetic problems that contain anisotropic ma-
terials, such as scattering from anisotropic cylinder, extraction of cutoff wavenum-
bers for metallic waveguides, with anisotropic infills and the calculation of the whis-
pering gallery mode frequencies (WGM) for the case of a cylindrical resonator.

In the first chapter of this dissertation a novel dual band implantable antenna
is designed, for biomedical telemetry purposes. More specifically, the antenna is
intended to be implanted inside the human chest, i.e. for pacemaker applications.
In order to design the implantable antenna, a 3-layer canonical human chest model
was used as an implantation cite. Moreover the HFSS commercial software was used
in order to simulate the antenna’s performance under the aforementioned situation.
The designed antenna is able to operate in two different frequency bands, so it per-
mits the use of wake up and sleep signals in order to extend the battery’s lifetime.
Another key fact about the designed antenna are the various degrees of freedom
that it provides, so the ability to be used in other biomedical applications (retinal
implants applications, intracranial pressure monitoring etc), with minimal modifi-
cation in its design. Furthermore, an extensive comparative study was performed
taking into account all the possible combinations of the miniaturization techniques,
showing the miniaturization limits of each one of them.

In the second chapter, a coupled-field volume integral equation (CFVIE) meth-
od for electromagnetic (EM) scattering on electrically large, highly inhomogeneous
gyrotropic circular cylinders, under normal incidence, is developed. The CFVIEs
are solved by cylindrical Dini series expansion (CDSE) method where the unknown
fields are expanded by entire domain orthogonal vectorial basis functions. The
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main advantage of the present method is that it permits the scatterer to have
continuously varying highly inhomogeneous gyrotropic characteristics, i.e., the con-
stitutive parameters of the cylinder can be highly inhomogeneous in both gyro-
electric and gyromagnetic tensors. Initially the two-dimensional (2-D) Green’s
function (GF) is expanded in a tensorial form, using the cylindrical vector wave
functions (CVWEFs). Then, by employing the CDSE for the unknown fields, the
2-D volumetric integrals are carried out analytically, reducing the CFVIEs to a
set of algebraic equations. The method is validated by comparisons of the ex-
act solution based on the separation of variables method (SVM) for homogeneous
isotropic/gyroelectric/gyromagnetic cylinders, with HFSS commercial software for
two- and three-layered gyroelectric/gyromagnetic cylinders, as well as with the re-
cently developed hybrid projection method (HPM) for electrically large contin-
uously varying highly inhomogeneous isotropic cylinders. Results for combined
gyroelectric-continuously varying highly inhomogeneous isotropic cylinders are pre-
sented and discussed.

In the third chapter, a coupled-field volume integral equation (CFVIE) method
is developed for the calculation of the normalized cutoff wavenumbers of circular
metallic walled waveguides, having concentric continuously varying highly inho-
mogeneous gyrotropic (i.e., gyroelectric and gyromagnetic) infill. The normalized
cutoff wavenumbers are obtained as the roots of a determinantal equation, formed
by solving the CFVIEs using the cylindrical Dini series expansion (CDSE) method,
where the unknown fields inside the waveguide are expanded by entire domain or-
thogonal Dini-type vectorial basis functions. To account for the electric boundary
condition (BC) on waveguide’s circular perfect electric conducting (PEC) surface,
two modified two-dimensional (2-D) tensorial Green’s functions (GFs), expanded
in cylindrical vector wave functions (CVWFs), are employed in the kernels of the
CFVIEs. These modified 2-D tensorial GFs are constructed by enforcing, on their
dyadic form, the satisfaction of the electric boundary condition. The CDSE, along
with the modified 2-D tensorial GFs, allow for the analytical integration of the
volumentric-type integrals and the reduction of the CFVIEs to a set of algebraic
equations. We exhaustively demonstrate the validity of the CFVIE-CDSE by a
series of comparisons on the normalized cutoff wavenumbers: we firstly construct
the solutions for obtaining the normalized cutoff wavenumbers in homogeneous gy-
rotropic waveguides by the separation of variables method (SVM), and secondly
we employ HFSS commercial software for two-layered isotropic and three-layered
gyroelectric loaded waveguides. We characterize the type of modes, i.e., TE/TM or
hybrid HE/EH, for each configuration presented, and discuss the efficiency of the
CFVIE-CDSE method.

In the fourth chapter, asymptotic closed-form expressions for the calculation
of the complex TE/TM whispering gallery mode (WGM) frequencies in homoge-
neous gyroelectric circular cylindrical resonators of infinite length, are derived. In
addition, we extend a recently developed volume integral equation-cylindrical Dini
series expansion (VIE-CDSE) method, so as to support the prediction of the com-
plex WGMs for continuously varying highly inhomogeneous gyroelectric circular
cylindrical resonators. To this end, VIE’s entire domain orthogonal vectorial basis
is extended to support, via asymptotic closed-form expressions, very large indices
of the involved Dini-type cylindrical vector wave functions (CVWFs). This way, the
eigenbasis required for the solution of the VIE becomes free of numerical instabili-
ties, arising when very large orders of the involved Bessel functions are employed.
The complex frequencies obtained by the asymptotic closed-form expressions for
the case of the homogeneous gyroelectric resonator, as well as those obtained by the
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VIE, when the multilayered gyroelectric resonator is reduced to one layer, are vali-
dated by comparisons with the complex roots extracted by numerically solving the
TE/TM characteristic equations, obtained from the separation of variables method
(SVM), using complex root finding techniques. We demonstrate the calculation
of very high order WGM frequencies for cylindrical resonators composed of homo-
geneous and highly inhomogeneous permittivity profiles. This asymptotic theory
constitutes a rigorous tool, which may serve for verification of method of analytical
regularisation (MAR)-based numerical solutions for other non-circular inhomoge-
neous cylinders, and the interpretation of experimental data for applications such
as WGM lasing, refractometric sensing, and magneto-optic coupling.

Key Words: Electromagnetism, Anisotropic Materials, Scattering, Photonics, Waveg-
uides, Cutoff Wavenumbers, Antennas, Biomedical Telemetry
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Abstract in greek

H nopotoo Sdoxtopixt| SwatplBr ywelletouw oe d0o péern. To mpdto yépoc apopd tov
oyedoud xepafog e oxomd TV EUPOTEVST) TNG ot TE3dAhoV avipmnivou 1o ToU.
ITio ouyxexpuéva, 1 xepaio tpoopiletol yia TNV EVOWUATWOT TN OE EQUPUOYES TOTOU
Bruotodoty, dnhady| oe eQopuoyEc Tou €xouy we TepBdAloV TNV woppoloyia Tou ov-
Ypomvou otidouc. Eminiéov mpaypatomoleltal EXTEVAC GUYXELTIXTY UEAETY OAWY TWV
GUVBLAOUOY TOV TEYVIXOY ouixpuvong Tou avagépovton otny BiBAoypopia, Tpoxelué-
vou va e€ayVel évag 0dnydc Yo Toug oyeSUCTES EUPUTEDGULLV XEPULLY, OGOV APORd.
TIC SUVITOTNTES ouixpUYOTE TOU TEOGEPEPEL 0 xdde GUVBLACUOS XoL ETOUEVWLS VA
Bleuxohivel TNy dadixacio oyedloone.

To debtepo, xou x0plo pépog, ne dWaxtopxnc BlateBhe mpaypaTtedeTal THY
enihvon nhextpopayvnuixddy (HM) npofAnudtov diopdpwy timwy.  Apyixd, ovam-
oy Onxe W wédodoc Ye oxomd Tov UTOAOYIOHO TOU OXEQUCOUEVOU NAEXTEOMOY V-
nuxol medlov and xVAVBELXoUE oxedaoTég, pe dmelpo urxog. Koplog muldvog tng
uedodou authc anotéheoe 1 yenon twv Coupled Fields Volume Integral Equations
(CFVIESs), xadd¢ xou 1 avdntuln v dyveotwy Tediny o avartdypate Tomou Awt.
H pédodoc auth| uropel va yelpiotel Ye euxohlor nAexTtewd peydhes dlatdéels, ol omoieg
AmOTEROVVTAL A6 LOOTEOTUXE,/ VICOTEOTUXE UAXG, axOUn Xt He VPN avopoloYEVELa.
Yy ovvéyela, avantiydnxe utohoyio x| uédodog yior TNV e€aymYT TwY XUULATOEL-
DUDY amoxoTng Yiol THY TERITTWON TOU XUALVOEXOV XUHATOONYOD XUXAXAS BLATOUNC,
pe petodxd totyouota. H yéldodog auty, enione, otnplydnxe otic CFVIEs xodde
xan ot ovomtoydota tomou Dini. Téhog, avantdydnxe acuvuntwtxy yédodoc yia
TOV UTOANOYIOWS TV Uiyodixdy cuvtoviooy twv Whispering Gallery Modes (WGM)
yiot TNV TEpimTwor xUAVBELX0L cuVTOVIoT. Tt TNV e€ayYN TV AOUUTTOTIXOY €X-
ppdoewy yenouloroinxe n cuvdpetnor Airy.
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AéZeic Khedid: Hiextpopayvnuopoc, Avicotporuxd Thxd, Xxédaor, Pwtovind, Ku-
patodnyol, Xuyvdtntec Anoxonrc, Kepaileg, Biototpue Trnheuetpio



Extended Abstract in greek

To avuxelyevo tng mopovoas ddaxtopxhc datpfric yweiletaw oe 800 nlpleg xotn-
voplec. H mpdtn agopd tnv Uehétn xon oyedioor WA TEOTOTUTNG WXPOOXOTXNS
xepalog, N onola tpoopiletar yio eYPUTEVET EVTOC TOU AVIP®TIVOU GOUITOS, UE XVPLO
oxon6d TNy enlteun tnhepetplag petafl wog cuoxeuvrc N omolo Beloxetan evtdg Pi-
0AOYWOU LoTOU Xou pole GLoXEVTS Ttapaxoholinane/ehéyyou, 1 onola Peloxeton extoc
Toug avdpdnivou owuatog. Emniéov mpaypatonoleiton yiot ouyxpltixr] UEAETY AWV
TOV TEYVIXOV OUiXPLYONS XL TWY TAEOVEXTNUATWY TOUSC TOU YENOULOTOLOUVTOL XAT
v oxedlaon xepodv, oL onoleg €Youv WS amWTEPO oxomd TNV Acttoupyia Toug oe
nepBdAlov 6mou o yweog elvan teplopiopévos. H dedtepn xatnyopio apopd v avdm-
TUEY TEWTOTUTWY NL-VORUTIXDV X0l ACLUTTOTIXGOV Ued6dwy oL onoleg eqopudloval
ot npoPhfuata 6Tou 1) Bactxn yewuetpio elvor XUALVOEIXT UE XUXALXT] SLOTOUT] XOU GTELRO
whixog. Agetnpla yior Gheg i ovwTépe Pedddoug Tou avartUydnxay anoTéNesE 1) eu-
péwc Yvwoty electric field volume integral equation (EFVIE) xadde xou 1 coupled
field volume integral equation (CFVIE). O andtepoc ox0omdc tne ovdntuing autdy
TV Pedodwy elvol 1 xATOVONOY QUOLXDY QUVOUEVKY, XoIMOE XAl 1) EQUPUOYT TOUG
YLOL TNV OVATTUEY) VEWY XAUVOTOUWY EQUPUOYMY GTOV TOUEN TNS PWTOVIXNC, TWV VAVO-
AEQULWY, TNC VAVO-QUOIXAC, TWV OTTIXWY VOV X.AT.

310 mpKTo xepdiouo yivetan o cUVTOUY EloaywY! oTC Booixéc €vvoleg TwV
AEEAUWY, Xa}WC HoL OTIC TAPUUETEOUC oL omoleg €youv onualvovta oo xoTtd TNV
perétn xan oflohdynon wag xepatag. Emmhéov, yivetow wio extevig avapopd otig
EQPAUPUOYES XL OTOV TEOTO UE TOV 0Ttolo oL eUPUTEVCLUES DLATEEELS €Y 0UV ELoYWENTEL
oy avipdmvy oY, ye anwtepo oxond v Bedtiwon e 600V agopd Tic TapoyEC
Tou mapEyovtan oToug acvevelc. Emiong, yiveton pio obvtoun avadpouy| oTic undvieg
CUYVOTATWY oL YenoonoloUvTon yior TNV dtddoon dedouévmv, mou oyetilovton Ue
eUPUTEVCLUES BLUTAEELS Ho OVAPEPOVTAL TIEPLOGOTEPES AEMTOUERELES YLl TI XUPLOTEREG
€& "autadv, Tou ebvor ot ISM, WMTS xaw y MedRadio. ISiaiteen éupoon, oto xepdhoo
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autd Blvetan OTIC TPOXANOELS UE TIC OTOIES EQYOUC TE AVTIUETMOTOL XATE TNV o)Yedidom
xeEAUWY, ol onolec mpoopilovTa Yo TNV Aettovpyia Toug oe evaicdnto nepiBdAlovta,
o6nwe elvon autd Tou avdpnnivou Wotol. Ilo cuyxexpuéva, ol xupldTEPES TEOXANTELS
agpopoVy TNy eniteuén Bloouufoatdtntoc oltwe Gote vo armogevyVel 1 andpeldn e
ouoxeunc/xepalac and Tov opyovioud, 1 enitevdn uwixphc didotaong SbTL o ytpog &l
VoL TEPLOPLOPEVOC, M YAUUNAY XaTtavdAwo loybog wate vo topotadel 1 Sidpxeto Lofg
e xepatog xat vor ehattewdoly ol YelpoLeYXéS eNEUPBAOELS, UE OXOTO TNV OVTLXATAC-
TooT TN pratapiag Tpogodociog T cuoxeufc, To xépdoc (gain) tne xepolag, To eVPOC
Livne Aettovpyiog (bandwidth) tne xepatag xaddde xaw 0 pudude eldixfc amoppdenons
(specific absorption rate, SAR). AZ{let vo toviotel dTL €xouv Veomiotel xatdAAnio
TEOTUTA VLol TOV pUUPO eldc anoppdenong and tny IEEE, to onola tpénet vor thnpolv
oL XEpalEC TPOXEWEVOU VoL BIAPUARCTETOL 1) ACQEAEL TOU 0oVEVODE XOL VoL AMOTEETETAL
oTOLdNTOTE ETUTAOXY.

Ev ouveyela mopovoidlovtar Aoels oo TpofBAfuote/ TpoxAioels Tou avapép-
Onpay avwtépn. H yeron ProouuBatdy LVAXGY TOCO YLl TNV XATUOXELY) TNG XEQ-
alag, 600 xou 1 yerion ProcupBatod xehlpoug Yo THY EUPWAEVST) TNS Xepalag, oTNv
nepintwon mou dev elvan xotaoxevacpévn pe PloouuPotd LA, etvat ot BUo eupTtepo B
aBedouéveg TEXVIXES Yiot TNV en{teLén Ty Tohundunne BlocupPBatdtntag. ‘Ocov agopd
TNV ouixELYOY TV BlaoTdoewy TN xepatag, avagépovtar otny PiBAoypagpio TAndoea
TETOLWY TEYVIXADY, OIS 1) XPNON BINAEXTEIXOU UTOG TEMUATOS XAl UTER-CTEWUITOS UE
VPN Binhexte) atadepd, N yenomn aywyol Beayuxidxhwong, N xeNon TOMATAGY
X TVOPBOANTOVY XoU 1) EXEXTAGT], TOU PXOUS pOTig TOU PEVHATOS.

Y0vToun avopopd TeoyotoTolelTtol Yio ToV TedTo Ue Tov onolo xataoxeudlovtol
aUTEC oL xepafeg, xordde xal Yo TN Sladxasia ue TNV omola UETEOVVTOL TA YOEUXTNELO-
T oaxtvoPoliag touc. Emmhéov, avogpépovtan oL melpopatixés Slatdiels mou yenot-
HOTOLOUVTOL Yot TNV UEAETN TWV YOO TNEICTIXGY axTvoPoiiog tne xepatag 0UTwG
“oTE Vo TeocoUoldlouy TiC TpayloTinés cuvIrixe xdtw and Tic omoleg Vo xhndel va
Aertoupyrioel 1 xepalol.

IBiaitepn éupoon diveton otny YewUeTpld TWV OYESLIC TGOV LOVTIEAWY OV TRO-
copotdlouvy tov avipdmvo 16TO Xl YENOHLOTOUVTAL 0TO GTABI0 TNE oyedlaong TG
xepaloc, UE TNV XPNON HATAAANAWY AOYLOUIXOY TOXETWY. LTNV TopoLoo SLdaXTOpiXY
SlatpB) xpnowronoidnxe €& ohoxhipou to hoylouixd maxéto HFSS e ANSYS. Ta
povTéha autd yweilovtar oe duo ueydhes xatnyoples, ota xovovixd povtéha (canon-
ical models) xou ot avatopxd povtéha (anatomical models).To xovovind poviéla
ATOTEAOUVTAL A ATAOUC TEVUEVES SLUTAEELS, OIS Yiot Topddelypa x0Boug ¥ opalpe,
oL onolec TPOCOUOLELOLY TO EXACTOTE UENOG TOU avUp®TVOU LloTOU TOU EVOLApEREL
v epopuoyt| (othdoc, oglalude, xpavio x.o.). Lo HOVTENS QUTE UTOPOUUE Vol ELCG-
youpe 6om neptocdtepy Aemtopépeta emtdugolue, ovTwe Wote vo avEndel 1 axpifBela
TWYV ATOTEAEGUATWY LIS X0 VAL TANGLAGOUY EEAOETIXG QUTE TLV AVATORIXOY HOVTEAWY,
#xodOC KoL TWV TEOYUOTIXGY YETENoEWY Tou Yo AdBouue oTo 6Tddlo TN vhomolnong
xon uétpnong e xepatac. To avotouxd povtéha nopéyouy auEnuévn oxplBela uTtoho-
YiopoU, SLOTL TEpLhaBAVOLY Wiat TOAD avohuTIXT TEELYRAPT TNE SOUNE TOou avip®OTvou
Lo TOV AAAG AmoUTOOY 0GUYXELTO UEYUAVTERT] UTOAOYLO TN LOY L) GUYXELTIXG UE TO XOVOV-
wd povtéda. It tov Aoyo autd oty PiBhoypapio undeyer TAnddea epyacliy ol
OTOlEC TEAYUATOTOLOUY TIG TPOCOUOLOOELS TOUS OE XAVOVLXA HOVTEAX, To omola €xouy
gumhoutioel ye emnhéov TANEoQopla, CYETIXA UE TOL OTEOUATO TOL avUP®OTIVOU LG TOU
(poee, Aimog, 0016, Bépua %.a.), €TOL HGOTE Vo Uny elvon amapoadtnTn e€onpetind YeYEAn
LUTOAOYLE TIX Loy 0g, xS ot yior Vo ETToyUVIEl ToyOTNTA EXTENEONS TWV TPOGO-
HOLWCEWY.

To xepdhaio cuveyileton Ue TNV ANEXOVION TKV HOVTEAWY XdTe and Tic onoleg
nparypatonofiinxe n oyedloon tne xepafoc. ‘Onwe elvon eupavés, apyixd yenotLoToL-
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Ronxe éva anholoTtEpo LoVTEAD UE 0XOTd TOV TEOYELPO UTOAOYLOUS TV TUPUUETEWY
e xepadoc. Ev ouveyela, To povtého sunhoutiotnxe e emniéov nAnpogopla, 00twg
dote vo auEndel 1 axpifelo Twv TEA®V amoteleopdtwy.  Emlong, mopouvoidleton
TO TEWTOTUTO HOVTEAO TNG Xepalog ol ovopépovTal Ol TopdueTpol oyedlaone Tng,
Tpoxeévou va emteuydolv ol Béltioteg napductpol axtivoforlag. Ailel vo onuet-
el 6TL Adyw oL peydhou aplduol Badudv ehevdeplag mou mapovoidlel 1 xepaia,
TRy HAToTOL{UNXE TERAO TLOC 0ELdOC TUPAUUETELXWY TEOGOUOLWCEWY, TEOTOV XATUARE-
OUUE OTIC TEAXES TWES TV TOPOPUETEWY. LTNY CUVEYELN TUPOLCIALOVTAL POTOYEAUPIES
nou anewxovilouv 1o mpaypatxd péyedoc Tne xepolac, N onola AmoTENEL PLo EX TWV
uxpdtepwy atnv BiBAoypapio. Eva and ta xolplot TASOVEXTARATO TN TPOTEWVOUEVTG
xepalog Tépa and to TOAD wxpd péyedog Tng, To omolo TNg emLTEENEL Vo Ypnotuonoudel
OE EQUPUOYES OTIOL 0 YWpEOG elvon Teptoplouévos (T.y. opdahudc) elvar 1 duvortdtnTa
e va Aettovpyel o Blo pndvteg cuyvottwy. To yeyovég autd bivel Ty duvatdTnTa
otnv xepator vo Aettovpyel e wake up xou sleep ofuota. Ilio avohutixd, 1 xepolo
unopel vor V€TEL TNV EUPUTEVPEVT CUOXELY) OE XATAOTACT UTVOU, dpdl Xol UNOEVIXNS
AATAVIAWONG EVERPYELNS, PEow eVvog oruatog oty MedRadio pmdvta xou vor tnv ev-
gpyomolel povo Gtay elvon anopaitnTo, yiot TNY AP xdmoiwy dedopévev, Ue Eva oriua
oty ISM yrdvta. Etol, nopateiveton 1 Sidpxeia Lwng tne unatapiog, ue anotéhecyo va
UELVETAL 1) AVay XY YLoL TEOYLOTOTIOMOY) YELROURYIXDY ENEUBACENDY UE GXOTO TNV OV-
Tatdotaoy e unataplog tpogodooioc. H eniteuén autrc tne Aettovpylag ogelieton
OTNY ELOAYWYY XATEAANAWY TEOEE0Y DY, OL OTOLEC UEGK TOPAUUETELXMY TEOCOUOUDCEWY
ouvtoviouy otV xatdhAnkn cuyvoty mepoyr. Téhog, ameixoviCovtar xatdAinia
Slarypduyparta, to onola anodewxviouvy autyh TNV Aettoupylor Tne, xoddg XL Ta YopaX-
Tnelo Txd axtvoBollag Tng.

310 8eUTERO HEPANUO UENETATAL 1) OHEDACT] NAEXTROUNYVITIXOV XUUATWY ond
évay amépavto XOAVIPOo xUXAXAC BlaTounc, 0 omolog Exel BlaPOPETIXEC CUVTAXTIXEG
TPAUETEOUE amd Tov Tep3dhhovTa Ybeo oTov omoio PBeloxeton. T'ar v emliuon tou
TpoPBAuatoc yenowonoteiton 7 electric field volume integral equation (EFVIE) oe
TpMTo 0Tdd0, xadde o 1 coupled field volume integral equation (CEFVIE).Eyouv
Angel unodn xou ot BV0 TOADCELS TOL TPOOTUTTOVTOE NAEXTEOUAYVNTLIXOV XVUATOC, TO
onolo mpooninter xddeta oty ddtoln. Ov CFVIEs Advovton pe v ypehor xUA-
Bpdy avantuyudtwy tOnou Dini, émou to dyvwoTa medlo avantlooovial o op-
Yoywvieg Slavuopatixég ouvopthoelg Bdong. To xbplo mheovéxtnua tng pedodou tou
avantoydnxe elvar &tL emitpénel oToV OXEBUOTYH VoL EXEL YUPOTEOTUXA YOEUXTNELO TLXd
cuveyolg yetaolfc, LPNARC avopoloyEévelag, BNAadY) Ol CUVTAXTIXEC TAUPAUETEOL TOU
%xUAVOPOL UToPOVY Vo elvor UPNAHAC AVOUOLOYEVELNS, TOGO GTOV YUPONAEXTEXO OGO Yol
GTOV YUPOUAYVNTIXO TAVUOTY TOU TiC TEPLYpdpel. Apyixd n Siodidotaty cuvdpetnon
Green avamtOyUnxe o TAVUOTIXN LOPPY|, UE TNV YEHOT TOV SLOVUCUOTIXWY XUUATIXWY
HUAVOPXOY CUVAPTHCEWY. T OTEPA, YPNOWOTOWVTUS TO OVATTUYHA TN oelpds Dini
€ XUAVOPIXES CUVTETAYUEVES YLOL TOL &Y VWO ToL TEBA, UTOPOVUUE VO UTONOYICOUNE ovot-
Autnd ta Siodldo tata ohoxinpduata utoBaduilovtag tic CEFVIESs ot éva cbvolo and
ahyePpurée e€iowoelc. Ta anotehéopata tng pedddou mou avantdyUnxe e€etdo Ty
evdekey s péow ouyxploewy Ye Ty avahutixr Ao, 1 onola Bacileton otov ywpeloud
TV LETOBANTOV Y10l OUOYEVEIS LOOTRPOTXOUC/ YURPONAEXTEXOUS /Y UPOUAY VITTIX0UE XUALV-
dpoug. T Ty mepintwon mo TOAUTAOXWY BOUWY, BIOTEWUATIXO Ol TELO TEWHUATIXG
YUPONAEXTEXO /Y UPOAY VTG XOAMVOPO, ETIO TEUTEVTAXE TO hoylouxd Toxéto HFSS.
Emniéov, éyive olyxplon Pe TNV TPOoQATKOS avanTuYUEVT uédodo uPBplduxic TeoBohic
(Hybrid Projection Method, HPM) yio nhextpwd peydhoue xuhivipouc.

H nhextpouoyvntixn oxédoor and didpopa avtixelyevo anoteiel Topéa peydhou
ETLO TNUOVLXOU EVOLAPEEOVTOS, HGOV 0POEE TOV EQUQUOCUEVO NAEXTEOUAYVNTIOUO, £
xaw Oexoetlec. O Adyog miow amd to evdlopépov autd elvar N cuveyNc avamTuln
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VEWV XOVOTOUWY EQPUPUOY®Y OE TOUElC OTWE 1 VOvo-@puotxy), N QWTOVIXY ohhd xau
7 OTOUBALOTNTA GAAWY EQPUPUOY®Y, OIS YO TUPEDELYUN O UTOAOYIOHOS TOU pul-
nol amoppedynone axtvoBoliog, o onolog elvon upicTne onuaciac yio eopuoYES 6TOU
CUPUETEYEL 0 avipdTivog TapdyovTag xot Teémel va dlagpuiaydel n vyela tou. g
TUEABELY O UTIOPOUKE VoL OVAPECOUUE OTL Uiot XUAVDELXY] YewueTplo umopel va ypnot-
pomoindel yia TNV TPocoPolwoY) Vavo-Boumy, OTwe YLo Topdderyto Xepaleg 1 ylot TNV
TPOGOUOlKoT eVOC avip®OTVOU YEELOU 1) TOL aVp®TLYOU XOPUOY.

O xuhwvdpixéc datdlelc amoteholy Tar Teleutadar Ypovia T0 HECO, UECK TOU
omolou €youv €piel 6TO TEOOUHVIO TANIEA EVBIAPECOVTLY PUVOUEVLY, XUPIWS GTOV
Topéa TS puTtovixic. Kdmoleg and auvtéc tig eqappoyéc efvar Tar pary vnTo-omTind UALXA,
To omolol GTOYEVOLY OE EQUPUOYESG EVEpYOU pUVUIoNG TNE Blebiuvang tou oxedaldpe-
vou x0uatog and xuhivopoug, cloaking-to-superscattering Aeitovpyla ye tnv yprion
VAV Aoy QAOTG, OVICOTEOTUXE VAVO-XAUAWBLOL Ylol AelTovpyla LTep-oxEdaong,
xUAVOPWS padLoxduata Yo Thdopa tokamak, phduion Thaopovinod pavdio péow eEm-
TeEo0 Yoy v TeoL mediou, Siepebvnom pLBUGY XOLAGTNTAC OE Doty TUALBLAL UETO-UALXWY,
ONULOUE YO NAEXTEOUAY VITIXWY LOORKY TPUTMY X.0L.

Onweg avapépdnre xot avotépw 1 YEAETN TNS OXEDACTC NAEXTEOUOY VNTIXEY
HUUGTWY omd XUAVOPIXEC BLoTdEelc xuxhixig Blatounc €xel amoteAéoel avTixeluevo
HEAETNG Yot apxeTEG BexaeTieg. (¢ ex TohTOL UTdpPYEL Wi evpela Yxdua TpoaeyYloEwy
yioo TRV AOoT Tou TEoBAUaTOS auTo) TO00 GE LOOTEOTLXA, 600 XL OE AVICOTEOTUX
ouoyevh i} oyt LA Evdewctind avagépoupe tic axdrovdec: H axpiBic Adon yio tnyv
oXEDUOT A6 OUOYEVH) XUAWVDRO oTd TNV xGVETN TEOOTTOGT NAEXTEOUY VNTIXOU X-
poatog €yel vhomoinel, xododg xon 1 axpBic Abom yio TNV ox€BAOT omd OUOYEVE(Q
yuponhexteixols xuhivbpouc. Emniéov, €yel pyehetniel n oxédoor Gotepa and tnv
TEOCTTWON NAEXTEOUNYYNTLXO) XVPATOS UTO YWVIOL, YENOLULOTOLWMVTAS Y WEXES ONOXAT-

pwtég ellotoeic. Emlong, éyer avamtuydel wa pédodog nenepocuéviv otolyelwy
Yio TNV TEP(MTWOT TNE TEOOTTWONS XVUATOE, UTO Ywvid, ot xUAVDPO.

H pédodoc 1 onolo avantiooetar oto xe@dhoo autd, Boacileton otic CFVIEs
xa emAdeL To TEOBANUA TNS oXxédaomg amd xVUAVDEOo dTay Tdve Tou TpooTinTel xddeta
éva nhextpopoyvnTixd xopa. O xOAvdpog dewpelton ot amotedeiton amd YupOnhex-
TEWb /Yupopoy VT U6 cuveyoUc petaBolrc xat udmAic avouoloYévelas, ExEL drelen
didoToom oTov dgova z xou elvon nhextexd weydroc. H avicotpornio meptypdpeton uéow
TWY TAVUGTOV TOU EXPEALOUV TNV SLATEQUTOTNTO X0 TNV EMUIEXTIXOTNTA TOU UAXOU.
Mo xawvotopio tou npoo@épel 1 Topoloa uétodog elivon 6TL TapEyEel Wa AVoT TAeouS
xOpotog, Baciouévr ot opoywvieg xuhivdpinég cuvaptioelc Bdone. o cuyxexpyéva,
ot CFVIEs AOvovtan ge tnv yerion e pedoédouv CDSE, 6nou ta dyvwota nedio ovor-
tooovtan oe tOnou Dini CVWEs M, N dwaviopato Ue Undevixr] anoxAor oL o€
actedPiha L daviopota. Erlong, eyxadidpbovton mifpwe opdoymvieg W8dtnteg yia
tic tonou Dini CVWESs evtog tou xUAvEpou, péow e xovomolnone xotdhAniwy
Wlo-e€lowoewy and ta oployota v dovuoudtwy M, N xou L. ‘Eva onpeio »Aewdi, to
omnolo a&ilel va Toviotel, elvan 1 umoBdipion Twy apywwdy CFVIEs oe éva ohvolo and
ahyeBpwéc ellodoelc. Autd amotelel 10 PoaoixdTEpo OAWY TOV TAEOVEXTNUATWY TNG
uedédou mou avanthyInxeE.

A&(Cew va onueiwdel 61u n uédodog tou avantiydnxe propel va yepiotel Slotdéelg
TOU TEPLAOUBAVOUY UAXE UE HEYAAY) AVOUOLOYEVELY, GUVEYOUC UeToBOoAT, b0V apopd
TNV BLAMEQUTOTNTA XOU TNV ETUOEXTIXOTNTA, CUUTEPLAOUBAVOUEVGY X0l TWV AVIOOTROTLXY
Vhxayv. Evog e€avtinuixdc aptduds eEAEYYWY TV ATOTEAECUATOV TpayUaTonolelTa
npoxeévou vo emPBefonwiel n optdtnTa TNE Hedddou, mpdyua To onolo emPBeBanddveTan.

Y10 tpito xe@dhoio avantiooeton pla UEY0oB0C YLol TOV UTOAOYIOHO TWY XAVOV-
IXOTIOUNUEVLY XUPATORLIUWY ATOXOTNE Yiol TNV TEPIMTWON XUXAXWDY XUPATOINY OV, OL
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omolot €youv LAXE UeYEANG AVOUOLOYEVELNS OTO ECWTEPIXG TOUG, ToL OOl €Y 0LV YUEO-
Teomxd YoapoxtneloTixd. H pédodoc auty Basiotnxe otnv CEVIE, énwe xau 1 avtio-
TolyT Tou Yenowlonotjinxe oto delTEPO xeEPAAO. Ol XAVOVIXOTONUEVOL XUUOTAPL-
Yuol mpoxdntouy we pileg wog determinantal e€icwone n onola npoxintel and v
Aoom twv CEFVIEs pe v yeron twv CDSE avantuyudtoy, émou ta dyveota medla
070 €E0WTERIXO TOL XVAIVOEoU avantiocovta oe opdoyhvie cuvoptioelc TOnou Dini.
Ipoxewévou va AdBoupe umddn pog v optaxt) cuVIxXY GTo GUVOPO TOU UETAUA-
Ax00 TOLYOUATOS TOU XUAIVOEOU, XATAOXEVAGTHXAY DVO TPOTOTONUEVES CUVAPTHOELS
Green, ol onoleg avantOyOnxay o€ BLUVUCHATIXES XUAVOPLXES XUUOTIXEC CUVAPTH-
oelc xou oL onolec ewwdyovtar otov mupriva twv CFVIEs. Autéc ol tpononoinuévec
ouvapthoelc Green xotaoxevdloviol U€ow NG emBolng, atny duadixr pop®t, TnNg
IXOVOTIOINONG TWV NAEXTEIXMY CUVOELOXWY CUVINXOY GTO GUVOPO TOU UETOUAALXOU
xupotodnyov. Ov CDSE oe ouvbuaoud Ue Ti¢ tpomononuéveg cuvopthoelc Green
EMTEETOUY TOV UVUAUTIXG UTOAOYIOHO TV OAOXANEWUATEOV ot TNV UTOPBEYUoT TwV
CFVIEs oe éva cUvolo and alyefpixéc eliotoec. Ev ouveyela mpaypatonoieiton
eZavTANTIXOC ENEYYOC TV omoTEAECUATWY, UE oxond tnv e€axplBwon tng opddTy-
Tag e pedodou mou avamtOydnxe. o Tov Aoyo autd, dpyind, XATACHEVIGTNHAY OL
ANooelc vyl TV e€oywYT] TV XOVOVIXOTIONUEVWY XUUTHpLldU®Y oTNny Tep(nttwor tou
OUOYEVOUE YUROTEOTIXOU XUPATOBN YOV, H€ow TN UeYOB0L TOU YWEIoUo) TwV UETAUBA-
ntov. “YTotepa, yenowwonojinxe to Aoyopxd noxéto HESS yio tnyv nepintwon tou
BLOTEOUATIXOU LOOTEOTUXOU XL TOU TELO TRMUIATIXOU YULONAEXTELXOU XUUATOONYOU.

H e€ayoyn twv xupatopuduoy omoxomng ¥ TV cUYVOTHTOV anoxonig, €xel
TOAD ey AN mpotixt) onpacia yior T oxedloor TANIOEUS UXEOXUUATIXGDY GTOLYEWY.
Evbewctind, xdmolec and Tig TEoxXTxES eQUpUoYEC OTou elval amopoltnTy 1 YVeon
Toug elvon oL ToA-cuyvotixol popgpotponeic (mulifrequency transducers), o @iltpa
8o pududv (dual-mode filters), ot mohunhéxtec nov otnpilovion 6e xUXALXOUC XU-
patodnyolg, ol dupéteg x.o.  Enlong umopodv vo yenowlonowndodv yia thy avdm-
TUEN oToLYElWY OB YNONG amd YETA-UAIXA, To oTtola €Y0UV 0BNYNOEL GTNY UEIWOT) TWY
CUYVOTATWY ATOXOTNG Xl GTNY BLAB0CT XVUATWY XETw And TNV CUYVOTNTA OTOXOTNC
(below cutofl), oe xuxhixolc xupaTodnyolc TOU ATOTEROUVTAL Od UETAU-UALXS.

Avti n tepdoTior oA EPUPUOYMY, TOU ATAUTOUY TNV YVOOT! TV XUUOTOL-
WuoV anoxonhc, €xel we anotéheoua v Umoplrn wog extevols Bihoypaplac, 1
omolot UeAeTdEL TO oVTIXE(UEVO aUTO Xou emOUEVLE TNV Umopdn mAndapos uedoduwy
nou avtupetwnilouv auté 1o tEdPAnua. Ou pédodol autéc apopolV LooTpomixd xal
AVICOTEOTIUXE, OUOYEVY] XOL OVOUOLOYEVY] UALXAL.

‘Onwe avagpépdnue xar avoTépw, 0TO XEPIAMO AUTO AVUTTUCOETOL Wil U€Yodog
Y10l TOV UTIOAOYIOHO TWVY XAVOVIXOTIONUEVKY XUPATOELIUMY anoxomhc, N onola otnpile-
ton otic CFVIEs. IIépoy tng xataoxeuric Tov Tpononoimnuévwy ocuvapthoewy Green,
YL TNV IXAVOTIOINGT) TWV 0L @Y GUVINXOY ToU ETBEAAEL 0 UETOAMXOS XUUATOON YOS,
o&(let va onpetwdel 6Tt emtuyydveto unoPdduion twv CFVIEs oe cUvola and alye-
Bewée eglowoelg, ta omola dlapépouy and auTd Tou TEoExuPaY 0TO BEVTERO XEPIANLO,
Aoyw e Omapdne twv tpomonouévey cuvapthoewy Green. Emiong, n pédodoc
TOU aVOTUYONXE EMITEETEL TOV UTOAOYIOUO TWV XOVOVIXOTOLNUEVWY XUUTOELIUMY
anoxomfc, TGOO0 Yol YUROUOY VITIXG,/ YUPOTAEXTEIXE UMXE e UPNAY ovOpOLOYEVELD,
600 %ol Yo UALXE TOU TIEQLEYOLY BLIGTIORG.

Y10 tétopTo xe@dhato NG mapovoac Sbaxtopixic Slatelfrc avantiooovTol
ACUUTTOTIXES EXPEACELS XAELGTAS LOPPNC YLOL TOV UTOAOYIGHUS TV ULYOBIXOY CUVTOV-
louodv twv whispering gallery pududv (WGM), vy tny mepintwon tou opoyevolc
YUEONAEXTELXOU XUXAXO0 cuvTovio T ameipou prxouc. Emmiéov, yivetan eméxtaom
g uevdoou VIE-CDSE, mou nepleypdgnxe ota meonyoUuevo XEQEAM, oUTOS WOTE
vo unoo tneilel Ty npoBiedn twv wryadixdy WGMs yiod cuvtovio tég mou anoteholy-
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TaL omd YUEOMAEXTEWXA LAXA LUPNATC avopoloYEvelag ot ouveyolc uetaforric. Emi-
Théov, ol Blavuopatixég opdoynvieg xugatoouvapthoelg e VIE enextelvovton, péow
OCUUTITWTLXOV EXPEACEWY XAEWOTHC HOPYHS, KOTE Vo UTooTNeilouv Toug HeYdhoug
delxtec twv eumhexdpevev CVWEs. Me autd tov tpomo ol Bo-Bdoeilc mou ypetdlov-
Ton yioe Ty enflvon tng VIE Sev €youv aprduntinég actdieieg oy eumhéxovon ToAd
peydhot deixteg otic ouvopthoeic Bessel. Ou piyadixol cuvtovioyol mou npoxintouv
and T AOLUTTWTIXEC EXPPACELS XAEGTAC HOPQPTC, Yia TNV TERITTWOY TOU OHOYEVOUC
YURONAEXTELXOU CUVTOVIGTH, X xou aUTéEG Tou meoxdnTouy and Tic VIE yio éva
oTPMUA LAXOU, cuyxpivovtar Pe Tic wryadixée pilec mou e€dyovton amd tnv aptduntixn
eniluon Ty yapaxtnelo Ty eglotdoewy twv TE/TM pududv, nou npoxintouvy and
NV YEY000 YWELoHOD TKV UETABANTGY, YPNOHLOTOWVTIS TEXVIXEC EVPECTC ULY OBV
elav. Ev ouveyela napatidevtar ol utohoyiopol yio tny nepintwon toAd yeyding téé-
ewg ouvtoviopwy WGM ,yia xukivdpixolc cuvtovio tég mou ouvtidevtal and opoyevh
X0l OLVOUOLOYEVY] UAXE.
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Fuyaplotiec

H mepdtwon authc e Sboxtopxic SlateBric onuatodotel To Téhog g paxedq
TepLdoL wou we untodriglo Siddxtopa. H Siadpopr autr dev ftay otpwuévn pe podomé-
Taha o o€ xoplor tepintwaon dev Yo uropoloa va €xw goavtactel, 0UTe aTo EAGYIOTO, T
Yo wou empbhace 1o ToEldL autd. Kortdvtag mlow, Yo 1o yapaxtiplo wg éva Tpevixt
To omnolo o TEpVdEL amd Bldpopa PépY), GUOPPA XL U], UE DLAPORES TaYVTNTES, Amd
TOU PWTOC €W TOL Callyxaplol, Ue Bldpopeg VYepuoxpacieg, amd Tou HAoU €S Tou
ayavolg dlacthuatog. Tdpa mou 10 ToEidL €@Tace 6To TENOC TOU, UTOPE VoL L YETH
BePoudtnroc, evidvovtag Tic xouxxideg mpog ta tiow, 6Tl Ghec auTéC oL doxwpaoles elyay
WS ATDTEPO GXOTH XYTL TOAD PeYAhOTERPO amd TNV andxtnoy evoe axdua ttuyiou. To
BlacOBeuya dev Ntay dAAo amd 1o va Yvepiow xahbTepa tov eawtéd wou! ‘Oleg autég
oL doxwpaoieg e avdyxaoay vo oxddw Baditepa péoo Lou xar vor avoxahie xpupés
TTUYEC HOL, TV oTolwy ayvooloo Thipwe axoua xow Ty Uropér. Ilapdtt mohhéc amnd
awtég Ti¢ doxpaotes Yo Hleha vo Tig €y amo@lyel, TAéov YVwpllw to Hetnd avtix-
TUTIO TOL Aoy ETEVL You yopdlovtoc” ue aveditnia. Tépa dpwe amd Tic mpaxTiné
OVOTNTES, TIC VEWPNTIXEC YVOOEIC %ol TO TVEUHATIXE po Tou uou déUnxay, To
Tag{dL auTd pou empbAacoe TN yYvwetuio ue avipdtoug ol omolol eTEdpacay TaVEL LoU
HE TEOTO xaJopLoTIXG %o LOVABIXS. XE aUTOVS, XIS Xl GE GAOUE TOUG GAAOUS TTOU
pe othpli€ay ot auté To TaEidL, xou oty Lwh pou, Yo Hielo vo aplepthow Ty Topodoa
StatpBn.

ABwamparypdteuta v meodTn B€om, doov agopd toug avdpmnoug mou FEAW va
gLy PO THOW and to Badn TN xoEdlde pou, xatéyel o emBAEnOvVTUC xonyNTHC HOL X.
Iwdvvne Pouuehdtng, o onolog ye miotede diywe va €xel xdmoto ouyxexpiévo Aoyo
va 10 xdvel. Eugaviotnxe wg udvva €€ ovpavol xou e EByoke and pla mdpa TOAD
dUoxohn Véorn otny onola Peloxduouv excivy TNy dedouévn yeovin otiyur. Xoplc
neplooeta unePPBolT], unopd va Tw OTL, N mopoloo didaxTopxr] dlateBY| anotelel éva
anéoToyUo TNS XahooUYNG Tou, TNg xohoolvng ou anonvéel évag AAYKAAOX, ye
Oohn Ty onpaocta g AENg avtic. H npdén tou auth avantépwaoe Ty tiotn oTov £autd
gou ahhd xan oto avdpwnivo edog yevixdtepa. EAnilw n mnopela pou va cag xdvel vo
virdeTe, €0t xou ehdylota, dixanwpévos. Yog elpon oaudvior udypeoc!

Yy ouvéyewa Yo Hieha va avapepdcd 0Tov GTEVOTUTO GUVERYETN WOV, Xt XAT
eué giho, Ap. I'pnydelo Zolpo, o onolog anotéhece yévtopa pou xodAn T Sdpxeia
e exndVNoNe TN ddaxtopixic wou diateric. O tpdnoc mou pe nieoe vo ouielw 6ho
%ol TEPLOCOTEPO, 1) oaeTaxivnTy emdupial TOU Yo To TEAELD, 1) CLUVEYOUEVT OTHELEY OE
OhoL Tl TEOBANUTA TOU TROEXUTTAY, Ol AUCELS TOU OE TPOBAAUTA TOU UOU (QOUVOVTOU-
OOV AMPOCTENAGTA, XIS Xl TOMAG GANAL, e xotdpLoaY TGO WS TEOS TNV TEOCEYYLOT
oL OTOV ENAYYEALOTIXG Topéa ahAd xa YEVIXOTERR ooy dvdpwro. You efyon yio tévTa
EVYVOUOV!

Yto onuelo autd Yo ko vo euyoploThHoL Wlatépwe Toug glloug uwou Nixo
Avayvdotou, Anpriteio Koloouha xa Iedpyio Bapopévtln, Siot Siadpopdtiony xa-
YoploTixd pOhO GTNV AMOPOETION XOL THY UTOC THELEN OV OTIC OTLYHES TTOL Tal TTEdry-
ool onvovtovoay ‘oxotewd. ‘Hoootav exel o dheg Tic otryuéc xon toté dev oAAdEate
TNV CLUTERLPOES cag amévavtt wou. T'a mévta dinha coc!

Emniéov do el va expedon éva tepdotio EYXAPIXTQ otoug gpihoug pou
Xeroto Hoamaowtneiov, Mdpio Aouxd, ‘Avva Poluxou, I'dvvn AleZémovho xou EXévn
Fewpylomoblou yia Tig eUydpLOTES Xt eVOLpEpouces GULNTATELS KOG, Yo Tave o'dAaL
YLt TV dveu bpwv xotavdnor xat Ty oThelEn Tou You tpoc@épate. EAnile va eipacte
pihol éwg ta Bahd yepduota. IIdvta otny diddeon cog!

Aev Jo unopoloo va uny avapépw TLC anépavies EUYAPLoTiEg Lou oTov xodnynT



Twv padnuotixey pou x. Avdpéa KoadAr, tov onolo dewpd péhog tne oixoyévelag
pou. Me Ttov TpéT0 cou xaodrynoes, epéva xaL TOV aBep(PO oL, GE UOVOTATIA TOU
dev Moy, pouvouevixd, TAacuéva Yo epdc. Adoxale, cou elgon amdAUTO EVYVOUWY
vl TNV yevvouodwpela cou amévavtl Jog, xaddg Xo Yol TOV TEOTO TOU UG EXUVEG
vo. BAémoupe tov x6ouo xon toug eowtolg dag. Emlong Yo Hieha vo euyaplotiow
™y xadnyhTels v godnuotixody you, oto Anuoxpitelo Havemotiwo Opdxng, xo.
Apohior Metuopidou 8i6TL 0 TpéTog ou Ye éuode var avTHETWT(w TNV EMOTAUY, TOUC
vlpOTOUE XAt TOV EAVTO HOU PE CUVTPOPEVEL Ews onjuepa xou Enane xodoploTind pOho
otnVv e€ENEN povu. Log euYAploTE aupOTEROUS Yo Ohal!

Ev ouveyela, Yo Hleha va expedow Ty aneptéploTn euyVeUocsiv UoU GTOV T.
I'epBdoio Tov Xwwvonetpltn xa tov . Tiwddeo Ayyelr. Tig oyéoeic autég dev pmopdd
VoL TIC yapoxtnplow Tuyalec” ahhd, otov avtinoda, Yo tic yapoxthela Ocdotarteg. O
Oeb¢ cag pavépwaoe ato ddfa Hou TNV XATIAANAY oTiyur| xan Bondfoate ta péylota
TPOXEWEVOL VoL OLVEYIoW WE To TéAog TNg dladpopnc, ue tlotn xou unopovy. Ebyouo
0 Oebdg va coc oxendlel xan eAmilew M oyéon auth vo Swtnendel avollolwtn cTov
YEOVo. Audvia Uy VOUOV!

Io to téhog dgnoo toug Tpeelc muAmves e Lwnhg wou, Ylpw and toug omoioug
Exw ytioet, xou Yo cuveylow va ytilw, avelapthtwe Twv neplotdoewy. Tov mpwto
VARGV anoTeAel 1 untépa pou, Mopla PAmdpou, 1 omola xUELOAEXTIXG aPLEpwOoE OAT
e v Lwh oty avatpo@r xou TNy oThplEn twv taudldv e, Mopd, 1 aydnn cou
%ol 0 Gveu oplwyv uoydoc mou xatéBathes xadnuepvd yiow vor unyv poc Aeldel tinota
uog €xel xadoploel ohoxhnpntd. Eneidr dev undpyel TpOTOC Vol GTO 0VTOMOBOGOUUE,
naoyilovue amhid vo cou del€oupe 6Tl 10 xotardBope. O deltepoc TUAGVAC apopd
Tov adeppd pou, ANEEavdpo Kdtowo, o onolog anoteAel Tov xahltepo pou gilo, to
(Voo xou TOV TPOOTETN Wou, amd Ta Toudixd wou ypovia!  ArEEavdpe, Omwe Exw
Eavarmel, anotéhecec To maryolpauoTixnd yia Tov dpdpHo auTéd ToL EYOUUE Yopdet xat
eloan autédg mou ue mopéoupe o auth TNV Teer Swdpour. Tov tplto mUAGVA NG
Lonc pou anotehel 1 obvtpogoc pou Mapio Pagavtdvn. Moapdxt gou, n utoyovy cou,
0 YAeaxX THEAS GOV, 1) CLWTNAY UTOGTHELEY GOU XAl 1) ETLLOVY) cou oTo Bddoc Tou ypdvou
Bev unopolyv va meplypagoly and Adyla. H omowadrnote npoondielor var to exppdow
amhee Yo tor Exove var Ydoouy xdtL and Ty o&la Toug. Aldviol dxde cog!



The basic difference between an ordinary man and
a warrior 1s that a warrior takes everything as

a challenge while an ordinary man takes
everything as a blessing or a curse.
— Carlos Castaneda
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Chapter |

Implantable Antenna
for Biomedical
Telemetry
Applications

The rapid evolution in the field of electronics enables the development of small
electronic medical devices, suitable for implantation inside the human body. The
size of Implantable Medical Devices (IMDs) is critically dependent on the size of
the antennas integrated into the device and enables wireless communication with
external monitoring/control equipment [1]. Moreover, the design and fabrication of
miniature implantable antennas is a challenging task due to the rather low-frequency
range that has been dedicated worldwide for this kind of application (MedRadio,
401 — 406 MHz). Nevertheless, MedRadio provides several advantages, including:
(i) low noise, (ii) low attenuation, (iii) sufficient penetration inside human tissue,
(iv) low power electronics, (v) cheap electronics and (vi) worldwide availability.
Apart from MedRadio, the ISM band (2.4 — 2.5 GHz) can be used for biotelemetry
purposes providing higher data transmission rates with shorter distance range than
MedRadio by virtue of higher attenuation [2]. In most cases, IMD devices are pow-
ered by an integrated battery, which presents several disadvantages, such as limited
lifetime and the need for replacement usually through a new surgical procedure. In
order to extend battery’s lifetime, several approaches have been proposed, including
energy harvesting from air flow, glucose oxidation, muscle movement, etc. [1]. An
alternative way to reduce energy consumption and prolong battery life is the use of
wake up/sleep signals every time data transmission is necessary. A signal in the ISM
band is sent to the device as a wake-up signal and the data is transferred using the
MedRadio band. Moreover, great attention must be taken to the design procedure
in order to satisfy the SAR limits and preserve patient’s safety.
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1.1 Introduction

In body medical devices have been attracting high scientific interest for the last 20
years in a variety of medical applications for prevention, diagnosis and treatment as
they are superior to wearable medical devices. The reason behind this fact is that
the wearable medical devices receive signals that come from outside the body while
the implanted ones can be placed inside the human body and by that broaden the
number of the existent applications and moreover the development of novel ones. In
body medical devices have two main uses [3]: (1)As sensors to monitor the function
of organs or parameters of the body. (2)As stimuli or, equivalently, Functional
Electrical Stimulation (FES) systems.

We can divide the in body medical devices into three major subcategories
based on how they are introduced into the human body, those categories are:
(1) Implantable devices, which are inserted into the body by performing surgery
[4]. Typical examples of implantable devices are the sensors that are monitoring
physiological signals such as intracranial pressure [5], body temperature [5], blood
pressure [5], blood glucose levels [6], etc. Also, implantable devices can be used as
stimuli and typical examples of this category are the pacemakers [7], the restoration
of limb movement (8], the control of bladder function [9], the restoration of vision
[10], etc.
(2) Swallowable medical devices, which are in the form of a capsule and can be easily
consumed by the patient as a pill [11]. One of the most common ingestible device
is that of wireless endoscopy that is used by doctors when is needed to examine the
human intestines. Nowadays wireless ingestible devices can perform more compli-
cated functions leading to new applications such as the monitoring of the body’s
response to drug therapies and at the same time may inject drugs targeted along
the gastroesophageal tract.
(3) Injectable devices, which are inserted into the human body through needles by
a minimally invasive procedure and perform sensory and neurostimulatory func-
tions. A wide variety of applications will use injectable medical devices and many
inventions will come in the future because those devices are very recent [12].

implantable

ingestible

Figure 1.1 Implantable, injectable and ingestible medical devices for wireless
biotelemetry purposes [3].
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When we use the term telemetry we mean the remote measurement and re-
ception of data of any kind. The data is measured at the point of interest and are
transmitted through the telemetry system, in most cases an antenna, to a remote
receiving station consisting of an external monitoring and control device. That kind
of systems are used in a wide variety of applications starting from tracking a car to
tracking rockets and aircrafts. But, in the case of medical telemetry we refer to the
remote transmission of signals/data that are extracted for medical purposes. So,
a key element of the operation of in body medical devices, that makes them very
helpful, is their ability to communicate with external base stations. These base
stations may be external monitoring or control devices and the extracted data can
be used by the doctor for diagnosis and treatment. In the case of in body devices,
the base station may be located on or within walking distance of the patient.

Medical telemetry can be a two-way system, i.e. the device in the body can
send data to the external base station but also receive data from it. So, the commu-
nication between the external base station and the in body device can be categorized
as:

(1) Upper link, the transmission of data (measured physiological signals) from the
body to the external device.

(2) Down link, the transmission of data from the external to the internal device in
order to modify some of the parameters of the implantable device. Such actions are
very useful because can help the medical device to have the best possible effect in
the case of stimuli use.

Before the arrival of the miniaturized antennas, inductive couplings were the
most common way of achieving medical telemetry for in body medical devices.
These are wireless connections formed between two mutually coupled coils, one
inside the body and one outside the body [13]. Nevertheless, inductive couplings
have significant weaknesses, as listed below:

(1) Low data rate (1 — 30 kbps).

(2) Very limited communication range between in-body and external devices (less
than 10 cm).

(3) Low tolerance to relative position and alignment of coils (high sensitivity).

Because of these significant drawbacks, research interest today is focused on
wireless body telemetry of medical devices through antennas. The patient’s in-
body devices communicate bi-directionally with an external base station. Some of
the functions that the base station can perform are:

(1) Post-processing of received data and decision making.

(2) Warning the patient of a significant medical event.

(3) Notification of other implantable devices for injecting a drug.
(4) Save locally received data for future post-processing.

In body devices are a very important innovation in the field of medicine capable
of improving the quality of patients life, as it allows the immediate and continu-
ous reception of data through sensors and therefore the immediate recognition of
deviations of this data from normal values, or introduction of innovative therapies
through targeted, intrinsic stimulation or infusion of drugs.

A wide variety of frequency bands for in-body medical devices have been used
from time to time, with the most common being the Medical Device Radio Com-
munication Service (MedRadio) at 403.5 MHz (401 — 406 MHz) and the Industrial,
Scientific and Medical (ISM) band at 2.4 GHz. Choosing the right operating fre-
quency band is not an easy task because it involves many restrictions in the design
process of the antenna and also to the data rate of the communication. A key
advantage of the low frequency bands that makes them more suitable for these ap-
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plications is the lower losses in biological tissues. For example, frequencies in the
order of 3 — 5 GHz impose an attenuation of 20 — 30 dB for every 2 cm of biologi-
cal tissue. In practice, swallowing antennas mainly use high frequencies to achieve
better transmission, better image resolution and smaller layout.

Wireless data transmissions, including wireless telemetry for in-body medical
devices, can also be performed in unlicensed bands of the electromagnetic (EM)
frequency spectrum. However, unlicensed frequency bands are not common in all
countries.

1.1.1 Medical Device Radio Communication Service (MEDRADIO)

A huge problem that biomedical telemetry applications were facing until the begin-
ning of the century was that no frequency band was exclusively dedicated world-
wide for wireless biotelemetry. This problem solved in 1997 with the recommenda-
tion SA.1346 of the International Telecommunications Union-Radiocommunications
(ITU-R), which defined the frequency band 402.0 —405.0 MHz exclusively for Medi-
cal Implant Communications Services (MICS) [14], [15]. The MICS zone was defined
for two types of applications:

(a) Communication between an implantable medical device and an external base
station.

(b) Communication between medical devices implanted within the same human
subject.

The MICS band supported simultaneous transmission of ten (10) channels
with a maximum bandwidth of 300 kHz per channel. In case the wireless medical
telemetry system uses different operating frequencies for the upper and lower cou-
pling, then the cumulative bandwidth of the two transmissions should not exceed
the value of 300 kHz. This means that in order to achieve high transmission rates
only one device transmits at a time. Due to the growing needs of new applications
in biomedical technology ETSI (European Telecommunications Standards Institute)
increased the MICS band by one MHz on each side and designated the MICS/MEDS
band, where MICS maintained the central frequencies 402 — 405 MHz and the re-
gional extensions of the zone are referred to as MEDS. Also, in May 2009, the FCC
(Federal Communications Commission) similarly increased the MICS bandwidth
and renamed it the Medical Device Radio Communication Service (MedRadio).

Another key parameter that we have to keep in mind all the time is elec-
tromagnetic interference. In order to avoid that problem a maximum permissible
equivalent radiated power (ERP) was set. More specifically ERP should not exceed
25uW. Equivalently, the maximum field strength in any direction shall be equal
to, or less than, the maximum intensity, in the same direction, of a tuned dipole
supplied with a power of 25uW. The ultimate goal is the simultaneous telemetry
of multiple implantable medical devices in the same space avoiding any effect of
electromagnetic interference in the transmissions of the Meteorological Service Aids
(MetAids) zone that takes place in the same frequency band. The standard coverage
radius of MedRadio-MICS/MEDS band medical telemetry systems is 2 m.

1.1.2 Industrial Scientific and Medical (ISM)

ISM bands were originally reserved internationally for non-commercial uses of the
EM spectrum related to Industrial Scientific and Medical (ISM) applications. How-
ever, several of the ISM bands are currently used for commercial applications, as no
government approval is required. The most commonly used ISM band for wireless
telemetry of implantable medical devices is the 2400.0 — 2483.5 MHz band. Accord-
ing to ETSI EN 300 328, the maximum active radiated power in this zone should
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not exceed —10 dABW (100 mW). At least fifteen different, non-overlapping channels
may be used in the available frequency range.

The fact that ISM bands concentrate a large amount of interest is because of a
key advantage that are providing. That key advantage of ISM bands is the increased
bandwidth, which allows high-speed data transmission, so video transmission can
be supported in this band. The cause behind this fact is the high frequency that
the communication takes place. In addition, the penetration of EM radiation into
the human body in the ISM bands is much lower than that in the MICS band, due
to a higher operating frequency and therefore higher attenuation that leads to much
lower penetration depth. For example, at a frequency of 2450.0 MHz it is stated
that the depth of skin within muscle tissue is equal to 22 mm. On the contrary, at
a frequency of 403.5 MHz the penetration depth is equal to 52 mm. Those benefits
does not come without a cost. The most important disadvantage of ISM bands
is the realization of various simultaneous transmissions in these bands leading to
serious issues of EM interference.

1.1.3 Wireless Medical Telemetry Services (WMTS)

In the USA Wireless Medical Telemetry Services (WMTS) zones have been assigned
for remote patient monitoring. The main advantage of the WMTS frequency band
is the large bandwidth that offers for wireless telemetry applications of implantable
medical devices. Indicatively, it is stated that in the WMTS 608.0 — 614.0MHz
band, four channels with a bandwidth of 1.5 MHz each are allowed. Another key
advantage of the WMTS bands is the lack of interference due to the fact that this
band is completely dedicated to medical telemetry applications, so these devices
are protected from other sources of EM radiation. On the other hand, the main
disadvantage of these bands is that there are not available in countries outside the

US, so any device that is designed to operate in this band cannot operate outside
of the USA.

1.2 Challenges of Implantable Antennas and Miniaturiza-
tion Techniques

The design of an antenna that is meant to be implanted inside the human body has
a plethora of challenges. The most important challenges associated with in body
medical devices arise from the fact that they must be small in size and do not oc-
cupy a large volume in the body as well as that they are in contact with the human
tissue, so they must be strictly biocompatible in order to prevent rejection of the
implant and short circuit of the device. Some of the most important challenges that
we have to overcome in order to successfully design an antenna are listed below:
(1) Biocompatibility in order to preserve patient safety from rejection of the im-
plant.

(2) Miniaturization of the implantable antenna in order to be feasible to be im-
planted inside the human body.

(3) Low power consumption in order to extend the battery’s lifetime and prevent
any unnecessary surgical operation for the replacement of the battery.

(4) Far-field gain which indicates the radiation characteristics that the receiver
should have in order to achieve a reliable biotelemetry communication.

(5) Specific absorption rate (SAR) values that comply with the IEEE standards in
order to ensure patients safety.

(6) Adequate bandwidth in order to ensure the stability of the performance of the
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implantable antenna.
On this, it is noted that the most widely used antennas in the body are microstrip
antennas due to their high flexibility in format, their design and the results achieved.

1.2.1 Challenges and Solutions

Implantable antennas must be biocompatible in order to ensure patient safety and
prevent possible rejection of implantable medical devices from biological tissues.
Another key problem that the antenna’s biocompatibility solve is the avoidance of
short-circuits. The implantable antenna includes metallic parts that are responsible
for the radiation, so the designer has to ensure that those parts will not come in
direct contact with the conduxtive biological tissue of the human body. Moreover,
the biocompatibility and prevention of unwanted short circuits are particularly crit-
ical in the case of antennas intended for long-term implantation. There are two
methods by which we can ensure the biocompatibility of the implantable antenna:
(1) Use of biocompatible substrate-superstrate: The most common method of ensur-
ing antenna’s biocompatibility and avoid any short-circuit is the use of biocompat-
ible materials as substrate and superstrate [16]. Common biocompatible materials
are Teflon, the macor and ceramic alumina (e, = 9.4, tand = 0.006) which is used
in the proposed antenna design [17]. It is important to emphasize that ceramic
dielectric layers material is not easy to engrave and cut.

Figure 1.2 Dual band implanable antenna fabricated with biocompatible mate-
rials [16].

(2) Another possible way to achieve the desired biocompatibility of the antenna is
encapsulation with biocompatible material. More specifically, we use a thin coating
of low loss biocompatible material in order to physically separate the implantable
antenna for the biological tissue [18]. The most used materials for the use as biocom-
patible coatings are zirconia, PEEK and elastometric Silastic MDX4-4210 [18],[19].
In the literature zirconia is considered as the most appropriate candidate due to
its electrical properties. From an EM point of view zirconia is the optimal bio-
compatible coating material because of the high value of relative dielectric constant
(er) and the low value of tangent losses (tand) limit the near field of the antenna
within the biocompatible coating layer, and significantly reduce power losses. On
the other hand, PEEK and Silastic MDX4-4210 elastomeric are significantly easier
to prepare and handle but does not have great performance, from electromagnetic
point of view. An important design factor of the antenna is the thickness of the bio-
compatible coating, because changes the environment that the antenna is operating
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and of course its performance characteristics. The search for the optimal value of
the thickness of the biocompatible coating is crucial in order to reduce power losses
but we have to bear in mind that there should be no unnecessary increase in the
antenna’s dimensions.

Figure 1.3  Silicone and the antenna encased in the silicone [18].

1.2.2 Miniaturization Techniques

Another key challenge that we must overcome during the designing process of an
implantable antenna is the large volume of the antenna. Recent developments in
the field of electronics science have led to a significant reduction in the dimensions
of implantable medical devices. A typical example that shows that need is an
implantable artificial retina device. This device must be small enough to fit inside
the human eyeball (12.5 mm radius). However, the dimensions of traditional half-
wavelength (A/2) or one-quarter wavelength (\/4) antennas in the frequency bands
designed for implantable medical device telemetry, and in particular in the low
frequency MICS band, make it impossible to use for implant applications. Therefore,
reducing the dimensions of implantable antennas is one of the most important design
challenges.

The biological tissues in which the implantable antennas operate have a high
value of relative dielectric constant (e.g., the relative dielectric constant, €, of skin
tissue at 402 MHz equals 46.7). As it is known, as much higher is the relative dielec-
tric constant of the environment that the antenna operates, such smaller would be
the physical dimensions of the implantable antenna. But, it should be highlighted
that when the antenna is surrounded by a biocompatible coating, in order to en-
sure the biocompatibility, there is a degradation of the miniaturization that the
environment offers. The reason behind this fact is the use of low relative dielectric
constant materials as encapsulation layers. So, implantable antenna designers tend
to use of microstrip patch antennas for medical applications because they allow for
some additional miniaturization techniques. The ultimate goal is to reduce the size
of the antenna at a given operating frequency, while maintaining the required EM
performance in order to ensure a dignified communication with the external base
station. The miniaturization techniques proposed in the literature for implantable
microstrip antennas are as follows:

(1) Use of High Dielectric Constant Materials: The use of substrate and superstrate
materials with a high relative dielectric constant (eg. ceramic alumina (e, = 9.4))
reduces the active wavelength of the radiation, and leads at lower tuning frequen-
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cies, contributing to the reduction of dimensions of the antenna. However, even if
the dielectric material has high relative dielectric constant, the superstrate acts as
an isolator between the antenna and the higher relative dielectric constant biological
tissue. So, it is very important to take into account the thickness of the superstrate
that we are going to use during the design process. The best solution, therefore, is
the choice of biocompatible dielectric materials with the highest relative dielectric
constant, and thin films.

(2) Elongation of the Current’s Stream Flow Path to the Surface of the Microstrip:

14 mm

“~——>

Meander line

N

22.5mm

Feed plate

(ml)
Figure 1.4 Meandered line antenna [20].

Similarly lower tuning frequency values and therefore reduction of the implantable
antenna can be achieved with the designation of longer paths for the flow of current
on the microstrip patch antenna. For that reason microstrip antennas in meander-
like [16], spiral [21], waffle type [17], hook [22] shapes have been proposed.

Figure 1.5 Spiral antenna [23].

(3) Use of shorting pins: The addition of a short-circuit conductor between the
ground and the radiating patch of the microstrip antenna increases the effective size
of the antenna and therefore it is possible to reduce its required physical dimensions,
at a given operating frequency of the antenna. This technique works in much the
same way that a grounding plate doubles the height of a monopolar antenna.

(4) Stucked patches: Vertical stacking of two or more strips is an alternative tech-
nique to increase the length of the current path on the strips, thereby reducing the



§1.2 IMPLANTABLE ANTENNA DESIGN 9

Shorting pin
/’ Coaxial probe

Patch Coaxial prabe

Shartcut

Dielactric substrate

Ground plane
| M | ] I

Figure 1.6 Shorting pin.

overall physical size of the antenna at a specific operation frequency.

h,=0.508

£=2.2

1Ws=1

Figure 1.7 Patch stacking [24].

In general, circular antennas are preferred, with no sharp edges that could
cause injury.

1.2.3 Bandwidth

As it is easily undestood, the environment that the implantable antenna operates
affect its performance. So, biological tissues act as a dielectric load on the im-
plantable antenna, and significantly affect its EM performance. Differences in the
anatomical structure and electrical properties of biological tissues potentially alter
the implantation antenna tuning performance. These changes must be taken into
account when designing implantable antennas for realistic applications, in order to
avoid any detuning effect. Therefore, increasing the antenna bandwidth becomes
necessary in order to improve its tolerance to tuning effects.
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1.2.4 Specific Absorption Rate (SAR)

As we mentioned earlier, because the implantable antennas operate inside the hu-
man body issues related to patient safety arise. In order to avoid those problems, we
have to limit the maximum allowable power that can be applied to the implantable
antenna and therefore the radiating power. Key quantities for the study of biologi-
cal effects are the frequency of radiation, its power density (in mW/cm?), and the
rate of specific absorption of radiation (Special Absorption Rate-SAR). Frequency
and power density are easily and accurately determined. On the contrary, the SAR
index is more difficult to estimate, but is also considered the most appropriate for
the evaluation of patient safety. The SAR (W /kg) expresses the amount of electro-
magnetic energy absorbed per unit mass of tissue per unit time and is determined
by the ratio:

SAR = 2 E? (1.1)
p

where o is the special electric conductivity of the biological (S/m) at a given fre-
quency, p is the density of biological tissue (kg/m?3) and E is the intensity of the
electric field within the tissue (V/m). The value of SAR depends on:

(1) The characteristics of the radiation.

(2) The characteristics of the biological tissue.

(3) The distance of the emission source of the radiation.

(4) The biological tissue.

More specifically, the characteristics of radiation include the frequency, intensity,
continuity or not of the wave propagation and the polarization of the radiation.
In terms of frequency, as we mentioned earlier, high frequency waves are absorbed
superficially, while radio waves penetrate deeper to the inside of the tissue due to
the change of the electric properties of the human tissue with respect to frequency.
More specifically, the human tissue exhibits higher losses when the frequency is
higher. The radiation’s polarization is defined as the different orientation of the
body in relation to the wave’s electric and magnetic field directions. Regarding
the characteristics of biological tissue, its dimensions, curvature of the surface, den-
sity, specific conductivity and dielectric constant are examined. The dependence of
the SAR value on such a large number of parameters implies the highly selective
absorption of radiation by the human body.

As it is widely known, the biological tissues in their composition consist of
about 70% water. Moreover, the water molecules are electric dipoles. That means
that an electromagnetic wave can interact with those molecules by rotating elon-
gation and oscillation. Moreover, the interaction of those molecules with an elec-
tromagnetic wave lead to an interaction of the electric currents of the organism
with it. Taking all the above into account it is possible in the long term to cause
complications that are classified as thermal and non-thermal [25].

When an increase in temperature of the body is more than 0.1°C he effect is
characterized as thermal. A noticeable increase in temperature is caused by power
densities above 1mW/em?. When the human body is exposed to an electromagnetic
field, the water dipoles and other charged particles of the organism are forced to
orient in the direction of that field, and as a result, oscillate at a frequency similar to
that of the field. The kinetic energy obtained by dipoles due to forced oscillations,
frictions and collisions of charged particles with each other and with their neighbors,
is translated into heat, which tends to increase body temperature. The body’s
homeostatic, thermoregulatory mechanisms can generally immediately return its
temperature to normal levels for small changes in temperature. However, if the
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amount of heat generated exceeds a maximum permissible value, these mechanisms
may lose their ability to dissipate excess heat, resulting in an increase in temperature
in the whole or in individual tissues and organs. An interesting fact is that if the
increase in body temperature does not exceed one degree Celsius, then there is
no risk to the body, even in long-term exposure. In these effects, however, the
temperature of the tissue does not eventually rise, as the extra amount of heat is
directly absorbed by local homeostatic mechanisms, making the tissue exposure to
radiation of minor importance.

7 vim il
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5.5 Vim
50 Vim
4,5 Vim
4 Vim
35Vm [
3 Vim
25Vim |
2 Vim
1,5 V/im
I Vim

Figure 1.8 Specific absorption rate (SAR) of wearable device [26].

In contrast to thermal, non-thermal effects are those that cause some biological
effect on the function of cell components, without a measurable increase in temper-
ature (less than 0.1°C). Such effects occur at very low power densities (uW/cm?).
Non-thermal effects are considered the most important, as they are not directly
measurable with an instrument. But it is reasonable that any effects on the body
depend on whether the radiation is strong or not, on the duration of exposure of the
body to it, and on its distance from the source of radiation. The exact mechanisms
of action in this case are not yet completely clear, and according to various studies,
their etiology may lie in the relationship between the frequency of radiation and
the frequency emitted by a biological tissue. The main non-thermal phenomena are
considered to be the phenomenon of change in the flow of calcium in the brain cells
and the microwave-acoustic phenomenon. More specifically, the outflow of calcium
ions to brain cells increase when they are exposed to radio frequencies. This in-
creased rate of outflow of calcium ions has been linked to the creation of resonance
phenomena, where the frequency of radiation follows the natural frequencies of the
brain, which could potentially facilitate the development of an existing cancer or
suppress the body’s ability to fight type of cancer cells.

Thus we understand that in terms of SAR it is important to comply with inter-
national regulations that aim to preserve patient’s safety. For example, according to
the IEEE in 1999 the average SAR was limited to one gram of cube-shaped tissue at
less than 1.6W /kg, while the ICNIRP (International Commission on Non-Ionizing
Radiation Protection) limits the average SAR to 10 grams DC power is 2 W /kg. In
2005 the IEEE then adopted the ICNIRP limits for the average SAR at 10 grams
of continuous web at 2 W/kg.

The mean power absorbed by the biological tissues of the human body at the
incidence of an EM wave is given by the relation:

1
P= a§|E\2/dV (1.2)
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where o is the tissue conductivity (in [S/m]), and |E| is the intensity of the electric
field within the biological tissues (in [V/m]).

Based on the fact that the highest average SAR values are produced by the
high field strength values, we can design advanced implantable microstrip antennas,
aiming at lower field electric intensities. Efforts have been made in the literature
to understand the radiation mechanism of implantable antennas in order to modify
its design accordingly to reduce the average SAR in human tissue.

1.2.5 Gain

One of the most important radiation characteristics of an implantable antenna is the
gain. The purpose of biomedical telemetry is to transmit signals (biological signals
such as the intracranial pressure) from a device that is inside the human body to
an external monitoring equipment. In order to achieve that, implantable antennas
must emit an adequate signal, capable of being detected by the respective external
monitoring/control device, regardless of any power restrictions. Besides the limi-
tations that we have to obey as far as the SAR values, in order to ensure patients
safety, additional limits has to be fulfilled in order to avoid electromagnetic interfer-
ence. Those limits refer to the maximum allowable input power of the implantable
antenna. For example, the maximum radiated power to avoid EM interference is
set to 25uW in the MedRadio band.

Considering the power limitations that have to be fulfilled in order to avoid EM
interference, the gain of the antenna is what determines the required sensitivity of
the external receiver, in order to achieve reliable telemetry of medical data. However,
the design process of an implantable antenna is a trade-off between the size of the
antenna and its radiation characteristics because the smaller the physical size of the
implantable antenna, the greater degradation of the radiation characteristics, and
vice versa. Although low gain values equate to low radiation efficiency, compromises
in system EM performance are inevitable given the requirement for microscopic
implant dimensions.

Figure 1.9 Antenna gain.

1.2.6 Power Consumption

If the transceiver of the implantable medical device operates continuously, it will
consume a significant amount of energy, reducing the life of the device. Various
methods are available for recharging the battery with the implantable medical de-
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vice, such as the reciprocating coil method as mentioned above [27], [13]. Never-
theless, it is necessary to apply additional power conservation techniques, such as
the ability to use the telemetry link only when needed. For this purpose, a dual
frequency transceiver can be used, such as the commercially available Zarlink ZL
70101 transceiver. The system uses two frequency bands, one for alarm and one for
transmission. The transceiver remains in standby mode with low power consump-
tion (1uW), until it detects an alarm signal in the ISM band (2450 MHz). In normal
operation, the implantable medical device is powered at full power and exchanges
data. After data transfer, the device returns to standby mode.

1.2.7 Antenna Realization

Even if the antenna is properly designed in a simulation environment, the con-
structed one may exhibit different radiation properties from the designed on. This
fact may happen due to a plethora of problems that the construction of implantable
antennas are facing. One of the practical problems that may appear is in the ad-
dition of adhesive layers to connect the individual dielectric layers. Those layers
significantly affect the antenna’s tuning performance, by altering the tuning fre-
quency and degrading the achieved return loss values [19]. Additional factors that
may lead to a deviation of the simulated characteristics with the measured ones
can originate from the measuring equipment. Radiative currents may develop on
the external conductor of the coaxial power cord used to connect the antenna to
the Vector Network Analyzer (VNA), which in turn degrades the quality. of mea-
surements. Finally, an important challenge in the experimental measurement of
implantable antennas is the preparation of simulations that simulate the electrical
properties of biological tissues at the operating frequencies of interest, as well as the
experimental measurement of their electrical properties (relative dielectric constant,
€, and conductivity, o).

Three important aspects of construction are considered to mainly affect the
final behavior of the antenna.
(1) The cutting of the substrate.
(2) The gluing of the substates.
(3) The alignment of the layers.
One of the problems that arise is that these three steps are not necessarily indepen-
dent of each other. In fact, because the substrate material is quite hard and rigid, it
cannot or is extremely difficult to cut once the antenna has been assembled. Also, it
seems that some external alignment points are necessary for the assembly of the an-
tenna, which are to be removed after the completion of the construction. Therefore,
it is proposed to build a base that will help in the assembly of the antenna. This
base ensures the correct alignment between the three layers, while at the same time
it serves as a support for the antenna during the various gluing processes. Based on
the above, a proposed construction methodology would include the following steps:
(1) Photolithographic masks: photolithographic masks are prepared and printed.
The masks include a circular outline, which is used as a guide for cutting the an-
tenna, four circular marks indicating the positions of the holes that match the four
pins of the base during the assembly process, a square frame that matches its dimen-
sions base and complementary alignment marks on both sides of the lower substrate.
(2) Photolithography: the substrates required for the construction of the antenna
are etched through a photolithographic process, using the photolithographic masks
described above.
(3) Cutting the layers: a circular cutting tool is used to cut the antenna layers. The
cutting tool must have a diameter corresponding to the radius of the desired orig-
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inal antenna model. The strategy adopted is to first cut the substrate to a critical
depth, exactly as needed to hold the alignment points with the microfilm, but thin
enough to allow easy detachment without imposing too much mechanical stress on
the antenna.

(4) Antenna Assembly: the antenna is then assembled with the help of the base.
The layers are aligned and welded, while the short-circuiting pin is positioned to
connect the ground plate to the lower microfilm. The external conductor of the
coaxial cable is connected to the ground plane of the antenna, while its internal
conductor is supported at the same time on the highest and the lowest microstrip
layer.

1.2.8 FEzxperimental Evaluation

In order to evaluate the performance of the designed antenna an adequate amount
of test have to take place. Those tests are classified in two categories, the in vitro
and in vivo tests. For the in vitro tests a phantom is necessary. As a phantom
we characterize a liquid or gel material that mimics the electrical properties of a
biological tissue. It is contained in a container, where the implantable antenna is
immersed and serves as an electrical substitute for the studies. For this type of tests,
extreme attention has to be given in the creation of the mimicking gel in order to
ensure that the antenna operates in an environment that corresponds to the oe that
used during the design process [28].

Assuming that the development of the phantom is done with success, we can
proceed to the appropriate measurements. Reflection coefficient measurements are
made by immersing the original antenna inside an in vitro model-simulation and
connecting it to a network analyzer via a coaxial signal. The fabricated prototype
is immersed inside a model and measurements are taken (Figure 1.10).

(b)

Figure 1.10 (a) Antenna embedded in skin-mimicking gel and (b) Measurement
setup [16].

On the other hand, in vivo testing is using real animal tissue as an implantation
cite. The main advantage of this kind of tests is the certainty that the electrical
properties are the correct ones. Moreover the use of animal tissue samples offers an
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easy approach to the study of frequency dependence on the electrical properties of
tissues. This can be especially useful when performing measurements on implantable
antennas operating in many frequency ranges.

Despite the obvious advantages of in vivo testing the use of live animals also
presents particular challenges. The first step before the beginning of an in vivo test
is the development of a protocol. Inside the protocol, the selection of the animal,
the amount of them, the preparation, the anesthesia, the surgical procedure and
other parameters have to be determined. For this reason the in vivo tests reported
in the literature are very limited. A interesting study for the drop in the resonant
frequency of an implantable skin antenna, using mice as models, has been studied.
The antenna was surgically implanted inside the spine of three mice, followed by
euthanasia after the measurements.

Figure 1.11  Miniaturized antenna implanted in rat [18].

150 mm

Figure 1.12 X-ray images of implantable antenna in rat [18].

1.3 Briological Tissue

The human body is an heterogeneous medium which consists of a variety of bio-
logical tissues (e.g. skin, muscles, blood, organs, etc.). Biological tissues contain
both insulating materials (eg lipids) and electrical charges (e.g. ions) and can be
considered dielectric materials, i.e. weakly conductive media.
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1.3.1 Electrical Properties

The behavior of the constituent elements of matter, when is illuminated by an
electromagnetic field, leads to the characterization of matter by appropriate electri-
cal properties. Those electrical properties affect the propagation, attenuation and
the reflection of an electromagnetic wave inside and outside of matter. Therefore,
knowledge of the electrical properties of biological tissues is considered necessary
in order to understand their interaction with the incident EM waves, and to be
able to analyze the transmission and absorption of EM radiation. The exchange
of energy in biological tissues takes place either through free charges or through
bipolar molecules. In the presence of a time-varying EM field, the free charges are
accelerated leading to the development of current and resistance losses, while the
bipolar molecules are reoriented. The effects of these phenomena on the total field
strength are defined with the help of the complex dielectric constant:

€ = €€y (1.3)

where €g is the dielectric constant of the vacuum, and €, is the complex relative
dielectric constant, defined as:

"

€ = €, — J€, (1.4)
In general, the relative dielectric constant describes the effect of each material on
the electric field, while the conductivity describes the attenuation of the EM wave
during its passage through the material medium. The tangent of losses is defined

as:

tand = < (1.5)

€

and shows the component of electrical properties that mainly affects the electric
field. The relative dielectric constant (e,) and the conductivity (o) dominate the
high and low frequencies, respectively. Based on the above formulas, the complex
dielectric constant of biological tissues is calculated as:

’ N
€= coer —J— (1.6)

Therefore,/the ele/c/trical properties of materials are expressed by means of the pa-
rameters €, and €,., or €, and o, as a function of frequency. Biological tissues, in
particular, are heterogeneous dielectric materials and, as a result, are characterized
by different relaxation times. The relative dielectric constant (e,.) and conductivity
(o) depend to a large extent on the type of biological tissue and the frequency of
EM radiation, as follows:
(1) Tissues with high water content show higher values of relative dielectric con-
stant and conductivity than tissues with low water content, and consequently higher
losses . This behavior is due to the polar coordination of water molecules.
(2) The value of the relative dielectric constant decreases with increasing frequency,
from values of 105 at a frequency of a few hundred Hz, to values less than 1 at
frequencies of the order of GHz. On the contrary, conductivity increases with fre-
quency, from values of 10™* to values greater than 1, within the above frequency
range.

Moreover, an important parameter for understanding the propagation of EM
waves within biological tissues is skin depth, d. Skin depth is a measure of the
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distance within which the electric field is attenuated by % from its original value,
and is defined as:

0= p (L.7)
At low frequencies, where the values of the relative dielectric constant are high
and the conductivity values are low, the skin depth is significant and the EM wave
penetrates deep into the human body. The penetration of the incident EM wave into
the biological tissues decreases with frequency. At high frequencies, conductivity
values are high, skin depth is reduced, and propagation is limited to the surface of
the human body.

In addition, various studies have been performed on changes in the values of
the electrical properties of biological tissues. Two empirical models are proposed to
describe the experimental data: the first model contains two Cole-Cole functions,
while the second uses a Havriliak-Negami function and a Cole-Cole function. The
standard deviations recorded are in the range of 4% to 16%.

In addition, the values of the electrical properties of most types of tissues
decrease with age, due to changes in their water content and organic composition.
More recently, a systematic study has been published on the dependence of the elec-
trical properties of biological tissues on age, for a large number of tissues [29]. The
study presents measurements of the electrical properties of pig tissues of different
ages in the frequency range from 50 MHz to 20.000 MHz, recording a significant
reduction in the relative dielectric constant and conductivity with age, by a factor
of 10 and 15, respectively.

1.4 Numerical Models of Biological Tissues

Computational models are extremely helpful tools in the hands of antenna design-
ers because they provide an effective way to predict the behavior of implantable
antennas EM performance in terms of radiation performance, propagation, and in-
teraction with biological tissues. Moreover, with those tools we can calculate the
SAR values in order to ensure patient’s safety. Furthermore, they give us the capa-
bility to calculate the EM fields inside the biological tissues as well as the evaluation
of the implantable medical devices for which it is considered difficult to carry out in
vitro and in vivo experimental devices. Therefore their use is very important both
in the design and in the evaluation of implantable medical devices.

1.4.1 Canonical Models

Numerical models of biological tissues of simplified geometry (e.g. spherical or
cubic) are known as canonical models. Due to the simplicity that those models
exhibit, they can be solved both numerically and analytically with ease. The key
advantage that canonical models offer is that the are computationally efficient and
sufficient to evaluate EM performance of the systems being simulated. Any result-
ing inaccuracies come from inaccuracy in modeling, and not from inaccuracy in
arithmetic calculations but those inaccuracies can be degraded with the addition
of further information in our canonical models. Furthermore, those models are ex-
tremely valuable because the phantoms that are used in in vitro test have simple
geometries.

The literature gives a plethora of examples of regular models that have been
used in research which models the human body. An example is the rectangular
parallelepiped three-layer model that is depicted in Fig. 1.13 [30]. The model
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consists of a layer simulating fat tissue placed between two layers that simulating
skin and muscle.

Fat: £,=5.28,6=0.1 S/m

—r
iy
— 4’?’0

< 80 mm

Figure 1.13 Three-layer canonical human tissue model [30].

Canonical models have also been proposed in the literature, for the simulation
of the dielectric properties of a part of the human body. Homogeneous canonical
models are also mentioned in the literature, but they are used for preliminary sim-
ulations. Canonical models can be more accurate and closer to reality, if layers of
different tissues are present in the part of the body we want to model. The litera-
ture gives us such examples that have been used in wireless telemetry applications of
implantable medical devices. Another key advantage of the canonical tissue models
is the low demand on computing power and of course the smaller amount of time
which is necessary for the simulations to complete.

1.4.2 Anatomical Models

Numerical models of biological tissues of realistic shape, volume and composition
are called anatomical models. In order to verify the results of the performance of an
implantable medical device, it is advised to use anatomical models. Those models
consists of a huge amount of cubic elements, known as voxels, in order to simulate
human parts with great accuracy. Every voxel is assigned with appropriate electrical
properties of a specific biological tissue. The largest the amount of voxels that the
mesh has, the greater the illusion of a continuous change in the biological tissue
(for example from skin to muscle). Selecting the appropriate values of electrical
properties in each cubic element, makes it possible to accurately model specific
biological tissues and organs.

The development of anatomical numerical models is one of the greatest chal-
lenges in the field of numerical bioelectromagnetism, and today it is facilitated by
the rapid scientific developments in the field of medical imaging. Thanks to the
increase in computing power and the reduction in the cost of computing resources,
there is a tendency to develop more and more detailed anatomical structures. It is
noted that the highest complexity of anatomical models, today, reaches 50 types of
tissues, while the optimal resolution is of the order of 1 mm.

In most studies data for the design of anatomical models are obtained by
Magnetic Resonance Imaging (MRI), or Computed Tomography (CT). MRI and
CT provide images of the human body in cross sections at a distance from each
other. The analysis in each section is of the order of a few millimeters. Despite the
fact that several of the tissues are visible on MRI and CT images, the application of
segmentation techniques is considered necessary for their accurate conversion into
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Figure 1.14 Implantation site (left figure) and antenna radiation (right figure)
[31].

"tissue maps". This process is generally complex and time consuming and takes
place semi-automatically, although automatic methods have been also reported. It
is noted that even if the software is implemented for automated image segmenta-
tion, further manual verification and correction of the results are also considered
important and necessary.

1.5 Antenna Design
1.5.1 Tissue Models

The main goal of our research is to design an antenna able to operate correctly
inside the human chest, in order to be implemented in applications such as the
pacemaker. Moreover, one of our ultimate tasks was to design this antenna in such
a way, in order to operate in both MedRadio and ISM frequency bands. This task
was very demanding if we consider the very small size of the implantable antenna,
(29mm3). So in order to achieve it, a very large amount of simulations was carried
out, leading to a new, novel, antenna design. The motivation behind this demand
was the ability of the antenna to use wake up and sleep signals. This operation
gives the antenna the capability to consume power only when it is necessary, for
example when the doctor wants to extract some data from the pacemaker. Taking
into account this fact, it is easily understood that the lifetime of the battery is
expanding, leading to fewer surgical operations as far as the replacement of the
device’s battery. Furthermore, it should be highlighted that the final size of the
antenna makes it one of the smallest in the literature.

As a first step of the antenna design procedure, we considered a canonical
cubic human chest model filled with material mimicking the skin tissue electrical
properties, at the appropriate simulation frequency. Then we conduct simulations
in order to make the antenna radiate based on our demands. The implantation cite
scenario is depicted in the Figure 1.16.

The next step in the design process is to use a more detailed model of the
human chest, leading to more accurate results as far as it concerns the antenna’s
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Figure 1.15 Implantable antenna for the case of a pacemaker application.

Figure 1.16 Canonical cubic model mimicking skin tissue properties.

performance. In order to achieve that, we implement it to the previous implantation
Figure 1.16 using more layers, such as fat and muscle. It should be noted that the
size and the values of the electrical properties of each human tissue layer are in
very close proximity to the real ones [3]. So, the model that was used is depicted in
Figure 1.17.

Now that the implantation cite has changed, we conducted a large number of
simulations, in order to optimize the antenna’s performance characteristics. The
reason behind this is that the antenna is very sensitive to the environment in which
it is working. So, detuning effects are very possible to take place, leading to huge
changes in the antenna design. In Figure 1.17 the three-layer canonical human
chest model is depicted, containing the dimensions and the values of the electrical
properties of the implantation cite, in the appropriate frequency [31].

1.5.2 Simulation Software

The antennas are designed with the help of Ansoft HFSS software, which uses the
Finite Element method (FEM) and it is highly used for a wide variety of simulations
in the context of electromagnetic applications. An iterative tetrahedron meshing
is employed using automated refinement, with mesh perturbation by 30% between
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Figure 1.17 Canonical three-layer cubic model mimicking human chest.
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Figure 1.18 Canonical three-layer cubic model mimicking human chest.

each pass [32]. The mesh refinement procedure stops when the maximum change
in the reflection coefficient magnitude (|S11|) between two consecutive passes is less
than 0.02. In case that the previous condition is not accomplished a maximum
number of 20 passes is set. Also, an air box, with quarter wavelength distance
from all the radiating surfaces, is set for numerical stability of the simulations. The
central frequency of the FEM solver is 402 MHz and 2.45 GHz for the MedRadio and
ISM bands, respectively. A frequency sweep of £100M H z around those frequencies
are computed, with 25000 frequency points.

1.5.3 Proposed Antenna Model

The layout of the proposed antenna is shown in Fig. 1.19 The antenna size is
7 % 3.8%2 x 0.65mm3 In order to satisfy the requirement for biocompatibility the
ceramic alumina 99.5% (e, = 9.8, ¢ = 1.904 x 1077.5/m) is used as a lower (LS)
and upper (US) substrate and also as superstrate material [2], as shown in Fig.
1.19(a-d).

The antenna model consists of a circular ground plane (GP) (Fig. 1.19(a))
with radius Ry = 3.8mm and two circular vertically stacked metallic radiating
patches (Fig. 1.19(b,c)), with radius R, = 3.6mm. The radiating patches include
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Figure 1.19 Implantable antenna design: (a) ground plane, (b) lower patch, (c)
upper patch and (d) XZ side view.

meanders and vertical protrusions to them in order to increase the effective length
of the current flow and reduce the antenna size [1],[2]. Both lower (LP) and upper
(UP) patches are printed on ceramic alumina, with radius 3.8 mm and thickness
0.25 mm. Additionally, a 0.15 mm thick ceramic alumina superstrate layer covers
the antenna structure, in order to ensure biocompatibility. The distance between
two adjacent meanders is 0.8 mm, with constant width of 0.4 mm throughout the
design process, and the length of each one of them is shown in Table 1.1. The
number of vertical protrusions on each meander differs, as shown in Fig. 1.19, and
the distance between two adjacent protrusions is 0.8 mm for the LP and 0.4 mm for
the UP. Moreover, the width and the length of its protrusion are depicted in Table
1.2.

It should be noted that the idea behind the vertical protrusions is the ability
of the antenna to radiate in two different frequency bands. Moreover, the design



§15 IMPLANTABLE ANTENNA DESIGN 23

Table 1.1 Meander lengths of the proposed dual-band antenna.

Meander No. 1 2 3 4 5
LP[mm| 4.7 6.7 6.2 6 —
UP[mm]| 4.4 5.8 5.8 5.5 3.8

Table 1.2 Protrusion dimensions of the proposed antenna.

LP Protrusions [mm] UP Protrusions [mm]
Length Width Length Width
0.4 0.2 0.7 0.6

of the proposed antenna offers a wide variety of degrees of freedom, something
which is crucial in demanding applications such as the pacemaker or the human eye
implant. So, this design is very flexible and can be used in different applications,
which include different implantation cites. Optimization simulations are necessary
in order to find the correct dimensions of the meanders and the vertical protrusions.

Both radiating patches are excited through a 50-ohm coaxial cable (F : x = —3
mm, y = 0 mm) EZ-47. A shorting pin placed at (S : z = 2.5 mm, y = —1.5 mm),
with radius Rs; = 0.3mm, connects the GP with the LP aiding to antenna size
reduction.

As a final step we used the LPKF machine to realize the antenna that was
designed in the HFSS commercial software. In the figures below (Figures 1.20 to
1.22) the patches/layers of the antenna are depicted.

Figure 1.20 Ground plane of the proposed implantable antenna.
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Figure 1.21 Lower patch of the proposed implantable antenna.

Figure 1.22 Upper patch of the proposed implantable antenna.

1.5.4 Proposed Antenna Performance

The values of the reflection coefficients (|S11]), of the antenna in the resonant fre-
quencies, inside a three-layer human chest model are illustrated in Fig. 1.23. A
broad BW of 38.7MHz (377 — 415.7 MHz) in the MedRadio band and 69.2 MHz
(2.389 — 2.459 GHz) in ISM band is attained. It should be highlighted that the
antennas BW includes all the MedRadio band, exhibiting very low values of |S1;],
as depicted in Fig. 1.25.

Also, the antenna achieves a —55 dB and —52 dB gain in MedRadio and ISM
bands, respectively. The radiation patterns in MedRadio and ISM bands are shown
in Fig. 1.23 and Fig. 1.24 respectively. The antennas’ impedance at resonance in
MedRadio and ISM bands is respectively Znseqradio = 46.98 + 0.0645 and Z;sp =
50.22 — 0.607, which are very close to the coaxial cable’s impedance, Z 45 = 5052,
leading to mismatching avoidance and can be seen in Fig. 1.27 and Fig. 1.28
respectively.

In order to ensure patients safety, radiation of implantable antennas should
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Figure 1.23 Radiation pattern of the proposed antenna in the MedRadio band.
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Figure 1.24 Radiation pattern of the proposed antenna in the ISM band.

Table 1.3 Safety performance of the proposed implantable antenna.

Maximum Allowed Net Input Power
Model P1999 [mW] P2005 [mW]
Chest 0.2 0.7

produce maximum SAR values, that conform to the IEEE C95.1-1999 (Pjgg9) [33]
and IEEE C95.1-2005 (Paqo5) [34] safety guidelines. The maximum allowed input
power is calculated based on the worst-case scenario of the SAR distribution, which
corresponds to the MedRadio band and is depicted in Table 1.3.

In addition, a comparison between dual band implantable antennas is carried
out in Table 1.4. It should be highlighted that the majority of the dual band anten-
nas found in the literature have dimensions that may exclude them from use in some
applications where the available space is very limited, such as human eye implan-
tation. However, the antenna proposed in this work does not face such a problem
because has suitable dimensions for implantation in the human eye. Also, it is
known that the larger the antenna dimensions the better the radiation characteris-
tics. So, some antenna designs may have better characteristics than the proposed
one.
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Figure 1.25 Reflection Coefficient vs Frequency inside a three-layer human chest
model in the MedRadio band.
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Figure 1.26 Reflection Coefficient vs Frequency inside a three-layer human chest
model in the ISM band.

1.6 Comparative Study of Antenna’s Miniaturization Tech-
niques

In this section we are going to demonstrate a comparative study of the miniaturiza-
tion techniques which is used in order to reduce the antenna’s size. As we mentioned
earlier, the miniaturization techniques that are proposed in the literature for im-
plantable microstrip antennas are as follows:

(1) Use of high dielectric constant materials.

(2) Elongation of the current’s stream flow path at the radiating patch.

(3) Use of shorting pin.

(4) Stucked patches.
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Table 1.4 Comparison between the proposed antenna and antennas in the liter-

ature.
Antenna Volume | Maximum BW BW Gain Gain
Dimension | MedRadio ISM MedRadio ISM
[Ref] [mm?] [mm?] [MH?z] [MH?z| [dB] [dB]
[35] 31.5 8.75 28 88 -39 —22
[36] 49 17 74 1000 —-33 —16
[37] 152.4 12 172 350 — —
[38] 642.62 23 30 168 —-36.7 —-27.1
This Work 29 7.6 38.7 69.2 —50 —52

The combination the aforementioned miniaturization techniques during the
antenna design is a must when the goal is to reduce the antenna’s dimensions as
much as possible. But we have to keep in mind that as smaller as the antenna gets,
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a lot of parameters have to be considered. First of all, we should bear in mind
that when the antenna gets smaller and smaller it is more sensitive to detuning
effects. Moreover, the performance of the antenna is degrading, because the size of
the radiating patches is getting smaller.

In order to make the design process of antennas that intend to have the smallest
possible size easier, a comparison study was conducted. In this study we present all
the possible combinations of the miniaturization techniques, starting from a simple
circular patch antenna. It should be noted that the antenna is operating in free
space, in order to verify the real reduction that every combination provides. If
the above simulations were carried out inside a human tissue model, the dielectric
properties of the environment would lead to a reduction of the antenna, due to
the higher dielectric constant of the surrounding environment. Another detail, that
should be highlighted, is the use of Rogers3210 (e, = 10.2) for the high dielectric
constant material and the Rogersb880 (e, = 2.2) for the low dielectric constant
material. The dimension of the height in every Roger3210 dielectric layer is h =
0.635 mm and for the Roger5880 the height is h = 1.588 mm. The reason behind this
decision is that the company provides those specific materials in these dimensions
as it can be seen from their data-sheet. Last but no least, it should be noted that
the designing of an antenna for every possible combination of the miniaturization
techniques, needed a significant amount of time, because every case demanded an
antenna design from scratch, leading to exhaustive simulations and optimizations
in order to find the smallest size antenna for every case. In Table 1.5, the antennas
with the smallest size for every case are depicted. Moreover, a percentage of the
reduction of the antenna’s radius and volume is shown, respectively.

As it can be seen from Table 1.5, every miniaturization technique leads to
different size/volume reduction of the microstrip patch antenna. Moreover, an in-
teresting outcome of this comparative study is that the use of more miniaturization
techniques does not lead to a greater reduction in the size/volume of the antenna.
More specifically, in the case no.14 the antenna is designed with Rogers3210 and
a shorting pin along with meanders is used. On the other hand, in case no.15
the antenna is designed with Rogers5880 and all the miniaturization techniques are
taking place, but the no.14 case antenna exhibits lower values of both radius and
volume. An interesting extension of this study would be a comparison of the radia-
tion characteristics of all the aforementioned antennas, such as gain, SAR, efficiency
etc.
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1.7 Conclusion

The main design advantage of this antenna is that it offers many degrees of freedom,
such as the number and size of meanders and protrusions, that can be optimized in
order to achieve the desired results. So, this flexibility in the design made possible,
for such a small antenna, to resonate in both MedRadio and ISM bands. Further-
more, during the optimization process, the antenna was resonating in both bands
and in many other optimized parameter values (lengths, widths etc.) but here the
biggest BW case is presented. Certainly the proposed antenna covers the MedRadio
and ISM bands. More specifically, in Fig. 1.25 and Fig. 1.26 we can see that the
proposed antenna’s bandwidth is including the MedRadio band and a large part of
the ISM band. Finally, the antennas gain is relatively small, but it can be improved
using various techniques such as parasitic patch [39], dual feed [39] and reflecting
layer [35], [40]. As a next step the antenna will be implanted inside an anatomical
human chest model, to verify the antenna’s characteristics and performance inside
a more realistic tissue model.

In this study, a novel dual-band miniature PIFA was presented for human chest
implantation applications, such as pacemakers. The dual band design allows the
IMD to switch between sleep and wake-up modes. The proposed antenna volume
is 29 mm?® and a broad BW of 38.7 MHz and 69.2 MHz in MedRadio and ISM
frequency bands, respectively is achieved. The radiation pattern of the antenna is
omnidirectional, with maximum gain of -55 dB and -52 dB in the MedRadio and ISM
bands, respectively. Also, the antenna achieves great impedances at the resonance
frequencies, in both MedRadio and ISM bands (Zrredradio = 46.98 + 0.0645 and
Zrsy = 50.22 — 0.607).



Chapter 2

FElectromagnetic
Scattering by Highly
Inhomogeneous
Guyrotropic Cylinders
using CFVIEs

A coupled-field volume integral equation (CFVIE) method for electromagnetic (EM)
scattering on electrically large, highly inhomogeneous gyrotropic circular cylinders,
under normal incidence, is developed in this work. The CFVIEs are solved by
cylindrical Dini series expansion (CDSE) method, where the unknown fields are ex-
panded by entire domain orthogonal vectorial basis functions. The main advantage
of the present method is that it permits the scatterer to have continuously varying
highly inhomogeneous gyrotropic characteristics, i.e., the constitutive parameters
of the cylinder can be highly inhomogeneous in both gyroelectric and gyromagnetic
tensors. Initially, the two-dimensional (2-D) Green’s function (GF) is expanded
in a tensorial form using the cylindrical vector wave functions (CVWEFs). Then,
by employing the CDSE for the unknown fields, the 2-D volumetric integrals are
carried out analytically, reducing the CFVIEs to a set of algebraic equations. The
method is validated by comparisons with the exact solution based on the separation
of variables method (SVM) for homogeneous isotropic/gyroelectric/gyromagnetic
cylinders, with HFSS commercial software for two- and three-layered gyroelec-
tric/gyromagnetic cylinders, as well as with the recently developed hybrid projection
method (HPM) for electrically large continuously varying highly inhomogeneous
isotropic cylinders. Results for combined gyroelectric-continuously varying highly
inhomogeneous isotropic cylinders are presented and discussed.

2.1 Introduction

In the recent years, cylindrical structures have constituted the platform for high-
lighting and bringing to the foreground various interesting phenomena, mainly in
the area of photonics. These include the design of gradient-index lens for invisibility
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applications [41, 42|, magneto-optical materials-aided applications for active tuning
of directional scattering in single or in a collection of cylinders [43-45], cloaking-
to-superscattering operation using phase-change materials [46], radially anisotropic
nanowires for superscattering operation [47], cylindrical radio frequency waves in
tokamak plasmas [48, 49|, tuning of plasmonic cloaks with external magnetic fields
[50], the investigation of cavity modes in metamaterial rings [51], engineering of
rod-type metamaterials at optical frequencies [52], or the development of electro-
magnetic black holes [53-57].

EM scattering by cylinders, either isotropic/anisotropic or homogeneous and
inhomogeneous, was the subject of research for many researchers. The exact so-
lution for the scattering by homogeneous and stratified plasma cylinders, under
normal incidence, has been documented in [58]. Then, the exact solution for the
scattering from a homogeneous gyrotropic cylinder, also under normal incidence,
and its TM/TE separation, has been presented in [59]. Matrix formulation-based
method for homogeneous gyrotropic cylinders has been proposed in [60]. Scatter-
ing of obliquely incident waves by homogeneous cylinders was studied in [61] by
means of a volume integral equation (VIE) formulation. A finite element method
(FEM) for obliquely incident waves on inhomogeneous anisotropic cylinders has
been applied in [62] and numerical results for homogeneous structures have been
presented. Circular homogeneous cylinders have been examined in [63] and [64]
for normal and oblique incidence, respectively, then, a surface integral represen-
tation for homogeneous anisotropic cylinders has been developed in [65] based on
a mapping technique. Equivalence theorem-based combined field surface integral
equation formulations for arbitrarily shaped homogeneous anisotropic cylinders, in-
cluding perfectly conducting objects, have been applied in [66-68]. In [69, 70], the
FEM-multifilament current method and the measured equation of invariance-based
finite difference method, have been applied for the EM scattering of normally inci-
dent waves by gyrotropic inhomogeneous cylinders. More recently, Volterra integral
equation formulation for the oblique scattering by radially inhomogeneous dielec-
tric cylinders has been developed in [71], while, a multifilament current method [72]
has been extended to support EM scattering by anisotropic cylinders under normal
incidence.

In this work we develop a CFVIE method for the EM scattering by normally
illuminated electrically large, continuously varying highly inhomogeneous gyroelec-
tric/gyromagnetic circular cylinders, with infinite extension in z-direction. The
anisotropy is described by the inhomogeneous permittivity and permeability ten-
sors €(p), p(p), respectively—their precise expression will be given below—with p
being the position vector in the polar coordinate system. The novel points of our
work include:

(i) Development of a full-wave CFVIE-CDSE method based on entire domain or-
thogonal cylindrical vectorial basis functions. In particular, the CFVIEs are solved
by CDSE method, where the unknown fields are expanded by the divergenceless
Dini-type CVWFs M,,,;(kM,, p), N,,.i(kY,, p), and by the irrotational Dini-type
CVWF L, (kL,, p). The cylindrical Dini-type vectors are introduced for the first
time here.

(ii) Establishment of fully orthogonal properties for the Dini-type CVWFs; within
the domain of the cylinder. Specifically, Dini-type CVWFs feature the special ar-
guments kM kN, kL, (see above). For these CVWFs to be fully orthogonal, k2

ml> "ml» mil

k%l, kanl must satisfy appropriate eigen-equations which we first report here.

(iii) Analytical reduction of the original CFVIEs to algebraic sets of equations. This
is the main advantage of our formulation since the specific Dini-type CVWFs allow
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to analytically integrate the 2-D volumetric integrals, thus leading to the analyt-
ical composition of one part of the final system matrix. The remaining part of
the final system matrix is populated after application of the Galerkin technique on
the constitutive relation connecting the electric field E(p), the inverse permittivity
tensor € 1(p), and the electric displacement D(p), as well as on the dual relation
connecting the magnetic field H(p), the inverse permeability tensor u=!(p), and
the magnetic flux density B(p).

(iv) Rigorous construction of a 2-D tensorial GF, similar to the three-dimensional
(3-D) one of [73, p. 1875]. This tensorial form is a dyadic expansion of the free space
2-D GF into divergenceless and irrotational CVWFs, and it is required to allow for
the analytical integration of the involved 2-D volumetric integrals.

Within the CFVIE-CDSE approach, continuously varying highly inhomoge-
neous permittivity /permeability profiles, including anisotropic ones, can be readily
considered, since the material properties are already incorporated in the constitu-
tive relations and the solution is obtained by simple integration over the inhomoge-
neous anisotropic region of the cylinder. In the past, the VIE-Dini series expansion
(DSE) and the CFVIE-DSE were developed for the respective 3-D problems re-
garding EM scattering by anisotropic spheres [74, 75], but certainly the current
work concerns a different problem and requires development from the scratch. The
CFVIE-CDSE is exhaustively validated by comparisons with the exact SVM so-
lution for isotropic/gyroelectric/gyromagnetic cylinders [59], for both TE and TM
incidence, with the HFSS commercial software for two- and three-layered gyroelec-
tric/gyromagnetic cylinders, as well as with HPM [41] for electrially large continu-
ously varying highly inhomogeneous isotropic cylinders.

2.2 Coupled fields volume integral equations

Using matrix notation where each vector is represented by a 3 x 1 matrix and a
dyad by a 3 x 3 matrix, the CFVIEs for the 2-D case—obtained from the respective
ones for the 3-D case [75]—are

. 2 T _; Ho
|:E(p):| _ |:E1nc(p):| N k0H+VV ’Lko GUVX
H(p)]  [H™(p) iko [V KT+ VYT
Xe(

/p/es g(p—p) [ OP') Xm(zp’)] [I]?‘I((f;))} dp',p e R2. (2.1)

In the left hand-side of (2.1), which represents the total E(p), H(p), we have
grouped the 3-vectors E = [E,,E,, E,]T, H = [H,,H,, H,]7—with T denoting
transposition—into a 6-vector [E,H]T. Similarly, the 6-vector [E™¢ H®¢|T" rep-
resents the electric and magnetic fields of the incident plane wave. Moreover in
(2.1), S = {(p,p) € R?2 | 0 < p < a,0 < ¢ < 27} is the transverse domain of
the cylinder having radius a, kg = w./€opio is the free space—i.e., the background
medium—wavenumber with €y and pg the free space premittivity and permeability
respectively, I is the unity dyadic, g(p—p’) = fi/4Hé2)(k:0\p — p'|)—with Hég) the
Hankel function of the second kind and zeroth order; from now on, the superscript
(2) is omitted for simplicity—is the 2-D free space GF [41], and X.(p) = e(p)/eo —1L,
Xm(p) = pn(p)/po — I are the normalized tensorial electric and magnetic contrast
functions. From the form of GF, the adopted time dependence is exp(iwt). The in-
homogeneous permittivity and permeability tensors appearing in the contrast func-
tions are given by
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e(p) = |—ie2(p) e1(p) 0 |,p€S,
0 0 es(p)
pi(p) ipz(p) 0
w(p) = |—ipz(p) m(p) 0 |,peS, (2.2)
0 0 us(p)

while, for the background medium Sy = R?\ S, the relations €(p) = eol, u(p) = uol,
p € Sp, hold. It should be clarified that each element in (2.2) can be further written
as €5 = €;p€0 and p; = pjrpho, j = 1,2, 3, with €;,, pj, the respective relative values.

2.3 Two dimensional Green’s function

In this Section we present the rigorous construction of a 2-D tensorial GF G(p—p’) =
Ig(p—p’), similar to the 3-D one of [73, p. 1875]. We begin by expanding the scalar
2-D GF as [76]

: . VIR TP )
i i m (0, 0)0m’ (p, "), p>p
9(p = p') = = Holkolp = p') = =7 .
4 4 e (o) (0, ¢, p<p
- .

m=—0oo

where wg)(p, ©) = Jm(kop)e™™? and 1/),(73) (p, ) = Hp(kop)e "™ are the gener-
ating functions—with J,, the Bessel function and H,, the Hankel function of the

second kind—while p. = min{p, p'} and p~ = max{p,p’}. In (2.3), the asterisk

denotes complex conjugation and is applied only in the exponential function in wﬁf).

To get the desired tensorial form, we apply on the product 1/)7(,1)1/17(3)* the tensorial
definitions of the M,, MZ%  N,,NZ and L,,LL dyads [73, p. 1874], where now M,,,
N, L, are the standard CWVFs which, when 9/9z = 0, are given by [77, 78]

_ —imp | @ A dZm(kop) ~
M, (ko,p) = e [ © Zy(kop)p 4 s@},
Nm(ko, p) = e‘lm“"k;OZm(kop)é,
—q dZm(kOp) ~ .m ~
— ngO . .
Ly (ko, p) =€ [7(1,0 p—is Zm(kop)sa]- (2.4)

In (3.4) Z,,, can be either J,, or H,,. Therefore we get

oo

/ /L / 7’ 1 ! al ol
Glp—p)) = —7IHolkolp = p'l) = =775 > [V x (Vx)T2()"
0

m=—0o0

+ %v XV x (V)T (V) T2()T + V()T [0 (<, )6 (05, ). (25)
0

The 1/k2 term outside the summation is introduced to keep the 2-D G(p — p')
dimensionless as it should be, while the primed operators should be applied on

the functions appearing in 1/),(,1)1/17(7%)*, having the primed variables p’, ¢’ in their
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arguments. By rearranging terms and using the properties (AB?)? = BAT—where
A, B are dyads—and G(p, p; 0, ¢') = G*T(p,¢'; p', ), we finally arrive at
o0

i1 .
Glo—p)=—112 D [Mﬁ)(ko,p<,s0)M§fi) ko, p>.¢')

m=—0o0

+ Nsrll) (ko, P<; ¢)N%)*T<k05 P>, 901> + L’I(”I’ll)(ko’ P< SD>L£74Z)*T(I€0? P>, 90/):| . (26)

Eq. (2.6) is the desired 2-D tensorial GF. The superscripts (1), (4) in the CVWFs
denote that J,,,, H,,, respectively, should be used in Eq.(2.4). This tensorial form
is a dyadic expansion of the scalar free space 2-D GF into divergenceless and irrota-
tional CVWFs,; and it is required to permit the analytical integration of the involved
2-D volumetric integrals of the CFVIEs (2.1).

2.4 Solution of the coupled field volume integral equations
2.4.1 Entire Domain Orthogonal Vectorial Basis Functions
The CFVIEs in (2.1) are rewritten by introducing the D(p) and B(p) fields, i.e.,

inc 12 Ty _tko /o oy ,
7 I o = A i O 21 1 B

€0

Ko + VT —ikoy /G / [G<pp')E(p’> (2.7)
es

©yx k2 +VVT Glp - P’)H(P’)] ad
where D(p) = e(p)E(p) and B(p) = p(p)H(p). The E(p) and H(p) fields are

expanded in complete and orthogonal vectorial sets of divergenceless—M,,,; (kM p),
N, (kYN,, p)—and irrotational—L,,;(kL,, p)—Dini-type CVWFs, as

HAED P

m=—o0 [=1

mlel 'le/a p)
mlel ’le/a p)

Aml:N—ml (A/ml/aa P) + Zmlel (’Vﬁbl/aﬂ P) (28)
Tmlel('YTIXl/aa p) + L (’Vﬁll/aa P) ’

with Ty, Aty Zonts, 2ty Tmis I, unknown expansion coefficients. The Dini-
type CVWFs in (2.8) are given by the same expressions as in (2.4), but with

= J, and kg replaced by 7MlN L/a. The sets fy,%, ’y'r]”n\/jl are selected to establish
self—orthogonahty of divergenceless CVWFs, i.e., (My,;, M) = M;,101,,0;, and
(Nyt, Nyp) = Ny 01p—with 6 Kronecker’s delta—while, the set *yﬁll is selected

to decouple M,,,; from Ly, i.e., (M1, L) = 0, since in general (M,,,;, L,,,) # 0. In

particular, 'yf\fl ML are roots of specific eigen-equations, the development of which is

presented in detail in Appendix 1. The D(p) and B(p) fields satisfy VI D(p) = 0—
no impressed volumetric charge is applied within the cylinder—and VI B(p) = 0.
Therefore, the irrotational vector L,,; is not included in the expansion of D(p),
B(p), with the latter being

o) = > >

m=—o0 |=

mlel ’le/a P) + Bmlel (’yn]\;l/av p) (29)
mlel 'le/a p) Amlel(’YnA{l/% P) ’

where A, B, Kmi, A unknown expansion coefficients.
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2.4.2 Analytical Evaluation of the 2-D Volumetric Integrals

The 2-D volumetric integrals appeaing in (2.7) can be analytically evaluated via the
entire domain orthogonal Dini-type CVWFs introduced in the previous Subsection.
This will allow the analytical reduction of the CFVIEs to algebraic sets of equations.
Observing the form of the fields expansions in (2.8), (2.9), and the form of the 2-
D GF expansion in (2.6), the 2-D volumetric integrals (GM.,,;)(p), (GN,.1)(p),
(GL1)(p)—where (GF)(p) := s G(p — p')F(p')dp’'—must be carried out in
(2.7). The results depend on whether p € S or p € Sy. When p € S, after various
integrations by terms and cumbersome analytical manipulations involving various
properties of Bessel functions, we can analytically carry out the 2-D integrations
and get the following convenient results:

(GMmi)(p)lpes = = m{(koa) -

= (kpa)?

x { = V(B )+ (k) o (o) T ()
_ H;n(koa) J/ mla (1)
x |: (kOU:)Hm(koa) * (kmla mla 1|M )}
(kZa) imHp (koa)J (kmza)Lq(ﬁ)(ko,P)}’ (2.10)

i a’
(CNmi)(P)lpes = =5 Goya = (ki)

ENa
X { - *le(kmlvp) + Ll Hm(koa)‘]m(k)%la)

koa
0 PR ING G )} 2

H! (koa)
x | = (hoo) T ()

s a?
(GLm1)(p)|pes = 2{ (koa)? — (kL ,a)?

21
1 { = Lkl ) + (kf10)* Hon (ko) I ()

H;, (koa) T3 (k1ya) 1
x |- e TL ) (ko p) |
(koa)Hy(koa) — (kfya)Jm (k] a)
2
a” . L 1
+ W@mHm(koa)Jm(kmla)Mﬁn)(ko, p)}. (2.12)
In (2.10)—(2.12) the prime denotes differentiation with respect to the argument.
These results will be used in the next Subsection for the analytical reduction of the
CFVIEs to algebraic sets of equations.

2.4.83 Analytical Reduction of CFVIEs to Algebraic Equations

An incident plane wave, which impinges on the cylinder from negative values of x
towards positive values of x, can be expanded in CVWFs as [7§]

Einc(p) _ gefikoz

= 3 [AnMD ko, p) + BN (ko, p)]. (2.13)

m=—0o0
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with A¢ = (—§)™+1/ky and B¢ = (—i)™/kg. The M) -part of this expansion
represents TE incidence—or H-wave polarization (i.e., E, = 0)—and the N%)-part
represents TM incidence—or E-wave polarization (i.e., H, = 0). The respective
incident magnetic field is obtained from (2.13) by H"¢(p) = i/(wpo)V x E™¢(p).
To use (2.13) and the respective one for H™¢(p) in (2.7), we further expand them

in Dini-type CVWFs by

[Einc(p)} _ i [ An T Mo (o) BT Now (ki )
(o) = 2 2 i\ [2 BITIM (k2 )t iy [ AT N, (Y )|
(2.14)
with TM TN given by
T]wl: <Mm(k07p)7Mml(kn]\{lap)>
" <Mml(k%,P),Mml(k%,P)>
N, (k N, (kY
TN _ < l( ]?]p)’ ml( mlap)> (215)

T (N (BN, ), Ny (KN, o))

The dot-products in the numerators of TM and T, are evaluated by (A.6) and
(A.9), respectively, while the respective denominators by (A.8) and (A.11).

At this point it should be made clear that the differential operators VV7,
Vx in (2.7) remain always outside the integral sign and never apply on the in-
tegrand functions. That is to say, the development of the solution includes a
two-step procedure: firstly perform the integrations analytically and secondly ap-
ply the differential operators. To implement the first step, we substitute (2.6),
(2.8), (2.9) and (2.14) into (2.7), we carry out the 2-D integrations—this was
already performed via (2.10)—(2.12)—and finally we use the Dini-type orthogo-
nality relations (A.8), (A.11). This leads to four differential equations (DEs):
two DEs involving {Tyn;, A" A, A, Trt b and {Ar, B2 By, K, St} from
the first row of (2.7), and another two involving {3,,;, B¢, K1, Bmi, At} and
{ T, AR Aty A, Tt} from the second row of (2.7).

To implement the second step, we apply the differential operators on the
CVWFs and Dini-type CVWFs appearing in the aforementioned four DEs. To
this end, we employ the properties VI’ M,,, (ko, p) = VI N, (ko, p) = 0 and
VVTL,,(ko,p) + k3L (ko, p) = 0, as well as the properties V x M,,(ko, p) =
koN (Ko, p), V x Ny (ko, p) = koM, (ko, p), V X Ly, (ko, p) = 0, and the respective
ones satisfied by the Dini-type CVWFs. After laborious algebraic manipulations,
we analytically arrive at four sets of infinite algebraic equations: the first two sets
involve {Tyny, AR Ar, Aty T} and {Apnr, B, Bty Kont, Yo - These are given
by (2.16) and (2.17), respectively, shown at the top of next page. The remaining two
algebraic sets involve {X,.;, B¢ K1, B, A} and {Tp, AR Aty Aot Tt
and are also given by (2.16), (2.17), respectively, by substituting T',,;, AR A,
Aml, Tml in (216) With th i\/EQ/MoB;{;C, Kmh Aml; Bml, and Amh B;r;c, Bml7
Emla Kml in (217) with Tmla i/ 60//1014%(:, Amla Aml, le. It should be noted that
the terms involving the irrotational vector L,,; cancel out after the application of
the aforementioned differential properties, therefore the expansion coefficients Z,,;,
I1,,; related to these vectors do not appear in the final algebraic equations.

Concluding, (2.16), (2.17) and their accompanied ones represent the algebraic
reduction of the original CFVIEs (2.7). This analytical reduction constitutes the
main advantage of our method since the specific Dini-type CVWFs allow the ana-
lytical integration of the 2-D volumetric integrals in (2.7).
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(koa)?
A’“CT At — T
™ Thoa)? — (kg )
= (koa)? (kA a)° "
- 9 Tml - 1(Amp - Fmp) (koa)g — (k‘M a)QHm(koa)Jm(kmpa)
H,'n(koa) m ,UO
[_ koaHp (koa) + kX, aJ Z mp = Trnp)
koak%pa {i<Mmp(erp/a’a p),Mml(’yml/a,p» _ z M
(koa)? — (kN,a)2 | (M ()] /0, p), My (73 /a, p)) 2™
H!, (ko) T (kN 0)
H N _ m N Ym\"mp
X (ko) I (h0)| = ka2 oo kmp“Jm(k%pa)} ’
(2.16)
koa)?
Am—BmC N, (0 BmfAm
! T - %a)?( 1 A
koakm N
lZ mp (k a) (]:N )QHm(koa’)']’fn(kmpa’)
an(k a) o n Il Ho
|:_ koam kmp J Z mp mp
koak,,,a {i<Nmp(’vmp/a,p),Nmz(’vml/a,p)> TN ok a
(koa)Q - (kM ) <le(7%[/aa p)a le(’y%l/a,p»

me(koa)Jm(k%pa)[— H,, (koa) J@(k%m ”

koaHp(koa) — kM ad,, (kM a)
(2.17)

2.4.4 Constitutive Relations

The above four sets of infinite algebraic equations involve eight unknown expan-
sion coefficients. Other four equations can be obtained by Galerkin technique from
the constitutive relations E(p) = € 1(p)D(p) and H(p) = pu (p)B(p). To em-
ploy these relations the inverse tensors €(p)~!, u(p)~! must be transformed from
cartesian to cylindrical coordinates. First, we readily express the inverse tensors in
cartesian coordinates in terms of elements of (2.2) by

CL(p) —iC(p) O
¢ p) = |it(p) Cilp) O |,
0 0 ¢lp)

Cl=elu™, (lu=€lal i (2.18)
where e, (r) = e1(p)/[€1(p) — 5(p)], ex(p) = e2(p)/[e1 () — €3(p)], €)(p) = 1/e3(p),

pi(r) = p(p) /[ (p)—13(p)); Halp) = n2(p)/[1i(p)—1i3(p)] and py(p) = 1/us(p).
Then ¢ _1(p) is transformed from cartesian to cylindrical coordinates by applying
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the similarity transformation Q¢ 'Q7, with

cosp sinp 0
Q= |—sinp cosp 0], (2.19)
0 0 1

which yields Q¢'QT = ¢~!. Therefore, ¢ 71(p) in cylindrical coordinates is given
by exactly the same expression as its cartesian counterpart in (2.16).

Substituting (2.8) in the left hand-side of E(p) = € (p)D(p) and H(p) =
p~(p)B(p), and (2.9) in the respective right hand-sides, and employing the Dini-
type orthogonality relations (A.8), (A.11), we conclude to the following four sets of
infinite linear equations, i.e.,

le <Mml7 Mml> = €0 Z Amp <671Mmpa Mml>a

p=1

Aml<lea le> = €0 Z Bmp<€_1Nmp7 le>7

p=1

Eml<1\/[ml7 Mml> = Mo Z Kmp<ll'71Mmp7 Mml>7
p=1

oo
Tml<lea le> = Mo Z Amp <N_1Nmp7 le> (220)

p=1

The dot-products appearing in (2.20) are gathered in Appendix 2. The missing
terms Bmp<€71Nmp7Mml>7 Amp<671Mmp7le>v Amp<l"'71NmpaMml>a Kmp</1'71
M,,.p, Npy) in (2.20) are zero due to the fact that M,,,; L Ny,

Although (2.16), (2.17) and their accompanied ones are set up analytically,
(2.20) are set up numerically. However, in the case where the tensors’ elements
in (2.2) are independent of p, the dot-products in (2.20) can be computed ana-
lytically. This results to a system of linear equations composed by exact formu-
las. In the general case where the anisotropy is inhomogeneous, these integrals are
computed numerically using higher-order Gauss-Kronrod quadrature. Hence the
CFEFVIE-CDSE method, in general, can be characterized as a hybrid—analytical-
numerical—method.

In addition, (2.16), (2.17), their accompanied ones and (2.20) reveal that the
first family of the expansion coefficients T'y,;, Aty Toni, Ami is decoupled from the
second family A,.;, Bty Kmi, Zmi- This proves the TE* /TM* mode separation in
EM scattering on inhomogeneous gyrotropic cylinders by normally illuminated plane
waves (the superscript z declares absence of E,/H, components, respectively—in
the following this superscript is omitted). The first/second family corresponds to the
TE/TM solution. In addition, the dot-products (€™M, M), (7 Nopp, N )
are involved in the TE solution and the (€ "'N,,;,, Nyi), (07 My, M) in the TM
solution. From the final form of these dot-products—as shown in Appendix 2 —it is
concluded that the TE solution depends solely on €3, €2,, s, and the TM solution
solely on p1,, far, €3-. In summary, (2.16), (2.17), their accompanied ones and
(2.20) constitute sets of infinite linear simultaneous equations for the determination
of the unknown expansion coefficients. After truncation, these sets lead to two
separated linear systems, each one of which yields the TE/TM solution.
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2.4.5 Scattered Fields

The scattered field E*(p) is obtained from (2.7) as E*(p) = E(p) — E™(p) for
p € So. When p € Sy, analytical integrations in a similar manner as in (2.10)—
(2.12), yield

ima®
2(]@0(1)2

(GMml)(p)|P€50 =

| = i o) o (5L G )
+ {koa s}, (koa) o (k2a) + (koa)? [T (koa) I, (kD) kha

— koaJ}, (koa) Jm (k)] [(k3ha)® — (koa)?] |

x MW (Ko, P)}v 220
im (kN,a)? a’
(GNv)(P)lpes, = _?( ;gnola) (N, a)? — (koa?)
’ " (kN a
X Ty (k1) Jom (ko) [(ko )jmgkoa; - (k%a)%}
x NW (Lo, p), (222
(CLn)(P)les, =~

X {ime(koa)Jm(kﬁlla)M%) (ko, p)
o+ {Foaun (kEz10) T4, (o) — (koa)? [koa T (KEoy@) T (o)
— kefyat}, (klsy0) Jon (ko) /[ (ko) = (kfyj0)?) |

L ko, . (2.23)

Substituting (2.6), (2.8), (2.9) in (2.7), applying the aforementioned analytical 2-
D integrations for p € Sy, and making analytical manipulations, the scattered

electric field is expressed in the form ES(p) = > °_  S~* 1[C%M,,L (ko,p) +
CN NG (ko, p)], with CM . CN, given by
Cih = (Dot = Aput) 5 { ko, (ko) Jon (k)

J (km (I)Jm(k‘o(l)
0 a1 (h?

X {— kMaJ/ (kmlag + koa (koa)}}

ml Jm( (koa)
T o kmlakoa N
_ (Aml - Tml)§ g (kTana)2 _ (k(]a)2 Jm(kml(l)
I (Koa) N Im(kma)
I (K koa—" — ka2 2.24
X ( 0(1)|: OaJm(k'oa) mlaJm(krjxla)] ( )
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N i k:nl\l[lakoa N
le - (Aml - Bml)? (k%la)z — (k()a)2 Jm(kmla)Jm(koa)

Tolb) ol

k m
T koa) ™ T (kN a)

™
~ (Kot = S) 51 22 (b o) 1 425

(kM a) J,, (koa)
k 2Ym\"Ym]l m
+( Oa) (k%a)Qf(kOa)2
J! (kM a) J! (koa)
.M m\"Vml m . 2.2
X | T Rmia +kOaJm(k:0a)H (2.25)

Then, the scattered electric far-field and in sequence the normalized scattering
cross section (or normalized scattering width) o(p)/Ao—with Ay the free space
wavelength—can be readily computed.

2.5 Numerical Results

Herein we demonstrate the validity and performance of the developed CFVIE-CDSE
method, for electrically large and electrically small anisotropic/isotropic and ho-
mogeneous/inhomogeneous cylinders. To this end we perform comparisons with
various alternative methods. Although the TE solution depends on €;,., €3, 3,
and the TM solution on 1., por, €3, in the following presentation we compactly
declare the relative permittivity elements of (2.2) all together in a set notation as
€. = {€1r, €2r, €3, }, and similarly the permeability elements as p,, = {1, plor, i3 }-
In the previous notations, €,, p, stand for the relative tensors.

In Figures 2.1(a)—(b) we compare the CFVIE-CDSE, for both TE/TM inci-
dence, with the exact solution for isotropic cylinders [79], as obtained by SVM.
Figure 2.1(a) depicts the normalized scattering cross section o /A for an electrically
large homogeneous cylinder consisting of a high refractive index isotropic dielectric
using kga = 3m—or equivalently a/\g = 1.5. The values of the parameters used are
gathered in Figure’s caption. In addition, Figure 2.1(b) depicts o/A¢ for a core-shell
set-up where the core is composed of a high refractive index dielectric coated by a
shell with plasmonic properties. In this case both regions are still isotropic. This lat-
ter example is implemented for kga = 27 (i.e., the radius of the cylinder equals one
free space wavelength). As is concluded from Figures 2.1(a)—(b), the agreement be-
tween CFVIE-CDSE/SVM is evident for both TE/TM incidence. Next we proceed
to anisotropic cylinders and Figure 2.1(c) illustrates the validation for homogeneous
uniaxial anisotropy in both permittivity /permeability for kopa = 4m—mnow radius a
is twice the incident wavelength. For this case, the exact TE/TM solution via the
SVM is available from [59]. Obviously the CFVIE-CDSE perfectly follows the ex-
act solution. In addition, Figure 2.1(d) demonstrates the excellent agreement for a
homogeneous gyroelectric/gyromagnetic cylinder, keeping koa = 47 as previously,
with the exact solution given again by [59].

The HFSS commercial software is employed to establish validity for two- and
three-layered configurations. In Figure 2.2(a) we examine o/) for a three-layered
set-up: the core (0 < p < 0.6a) is a high-index dielectric, the first layer (0.6a <
p < 0.8a) has gyroelectric properties, and the second-outer layer (0.8a < p < a)
is again characterized by gyroelectric properties different from those of the first
layer. The agreement shown in Figure 2.2(a) is for kga = 0.67r. This small value in
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Figure 2.1 Normalized scattering cross section for various cylindrical set-ups.
(a) High-index dielectric cylinder at koa = 37 with €, = {16,0,16}, u, = {1,0,1}.
Blue: TE incidence; red: TM incidence; curves: CFVIE; dots/squares: SVM. (b)
Core-shell dielectric-plasmonic cylinder at kpa = 2w. Core: high-index dielectric
with €, = {16,0,16}, u,, = {1,0,1}, 0 < p < 0.6q; shell: plasmonic material with
€ = {—-2-140.1,0,—2 — 0.1}, u,, = {1,0,1}, 0.6a < p < a. Blue: TE incidence;
red: TM incidence; curves: CFVIE; dots/squares: SVM. (¢) Uniaxial cylinder at
koa = 47 with €, = {3,0,4}, p, = {2.25,0,3.5}. Blue: TE incidence; red: TM
incidence; curves: CFVIE; dots/squares: SVM. (d) Gyrotropic cylinder at kga = 47
with €, = {3,1,1}, p,, = {2.25,0.5,1}. Blue: TE incidence; red: TM incidence;
curves: CFVIE; dots/squares: SVM.

electrical size—as compared to the above larger ones—is indicative of HF'SS’ limiting
performance. To simulate an infinite cylinder in HF'SS, a unit cell of sufficient height
should be modeled—in our case this height is 16a—in conjunction with master/slave
boundary conditions to mimic the infinite length. In addition, the surface deviation
in mesh definition should be small enough to capture the circular cross section of
the cylinder—in our model the surface deviation was set to 1072 cm when the
radius is 1 cm and the operating frequency 8.99 GHz/these values are equivalent to
koa = 0.6m. On a Dell Precision 2.26 GHz double quad-core Xeon equipped machine,
these constraints lead to 4800 s of CPU time and 17.4 GB of RAM in order HFSS to
yield the result in Figure 2.2(a) for TE incidence, yet another 4800 s of CPU time to
yield the result for TM incidence. On the contrary, CFVIE-CDSE converges in 35 s
with 0.06 GB memory consumption, delivering both TE/TM solutions. In case one
wants to enhance HFSS’ accuracy, a smaller surface deviation of the order of 1074 cm
must be set, but this demands more than 48 GB of RAM, thus making the use of the
commercial software unrealistic. In case kga is increased, the above computational
performance deteriorates, and this is the reason why we have restricted kpa to
0.6m. Figure 2.2(b) depicts the agreement between CFVIE-CDSE/HFSS for two
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Figure 2.2 Normalized scattering cross section for anisotropic two- and three-
layered set-ups. (a) Three-layered isotropic-gyroelectric-gyroelectric cylinder at
koa = 0.6w. Core: high-index dielectric with €, = {16,0,16}, u, = {1,0,1},
0 < p < 0.6a; first layer: gyroelectric material with €, = {3,1,4}, u,. = {1,0, 1},
0.6a < p < 0.8a; second-outer layer: gyroelectric material with €, = {5,0.5,6},
w, = {1,0,1}, 0.8a < p < a. Blue: TE incidence; red: TM incidence;
curves: CFVIE; dots/squares: HFSS. (b) Core-shell isotropic-gyroelectric cylin-
der and core-shell isotropic-gyromagnetic cylinder. Both set-ups are stimulated at
koa = 0.67. Blue: TE incidence for a high-index dielectric core with €, = {16, 0, 16},
u,. = {1,0,1}, 0 < p < 0.6a coated by a gyroelectric shell with €, = {3,1,4},
p, ={1,0,1}, 0.6a < p < a. Curve: CFVIE; dots: HFSS. Red: TM incidence for
a 0 < p < 0.6a hollow cylinder (i.e., free space) having a gyromagnetic shell with
e ={1,0,1}, p,. = {3.5,0.1,5}, 0.6a < p < a. Curve: CFVIE; squares: HFSS.

different two-layered scenarios, keeping kga = 0.6w. In the first scenario—blue
curve/dots in Figure 2.2(b)—the core is a high-index isotropic dielectric coated by
a gyroelectric shell. In this case we examine the validity for TE incidence. In
the second scenario—red curve/squares in Figure 2.2(b)—the core is hollow (i.e.,
free space) and the coating is gyromagnetic. This second example illustrates the
validity for the TM incidence. The computational performance of HFSS for these
two-layered scenarios is better than the above reported one for the three-layered
set-up, i.e., 2640 s/12 GB RAM for the TE solution and 1500 s/7.1 GB RAM for
the TM solution. This is mainly due to one less region with different constitutive
parameters, which must be discretized by the finite element solver. CFVIE-CDSE
performs at the same level—for both scenarios—as in the three-layered case.

The main advantage of the CFVIE-CDSE is its capability to support contin-
uously varying highly inhomogeneous gyrotropic profiles. Since an alternative tech-
nique to compare with CFVIE-CDSE for continuously varying tensorial elements is
not available at our disposal, to demonstrate validity, we employ the recently devel-
oped HPM, capable of supporting continuously varying isotropic profiles. We calcu-
late the EM scattering from an electrically large cylindrical Luneberg lens—kga = 20
or a/Ao = 3.18—whose isotropic permittivity is given by €, = {e.-(p),0,€e-(p)},
er(p) = 2— (p/a)?, 0 < p < a, p, = {1,0,1}. The results are shown in Fig-
ures 2.3(a)—(b) for both TE/TM incidence. Due to the large scale of a vs Ag, the
response in o/Xo has many variations vs observation angle . For such an electric
size, the comparison between CFVIE-CDSE/HPM is excellent, while in particular
the variations above ¢ = 120° are well captured by both methods and for both po-
larizations. As far as CFVIE-CDSE is concerned, the converged results required 20
cylindrical harmonics and 20 Dini roots, whilst the order in Gauss-Kronrod quadra-
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Figure 2.3 Normalized scattering cross section for Luneberg lens with €, =
{er(9),0,er(0)}, €0(p) = 2 — (pa)?, 1, = {1,0,1}, 0 < p < a. (a) koa = 20, TE
incidence; blue: CFVIE; red: HPM. (b) kga = 20, TM incidence; blue: CFVIE;
red: HPM. (c) kgpa = 1.4, TE incidence; curve: CFVIE; dots: HPM. (d) koa = 1.4,
TM incidence; curve: CFVIE; dots: HPM.

ture was set to 64. This corresponds to a performance of 34 s in CPU time and
0.06 GB in RAM. To complement the above case with an electrically small problem,
in Figures 2.3(c)—(d) we illustrate the agreement between CFVIE-CDSE/HPM for
koa = 1.4. The rest values of parameters are the same as in Figures 2.3(a)—(b).
Respective details for CFVIE-CDSE’s performance are 14 cylindrical harmonics,
14 Dini roots, same order in quadrature, 10 s in CPU time and the same memory
consumption as previously.

Ununtil this point verification is established on o /A, which involves the scattered
far-field. In the following we show the validity of CFVIE-CDSE on near-fields. For
this purpose we employ the exact SVM solution [59] for a homogeneous anisotropic
cylinder having simultaneous gyroelectric/gyromagnetic properties €, = {3,1,4}
and p, = {2.25,0.5,3.5}, and illustrate the comparison with CFVIE-CDSE. Fig-
ures 2.4(a)—(d) show the excellent agreement for TE incidence on zy-plane. In
particular, Figures 2.4(a), (b) depict the normalized magnitude of the transver-
sal and longitudinal components |E;|/ max{|E;|}—with |E| = \/|E,|? + |Ey|>—
|H.|/ max{|H,|}, respectively, as obtained by CFVIE-CDSE. Then Figures 2.4(c),
(d) show the respective results calculated by SVM. A similar comparison is per-
formed for TM incidence in Figures 2.4(e)—(h) where now the normalized com-
ponents |Hy|/ max{|H;|}—with |H;| = /|Hp|? + |Hy|?>—and |E.|/ max{|E.|} are
present.

To demonstrate the advantage of the developed method, in Figure 2.5 we
plot o/\g for a combined configuration consisting of a continuously varying highly
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Figure 2.4 Near-fields on zy-plane for a homogeneous gyroelectric/gyromagnetic
cylinder at kgpa = 0.6m with €. = {3,1,4}, u, = {2.25,0.5,3.5}. (a)-(d): TE
incidence. (a) |E:|/ max{|E:|} by CFVIE. (b) |H,|/ max{|H.|} by CFVIE. (c)
|E¢|/ max{|E:|} by SVM. (d) |H,|/ max{|H.|} by SVM. (e)—(h): TM incidence. (e)
|H;|/ max{|H|} by CFVIE. (f) |E,|/ max{|E.|} by CFVIE. (g) |H;|/ max{|H:|} by
SVM. (h) |E.|/ max{|E,|} by SVM.
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Figure 2.5 Normalized scattering cross section for fish-eyes lens shell coating a
gyroelectric core at kga = 2. Core: gyroelectric material with €, = {6,0.2,5},
p, = {1,0,1}, 0 < p < 0.7a; shell: fish-eyes lens with €, = {e-(p),0,¢-(p)},
er(p) = 4/[1 + (p/a)?)?, u, = {1,0,1}, 0.7a < p < a. (a) TE incidence; blue:
CFVIE. (b) TM incidence; blue: CFVIE.

inhomogeneous shell coating a gyroelectric core. The shell is composed by a cylin-
drical fish-eyes lens with constitutive properties €, = {e.(p),0,€,(p)}, €-(p) =
4/[1 + (p/a)?)?, m, = {1,0,1}, 0.7a < p < a, [80]. The gyroelectric core has
e ={6,0.2,5}, u, = {1,0,1}, 0 < p < 0.7a and the stimulation is set at kgpa = 27.
Since we cannot compare this combined set-up with another method, we have per-
formed a self-consistent check where we have changed the parameters ¢}, tV from
the ones discussed in Appendix 1, to other values and we have obtained exactly the
same results for both TE/TM incidence, thus proving the reliability of the CFVIE-

CDSE method.
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2.6 Conclusion

We developed a CFVIE-CDSE method for the EM scattering by electrically large
continuously varying highly inhomogeneous cylinders. The constitutive parameters
can be of gyroelectric and gyromagnetic type. After construction of the appropriate
2-D tensorial GF, the CFVIEs were solved by utilizing an entire domain expansion
of the fields in terms of orthogonal Dini-type CVWFs, whose orthogonal properties
are constructed and presented for the first time in this work. The main advantage
of our method is that it allows the analytical reduction of the involved 2-D volumet-
ric integrals to sets of algebraic equations. The CFVIE-CDSE method validated vs
SVM, HFSS and HPM for a variety of cases, including homogeneous/inhomogeneous
profiles—by employing two and three layers as well as continuously varying highly
inhomogeneous permittivity functions—in conjunction with isotropic and gyroelec-
tric/gyromagnetic properties.

2.7 Appendix 1

The sets vM, 4N, m = —oo,...,00, | = 1,2,...,00, appearing in (2.8), (2.9)
are selected to establish self-orthogonality of the divergenceless CVWFs. In the
following, we present in detail the procedure for constructing the self-orthogonality
relation for M,,; vectors, i.e., (My,;, M,,;) = M;nidmuip. The dot-product in this
case is defined by

M
(M

M
Tm .
(Mml,MM,)E/ Mﬁl(—l,p)MW ” ,p)dp. (A.1)

peS a

Substituting M,,;, M,,, from (2.4), grouping terms and using the orthogonality
relation for the exponential functions, we arrive at

m? Y Yo
(Mt Myp) = 277{ 7Jm(TlP)Jm(TpP)dP
0
B SINCSITAC )
0
= 277([1 + 12)57%. (A.2)
Using the definitions kY, = v /a, k%fp = yfgp/a, integral I5 in (A.2) can be further

processed using integration by parts along with the relation d/(dp)[pd.J,,, (k2 p)/(dp)]
= [m?/p—(kM,)2p] I (kM p) obtained from Bessel’s differential equation. This leads
to

a

dJ (kM a m?
L ) — [T k30) o ()

I =kMa
Td(kNa)

a

b [ I (bho) (28, 0252l (A3)
0
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Substituting (A.3) back to (A.2), I; is eliminated, yielding

(Mot My.p) = 27 5], (k) T (k)
)P [ T 20) T (31919 3 (A4)
0

The last integral in (A.4) is evaluated analytically using the same order-different
argument property [81]

¢
CZu (kW (AC) Z,(k¢)  WL(AQ)
Z =
/ w(k2)W,(A2)zdz 22 [ k Z,(k0) + )\W#(AC)}’
where Z,,, W, can be Bessel, Neumann, or Hankel functions of order p. Doing so,
and after some algebra, (A.4) leads to

(A.5)

(Yo)? (Vi)
(Vi) — (vhL,)?
1 JI (’le) 1 J/ (’Ymp)

. { - 'TmlJ (vM) o VM T (VAL) }ém“’ ‘. (4.6)

(M1, M) = 27 I (V) Jom (V)

From (A.6), if v/, are selected as the roots of the eigen-equation

1 !
T Ohmt) -t =0, t¥ec,
’yml‘] (’yml)
m= —00,...,00, [ =1,2,... 00, (A7)

then M,,,; vectors constitute a fully orthogonal set, with orthogonality relation given
by (A.4) with [ = p. Using the well-known property f Z2 (kz)zdz = CQ/Z[ZZ(ICC) —
Zy,-1(kC)Z,141(kC)] for the integral in (A.4), we finally get

< mls mp> ml mu lp = 4T Fy (mel) m(’}/ml) + 2

x |2 (k) — Jm_1<v%>Jm+1<7%>] JR (A8)

Following a similar procedure for IN,,; vectors we arrive at

T Vi
<levN#P> = N?nl( ml’p)sz( vap)dp
peS a a
N N
’le’Ymp N N
=21 — 5 JIm (Vme) Im (Y
(2 — Gy T e I Cine)
Jh(yN) T (Yomp)
N “Ym ml N P
Souns L p. A9
{ ’leJ ( )+7mpJ (mp)} 12 #p ( )

Therefore, their orthogonality relation is established if ’yﬂl\{l are selected as the roots
of the eigen-equation

m(“YNz) N N
fym s —¢ =0, t,¢cC,
" (YN

ml

m=—o00,...,00, l=1,2,...,00, (A.10)
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which finally yields
<le7Nup> = NniOmpdip = W(’Yn[\’{l)2 [an(’}’n]\ﬁil) - mfl(%]r\{l)*]m+1(7gl)]§mu5lp'
(A.11)

The parameters t) + appearing in (A.7), (A.10) may take arbitrary complex
values. Each selection will lead to different sets 2, 72, but all of them will
y1e1d the same final solution. In this work we have used the values t», = 1/5 and
ml = _1/5

The remaining set "yﬁ@l appearing in (2.8) is selected to decouple M,,; from
L,p, i.e., (M1, L) = 0. Following a similar to the aforementioned procedure, we

arrive at

T Vi Vi
ML) = [ M55 o)L, (2 )
pEeS a a
= —2mimJm (Vo) Jm (Vo) = 0 (A.12)
if fyﬁll are selected as the roots of the eigen-equation

Jm(Vanl) =0,
m= —00,...,00, [=1,2,... 00. (A.13)

Finally, the relations (M,,;, N,,) = 0 and (N,,;, L) = 0 hold trivially, since
the vectors in each dot-product are mutually orthogonal.

2.8 Appendiz 2
The dot-products appearing in the first two equations of (2.20) are given by

-1 _ -1 Yrip T e (Tt _
(€ Mo M) = [ e (0, (722, p) | MG, (P22 p)p =
pe

a
Ao (k)
—m / (kX p)e L () I (k2L p)dp — m / o) 2, )
M f o Ad (kM) Ay (kM
—m / ”’)J (kitp)dp+ [ esp) = o) Setbuit) pgy, - (g1

0

~1 _ ~1 Vmip T+ (i _
(€ Ny Nuw) = | [eHPIN,,,, (22, p)]| N3 (P2, p)dp =
peS a

= K3k [ €100 ()T (i) (B.2)
0

The dot-products (u‘lep, M,,.1), (# N, , N,,;) appearing in the last two equa-

mp>

tions of (2.20) are given by (B.1), (B.2), respectively, by substituting €, (p), €.(p),
€)(p) with p1(p), pa(p) and g (p).



Chapter 3

Calculation of
Cutoff Wavenumbers
for Multilayered
Gyrotropic Circular
Waveguides

A coupled-field volume integral equation (CFVIE) method is developed for the cal-
culation of the normalized cutoff wavenumbers of circular metallic walled waveguides
having concentric continuously varying highly inhomogeneous gyrotropic (i.e., gyro-
electric and gyromagnetic) infill. The normalized cutoff wavenumbers are obtained
as the roots of a determinantal equation formed by solving the CFVIEs using the
cylindrical Dini series expansion (CDSE) method, where the unknown fields inside
the waveguide are expanded by entire domain orthogonal Dini-type vectorial ba-
sis functions. To account for the electric boundary condition (BC) on waveguide’s
circular perfect electric conducting (PEC) surface, two modified two-dimensional
(2-D) tensorial Green’s functions (GFs), expanded in cylindrical vector wave func-
tions (CVWFs), are employed in the kernels of the CFVIEs. These modified 2-D
tensorial GFs are constructed by enforcing, on their dyadic form, the satisfaction of
the electric boundary condition. The CDSE, along with the modified 2-D tensorial
GFs, allow for the analytical integration of the volumentric-type integrals and the
reduction of the CFVIEs to a set of algebraic equations. We exhaustively demon-
strate the validity of the CFVIE-DSE by a series of comparisons on the normalized
cutoff wavenumbers: we firstly construct the solutions for obtaining the normal-
ized cutoff wavenumbers in homogeneous gyrotropic waveguides by the separation
of variables method (SVM), and secondly we employ HFSS commercial software for
two-layered isotropic and three-layered gyroelectric loaded waveguides. We char-
acterize the type of modes, i.e., TE/TM or hybrid HE/EH, for each configuration
presented, and discuss the efficiency of the CFVIE-DSE method.
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3.1 Introduction

The calculation of the cutoff wavenumbers, or frequencies, in waveguiding struc-
tures, is particularly important for the design of various microwave elements includ-
ing multifrequency transducers [82], dual-mode filters [83], circular waveguide-based
multiplexers [84], or radial power dividers [85]. Other potential applications utilize
the development of metamaterial-based guiding structures [86], which has led to the
reduction of the cutoff frequency and a below-cutoff propagation in metamaterial-
lined circular waveguides [87], to the miniaturization of circular waveguide probe
antennas [88], or to the synthesization of horn antennas whose metamaterial inner
wall can be seen as a waveguiding structure having an anisotropic surface impedance
[89].

Modal analysis and cutoff characteristics in circular waveguiding configura-
tions have been examined by different approaches. Concerning single homogeneous
isotropic loaded waveguides, the characteristic equations and a generic modal anal-
ysis for cylindrical structures with anisotropic walls, where the inner surface is char-
acterized by a pair of surface reactances or impedances, has been carried out by the
SVM [89], [90] and by numerical simulations [91] while, arbitrary anisotropic surface
impedance has been recently applied in [92] for the exploration of circular corru-
gated waveguides. Lately, a point-matching and a variational meshless method have
been developed for arbitrarily shaped waveguides [93], [94], with [94] applied for the
determination of propagating modes in circular shapes. Inhomogeneous isotropic
structures, such as concentric step-index profiles, have also been studied by some ap-
proaches. The characteristic equations of a dielectric core coated by a metamaterial
cladding have been resolved by the SVM [95] and applied for the demonstration of
a below-cutoff propagation [87]. More recently, the variational meshless method has
been applied for the evaluation of the dispersion diagram in isotropic double-layered
shielded waveguides [96]. Apart from concentric core-cladding configurations, non-
concentric structures consisting of circular isotropic infills have been considered by
the point-matching [97], the least-squares boundary residual [98] and perturbation
[99], [100] methods, as well as by the SVM in the bipolar coordinate system [101],
[102].

Although the aforementioned contributions include a great variety of meth-
ods/applications concerning isotropic infills in circular waveguides, works on the
use of anisotropic media have also been considered. In particular, uniaxial materi-
als have been used for the formation of microstrip substrates [103]-[106], to study
the accuracy of integrated-circuit modeling due to anisotropy [107], or in rectan-
gular waveguides for effective-medium modeling [108] of metamaterial-based trans-
mission [109]. In addition, other rectangular-based waveguide applications include
the reconstruction of the constitutive parameters for materials having biaxial [110]
or bianisotropic [111] properties. Aside from applications, rigorous modal analysis
concerning anisotropic loadings has been presented for rectangular waveguides filled
with a skew uniaxial dielectric [112], and latterly in [113] for various orientations
of the optic axis of the crystal. Regarding circular structures, appropriate eigen-
solutions have been extracted for gyroelectric loaded waveguides [114]-[116], for
waveguides composed of anisotropic conductivity material [117], and for anisotropic
loaded core-cladding waveguides, where an isotropic core is coated by a uniaxial
medium [118].

In this work we develop a CFVIE-CDSE method for the calculation of the
normalized cutoff wavenumbers in circular PEC-walled waveguides, loaded with
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Figure 3.1 Schematic of the concentric multilayered gyrotropic circular waveg-
uide.

concentric continuously varying highly inhomogeneous gyrotropic infill. The geom-
etry of the configuration is shown in Figure 3.1, where S is waveguide’s circular
cross section having radius a, 05 is its boundary, and z is the axis of the cylinder
along which propagation takes place. The gyrotropic infill is described by concentric
multilayered permittivity €(p) and permeability p(p) tensors given by

Gi(p) iG(p) O
C(p) = 7242(/)) Cl(p) 0 ,PE Sv C =€, W, (31)
0 0 Glp)

with {; = €;,15, j = 1,2,3, and p = (p,¢) the position vector in the polar co-
ordinate system. Each permittivity /permeability element in (3.1) is expressed as
€; = €jr€0 and u; = pjrpio, j = 1,2,3, where €., pj are the respective relative
values and €, po the free space permittivity and permeability, respectively. The
specific gyrotropic form (3.1) is realized under external magnetic bias with direction
parallel to cylinder’s z axis. For off-angle directions of the biasing field, (3.1) are
fully populated. In general, since the cutoff frequencies are the final quantities of
interest in practical applications, then the configuration of Figure 3.1 has the fol-
lowing degrees of freedom (DoF): one DoF due to the radius a, N — 1 DoF due to
the N layers, and one DoF due to the external biasing field, the magnitude of which
actively affects the values of the tensors.

The proposed method of solution is based on a recently developed CFVIE
method for the EM plane wave scattering by gyrotropic circular cylinders [119].
The solution in [119] was based on the expansion of the total electric E(p) and
magnetic H(p) fields in entire domain orthogonal CVWFs of the Dini-type, i.e.,
M, (KM, p), N (KN, p) and Ly, (KL, p), whose arguments k2%, kX, and kL | have
been selected to establish orthogonal and decoupling properties for the CVWFs,
within the entire domain of the circular cross section. For the needs of the present
work, i.e., the evaluation of the normalized cutoff wavenumbers, the CFVIEs are
rewritten in absence of external excitation which, using the six-vector notation
[E, H]T—where T denotes transposition—are read

{E(p)} - KL+ VYT —ikg,/E0V X
iko\ [V x KA+ VYT

/p/es [Em nge(p’) H(p, p’())Xm(p’)} {IE{J((ZI’))] de’

=0, pebs. (3.2)

In (3.2), where the exp(iwt) time dependence has been adopted, kg = w./eotio
is the free space wavenumber, I is the unity dyadic, X.(p) = €(p)/eg — I and
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Xm(p) = p(p)/1o — I are the normalized tensorial electric and magnetic contrast
functions and E(p, p), H(p, p’) are modified 2-D tensorial GFs of the hollow waveg-
uide. Based on the form (3.2) the present contribution has the following novel points:
(i) Construction of modified 2-D tensorial GFs E(p, p’) and H(p, p’), appearing in
the two kernels of the electric-field VIE (EFVIE)—i.e., the VIE in the first row of
(3.2)—=so0 as to satisfy the electric BC at p = a. H(p, p’) should exist in the kernel
of the second integral term in the EF VIE—the one that features the V x operator—
as well as in the magnetic-field VIE (MFVIE)—i.e., the VIE in the second row of
(3.2)—since the loading has, in addition, gyromagnetic properties. It should be
noted that, as opposed to the CFVIEs (3.2), the CFVIEs in [119] employ, in both
the EFVIE and MFVIE, the 2-D free space tensorial GF G(p, p’) = Ig(p, p’), where

g(p,p') = —i/4HO(2)(k;0|p — p'|)—with H(()z) the Hankel function of the second kind
and zeroth order—is the 2-D free space GF [76].
(ii) The CVWF-based expansions of the E(p, p’) and H(p, p’), in conjunction with
the expansions of E(p) and H(p) in Dini-type CVWFs, allow for the analytical
evaluation of the volumetric-type integrals, giving rise to additional to the ones in
[119] terms, due to the different GFs appearing in the kernels of the CFVIEs.
(iii) Analytical reduction of the CFVIEs (3.2) to algebraic sets of equations. These
sets differ from the algebraic ones in [119], owing to the extra terms imposed through
E(p, p') and H(p, p') for the satisfaction of the electric BC.
(iv) The CFVIE-CDSE method permits for the calculation of the normalized cutoft
wavenumbers for continuously varying highly inhomogeneous gyroelectric and gyro-
magnetic profiles, including dispersive materials. This is an effortless feature of the
CDSE method, since the material properties are incorporated in the constitutive
relations E(p) = € (p)D(p) and H(p) = 1 (p)B(p)—where D(p) is the electric
displacement and B(p) the magnetic flux density—and due to the fact that one part
of the determinantal equation is formed by simple integration of the aforementioned
constitutive relations, over the inhomogeneous anisotropic region of the cylinder.
We exhaustively demonstrate the validity of the CFVIE-CDSE, by construct-
ing rigorous SVM solutions for homogeneously gyrotropic loaded waveguides, and
compare the normalized cutoff wavenumbers. In addition, we perform HFSS com-
mercial software simulations for two-layered isotropic and three-layered gyroelectric
infills, and compare the resulting cutoff frequencies. For each configuration pre-
sented, we assess the efficiency of the CFVIE-DSE versus HFSS and show that
CFVIE proves much more efficient and accurate, as opposed to commercial’s soft-
ware time consuming finite element solver (FEM). Finally, we characterize the type
of modes—i.e., TE/TM or hybrid HE/EH—maintained in such structures.

3.2 Modified two dimensional tensorial Green’s function

The total E(p), as represented by the EFVIE (3.2), must satisfy p x E(p) = 0,
p € 0S. This requirement is met via the construction of two modified 2-D tenso-
rial GFs E(p, p’) and H(p, p’) valid for the problem of the hollow waveguide, such
that the original BC on E(p) is permuted to two BCs on the dyadic GFs (DGFs)
of E(p, p’) and H(p, p’). The first BC reads p x Ge(p,p’) = 0, p € 95, where
Ge(p,p') = (I 4+ VVT/E2)E(p, p') is the modified DGF of the electric type; the
second BC reads p x G (p,p/) = 0, p € 95, where G (p,p') = V x H(p, p')
is an additional modified DGF with G,,(p,p’) # Gun(p,p’) = V x G.(p,p’) =
V x E(p, p’), where G,,(p, p) is the modified DGF of the magnetic type. The in-

equation G, (p, p') # G (p, p’) stems from the fact that the electric BC must be
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enforced. The aforementioned procedure concerning the use of modified tensorial
GFs, was previously applied for three-dimensional problems in [120], [121] regard-
ing the computation of eigenfrequencies in gyroelectric and in gyrotropic-metallic
spherical cavities. Doubtlessly, the present case examines a waveguide problem and
demands development from scratch.

To meet the aforesaid requirements, E(p, p’) is written in the form E(p, p’) =
G(p,p') + Ac(p, p'), where G(p, p') is the 2-D free space tensorial GF [119]—also
referred to in the introduction—and A.(p, p’) is an auxiliary term that permits the
satisfaction of p x G.(p,p’) = 0, p € 3S. If the electric dipole—the generating
source for G.(p, p’)—is located at p’, then the BC at p = a is satisfied in the region
p > p', therefore A.(p, p’) should be expressed by the tensorial expansion

oo

Aclpp) = D [PmMm(ko,p,w)Mi‘nT(kom’,so’)

m=—0o0

+ QmNm(kO; |2 QD)N:'LT(kov p/7 SD/)
+ RmLm(k07 P, (ID)L;LT(]{:()’ p/7 (P/) ) (33)

with P, @, and R,, unknown expansion coefficients. In (3.3) the asterisk denotes
complex conjugation and M,,, N,,, L,, are the CVWFs of the first kind which,
under the cutoff condition f = 0 and thus 0/0z — —if = O—where § is the
propagation constant—are given by [7§]

— —imep | T A dJm(kOp) ~
M, (ko,p) = e [ o Im(kop)p 4 w],
Nm(k07 P) = e_lmkaJm(kOp)27
—imeo [AIm(kop) . .m N
— ’LmLP _ .
Ly (ko,p) =e {7(1/) P Jm(kop)w], (3.4)

with J,, the Bessel function. Applying, next, the BC p x (I+ VV7T /k2)[G(p, p’) +
A.(p,p')] =0, p = a, utilizing the expansion (3.3) as well as the one for G(p, p’)
[119], and making use of the orthogonality relations of complex exponentials, we
yield

i1 H (kpa) 11 _,

P,=-=-" =-5P,

AR T (koa)  4k2™

1 1 Hy(koa) i1
D= ey = 1% (3.5)

where H,, is Hankel function of the second kind with the superscript (2) omitted
and the prime denotes differentiation with respect to the argument. It should be
noted that the expansion coefficient R,, is still undetermined, yet it will be defined
in Section "Solution of the coupled fields volume integral equations" during the
analytical evaluation of ‘the volumetric-type integrals. _

From the BC p x G,,,(p, p') =0, p € 95, and the definition G,,(p, p’) =V x
H(p, p'), it is concluded that H(p, p’) should be expressed as H(p, p’) = G(p, p’) +
A (p, p'), where A,,(p, p’) has the same expansion (3.3), but with P, and @,

swapped. This is the reason why G,,(p, p') # V x E(p, p’) as stated above.
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3.3 Solution of the coupled fields volume integral equations

The CFVIEs (3.2) define a homogeneous system A(z)v = 0 whose determinan-
tal equation det A(z) = 0 will yield the normalized cutoff wavenumbers z = kya.
The system matrix A(z) is constructed in two steps: firstly, the CFVIEs are re-
duced, analytically to algebraic sets of equations; secondly, the constitutive relations
E(p) = € 1(p)D(p) and H(p) = pu~!(p)B(p) are employed to take into account
the gyrotropic properties of the loading. To reduce the CFVIEs to their algebraic
form, E(p) and H(p) are expanded in Dini-type CVWFs by

E<p) = Z Z [leMml(kr)]\flv p) + Amlel(k%lv P) + Zmlel(kyLnlv p):| )
m=—o0 [=1
Hip) = > 3 [SuMut(kh ) + TNt (31, p) + Mot Lot (b )| (3.6)

where 'y, Aty Zimg and X1, T, I, are unknown expansion coefficients to be
determined. The D(p) and B(p) fields—revealed in (3.2) by the relations D(p) =
e(p)E(p) and B(p) = u(p)H(p) through the matrix-vector products X.(p)E(p)
and X, (p)H(p)—are expanded by

D(p)ZGOZ Z [Amlel (kfv\/{lv p)+Bmlel (kn]\ila p)} )

m=—ool=1
oo oo

B(p)=t0) I [KntMot (k) ANt (331, )] (3.7)

m=—ool=1

where A,,;, By and K,,,;, A,,; are unknown expansion coefficients to be determined.
In (3.6)—(3.7), the Dini-type CVWFs are given by the same definitions (3.4) however,
the arguments kY, = v /a and kY, = v, /a are used to establish orthogonality
of M,,,; and N,,,; vectors within domain S and are constructed using the formulas
(A.7) and (A.10) in Appendix A of [119]. The argument k2, = v, /a—given by
(A.13) of the aforesaid Appendix—is selected to decouple M,,,; and L,,; vectors so
that their inner product is nil.

Substituting (3.6), (3.7) into (3.2), together with the expansions of E(p, p)
and H(p, p'), the volumetric-type integrals (AF)(p) := fp'es A(p, p")F(p')dp', with
A = EH and F = M,,;, Ny, Ly, need to be evaluated. Employing various
properties of Bessel functions, we carry out the 2-D integrations analytically which,
after laborious manipulations, yield

ira? x2
EM,, _—
EM.)loes = ~ 5o 7=
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o { = EMa (8, ) + (6250 o () (250
y [_ M) k%[laJm(lml )]Mm(ko,p)}

- ZmHm(x)Jm(krj\r{la)Lm(kOa P)
22
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(

07, (@) (k5h0) } Mo (Ko, p)
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+ PlimJy, (x) Jom (kX a) Ly, (Ko, p)}, (3.8)

ima? 1

(]Ele)(p)|P€S = - 2 .1:2 _ (krjxla)Q
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x{ = ZaNu (k. p) + kN jaHn () I (k)10)

H,,(z) S (K1 @)
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ima® z?
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I (2) Jp (kka)
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— P imd o, (2) I (kL a) M, (ko, p)}. (3.10)

In (3.8)—(3.10), the terms having P/ and @/, as common factors were absent in
the respective integrals (GF)(p), F = M,,;;, N;,i, Ly, evaluated in [119], and con-
tribute here due to the modified 2-D tensorial GFs. It should be stressed that the
analytical evaluation of (EM,,;)(p) and (EL,,;)(p) is feasible only if the unknown
so far expansion coefficient R, in (3.3) attains the value R,, = P,. With this
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choice, the determinantal equation obtained by the CFVIEs can be transformed to
the two well-known characteristic equations for TE/TM modes—as given in Sec-
tion 3.5—for a homogeneous isotropic loaded waveguide. Finally, the respective
integrals (HF)(p), F = M;;, N, Ly, are again given by (3.8)—(3.10) with P/,
and @/, swapped.
Taking into account (3.8)—(3.10), as well as the accompanying integrals (HF)(p),

F = M,,;, N,,ui, Ly, applying the matrix differential operator existing outside the
integral sign in (3.2), and making use of the orthogonality and decoupling prop-
erties of Dini-type CVWFs, the CFVIEs are reduced analytically to four sets of
infinite algebraic equations. The first two sets are obtained by the EFVIE of (3.2)
and are given by (3.11) and (3.12), shown at the top of next page. The other two
sets are obtained by the MFVIE of (3.2) and are again given by (3.11) and (3.12)
using the following substitutions: first, in (3.11) we apply Ty — Sty At — Ko,

Tt = Bmi, At — Ay and \/po/e0 — /€o/po; second, in (3.12) we apply
Aml — Tmla B, — Amla K, — le, Yol — Aml and \/,UO/GO — 60/;1,0. In
(3.11), (3.12) the quantities T, TN, are given by [119, eq. (15)], while the dot
products (M, (Yar,/a, p), Mt (v} /@, p)) and (M (v /a, p), Mo (v /a, p)) in
(3.11) are evaluated by [119, egs. (A.6) and (A.8)], respectively, and (N, (v, /a, p),
Noi (1, /a, p)) and (Nu(vY, /a, p), Ny (v, /a, p)) in (3.12) by [119, eqs. (A.9)
and (A.11)], respectively. It should be mentioned that (3.11), (3.12) and the ac-
companying ones, feature the additional terms with P/ and @/, as common factors.
These terms were absent in the respective algebraic sets in [119]. Other four sets of
infinite homogeneous equations are obtained by utilizing the constitutive relations
E(p) = € 1(p)D(p) and H(p) = u~'(p)B(p), and integrating them over the inho-
mogeneous anisotropic region of the cylinder. These additional four sets are given
by [119, eq. (20)]. For the case of an off-axis biasing magnetic field, or for a uniaxial
infill with tilted optic axis, the tensors (3.1) change and lead to more complicated
sets obtained from the above constitutive relations, as compared to the ones in
[119]. For instance, for an off-axis bias, I',,,; and A,,; do not only depend on A,,;
and By, respectively—as in [119, eq. (20)]—but they simultaneously depend on
A, and B,y,;. Similarly, X,,; and T;,,; are coupled via K,,; and A,,;. This coupling
leads to extra dot-product terms. Such a task constitutes a non trivial extension of
the present method and is outside the scope of the present work.

From the above description of the eight sets of infinite homogeneous equations,
four of them relate unknown expansion coefficients that multiply the M,,; vector
appearing in the expansions of the E(p), D(p) fields in (3.6), (3.7), and the N,
vector in the expansions of the H(p), B(p) fields. In addition, the other four sets
relate unknown expansion coefficients that multiply the N,,; vector of the E(p),
D(p) fields and the M,,; vector of the H(p), B(p) fields. These two families of sets
constitute, after truncation, two homogeneous systems of the form A(z)v = 0. The
determinantal equation det A(xz) = 0 of each system matrix yields a sequence of the
desired normalized cutoff wavenumbers z, = kg qa, ko, = wq\/€oflo, ¢ = 1,2,....
From (3.11), (3.12) it follows that A is constructed for every different value of m.
The size of A is then 2L x 2L, where L is the maximum number of terms that indices
[ and p can acquire. In the case where the infill has only gyroelectric behavior with
p = poll, the size of A is reduced to L x L.

From the form the M,,;, N,,; vectors have in (3.4), one may wrongly assume
that a gyrotropic loaded waveguide allows for mode separation and that the first
aforementioned family of the four sets yields the x for the TE* modes (E, = 0, H, #
0), and the second family the = for the TM* modes (E, # 0, H, = 0). This is not
absolute since the type of mode depends on the type of anisotropy and whether the
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infill is homogeneous or inhomogeneous. This is elucidated in the following Section.

3.4 Modal Analysis and Designation

In this Section we use SVM and show that a homogeneous anisotropic loaded waveg-
uide supports either TE®/TM? or hybrid HE* /EH* modes, depending on the type
of anisotropy. To simplify the analysis, we assume only gyroelectric infill. In the
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following, the superscript z in mode designation is omitted for simplicity.

Starting from V x E(p) = —iwpoH(p) and V x H(p) = iweE(p), it can be
worked out that, for a homogeneous gyroelectric loaded waveguide, the H, and E,
components satisfy the second order partial differential equations (PDEs)

10H O0H 1
2H A[(KH)? - p2H, = ——=Lp8| — ==L Y+ -H
VEHA(K") — )H. = =25 - S0+ e .
Vim [Py - g = [ 105 0P
1r

€1r

€2y

1
“E 1
pdp B ' p “"}’ (3.13)

where V7 is the transverse Laplacian, 9/0z — —if3, and

Hy2 _ i — €30 E\2 _ 2
(K%)= Tko, (K%)? = eskg. (3.14)
Based on (3.13), we distinguish the following three cases.

1. Isotropic homogeneous case (€1, = €3, = €, €3, = 0): the PDEs (3.13)
are reduced to two Helmholtz equations V71 + k2 = 0, with ¢ = H,, E, and
k? = €,.k3 — 3. The propagating modes are TE/TM [79]. At cutoff (3 = 0), the
characteristic equations are the well-known ones given by

J}. (Verx) =0 (for TE modes),

m

Im(Verx) = 0 (for TM modes). (3.15)

2. Uniazial homogeneous case (€1, # €s3p, €. = 0): the PDEs (3.13) are
reduced to two Helmholtz equations V¢ + k2 = 0, with (v, k2) = (H,, (KTF)? —
B%), (KTE)? = €,k3 and (¢, k?) = (E,,(K™)2 — 82), (K™)2 = ¢3,k3. In this
case, the PDEs are decoupled and the solution is separated to TE/TM modes. At
cutoff, it is straightforward to show that the characteristic equations are given by

J! (/errx) = 0 (for TE modes),
Im (Vesrx) =0 (for TM modes). (3.16)

Obviously, (3.16) are identical to (3.15), with the only difference that the isotropic
material wavenumber /€, ko used in (3.15) is now replaced by K™® and K™ for
TE and TM modes, respectively.

3. Gyroelectric homogeneous case (€2, # 0): in this case the right hand-sides
(RHSs) in (3.13) are not zero and the two PDEs are coupled. This can be understood
from the fact that the transversal components ¢ = H, ,, E, ., in the RHSs of (3.13)
can be written in the form v = ¥= 4+ F>, where 1= is expressed only versus H,,
and > only versus E,. Therefore, the H,, FE, components cannot be separated
and consequently the propagating modes are hybrid HE and EH.

At cutoff, however, it is possible to construct two characteristic equations that
yield the cutoff z for the HE/EH modes. Following E(p) = 1/(iw)e 'V x H(p) and

H(p) = —1/(iwpo)V x E(p), the transversal components of the electromagnetic
field inside the gyroelectric loaded waveguide are given by
E 1 |: €1 1 8Hz . €2y 8Hz :|
= - i
P iweg L2 — €2, p Oy €2, — €3 Op L
E 1 |: €2 1 8Hz €1 5‘Hz]
= 1 —_— J—
Y dwegl e —€2.p dp €& —e2 Op
1 10FE,
Hy=-——>-2"%
iwpo p Op
1 0F,
H,= (3.17)

iwpo Op
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It should be stressed that (3.17) are valid at cutoff and that the phenomenal TE/TM
separation—since F, , depend only on H, and H, , only on E,—does not hold.
To clarify this point, when S # 0—i.e., at propagation—(3.17) are much more
complicated and E, ,, H, , depend simultaneously on H, and E; in addition, since
the longitudinal components are coupled through the aforesaid DEs, the modes are
hybrid. The same is true even for the special case m = 0, which is equivalent to
0/0p — 0. The expressions (3.17) are simply the modal components of HE/EH
modes right on cutoff. When g = 0, the RHSs in (3.13) equal to zero and the
solutions of the resulting Helmholtz equations are

o0
H, = Z A I (K p)e™ "™ (for HE modes),

E, = Z B Jm (KE p)e™™% (for EH modes). (3.18)
m=—oo

Satisfying, next, the boundary conditions E, = 0—through (3.17) and (3.18)—
and E, = 0—directly via (3.18)—at p = a, we get the following two characteristic
equations that yield the cutoff = for the HE/EH modes, i.e.,

€2 €1
ma——Jm(\/(, — &)/ er) =\ | 57—

€1r — €2p €1, — €5,
XJr/n( (ef, — Egr)/ﬁrx) =0 (for HE modes),
JIm(Vesrx) =0 (for EH modes). (3.19)

Our remark that the cutoff z obtained from (3.19) correspond to HE/EH and not
to TE/TM modes, is in line with the analysis for two-layered dielectric waveguides
[87], where HE/EH modes are maintained. In particular, in [87, p. 3171], the cutoff
condition v = 0 was discussed and resulted to two uncoupled characteristic equations
(7b) and (7c), that determine the cutoff frequencies of the HE and EH modes,
respectively. In the general case where the infill is gyrotropic, the characteristic
equations at cutoff for HE/EH modes are the same with (3.19), with the only
difference that = in the first of (3.19) should be substituted by ./f3,z, and in the

second of (3.19) by \/(u3, — p3,.)/p1rx.

From (3.16) and (3.19) it is deduced that, precisely at cutoff, the x are the same
for TM and EH modes when uniaxial and gyroelectric infills are used, respectively,
in the waveguide. However, above cutoff, the dispersion curves f = f(w) for the
TM/EH propagating modes differ. On the contrary, the cutoff x for the respective
TE/HE modes, are different.

The above analysis is valid for homogeneous gyroelectric loaded waveguides.
When the infill is multilayered, even for the two-layered isotropic configuration, the
propagating modes are HE/EH [87], except for the case m = 0, where the modes are
TE/TM; physically, the existence of the hybrid modes is due to the interface between
the two dielectric layers. Therefore, for multilayered isotropic/uniaxial infills, the
modes are hybrid, except for the case m = 0. The multilayered gyrotropic infills
lead only to hybrid modes.

Concluding, the four out of eight sets of infinite homogeneous equations defined
in Section "Solution of the Coupled Field Volume Integral Equation" and relate
unknown expansion coefficients that multiply the M,,,; vector of the E(p), D(p)
fields and the N,,; vector of the H(p), B(p) fields in (3.6), lead to a determinantal
equation det ATE-HE(z) = 0, which resolves the cutoff x for TE or HE modes,
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Table 3.1 =z for uniaxial loaded waveguide.
Values of parameters: €, = {2.54,0,4} and p, = {1,0,1}.
TE.q TMnq
CFVIE SVM CFVIE SVM
No m,q T T m,q T T
1 +1,1 1.1553 1.1553 0,1 1.2024 1.2024
2 +2.1 1.9164 1.9164 +1,1 1.9159 1.9159
3 0,1 2.4042 2.4042 +2,1 2.5679 2.5678
4 +3,2 2.6361 2.6361 0,2 2.7601 2.7600
5 +4,1 3.3366 3.3365 +3,1 3.1901 3.1901
6 +1,2 3.3453 3.3452 +1,2 3.5079 3.5078
7 +5,1 4.0257 4.0255 +4,1 3.7943 3.7942
8 +2,2 4.2079 4.2078 +2,2 4.2088 4.2086
9 0,2 4.4021 4.4020 0,3 4.3271 4.3269
10 +3,2 5.0294 5.0292 +5,1 4.3859 4.3857

depending on the type of anisotropy and on homogeneous/inhomogeneous infill.
Similarly, the remaining four sets construct det ATM-EH () = 0, which determines
the cutoff z for TM or EH modes.

3.5 Numerical Results

The CFVIE-CDSE is firstly validated by comparing the cutoff x with the ones from
SVM for homogeneous loaded waveguides. From (3.15), (3.16) we see that the
characteristic equations for the isotropic and uniaxial case are identical. For this
reason we skip the validation for the isotropic infill and present only the uniaxial
loading. The values of parameters used are given in Table 3.1 where we use the
set notations €, = {e1,, €2, €3} and p, = {u1,, por, p3r-} to declare the relative
permittivity and permeability elements of (3.1). This introductory example has only
one DoF. In Table 3.1 the first ten sequential cutoff x are shown. The agreement up
to five significant figures between CFVIE and SVM, for this introductory example,
is evident.

Next example concerns a gyroelectric loading, as shown in Table 3.2. This case
has two DoF, one additional to the above example due to the gyroelectric loading.
The z for SVM are obtained from (3.19). Apart from the evident agreement between
CFVIE and SVM, the z for the EH modes are the same with the ones depicted in
Table 3.1 for TM modes, since the same numerical value €3, = 4 is used in both
examples and because the characteristic equations for these mode families are the
same. A notable feature here is that gyroelectricity introduces m-nondegeneracy.
This means that the cutoff z for +|m| has different value as compared to the one
for —|m/|. This is observed for HE modes only, since the gyroelectric term eg, exists
only in the characteristic equation (3.19) for these specific modes. Contrariwise,
the cutoff z for EH modes obey |m|-nondegeneracy, i.e., the cutoff z for +|m)|
are the same. To fortify the validity of CFVIE for gyroelectric loadings, we also
compare it with [116] by recalculating the cutoff = depicted in Fig. 4 of [116]—using
e = {3.6,1,3.2} and p, = {1,0,1}—by setting there k.,a = 0. Since = in [116]
are part of a Figure and not given in decimal form, we cannot compare in terms of
accuracy. Nevertheless, the x from CFVIE are 0.87824 (m = 1), 1.1164 (m = —1),
1.4745 (m = 2), 1.8303 (m = —2), and 2.1022 (m = 0) for HE modes, while for EH
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Table 3.2 =z for gyroelectric loaded waveguide.
Values of parameters: €, = {2.54,0.1,4} and p, = {1,0,1}.
HE,.q EH,.q
CFVIE SVM CFVIE SVM
No m,q x T m,q T T
1 +1,1 1.1368 1.1368 0,1 1.2024 1.2024
2 —-1,1 1.1749 1.1749 +1,1 1.9159 1.9159
3 +2,1 1.8890 1.8890 +2,1 2.5679 2.5678
4 -2,2 1.9457 1.9457 0,2 2.7601 2.7600
5 0,1 2.4061 2.4061 +3,1 3.1902 3.1901
6 +3,2 2.6014 2.6013 +1,2 3.5079 3.5078
7 -3,1 2.6734 2.6734 +4,1 3.7943 3.7942
8 +4,2 3.2954 3.2953 +2,2 4.2088 4.2086
9 +1,2 3.3431 3.3430 0,3 4.3271 4.3269
10 -1,2 3.3527 3.3526 £5,1 4.3859 4.3857

modes we get 1.3443 (m = 0). Careful inspection of these values reveals that they
match to the ones in Fig. 4 of [116].

In Table 3.3 we proceed to a two-layered isotropic loaded waveguide with two
DoF. Here, we compare the CFVIE with the SVM solution given in [87] and with
HFSS. Since HFSS computes directly the cutoff frequencies f, we compare the f
by calculating the frequency from CFVIE and [87] via f = x/(2ma\/éofio) where
we have set an indicative radius @ = 1 cm. Table 3.3 lists the first eight successive
cutoff f. Based on the analysis of Section "Modified two dimensional tensorial
Green’s function", m = 0 yields TE/TM modes. The comparison establishes an
agreement, up to five significant figures between CFVIE and [87], and up to three
significant figures, between CFVIE and HFSS. This is because HFSS resolves the f
without enough accuracy. In particular, we have initialized HFSS using a surface
deviation of 0.04 cm for mesh setting and 0.333 lambda refinement ratio. Then we
performed a parametric sweep in the range [fcpvie —0.05 GHz, fopvie +0.05 GHz|,
where fopvig is the cutoff frequency as predicted by CFVIE. The step used for this
sweep was 0.001 GHz or, equivalently, 101 iterations. With this step, HFSS yields
the result in three decimal digits, that is why the first three f shown in Table 3.3
have one less decimal digit than the ones obtained from CFVIE. To attain one
more decimal digit, one should decrease the step to 0.0001 GHz, but this would
result to ten times more CPU time. In Table 3.4 we collect the data regarding the
computational performance of various examples examined. The CPU time required
to compute only one f from the depicted list with HFSS is 1200 s, with a fair RAM
consumption of 0.4 GB. The simulation should be repeated for the rest f, thus
constituting this commercial solver inefficient for such kind of computations. In
addition, it should be kept in mind that we have performed the sweep in an a priori
targeted range defined by firstly computing the cutoff f through CFVIE, otherwise
it would take much more time to determine the positions of the cutoff f purely via
HFSS. On the other hand, the CFVIE requires 5.4 s CPU time to compute only one
f with 0.05 GB RAM, using L = 20 number of [ terms in the truncation scheme.
The value L = 20 was selected in order to establish a relative error less than 1073.
Denoting the SVM solution of [87] as z., and employing it as the exact solution,
the relative error |z, — @e|/|xe| for the fundamental x, = 4.8456, where z, is the
approximate value obtained by CFVIE, is 3.1 x 10~%. On the contrary, the relative
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Table 3.3 x and f for two-layered isotropic loaded waveguide.

Inner  layer: € = {2.54,0,2.54}, p € [0,a/2];
outer layer: € = {4,0,4}, p € (a/2,al;
rest  values: w, = {1,0,1}, p € [0, and a = 1 cm.
* This is a TEg; mode.  These are TMy; and TMpo modes.
Hqu Equ
CFVIE [87] HFSS CFVIE 87| HFSS
No | m,q f(GHz) f(GHz) f(GHz) | m,q f(GHz) f(GHz) f(GHz)
1] +£1,1 4.8456 4.8441 4.852 0,17 6.5391 6.5344 6.568
2| £2,1 7.5893 7.5875 7.609 +£1,1  9.7944  9.7875 9.838
3 0,1*  9.7944 9.7875 9.819 +2,1 12.698 12.692 12.792
4 | £3,1 10.195 10.193 10.226 0,2f  14.648 14.648 14.778
5 | £4,1 12.778 12.777 12.801 +3,1 15.504 15.499 15.618
6 | £1,2 13.749 13.747 13.839 +4,1 18.275 18.271 18.343
7| £5,1 15.353 15.352 15.385 +1,2  18.906 18.896 18.998
8 | £2,2 17.352 17.351 17.379 +5,1 21.027 21.024 21.145

Table 3.4 Computational performance on a 2.26 GHz double quad-core
equipped machine.  HFSS initialization: 0.04 cm surface deviation, 0.333
lambda refinement ratio, 1Ist order solver, and 1076 relative residual.
* Fundamental HE; ; mode.

CFVIE HFSS
Example |CPU time (s) RAM (GB) L |CPU time (s) RAM (GB)
Table 3.3 5.4 0.05 20 1200 0.4
Table 3.6 4.4 0.06 20 1180 2.5
Table 3.8* 2.3 0.05 8 — —
Table 3.8 4.2 0.05 20 — —

error for HFSS’s z, = 4.852 is 1.6 x 1073, almost one order of magnitude greater.
In some cases, with the same L = 20, even lower relative errors are maintained for
CFVIE, as for the z, = 14.648 of the TMg> mode.

A serious limitation regarding HFSS is that it cannot retrieve higher-order
cutoff f when the waveguide is filled with a gyroelectric medium. In particular, the
commercial software returns only the fundamental f. This is depicted in Table 3.5,
where a core-shell infill is used and each layer has different gyroelectric properties.
This example has three DoF, one due to radius a, one due to the two-layered con-
figuration, and one due to the gyroelectric loading. The validity for this case is
established only for the lowest f from both mode families, i.e., the cutoff f for HE;
mode. For the remaining higher-order f computed by CFVIE, we have performed
a self-validity test by progressively increasing the number of terms L in the trun-
cation strategy, and achieved convergence up to five significant digits, as listed in
Table 3.5. In addition, we point out that the only difference between the examples
of Tables 3.3 and 3.5 is the values in permittivity tensors, otherwise the setups
are identical. Therefore, the two-layered setup results in Table 3.5 are confident,
because the CFVIE has been successfully validated for a two-layered configuration
in Table 3.3. In Table 3.6 we present a three-layered gyroelectric loaded waveguide
with four DoF. Same conclusions for HFSS as the ones above can be drawn. Still,
the CFVIE yields convergent results for higher-order cutoff f, while the compu-
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Table 3.5 x and f for two-layered gyroelectric loaded waveguide.

Inner  layer: € = {2.54,0.1, 3}, p € [0,a/2];
outer layer: € = {2,0.2,4}, p € (a/2,al;
rest values: p, = {1,0,1}, p € [0,a] and a = 1 cm.
HE,. B,
CFVIE HFSS CFVIE HFSS
No | m,q x f(GHz) f(GHz) | m,q x f(GHz) f(GHz)
1 1,1 1.2068  5.7581 5.795 0,1 1.3114  6.2570 —
2| -1,1 12737 6.0772 — +1,1  2.0089  9.5852 —
3 2,1 2.0537  9.7990 — +2,1  2.6330 12.563 —
41 -2,1 21809 10.406 — 0,2 2.9486  14.069 —
) 0,1 2.5832 12.325 — +3,1 3.2320 15421 —
6 3,1 2.8582 13.637 — +1,2  3.7914  18.090 —
71 —3,1 3.0413 14.511 — +4,1  3.8197  18.225 —
8| —1,2 3.6198 17.271 — +5,1 4.4008  20.998 —

Table 3.6 x and f for threelayered gyroelectric loaded waveguide.
Inner layer: € = {2,0.1, 3}, p € [0,0.2a];
intermediate  layer: €, = {2.54,0.2,4}, p € (0.2a,0.6al;
outer layer: €, = {4,0.3,5}, p € (0.6a, a;

rest values: p, = {1,0,1}, p € [0,a] and a =1 cm.

HE, ., EH,,,
CFVIE HFSS CFVIE HFSS

No | m,q x f(GHz) f(GHz) | m,q x f(GHz) f(GHz)
1 1,1 1.0245 4.8881 4.951 0,1 1.1915  5.6852 —
2| —-1,1 10974 5.2362 — +1,1 1.8245 8.7053 —
3 2,1 1.5927  7.5992 — +2,1 23947  11.426 —
4| -2,1 16973  8.0987 — 0,2 26931 12.850 —
) 3,1 21259  10.144 — +3,1 29337  13.998 —
6 0,1 2.1558  10.286 — +1,2 3.3673  16.067 —
7| —=3,1 22524 10.747 — +4,1 3.4563 16.491 —
8| —4,1 26502 12.645 — +5,1  3.970 18.942 —

tational comparison for the first cutoff © between CFVIE and HFSS is given in
Table 3.4. Overall, the CFVIE constitutes a valuable tool for the efficient and accu-
rate calculation of the cutoff x, or f, in gyrotropic loaded waveguides, taking into
account that the FEM employed in HFSS requires huge CPU time to extract the
cutoff frequencies with moderate accuracy.

All previous examples concerned gyroelectric infills. In Table 3.7 we study a
gyromagnetic infill with two DoF, and compare the CFVIE with SVM. Apart from
excellent agreement, there is a distinctive difference between the present case and
the gyroelectric case of Table 3.2, i.e., the cutoff x for HE modes do not obey m-
nondegeneracy as the respective ones in Table 3.2 do. This is owing to the absence
of the first term in the first eq. of (3.19), and therefore the same roots are obtained
for +|m].

In Figure 3.2 we plot the modal components for the first four modes, per
HE/EH mode family, for the gyroelctric loaded waveguide of Table 3.2. In partic-
ular, we depict the normalized real part—denoted as Re in the caption of Figure
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Table 3.7 for gyromagnetic loaded waveguide.
Values of parameters: u, = {2,0.2,4} and €, = {1,0, 1}.
HE,.q EH,.q
CFVIE SVM CFVIE SVM
No m,q x T m,q T T
1 +1,1 0.9206 0.9206 0,1 1.7090 1.7090
2 +2.1 1.5271 1.5271 +1,1 2.7231 2.7231
3 0,1 1.9159 1.9159 +2,1 3.6498 3.6497
4 +3,1 2.1006 2.1006 0,2 3.9230 3.9230
5 +4,1 2.6588 2.6588 +3,1 4.5342 4.5342
6 +1,2 2.6657 2.6657 +1,2 4.9858 4.9858
7 +5,1 3.2078 3.2078 +4,1 5.3928 5.3928
8 +2,2 3.3531 3.3531 +2,2 5.9819 5.9819
9 0,2 3.5078 3.5078 0,3 6.1500 6.1499
10 +3,2 3.7506 3.7506 £5,1 6.2337 6.2336

Figure 3.2 Modal electric field components for the gyroelectric loaded waveguide
of Table 3.2, as calculated by CFVIE. (a)-(d): Re{E,}/ max{Re{E,}} for HE
modes. (a) 1lst mode/z = 1.1368; (b) 2nd mode/xz = 1.1749; (¢) 3rd mode/x =
1.8890; (d) 4th mode/x = 1.9457. (e)—(h): Re{E.}/ max{Re{E.}} for EH modes.
(e) 1st mode/xz = 1.2024; (f) 2nd mode/z = 1.9159; (g) 3rd mode/z = 2.5679; (h)
4th mode/x = 2.7601.

3.2—of the tangential to the waveguide’s wall components E,, E,, on zy plane.
The pictures in Figure 3.2 have been obtained by CFVIE, and are exactly the same
with the ones obtained by SVM and not depicted here to save some space. This
constitutes an extra validation test for the CFVIE. In addition, the BCs E, = 0
and F, = 0 at p = a are fully satisfied. Finally, it should be clarified that the
similar patterns in Figure 3.2(c), (d) are due to the normalization used, otherwise
the unnormalized Re{E, } patterns differ in magnitude.

One of the merits of our method is its capacity to resolve the cutoff = for
continuously varying highly inhomogeneous infills. To demonstrate this capability,
we assume the isotropic continuously varying permittivity €,(p) = {e.(p), 0, e-(p)},
e-(p) = 2 — (p/a)?, p € [0,a], which corresponds to Luneberg lens profile. This
case has only one DoF, because the lens is not tunable. This example is difficult
to simulate by HF'SS, because its FEM solver would require a seriously dense mesh
to capture a continuously varying permittivity. On the contrary, the mesh-free
CFEVIE relies on simple radial integrations over the inhomogeneous profile. To state
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Figure 3.3 Modal electric field components for the Luneberg loaded waveguide of
Table 3.8, as calculated by CFVIE. (a)—(d): Re{E,}/max{Re{E,}} for HE modes.
(a) 1st mode/x = 1.4582; (b) 2nd mode/x = 2.5303; (c¢) 3rd mode/x = 2.9606; (d)
4th mode/z = 3.5724. (e)—(h): Re{E.}/max{Re{E.}} for EH modes. (e) 1st
mode/z = 1.7995; (f) 2nd mode/x = 2.9606; (g) 3rd mode/z = 4.0570; (h) 4th
mode/z = 4.2540.

validity, in Table 3.8 we depict the convergence history for the first ten successive
cutoff z, for both HE/EH modes, by progressively increasing the number of terms
L in the truncation scheme. The x are depicted up to six significant digits in
order to conclude about convergence. Still, the m = 0 case yields TE/TM modes.
As expected, the higher-order x, as compared to the lower-order ones, require,
in general, more terms to converge. For instance, if we focus on the first = of
HE+;,; mode, the CFVIE requires L = 8 terms to secure the fifth significant figure
and yields the rounded result x = 1.4582. On the contrary, for the fifth = of
HE4; 2 mode, the CFVIE requires L = 20 terms to finally yield x = 4.1562. The
computation performance of CFVIE for these two cases is given in Table 3.4. In case
the convergence is examined only on the fourth significant digit, L = 12 is adequate
for retrieving all « given in Table 3.8, with 3 s execution time for the CFVIE for
each cutoff z. Although there is no particular rule of thumb, the number L of
terms required for convergence to a specific number of significant digits, generally
depends on the electric size of x and on degree of inhomogeneity, especially if the
infill is step discontinuous as in Tables 3.3, 3.5, 3.6. For the fundamental cutoff x
of a homogeneous or of a continuously varying permittivity, 10 terms would suffice,
but for a combination of a step discontinuous permittivity with higher-order x, more
terms are required. Finally, in Figure 3.3 we plot the modal components for the first
four modes given in Table 3.8, per HE/EH mode family. As it is evident, the BCs
E, = 0—for HE modes—and F, = 0—for EH modes—at p = a, are fully satisfied.

3.6 Conclusion

We calculated the normalized cutoff wavenumbers of circular metallic walled waveg-
uides, with continuously varying highly inhomogeneous gyrotropic infill. To this end
we developed a CFVIE-CDSE method which features modified 2-D tensorial GFs,
that enable the satisfaction of the electric BCs on waveguide’s metallic wall. The
CFVIEs were solved using entire domain orthogonal Dini-type CVWFs, for the ex-
pansion of the fields inside the waveguide. This kind of expansion resulted in the
reduction of the 2-D volumetric-type integrals to sets of algebraic equations. We
characterized the types of modes maintained in such waveguiding structures, we
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exhaustively validated the CFVIE-CDSE vs SVM for homogeneously loaded waveg-
uides, vs HFSS for two-layered isotropic and three-layered gyroelectric infills, and
examined the convergence of our method for a highly inhomogeneous infill.






Chapter 4

Calculation of
Complex WGM
Frequencies for
Gyroelectric
Cylindrical Resonator

Asymptotic closed-form expressions for the calculation of the complex TE/TM whis-
pering gallery mode (WGM) frequencies, in homogeneous gyroelectric circular cylin-
drical resonators of infinite length, are derived. In addition, we extend a recently
developed volume integral equation-cylindrical Dini series expansion (VIE-CDSE)
method, so as to support the prediction of the complex WGMs for continuously
varying highly inhomogeneous gyroelectric circular cylindrical resonators. To this
end, VIE’s entire domain orthogonal vectorial basis is extended to support, via
asymptotic closed-form expressions, very large indices of the involved Dini-type
cylindrical vector wave functions (CVWFs). This way, the eigenbasis required for
the solution of the VIE becomes free of numerical instabilities, arising when very
large orders of the involved Bessel functions are employed. The complex frequencies
obtained by the asymptotic closed-form expressions for the case of the homogeneous
gyroelectric resonator, as well as those obtained by the VIE when the multilayered
gyroelectric resonator is reduced to one layer, are validated by comparisons with the
complex roots extracted by numerically solving the TE/TM characteristic equations
obtained from the separation of variables method (SVM), using complex root finding
techniques. We demonstrate the calculation of very high order WGM frequencies
for cylindrical resonators composed of homogeneous and highly inhomogeneous per-
mittivity profiles. This asymptotic theory constitutes a rigorous tool which may
serve for verification of method of analytical regularisation (MAR)-based numerical
solutions for other non-circular inhomogeneous cylinders, and for the interpretation
of experimental data for applications such as WGM lasing, refractometric sensing,
and magneto-optic coupling.

69
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4.1 Introduction

WGMs of dielectric resonators have attracted increasing attention during recent
years, due to their numerous applications ranging from the microwave to the opti-
cal frequency regime [122-125]. Among several geometries that can support WGMs,
is also the cylindrical resonator. In this context, the propagation of WGMs in an
infinite isotropic dielectric cylinder was first studied in [126]. A theoretical and
experimental study of terahertz WGMs in a dielectric cylinder coupled to a slab
waveguide was presented in [127], while light propagation via WGMs in coupled
microcylinders was investigated in [128]. An analysis of the WGM complex natural
frequencies of compact and hollow dielectric cylinders immersed in a layered medium
was presented in [129]. In addition, the excitation of WGMs in multi-layered di-
electric cylinders was examined in [130]. On the other hand, recent applications on
spherical geometries, such as WGM lasing, refractometric sensing, and magneto-
optic coupling, have shown the theoretical and practical interest that resides in
the investigation of the whispering gallery spectra of anisotropic resonators [131-
136]. However, although resonant anisotropic cylindrical structures have received
the attention of researchers [137-139], the theoretical study of their WGMs remains
limited. In particular, the resonant frequencies of higher-order—but not whisper-
ing gallery—modes in cylindrical anisotropic dielectric resonators were calculated
in [140], whereas low-Q WGMs of cylindrical metamaterial shells were studied in
[141].

In this work we derive the complex WGM frequencies arising in homogeneous
and in continuously varying highly inhomogeneous gyroelectric circular cylindrical
resonators, with infinite length in z direction. In general, the cylindrical resonator
is described by an inhomogeneous gyroelectric permittivity tensor, given by

elr(l’) i62r(p) 0
€(p) = eo | —ie2r(p) €1r(p) 0 |, (4.1)
0 0 637’(p)

where €1,., €3, €3, are the relative components, ¢y is the free space permittivity,
and p the radial distance in the polar coordinate system. The permeability of the
resonator is p = pg, that of free space.

For the case of homogeneous resonators—i.e., (4.1) does not depend on p—
asymptotic closed-form expressions are constructed valid for very large mode order,
by appropriately applying large order expansions of Bessel, Neumann and Hankel
functions appearing in the characteristic equations of TE/TM modes. In the past,
asymptotic closed-form expressions for the TE/TM modes of homogeneous isotropic
spherical resonators have been extracted in [142]. Those expansions are similar
to the TM case examined in the present work, with the difference that spherical
Bessel functions were involved in the characteristic equations of [142], instead of
the cylindrical functions appearing here. This similarity in the asymptotics stems
from the fact that TM modes’ complex WGM frequencies of the present problem do
not depend on the gyroelectric element €3,.. However, the present TE case is more
challenging because the complex WGM frequencies also depend on the gyroelectric
element €5,.. This element adds an additional term in the characteristic equation of
TE modes, which complicates the analysis for yielding the asymptotic expressions.
In addition, it is known that gyroelectricity lifts m-degeneracy—where m is the order
of the cylindrical wavefunctions. That is to say, the complex WGM frequencies are
different in value when m < 0—while, for TM modes, they have the same value and
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thus in that case they degenerate vs m. Therefore, one has to derive two closed-
form expressions for the TE case, one when m > 0 and one when m < 0. To the
authors’ knowledge, asymptotic closed-form solutions for TE WGMs in gyroelectric
cylindrical resonators, have not been reported before.

For the case of inhomogeneous resonators, a VIE-CDSE method [119] is ex-
tended to support the calculation of very large mode order complex WGM fre-
quencies of continuously varying highly inhomogeneous resonators. The solution
of the original VIE in [119] is based on the construction of an orthogonal vecto-
rial Dini-type CVWEF-based eigenbasis by numerical evaluation of real roots of two
eigenequations for moderate order values of the involved Bessel functions—for de-
tails see Section 4.3.1. To apply the VIE for the calculation of the WGM frequencies,
however, the computation of the aforementioned real roots for very large orders is
required, a demanding task for any root finding algorithm due to the loss of roots
when m is very large. In case of root loss, the eigenbasis is not orthogonal anymore,
an undesired situation for the VIE which in sequence does not yield the expected
complex roots. To overpass this obstacle, we apply large order expansions on Bessel
functions appearing in the aforementioned eigenequations, in order to render the
VIE suitable for WGM studies. Respective large order expansions were applied in
the vectorial eigenbasis of the VIE for WGM lasing in gyroelectric spherical res-
onators [136]. However, the present TE case requires a different approach than in
[136]. This distinction constitutes an additional novel point of the present effort
and reflects the influence of gyroelectricity in the calculation of the TE complex
WGM frequencies, with the latter being obviously different between cylindrical and
spherical anisotropic resonators.

To validate the derived asymptotics, we compare the complex WGM frequen-
cies obtained by the closed-form expressions for the case of the homogeneous gy-
roelectric resonator, as well as those obtained by the VIE when the multilayered
gyroelectric resonator is reduced to one layer, with the complex roots extracted from
the numerical solution of the exact TE/TM characteristic equations, using complex
root finding techniques. Then, we demonstrate the calculation of very high order
WGM frequencies for cylindrical resonators composed of homogeneous and highly
inhomogeneous permittivity profiles.

4.2 Homogeneous gyroelectric resonators
4.2.1 Charasteristic equations

For homogeneous gyroelectric resonators, the characteristic equations for TE/TM
modes are derived from the exact solution of EM plane wave scattering by gyroelec-
tric cylinders, using the SVM [59]. Employing the exp(iwt) time dependence, the
z-components of the magnetic fields for TE modes are expanded as

oo

I’IiznC :HO Z i_me(k‘op)e_im“",

m=—0oo

Z A Hy (kgp)e™ 9,

m=—0o0

SC
HZ

[ee]
HM = " BuJm (K" p)e=m?, (4.2)

m=—0o0
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where H¢, H5¢ and H™ are the incident, scattered, and internal magnetic fields,
Jm is Bessel function, H,, is Hankel function of the second kind—the standard
superscript (2) notation is omitted for simplicity—ko = w,/€ofio the free space
wavenumber, K = ko/\/e.—with e, = e1,/(e}, — €3.)—Hy the magnitude of
Hn¢ and A,,, B,, unknown expansion coefficients. The remaining electric field
components E,, E, are derived by E = 1/(iw)e 'V x H. For TM modes, (4.2)
hold true with H, replaced by E,, K by KF = Vesrko, Ho by Eg, Ay, by Chy,
and B, by D,,. The remaining components H,, H, are now derived by H =
—1/(iwpg)V x E.

Satisfying, next, at p = a—where a is the radius of the cylinder—the boundary
conditions H™ = H+H3, E* = EM°+ E5 for TE modes, and EI" = B4 E3°,
H} = HX° 4 H for TM modes, one ends up, exactly, to the following matrix
equation for the calculation of the scattered coefficients A,,, C,,, i.e.,

Am o H()Z‘im 1 Am _ Hol'im

|:Cm:| =T {Eoim] or T oo = | Byi-m | (4.3)
with T the transition matrix. The complex natural frequencies are extracted from
(4.3) in absence of incident excitation, therefore, for nontrivial solutions, the condi-

tion det{T~1} = 0 must be enforced [143|. Since T is diagonal, this latter condition
yields exactly the following two characteristic equations for TE/TM modes, i.e.,

/AT S )
VL Jm(z/fer) "
J(xy/€3)  H) () modes
‘/aJm(x\/?S) ~ Hp(z) I modes) .

In (4.4), J), and H), are the derivatives of .J,,, and H,, with respect to the argument
and €, = €3,./(€2, — €3,). The characteristic equations (4.4) have complex solutions
xp = u +iv, I = 1,2,..., wy = Re{z;} > 0, v; = Im{z;} > 0—where Re/Im
denotes the real/imaginary part—which are the complex normalized wavenumbers
x; = ko,a, koy = wiy/€ofio, of the gyroelectric cylindrical resonator. The complex
natural frequencies are then given by f; = cx;/(2wa) = Re{fi} + iIm{ f;}—with ¢
the speed of light in vacuum—where Re{f;} is the natural frequency and 2Im{ f;}
is the linewidth of the resonance. The respective quality factor is given by Q; =
Re{fi}/[2Im{f;}]. Based on the above, a mode, in general, is classified by m, I
indices, thus designating it as TE,,; or TM,,;.

From (4.4) it is evident that only TE modes depend on the gyroelectric element
€9 through €, and €,. In particular, gyroelectricity introduces the additional term
e;m in the right-hand side of (4.4)/(TE modes), as compared to (4.4)/(TM modes).
Moreover, the fractions of Bessel and Hankel functions in (4.4)/(TE modes) are
multiplied by z. It is also known that gyroelectricity lifts m-degeneracy, i.e., x; for
(4.4)/(TE modes) are different in value when m < 0—while, for TM modes, they
have the same value and thus in that case they degenerate vs m. Therefore, one
has to derive two closed-form expressions for the TE case, one when m > 0 and
one when m < 0. Overall, these factors complicate the asymptotic analysis for TE
modes.

In general, WGMs are TE,,; or TM,,; modes when |m| acquires large values.
For a homogeneous resonator, index [ of a TE/TM WGM denotes the number
of cumulatively localized peaks and valleys of H,/E, along the radial direction
0 < p < a of the resonator, while index m denotes either the number of peaks or
the number of valleys along the circumference 0 < ¢ < 27 of the resonator.

(TE modes),
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For WGM studies, the condition 1 < u < m—when m > 0—must hold, where
u = w for simplicity. In this case the fraction H),(u)/H,,(u) can be simplified
using the fact that |V, (u)| > |Jpm(uw)|, where Y, is Neumann function. By the aid
of Wronskian of Bessel functions, H!, (u)/H,,(u) = Y, (u)/Ym(u) — i2/[ruY2 (u)],
where Y, is the derivative of Y,,, with respect to its argument and Y,2 (u) = [V, (u)]?.
This latter relation states that u can be obtained from (4.4) if z is replaced by wu,
and H,, and H/ arereplaced by Y;,, and Y}, , respectively. These modified equations
are referred to, below, as large-m characteristic equations.

4.2.2  Asymptotic solution for TE modes

In this Subsection we derive asymptotic closed-form expressions for the complex
x as |m| — oo. In particular, we assume m > 0 and after each result we briefly
denote the differences for m < 0. We separate the analysis in two parts: first, we
asymptotically expand u up to O(|m|_2/ 3) and second we construct a first-order
expansion for v—where v = v; for simplicity.

Asymptotic expansion for the real part We begin with the derivation of the
asymptotic solution for u by employing the large-m characteristic equation

L TV i
\/a Jm(u/\/a) ¢ Ym(u) ’

Numerical solution of (4.5) reveals that u/,/e; > m while v < m—but not u < m.
This instructs that J,,,, J/, must be expanded in the transition region by [144,
entries 9.3.23, 9.2.27]. Setting u/\/e1 = m + zm!/3, to expand u up to O(m=2/3),
Jm, J), must be expanded as

(4.5)

1/3

Im(u//€1)

~ i(—ol/3,0[1 - &
m—>oom1/3A1( 2 Z) |:1 5m2/3:|

22/33,2
10m

22/3
AY(—21/32) [1 -

Ai'(=21/32),

4z
5m2/3} ’

T (u/\/€r) ~

m—oo m2/3

(4.6)

where Ai is Airy function, Ai’ is its derivative with respect to the argument, and z is
a parameter with O(1) first-order Maclaurin series term. The appropriate expansion
of z in Maclaurin series will be discussed below. On the contrary, since u < m—
but not v <« m—Y,,, Y,/ must be expanded using Debye’s first-order asymptotic
expansions [144, entries 9.3.8, 9.3.12|. Setting u = msech a, a > 0, these expansions
read

em(a—tanh a)

Yi(u) ~ —

m—oo .\ /rm/2tanh o’
Ynlz(u) ~ Mem(a—tanha). (47)
m— 00 T™m

To yield the O(m*Q/ 3) asymptotic solution for u, the z parameter appear-
ing in (4.6) must be expanded in Maclaurin series in the form 213z = 2z, —
erm™ Y3 —com™2/3 — cgm™! 4 O(m~4/3), with 2 = O(1) and ¢y, ¢z, c3 unknown
expansion coefficients to be determined. To determine zy, we first recognize that
Y, (w)/ Y (u) ~ —vcosh®>a —1, m — oo, and cosha = [(er (1 + zm~2/3)]7L.

Then, performing a low-order analysis—i.e., keeping only the first-order terms in
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(4.6)—for the characteristic equation (4.5), it turns out that the O(m) terms in
(4.5) balance only if zg = oy, where —qy, { = 1,2, ..., are the roots of Ai. With this
selection, Ai, Ai’ appearing in (4.6) are expanded in Maclaurin series as

1

1
s(_ol/2 ~ S - s -
Ai(—2"%2z) m—>ooclAl (—a) + c2Af'( al)m2/3

mi/3
. g 1

+ [03A1 (—ay) — éclalAl (fal)] o

Ai/(—Ql/Qzl) m:mAil(—al) — %C%alAi’(—al)#

1

3

To obtain (4.8), the properties Ai”(£) = €Ai(¢) and Ai"”'(€) = Ai(§) + EAT(§)
have been used, where the double and triple prime denote second- and third-order
derivatives with respect to the argument.

Substituting the expansions (4.6)—(4.8) into (4.5), we obtain the expansion
given by (4.9), shown below.

1

+ [ AA (—ap) — clcgalAi’(—al)} — (4.8)

21/3 22/3302 + 20
B €L ( ap + C2)€Lm2/3

c1 m 22/310c¢%
(23270} 4 600cucf — 2'/3200cu¢t + 36007y 4 21736005 — 21/3600¢; c3)e ) /3
600c3
LO1) = (e — VI —€1) WL /3 1 0(1). (4.9)

KT ——

Equating the orders in (4.9), we determine ¢y, c2, and c¢3 in closed-form by:

QI/BEJ_
= ———,
! V1—€] — €,
22/33a2
cp = — =c
2 20 2,05
o ( o +22/39a?i+a 1 21/3alc
S IVERCIVE N 200 & e 3
+ 3al2 027l +21/3c§,l) (4 10)
L= =) =ec3. }
5 c:% cif Sl
Since u;/ /€1 = m 4+ zm'? and z ~ 2*1/3(041 - ijlcj

m=I/3), m — oo, u is given, up to O(m~=2/3), by the closed-form expression

u o~ eL (m + 2_1/3alm1/3 — 2_1/3c1

m—roo

_9-1/3

1 s 1
iz =27V cgylmw). (4.11)

By the properties Z_,,|(§) = (71)|m‘Z‘m|(§), Z = J,H, it is concluded that
for m < 0, u; is again given by (4.11) but now m is replaced by |m|, while €, in ¢;
of (4.10) is replaced by —e,.
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Asymptotic expansion for the imaginary part The asymptotic expansion
for v is derived by first defining the characteristic equation (4.4) for TE modes as
a complex-valued function F(z) = e,;m + xH), (x)/Hy(x) — €1 /\/eLad), (x/\/€1)
/Jm(x/\/€L). Then, if u + v is a complex root of F'(z), we expand it in Taylor
series around u +iv as F(z) ~ [z — (u 4+ w)][dF (z)/(dz)]s=uy+tiv, T — v+ iv. Using
Bessel’s differential equation, it can be worked out that

dF(x) _]._EJ__Ggm2

d]? r=u-+1iv u+ (X))
2606 Tl )/ D)
VEL Im((u+1iv)/\/€7)
, I ((u + i) /\/€1)72
— -1 . 4.12
(ke = D5 v i) 12
Keeping the dominant O(m?) term and neglecting the O(m) and O(1) terms in

(4.12), we may evaluate Im{F(x)} at * = u, from its second-order Taylor expansion,
as

m

uv 9

Im{F(u)} (1—e; —€2)ym> (4.13)

x—)r;-i-iv B u? —+ v2
Since WGMs’ x obey u > v, v? in the denominator of (4.13) can be neglected. Then,

equating (4.13) with Im{F (u)} ~ —2/[rY,2(u)]-—as obtained from the analysis of
Section 4.2.1—finally yields

2ul 1
m(1—eL —€2)Y2(u) m?
For m < 0, v; is again given by (4.14) but now m is replaced by |m/| and v,
are given by the modified expressions for m < 0, as explained above.

v = (4.14)

4.2.3 Asymptotic solution for TM modes

The derivation of the asymptotic closed-form expressions for the complex x of TM
modes, requires a simplified procedure, as compared to the one followed in Sec-
tion 4.2.2. In particular, concerning the real part u, the large-m characteristic
equation is now given by /€3, J;, (u\/€3.)/Jm(u\/€3,) = Y, (u)/ Yy, (u). This form
is similar to the large-m characteristic equation for TE modes of isotropic spherical
resonators, as given in [142, eq. (2.1b)], with the difference that the order of Bessel
and Neumann functions in [142] is fractional. In the present case, u./€3, > m and
u < m. Therefore, setting u./es, = m + zm!/3, u = msech«, and employing the
same expansion for z; as in Section 4.2.2, as well as the expansions (4.6)—(4.8), and
upon substitution into the above mentioned characteristic equation for TM modes,
we may determine the unknown expansion coefficients ¢; and c3; by

B 21/3 fear

C1 )
63»,«—1
o = c%( /€3 N 9o} i_21/3alc
ST 1B\ ey —1 | 2173100 ¢ 3 !
3af coy 1 3,
29 2L /3—*), 415
+ 5 ¢} + c3 ( )

while ¢y ; is the same with ¢z ; of (4.10) for TE modes. Then, u; is again asymptot-
ically expanded, up to O(m=2/3), by (4.11), with the difference that /e, in (4.11)
is replaced by 1/,/€s;.
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Regarding the asymptotic expansion of the imaginary part v, following the

analysis of Section 4.2.2, we in sequence obtain [dF(x)/(dx)]seutiv = €30 — 1,
Im{F(u)} ~ —v(es, — 1), x = u + iv, and finally
2
v = (4.16)

m(esr — Dw Y2 (wy)

In the case of TM modes, z; degenerate for +|m|. Therefore, the results of
this Subsection do not alter for m < 0.

4.3 Inhomogeneous gyroelectric resonators
4.8.1 VIE-based characteristic equations

For inhomogeneous gyroelectric resonators, the complex normalized wavenumbers
x; are derived through a VIE in absence of external excitation, given by [119]

E(p) = (51 +v97) [ (e, p X E( g (4.17)
p'c

In (4.17), E(p) is the total electric field, p is the position vector in the polar coor-
dinate system, I is the unity dyadic, 7' denotes transposition, S = {(p,¢) € R?|p €
[0,a], € [0,27)} is the cross-sectional domain of the circular cylinder, g(p, p’) is
the two-dimensional free space Green’s function, and X.(p) = €(p)/eo — I is the
normalized tensorial electric contrast function. In particular, (4.17) defines two ho-
mogeneous systems ATE(z;)u; = 0 and A™ (2;)v; = 0—with w;, v;, | = 1,2,...,
the eigenvectors corresponding to each x;—where the z; are determined via the
determinantal equations det{AT®:T™(2;)} = 0. These determinantal equations are
the characteristic equations for TE/TM modes for inhomogeneous gyroelectric res-
onators. For gyroelectric cylinders studied here, matrix ATF(x;) is composed by
[119, eqs (16) and first of (20)], by setting the expansion coefficients A, A,,,, and
Tomp appearing in [119, eq. (16)], equal to zero. Similarly, the matrix A™(z;) is
composed by [119, egs (17) and second of (20)], by setting the expansion coefficients
B K,,, and %,,, appearing in [119, eq. (17)], equal to zero.

m

To solve (4.17), E(p) is expanded in Dini series as [119]

E(p) = i i [leMml(%%[l,p) + Amlez(7§l7p) + Zmlel(%TL”l,p”,

m=—o0 [=1

(4.18)

where M,,,;, Ny, Ly, are Dini-type CVWFs [119] and Ty, Apy Zi unknown
expansion coefficients. In order for the eigenbasis defined by the M,,;, N,.;, Ly
vectors to be orthogonal, the sets 7%, ’yﬁl, %ﬁl must satisfy certain conditions. In

particular, v and v, must be selected as the roots of the eigenequations [119,
egs (A.7) and (A.10)]

U T3 (Vi) M _
Yo I vp) "
Tl
N “Ym\ Iml N
v - tn = Ov (419)
mt Jm(%%) '

with ¢t} I arbitrary complex numbers, while %, as the roots of [119, eq. (A.13)].

'77%17 however, do not appear in the composition of ATETM  therefore they are
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ignored in the remaining analysis. It should be noted that (16) and (17) of [119],
which are introduced above and contribute in AT®T™  stem from the analytical
reduction of the original VIE (4.17) by expanding the unknown E(p) in Dini series as
in (4.18). This means that the two-dimensional volumetric integral in (4.17) is firstly
carried out analytically, and the k31+ V'V operator is secondly taken into account
by utilizing the properties V' M,,,;(k, p) = VIN,.i(k,p) = 0, VVTL,,i(k, p) +
kQLml(k7p) =0,Vx Mml(kap) = kle(k’,p), V x le(k,p) = kal(kap)a and
V x Ly (k, p) = 0 [145], where k = ko, v, /a,vY,/a,vE,/a. The interested reader
is referred to [119] for the details.

Currently, vnj\fl’N are numerically retrieved via (4.19) by the application of
a real-root finding algorithm, by defining tM ¢+ € R. To apply (4.17) for the
calculation of large order WGM frequencies, however, the computation of the afore-
mentioned real roots for very large m is required, a time consuming and demanding
task for any root finding algorithm due to the loss of roots when m is very large.
This means that the M,,,;-, N,,;-part of the vectorial eigenbasis is not orthogonal
anymore, an undesired situation for the VIE which in sequence does not yield the
expected complex roots from det{AT™TM(z,)} = 0. To overpass this obstacle, we
apply large-m order expansions in (4.19), which allow for the instant computation
of ’y%’N by closed-form expressions, and render the VIE suitable for WGM studies
of continuously varying highly inhomogeneous gyroelectric cylindrical resonators.

4.83.2 Asymptotic-based vectorial eigenbasis

Herein we apply large-m order expansions in (4.19) for the determination of vﬂ]\fl’N

by closed-form expressions up to O(m~1). It should be clarified that ’yrjxll’N do not
need to be complex, therefore the below analysis is restricted to the computation of
real roots. In addition, the roots obtained from (4.19) for m > 0 are the same when
m < 0, therefore in what follows we keep m > 0. Respective large order expansions
were applied in the vectorial eigenbasis of the VIE for WGM lasing in gyroelectric
spherical resonators [136]. That eigenbasis involved the computation of the real
roots M , [136, see eigenequation (2)] and 7%, , [136, see eigenequation (3)].

We begin with the determination of v», from the first of (4.19). From Dini
theory [119], we know that the first root 74 < m-—but not v} < m—while
higher-order roots satisfy ’ynj\fl > m, | = 2,3,.... This instructs us that, for the
asymptotic determination of v, we must apply Debye’s first-order asymptotic
expansions for J,,, J!, [144, entries 9.3.7, 9.3.11], and not the standard asymptotic
form [144, entry 9.3.1] and its derivative, which hold when the argument is much
lesser than the order, and were used in [136] for the calculation of v%, ; of [136,
eq. (3)]. Setting v}, = msecha, a > 0, we obtain

I (v 1
I Om) ~ coshaVcosh®a — 1—. (4.20)
m

M M
Tm1 Jm('}’ml) m—r00

Substituting this result into the first of (4.19), along with cosha = m/v},, we
finally obtain

7%1 mN V Cm/27

— 00

1 1 1
G =~y * | e O 2

For the determination of v, 1 = 2,3,..., we note that the first of (4.19) is
the same with (13) of [136], without the fractional term 1/[2(7, ,)?]. This fraction,
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however, only contributes to the asymptotic expansion in terms with order lower
than O(m™'). Therefore, the results of Section II.C of [136] for the higher-order
roots—and not for the first root—can be adapted to the present problem. For
completeness, we report here the final results, i.e.,

M —-1/3 1/3 -1/3
o ~ m+2 am 2 c
[ULEP NS ! 2’lml/3

1
— 2 Wy —, 1=2,3,...,
m

3a? M4 — 2135

_ 2% 422
21/319" ! 350 (4.22)

Co1 =

Next, we proceed with the determination of +%, from the second of (4.19).

This eigenequation has all of its roots in the region +,', > m, a behavior similar to

[136, eq. (4)]. Specifically, we note that the second of (4.19) is the same with (4) of

[136] without the 1/2 term. Following similar steps as in Section IL.B of [136], we
conclude for the present problem that

W 2 el - 2y,

m—s ml/3
1
— 27y, =, 1=1,2,...,
m
10tN +2 — 3(a))?
C =
2 21/310a]
cay = [2¥356a) + 22/3151(a))* + 1400(a))?cay
+ 213140063 ]/ (2/%28000)), (4.23)
where —aj, [ = 1,2,..., are the roots of Ai’.

4.4 Numerical results and discussion

Herein we validate the asymptotic closed-form expressions derived in Sections 4.2
and 4.3 and we demonstrate the calculation of very high order WGM frequencies
for cylindrical resonators composed of homogeneous and continuously varying highly
inhomogeneous permittivity profiles. In particular, we compare the complex WGM
frequencies for homogeneous gyroelectric resonators, for both TE/TM modes, uti-
lizing three different methods. The first method relies on the calculation of by the
asymptotic expressions (4.11), (4.14), and (4.16). In the second method the x are
numerically retrieved by VIE’s determinantal equations, using the asymptotic-based
vectorial eigenbasis constructed via (4.21)—(4.23). Finally, in the third method, the
x are extracted from the numerical solution of the characteristic equations (4.4)
using complex root finding techniques.

To implement the above comparison, however, we first need to validate the
asymptotics (4.21)—(4.23) that will ensure a proper large-m orthogonal vectorial
eigenbasis for the accurate solution of the VIE. In Table 4.1 we demonstrate the
correctness of (4.21)—(4.23), by computing the first ten sequential roots v, v,
for m = 100 and m = 1000. The numerical evaluation of the roots, as given in
Table 4.1, is based on the numerical solution of (4.19). Since v, 4N, are real
numbers, these equations are solved using Brent’s real root finding technique [146].
The agreement between the asymptotic and numerical solution is evident, espe-
cially when m = 1000. Concerning the first root v, in particular, it satisfies the
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Table 4.1 ~* and 7Y, using t} = 0.2 and ¢} = —0.2. Top: m = 100; bottom:
m = 1000.

%]\fz ’Yﬁz
1 Asymptotic Numerical Asymptotic Numerical
1 22.082940 22.085739 103.79531 103.79531
2 108.83638 108.88207 112.39536 112.39521
3 115.74069 115.78252 118.70157 118.70086
4 121.57894 121.61643 124.24894 124.24707
5 126.87795 126.91014 129.36630 129.36253
6 131.83615 131.86184 134.19670 134.19016
7 136.55450 136.57232 138.81843 138.80815
8 141.09286 141.10127 143.28001 143.26494
9 145.49019 145.48757 147.61408 147.59305
10 149.77358 149.75818 151.84380 151.81559

M N

Yl VYmi
1 Asymptotic Numerical Asymptotic Numerical
1 70.622345 — 1008.1058 1008.1058
2 1018.6609 1018.6658 1025.9803 1025.9803
3 1032.7619 1032.7667 1038.6961 1038.6960
4 1044.3927 1044.3972 1049.6357 1049.6357
5 1054.7366 1054.7409 1059.5395 1059.5395
6 1064.2453 1064.2492 1068.7340 1068.7339
7 1073.1514 1073.1548 1077.4000 1077.3998
8 1081.5940 1081.5969 1085.6510 1085.6506
9 1089.6650 1089.6673 1093.5639 1093.5634
10 1097.4287 1097.4303 1101.1942 1101.1935

condition v, < m, while its agreement with the numerical solution of the first
of (4.19) successfully establishes the validity of the closed-form expression (4.21).
The efficiency of the asymptotic calculation is superior than that of the numerical
extraction on (4.19). For instance, the numerical calculation of all v, ¥, roots
appearing in Table 4.1/bottom, requires 41 s of CPU time on a 2.1 GHz double
octa-core equipped machine, when increasing the points by 0.002 each time in the
incremental step algorithm, to detect the change of sign. In case of a finer incre-
mental step, say 0.001, 94 s of CPU time are needed. Yet, this inefficient calculation
must be repeated for different values of m. Contrariwise, the asymptotic calculation
is instant for every value of m. It should be emphasized that, when m acquires large
values, the numerical root extraction procedure in the first of (4.19) is prone to lose
roots. This is depicted in Table 4.1/bottom where 7 is missing from eigenequa-
tion’s root sequence. To locate this root, we have used small steps to detect a change
of sign on the real axis, by incrementally increasing the points by 0.001 each time,
yet unsuccessfully. The absence of this root constitutes the vectorial eigenbasis non-
orthogonal and as a consequence the VIE does not yield the expected complex roots
for TE modes. On the contrary, the asymptotic calculation does not lose roots and
ensures the proper extraction of complex x via the VIE.

Having established the validity for the large-m vectorial eigenbasis, we proceed
to the comparison of the x for homogeneous isotropic resonators. In Table 4.2 we
establish the validity of the asymptotic closed-form expressions (4.11) and (4.14)
for TE modes using m = 50 and m = 200, as well as of the asymptotic-based
VIE by the numerical solution of determinantal equation det{ATE(z;)} = 0, via a
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Table 4.2 Complex « for TE,,; modes of homogeneous isotropic resonator with
€1 = 2.54 and ey, = 0. Top: m = 50; bottom: m = 200.

T W N ——

T W N —

Asymptotic
35.457+2.6813-107%8¢

1
1
42.014+1.0649-10793;
44.803+2.1013-10792;
47.444+1.3539-1079%;
Asymptotic

132.0749.2091-10~49;
137.37+1.0558-103%;
141.81+9.4989-10~3%;
145.80+2.1202-10~27;
149.50+1.8347-10~24;

VIE

35.48549.5654-107%%
38.988+4-6.7080-1076;
41.97345.5020-10~%%;
44.661+1.2869-10792;
47.117+1.0360-1079%4

VIE

132.09+44.0478-107%9%
137.40+4-3.9315-107%%
141.84+1.5809-10~ 14
145.83+3.9246-1079%
149.53+4.7578-1079%

SVM

35.446+1.1786-1098¢
38.938+6.9445-1079%;
41.912+45.5947-10~%4;
44.599+1.2482-10792;
47.080+9.3302-107924

SVM

132.07+2.6039-10~15;
137.37+8.6932-10~15;
141.80+8.5444-1071%
145.78+1.1747-10~ 4
149.48+3.6666-10~ 144

global complex root finding algorithm [147]. Both methods are compared vs SVM,
whose z are obtained from the numerical solution of the first of (4.4) using Miiller’s
complex root finding method [148]. In addition, Table 4.3 shows the validity of the
asymptotic closed-form expressions (4.11) and (4.16) for TM modes, as well as of
the asymptotic-based VIE by the numerical solution of det{AT™(z;)} = 0. Both
cases are compared vs SVM, by the numerical solution of the second of (4.4). As it
is evident from x depicted in Tables 4.2, 4.3, for the lower order case of m = 50, the
asymptotic and VIE solutions yield accurate results for Re{x} up to three significant
figures, as compared to the SVM solution. For m = 200, the accuracy increases up
to five significant figures for the asymptotic solution and up to four significant figures
for VIE. All in all, the application of the asymptotic formulas may be appreciated
by the fact that a systematic application of Miiller’s method on (4.4) would lead to
loss of roots. In addition, the Im{z} for large-m has extremely small values, yet it
decreases as m increases, a typical behavior of high-QQ WGMSs. This is evident from
both Tables 4.2, 4.3. It should be clarified, however, that the agreement of Im{x}
for the asymptotic solution, as compared to the SVM, is better for TM modes, than
that for TE modes. For example, Im{z;} = 8.1230 - 10~? /asymptotic for TMsq ;
of Table 4.3 meets one significant digit with Im{z;} = 8.0526 - 1072 /SVM. On the
contrary, Im{x; } = 2.6813 - 10~ /asymptotic for TE5p 1 of Table 4.2 is of the same
order and very close to Im{z;} = 1.1786-10~8 /SVM. The better agreement for TM
modes is due to the fact that the term [dF (z)/(d2)]s=u+iv in Taylor series expansion
of F(x) for TM modes, is calculated exactly and given by €3, — 1—see Section 4.2.3.
Instead, this term for TE modes is given exactly by (4.12), but only the dominant
O(m?) term is used in the closed-form determination of Im{x}. Another issue
concerning the Im{z} that needs clarification, for both TE/TM modes, is that,
as m acquires very large values, as for instance m = 200 in Tables 4.2/bottom,
4.3 /bottom, Im{z} is almost nil. The very small order of Im{z} in the asymptotic
solution, as for instance 10749 for Im{x;} in Tables 4.2 /bottom, 4.3 /bottom, is due
to the presence of Y2 (u;) in the denominators of (4.14), (4.16). However, one should
expect an exponential decrease with m for the Im{z}, as was deduced in [149].

In addition, we note that the respective 1072 and 10~'® orders of VIE and
SVM, are due to the stop criteria used in the complex root finding algorithms
[147, 148]. Overall, the asymptotic calculation of Im{z} for both TE/TM modes
is acceptable, if one considers the very low values of Im{z}. Moreover, WGM
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Table 4.3 Complex z for TM,,,; modes of homogeneous isotropic resonator with

U WO N — e O

T W N —

Asymptotic

34.972+8.1230-107%9
38.499+44.4156-107%;
41.5334-3.2997-107%44
44.32546.7882-107934
46.968+4.6067-1079%;

Asymptotic

131.58+4-2.7537-10~4%;
136.89+3.1600-10~35
141.3242.8439-10~313
145.32+6.3485-10728¢
149.02+5.4951-1072%

3 = 2.54. Top: m = 50; bottom: m = 200.

VIE

34.973+48.2695-107%%
38.487+4.3718-1079
41.499+3.2012-107944
44.250+6.4242-10793;
46.834+4.2802-10792;

VIE

131.6244.9860-107%%
136.9244.9941-107%9%
141.3547.2236-10~1%
145.34+5.6127-1079%
149.03+8.3052-1071%

SVM

34.968+8.0526-10~%9;
38.483+4.3029-107;
41.496+3.1463-107%4;
44.248+6.3240-10793;
46.833+44.2302-10792;

SVM

131.58+2.3019-10~15;
136.89+4.7817-10~16;
141.32+3.4965-10~ 14
145.31+1.1389-10~ 14
149.01+9.2869-10~ 144

Table 4.4 Complex x for TE,,; modes of homogeneous gyroelectric resonator
with €, = 2.54 and €3, = 0.5. From top to bottom: first subtable: m = 50; second
subtable: m = —50; third subtable: m = 200; fourth subtable: m = —200.

CU W NP Ol WIN R = O W O W N

Asymptotic

36.092+9.6058-10984
39.676+4.4115-1079%4
42.7604-2.7042-10793;
45.597+4.2135-107%;
48.283+2.1574-1079%
Asymptotic

36.183+1.1413-107974
39.780+5.1577-1079%4
42.875+3.0849-107934
45.722+4.6351-107924
48.417+42.3002-107%1;
Asymptotic

134.64+3.0164-10737;
140.05+2.8368-10732¢
144.57+2.1388-10728¢
148.63+4.0329-1072%
152.4142.9571-10722;
Asymptotic

134.72+3.5922-10737¢
140.13+3.3725-10732%;
144.66+2.5363-1072%;
148.734-4.7679-10725%;
152.51+3.4837-1072%¢

VIE

36.083+4.9076-10798;
39.62642.6596-107%
42.635+1.7514-107%3¢
45.336+2.9926-10~92;
47.843+1.6370-10~9%;
VIE

36.17543.7090-107%;
39.7424-2.0848-107%;
42.780+1.3880-10~93;
45.52242.4461-107925
48.078+41.4050-107%%4
VIE

134.67+8.4212-10~19%
140.08+4.5380-10799;
144.60+2.7793-107 19
148.67+5.0011-1079
152.44+3.0343-10799%
VIE

134.7444.9384-109;
140.16+4.9978-10~99;
144.69+3.4807-10~ 19
148.76+5.6833-10~99;
152.53+7.3131-10719

SVM
36.078+5.4208-1098;
39.617+2.6868-107%;
42.621+1.7715-
45.313+3.0196-107924
47.811+1.6376-1079%4
SVM
36.17244.2435-10798;
39.73642.1109-1079%
42.770+1.4109-10793;
1
1

—_
o
|
o
w
S R D S, .

45.505+2.4941-107924
48.051+41.4344-107014
SVM

134.64+5.0032-10~15;
140.0446.3572-1015;
144.56+1.6153-1015;
148.61+2.7561-10~14;
152.38+3.8419-10~14;
SVM

134.72+43.8712-10 1%
140.134+4.6659-10~15;
144.65+42.3624-10~144
148.71+5.4930-10~ 144
152.48+1.8881-10" 144

applications such as lasing, refractometric sensing and magneto-optic coupling, are
focused on the positions of the more accurate Re{z}, which in sequence yield the
natural frequencies of the resonators.

In Table 4.4 we show z for TE modes for a homogeneous gyroelectric res-
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Figure 4.1 Re{H.}/max{Re{H,}} on zy-plane for the first two TEs;; mode
frequencies of the gyroelectric resonator of Table 4.4. (a)TEsp 1 (b)TEs0.2

onator. Now, due to the lift of m-degeneracy, results for m < 0 are given, therefore
we present frequencies for m = £50,+200. Comparing the x of the gyroelectric
case with those from the isotropic case for the same value of m—say, for instance,
Table 4.4/third and fourth subtables with Table 4.2/bottom—we conclude that the
presence of the gyroelectric element ey, splits the original z into two new values.
That is, for example, 71 = 132.07 + 9.2091 - 10-%%; of TEgq0 ; mode/isotropic res-
onator is split into two frequencies, 1 = 134.64+3.0164-10737¢ of TEs00,1 mode and
x1 = 134.72 + 3.5922 - 10737 of TE_200,1 mode, with the latter two being frequen-
cies of the gyroelectric resonator. In addition, we note that the x in Table 4.4 for
m = —200 are slightly greater than the respective ones for m = 200. Same observa-
tions hold true for m = +50. In Figure 4.1 we depict the field pattern of the normal-
ized Re{ H,} for the first two TE50 ; mode frequencies of the gyroelectric resonator of
Table 4.4, i.e., for z; = 36.078+5.4208-1078; and x5 = 39.617+2.6868-10~°4. As it
is indicative for WGM patterns, the TEs( ; mode depicts one localized peak or valley
along the radial direction and 50 peaks and 50 valleys along the circumference—see
Figure 4.1a. In addition, the TE5q > mode depicts one localized peak and one local-
ized valley along the radial direction, while the number of peaks/valleys along the
circumference does not change—see Figure 4.1b.

Next we demonstrate, by the VIE, the calculation of high and very high or-
der WGMs in resonators composed of a continuously varying highly inhomogeneous
permittivity profile. Since the whispering gallery-type localization is based on the
principle of quasi-total internal reflection, the refractive index of a homogeneous
resonator must be higher than that of the free space background. For inhomoge-
neous isotropic resonators, one must ensure that n(p = a~) > 1, where n(p) is the
inhomogeneous refractive index of the resonator. To demonstrate the applicability
of the VIE for WGM calculations in inhomogeneous resonators, we employ the con-
tinuously varying permittivity profile given by €1..(p) = €3,.(p) = {4/[1+(p/a)?]}? =
e(p), 0 < p < a, while €2, = 0. With this selection, €.(p = a~) = 4 > 1, thus
the above condition is met. In Table 4.5 we give the first WGM frequency « for
each mode family, for three different values of m, namely, for high m = 25 or-
der, and for very high m = 100,200 orders. From Table 4.5 it is evident that
Re{z}tm < Re{z}Tg, for every order m, meaning that the TM frequencies precede
the TE ones in the frequency spectrum. In addition, we note the low Im{z} which
is indicative of the supported high-() resonances. In case the above criterion for
quasi-total internal reflection is not met, as for instance for a fish-eye lens profile
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Table 4.5 Complex x for TM,,1, TE,,; modes of a continuously varying highly
inhomogeneous resonator with €1, = €3, = {4/[1 + (p/a)?]}? and ez, = 0.

m 1 VIE/TM,; VIE/TE;
25 1 13.129+3.3273-10799; 13.230+9.4892-10~19;
100 1 50.689+3.0646-107%9; 50.738+6.1155-10719;
200 1 100.15+4.9997-10799; 100.74+1.3834-10799;
_—
1 a 0.2 — b 1
| —
0.5
—
0 0 | — 0
| —
B
— -0.5
v/a -.- v/a
W ool — P
-1 0 1 0.8 1 1.2

Figure 4.2 Re{E,}/max{Re{E.}} on zy-plane for TMy5, and TMgp1 WGM
frequencies of the continuously varying highly inhomogeneous resonator of Table 4.5.
(2)TMas,1 (b)TMio,1

e-(p) = {2/[1 + (p/a)?]}* where n(p = a~) = 1, the respective = in Table 4.5 fea-
ture strong imaginary parts, which lead to leaky modes with spatial distribution
outside the resonator. In Figure 4.2 we plot the normalized Re{E,} for the TMas 1
and TM;pp,1 modes, for the continuously varying profile of Table 4.5. Although
the TMa5; mode depicts 25 peaks and 25 valleys along the circumference—see
Figure 4.2a—the TM;igo,; mode experiences 100 peaks and valleys, however, in Fig-
ure 4.2b we have focused on the area about x = a to clearly visualize the localized
resonances.

Finally, in Figure 4.3 we examine how the gyroelectric element es,. affects
Re{z}, with the latter being a key quantity in magneto-optic coupling applications.
In particular, we set equal diagonal elements €1, = €3, = €, in (4.1), and vary e,
from zero—i.e., an isotropic resonator—up to 3. In Figure 4.3a we plot Re{z}
of TEjgg0,1 mode, for various diagonal elements e, = 4.5, 5.5, and 6.5, using the
asymptotic closed-form expression (4.11). From the curves it turns out that Re{z; }
increases as €9, increases, furthermore, Re{z } acquires smaller values as the diago-
nal permittivity elements increase in value. Since this example studies a gyroelectric
resonator, Re{z1} of TE_1900,1 mode have different values than the ones depicted
in Figure 4.3a. Nevertheless, the variations of Re{xz1} vs €3, for m = —1000 have
similar trends as the ones for m = 1000, with Re{x1 }m<o > Re{z1}m>0. For this
reason, explicit curves for m = —1000, as those in Figure 4.3a, are not depicted. To
further investigate the split of Re{x1} due to the lift of degeneration, in Figure 4.3b
we plot Azy = |Re{x1}m<o — Re{x1}m>0| for various orders |m|. In particular,
we keep fixed the €, = 4.5, vary €, from zero up to 3, and repeat this study for
|m| = 100, 1000, and 10000. Obviously, for the isotropic case, Az; = 0. However,
the split increases as eq,. increases, yet, for constant €s,., Azxq gets smaller when |m|
increases. Notably, the change in Az is small as |m| jumps from 1000 to 10000.
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Figure 4.3 Effect of €3, on Re{x;1} and Az, for various gyroelectric resonators.
(a)Blue: €, = 4.5; red: €, = 5.5; green: ¢, = 6.5. In all cases m = 1000. (b)Blue:
|m| = 100; red: |m| = 1000; green: |m| = 10000. In all cases €, = 4.5. Inset: Same
as in b but e, € [2.5,3].

To better capture this small change, in the inset of Figure 4.3b we have focused
on the region ey, € [2.5,3]. In conclusion, if one wants to restrict the gap between
Re{z1 }m<o and Re{z1 >0 when eg, # 0, the use of extremely large order modes
is necessary, contrariwise, low order modes are requisite for a notable separation.

4.5 Conclusion

We derived asymptotic closed-form expressions for the calculation of the complex
WGM frequencies in homogeneous and inhomogeneous gyroelectric cylindrical res-
onators. For homogeneous resonators, we applied asymptotic expansions on the
exact characteristic equations of TE/TM modes. In addition, for inhomogeneous
resonators, we extended a VIE by asymptotically expanding its vectorial eigenbasis
to support the prediction of large order WGM frequencies. We validated the com-
plex frequencies obtained from the asymptotic closed-form expressions, as well as
from the VIE, for the case of a homogeneous gyroelectric resonator, by comparisons
with the complex roots extracted by the numerical solution of the TE/TM char-
acteristic equations. We demonstrated the calculation of high and very high order
WGDMs for a continuously varying highly inhomogeneous permittivity profile. Over-
all, the developed asymptotic theory constitutes a rigorous tool which may serve for
verification of MAR-based numerical solutions for other non-circular inhomogeneous
cylinders, as well as for the interpretation of experimental data for applications such
as WGM lasing, refractometric sensing, and magneto-optic coupling.
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