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## Abstract

The topic of this doctoral dissertation is oriented in two directions: the first one includes the designing of a novel dual band implantable antenna for biomedical telemetry applications. The second is in the direction of developing computational techniques for the solution of electromagnetic problems that contain anisotropic materials, such as scattering from anisotropic cylinder, extraction of cutoff wavenumbers for metallic waveguides, with anisotropic infills and the calculation of the whispering gallery mode frequencies (WGM) for the case of a cylindrical resonator.

In the first chapter of this dissertation a novel dual band implantable antenna is designed, for biomedical telemetry purposes. More specifically, the antenna is intended to be implanted inside the human chest, i.e. for pacemaker applications. In order to design the implantable antenna, a 3-layer canonical human chest model was used as an implantation cite. Moreover the HFSS commercial software was used in order to simulate the antenna's performance under the aforementioned situation. The designed antenna is able to operate in two different frequency bands, so it permits the use of wake up and sleep signals in order to extend the battery's lifetime. Another key fact about the designed antenna are the various degrees of freedom that it provides, so the ability to be used in other biomedical applications (retinal implants applications, intracranial pressure monitoring etc), with minimal modification in its design. Furthermore, an extensive comparative study was performed taking into account all the possible combinations of the miniaturization techniques, showing the miniaturization limits of each one of them.

In the second chapter, a coupled-field volume integral equation (CFVIE) method for electromagnetic (EM) scattering on electrically large, highly inhomogeneous gyrotropic circular cylinders, under normal incidence, is developed. The CFVIEs are solved by cylindrical Dini series expansion (CDSE) method where the unknown fields are expanded by entire domain orthogonal vectorial basis functions. The
main advantage of the present method is that it permits the scatterer to have continuously varying highly inhomogeneous gyrotropic characteristics, i.e., the constitutive parameters of the cylinder can be highly inhomogeneous in both gyroelectric and gyromagnetic tensors. Initially the two-dimensional (2-D) Green's function (GF) is expanded in a tensorial form, using the cylindrical vector wave functions (CVWFs). Then, by employing the CDSE for the unknown fields, the 2-D volumetric integrals are carried out analytically, reducing the CFVIEs to a set of algebraic equations. The method is validated by comparisons of the exact solution based on the separation of variables method (SVM) for homogeneous isotropic/gyroelectric/gyromagnetic cylinders, with HFSS commercial software for two- and three-layered gyroelectric/gyromagnetic cylinders, as well as with the recently developed hybrid projection method (HPM) for electrically large continuously varying highly inhomogeneous isotropic cylinders. Results for combined gyroelectric-continuously varying highly inhomogeneous isotropic cylinders are presented and discussed.

In the third chapter, a coupled-field volume integral equation (CFVIE) method is developed for the calculation of the normalized cutoff wavenumbers of circular metallic walled waveguides, having concentric continuously varying highly inhomogeneous gyrotropic (i.e., gyroelectric and gyromagnetic) infill. The normalized cutoff wavenumbers are obtained as the roots of a determinantal equation, formed by solving the CFVIEs using the cylindrical Dini series expansion (CDSE) method, where the unknown fields inside the waveguide are expanded by entire domain orthogonal Dini-type vectorial basis functions. To account for the electric boundary condition (BC) on waveguide's circular perfect electric conducting (PEC) surface, two modified two-dimensional (2-D) tensorial Green's functions (GFs), expanded in cylindrical vector wave functions (CVWFs), are employed in the kernels of the CFVIEs. These modified 2-D tensorial GFs are constructed by enforcing, on their dyadic form, the satisfaction of the electric boundary condition. The CDSE, along with the modified 2-D tensorial GFs, allow for the analytical integration of the volumentric-type integrals and the reduction of the CFVIEs to a set of algebraic equations. We exhaustively demonstrate the validity of the CFVIE-CDSE by a series of comparisons on the normalized cutoff wavenumbers: we firstly construct the solutions for obtaining the normalized cutoff wavenumbers in homogeneous gyrotropic waveguides by the separation of variables method (SVM), and secondly we employ HFSS commercial software for two-layered isotropic and three-layered gyroelectric loaded waveguides. We characterize the type of modes, i.e., TE/TM or hybrid $\mathrm{HE} / \mathrm{EH}$, for each configuration presented, and discuss the efficiency of the CFVIE-CDSE method.

In the fourth chapter, asymptotic closed-form expressions for the calculation of the complex TE/TM whispering gallery mode (WGM) frequencies in homogeneous gyroelectric circular cylindrical resonators of infinite length, are derived. In addition, we extend a recently developed volume integral equation-cylindrical Dini series expansion (VIE-CDSE) method, so as to support the prediction of the complex WGMs for continuously varying highly inhomogeneous gyroelectric circular cylindrical resonators. To this end, VIE's entire domain orthogonal vectorial basis is extended to support, via asymptotic closed-form expressions, very large indices of the involved Dini-type cylindrical vector wave functions (CVWFs). This way, the eigenbasis required for the solution of the VIE becomes free of numerical instabilities, arising when very large orders of the involved Bessel functions are employed. The complex frequencies obtained by the asymptotic closed-form expressions for the case of the homogeneous gyroelectric resonator, as well as those obtained by the

VIE, when the multilayered gyroelectric resonator is reduced to one layer, are validated by comparisons with the complex roots extracted by numerically solving the TE/TM characteristic equations, obtained from the separation of variables method (SVM), using complex root finding techniques. We demonstrate the calculation of very high order WGM frequencies for cylindrical resonators composed of homogeneous and highly inhomogeneous permittivity profiles. This asymptotic theory constitutes a rigorous tool, which may serve for verification of method of analytical regularisation (MAR)-based numerical solutions for other non-circular inhomogeneous cylinders, and the interpretation of experimental data for applications such as WGM lasing, refractometric sensing, and magneto-optic coupling.
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The basic difference between an ordinary man and a warrior is that a warrior takes everything as a challenge while an ordinary man takes everything as a blessing or a curse.

- Carlos Castaneda
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# Implantable Antenna for Biomedical Telemetry Applications 

The rapid evolution in the field of electronics enables the development of small electronic medical devices, suitable for implantation inside the human body. The size of Implantable Medical Devices (IMDs) is critically dependent on the size of the antennas integrated into the device and enables wireless communication with external monitoring/control equipment [1]. Moreover, the design and fabrication of miniature implantable antennas is a challenging task due to the rather low-frequency range that has been dedicated worldwide for this kind of application (MedRadio, $401-406 \mathrm{MHz})$. Nevertheless, MedRadio provides several advantages, including: (i) low noise, (ii) low attenuation, (iii) sufficient penetration inside human tissue, (iv) low power electronics, (v) cheap electronics and (vi) worldwide availability. Apart from MedRadio, the ISM band ( $2.4-2.5 \mathrm{GHz}$ ) can be used for biotelemetry purposes providing higher data transmission rates with shorter distance range than MedRadio by virtue of higher attenuation [2]. In most cases, IMD devices are powered by an integrated battery, which presents several disadvantages, such as limited lifetime and the need for replacement usually through a new surgical procedure. In order to extend battery's lifetime, several approaches have been proposed, including energy harvesting from air flow, glucose oxidation, muscle movement, etc. [1]. An alternative way to reduce energy consumption and prolong battery life is the use of wake up/sleep signals every time data transmission is necessary. A signal in the ISM band is sent to the device as a wake-up signal and the data is transferred using the MedRadio band. Moreover, great attention must be taken to the design procedure in order to satisfy the SAR limits and preserve patient's safety.

### 1.1 Introduction

In body medical devices have been attracting high scientific interest for the last 20 years in a variety of medical applications for prevention, diagnosis and treatment as they are superior to wearable medical devices. The reason behind this fact is that the wearable medical devices receive signals that come from outside the body while the implanted ones can be placed inside the human body and by that broaden the number of the existent applications and moreover the development of novel ones. In body medical devices have two main uses [3]: (1)As sensors to monitor the function of organs or parameters of the body. (2)As stimuli or, equivalently, Functional Electrical Stimulation (FES) systems.

We can divide the in body medical devices into three major subcategories based on how they are introduced into the human body, those categories are:
(1) Implantable devices, which are inserted into the body by performing surgery [4]. Typical examples of implantable devices are the sensors that are monitoring physiological signals such as intracranial pressure [5], body temperature [5], blood pressure [5], blood glucose levels [6], etc. Also, implantable devices can be used as stimuli and typical examples of this category are the pacemakers [7], the restoration of limb movement [8], the control of bladder function [9], the restoration of vision [10], etc.
(2) Swallowable medical devices, which are in the form of a capsule and can be easily consumed by the patient as a pill [11]. One of the most common ingestible device is that of wireless endoscopy that is used by doctors when is needed to examine the human intestines. Nowadays wireless ingestible devices can perform more complicated functions leading to new applications such as the monitoring of the body's response to drug therapies and at the same time may inject drugs targeted along the gastroesophageal tract.
(3) Injectable devices, which are inserted into the human body through needles by a minimally invasive procedure and perform sensory and neurostimulatory functions. A wide variety of applications will use injectable medical devices and many inventions will come in the future because those devices are very recent [12].


Figure 1.1 Implantable, injectable and ingestible medical devices for wireless biotelemetry purposes [3].

When we use the term telemetry we mean the remote measurement and reception of data of any kind. The data is measured at the point of interest and are transmitted through the telemetry system, in most cases an antenna, to a remote receiving station consisting of an external monitoring and control device. That kind of systems are used in a wide variety of applications starting from tracking a car to tracking rockets and aircrafts. But, in the case of medical telemetry we refer to the remote transmission of signals/data that are extracted for medical purposes. So, a key element of the operation of in body medical devices, that makes them very helpful, is their ability to communicate with external base stations. These base stations may be external monitoring or control devices and the extracted data can be used by the doctor for diagnosis and treatment. In the case of in body devices, the base station may be located on or within walking distance of the patient.

Medical telemetry can be a two-way system, i.e. the device in the body can send data to the external base station but also receive data from it. So, the communication between the external base station and the in body device can be categorized as:
(1) Upper link, the transmission of data (measured physiological signals) from the body to the external device.
(2) Down link, the transmission of data from the external to the internal device in order to modify some of the parameters of the implantable device. Such actions are very useful because can help the medical device to have the best possible effect in the case of stimuli use.

Before the arrival of the miniaturized antennas, inductive couplings were the most common way of achieving medical telemetry for in body medical devices. These are wireless connections formed between two mutually coupled coils, one inside the body and one outside the body [13]. Nevertheless, inductive couplings have significant weaknesses, as listed below:
(1) Low data rate ( $1-30 \mathrm{kbps}$ ).
(2) Very limited communication range between in-body and external devices (less than 10 cm ).
(3) Low tolerance to relative position and alignment of coils (high sensitivity).

Because of these significant drawbacks, research interest today is focused on wireless body telemetry of medical devices through antennas. The patient's inbody devices communicate bi-directionally with an external base station. Some of the functions that the base station can perform are:
(1) Post-processing of received data and decision making.
(2) Warning the patient of a significant medical event.
(3) Notification of other implantable devices for injecting a drug.
(4) Save locally received data for future post-processing.

In body devices are a very important innovation in the field of medicine capable of improving the quality of patients life, as it allows the immediate and continuous reception of data through sensors and therefore the immediate recognition of deviations of this data from normal values, or introduction of innovative therapies through targeted, intrinsic stimulation or infusion of drugs.

A wide variety of frequency bands for in-body medical devices have been used from time to time, with the most common being the Medical Device Radio Communication Service (MedRadio) at $403.5 \mathrm{MHz}(401-406 \mathrm{MHz})$ and the Industrial, Scientific and Medical (ISM) band at 2.4 GHz . Choosing the right operating frequency band is not an easy task because it involves many restrictions in the design process of the antenna and also to the data rate of the communication. A key advantage of the low frequency bands that makes them more suitable for these ap-
plications is the lower losses in biological tissues. For example, frequencies in the order of $3-5 \mathrm{GHz}$ impose an attenuation of $20-30 \mathrm{~dB}$ for every 2 cm of biological tissue. In practice, swallowing antennas mainly use high frequencies to achieve better transmission, better image resolution and smaller layout.

Wireless data transmissions, including wireless telemetry for in-body medical devices, can also be performed in unlicensed bands of the electromagnetic (EM) frequency spectrum. However, unlicensed frequency bands are not common in all countries.

### 1.1.1 Medical Device Radio Communication Service (MEDRADIO)

A huge problem that biomedical telemetry applications were facing until the beginning of the century was that no frequency band was exclusively dedicated worldwide for wireless biotelemetry. This problem solved in 1997 with the recommendation SA. 1346 of the International Telecommunications Union-Radiocommunications (ITU-R), which defined the frequency band $402.0-405.0 \mathrm{MHz}$ exclusively for Medical Implant Communications Services (MICS) [14], [15]. The MICS zone was defined for two types of applications:
(a) Communication between an implantable medical device and an external base station.
(b) Communication between medical devices implanted within the same human subject.

The MICS band supported simultaneous transmission of ten (10) channels with a maximum bandwidth of 300 kHz per channel. In case the wireless medical telemetry system uses different operating frequencies for the upper and lower coupling, then the cumulative bandwidth of the two transmissions should not exceed the value of 300 kHz . This means that in order to achieve high transmission rates only one device transmits at a time. Due to the growing needs of new applications in biomedical technology ETSI (European Telecommunications Standards Institute) increased the MICS band by one MHz on each side and designated the MICS/MEDS band, where MICS maintained the central frequencies $402-405 \mathrm{MHz}$ and the regional extensions of the zone are referred to as MEDS. Also, in May 2009, the FCC (Federal Communications Commission) similarly increased the MICS bandwidth and renamed it the Medical Device Radio Communication Service (MedRadio).

Another key parameter that we have to keep in mind all the time is electromagnetic interference. In order to avoid that problem a maximum permissible equivalent radiated power (ERP) was set. More specifically ERP should not exceed $25 \mu W$. Equivalently, the maximum field strength in any direction shall be equal to, or less than, the maximum intensity, in the same direction, of a tuned dipole supplied with a power of $25 \mu \mathrm{~W}$. The ultimate goal is the simultaneous telemetry of multiple implantable medical devices in the same space avoiding any effect of electromagnetic interference in the transmissions of the Meteorological Service Aids (MetAids) zone that takes place in the same frequency band. The standard coverage radius of MedRadio-MICS/MEDS band medical telemetry systems is 2 m .

### 1.1.2 Industrial Scientific and Medical (ISM)

ISM bands were originally reserved internationally for non-commercial uses of the EM spectrum related to Industrial Scientific and Medical (ISM) applications. However, several of the ISM bands are currently used for commercial applications, as no government approval is required. The most commonly used ISM band for wireless telemetry of implantable medical devices is the $2400.0-2483.5 \mathrm{MHz}$ band. According to ETSI EN 300 328, the maximum active radiated power in this zone should
not exceed $-10 \mathrm{dBW}(100 \mathrm{~mW})$. At least fifteen different, non-overlapping channels may be used in the available frequency range.

The fact that ISM bands concentrate a large amount of interest is because of a key advantage that are providing. That key advantage of ISM bands is the increased bandwidth, which allows high-speed data transmission, so video transmission can be supported in this band. The cause behind this fact is the high frequency that the communication takes place. In addition, the penetration of EM radiation into the human body in the ISM bands is much lower than that in the MICS band, due to a higher operating frequency and therefore higher attenuation that leads to much lower penetration depth. For example, at a frequency of 2450.0 MHz it is stated that the depth of skin within muscle tissue is equal to 22 mm . On the contrary, at a frequency of 403.5 MHz the penetration depth is equal to 52 mm . Those benefits does not come without a cost. The most important disadvantage of ISM bands is the realization of various simultaneous transmissions in these bands leading to serious issues of EM interference.

### 1.1.3 Wireless Medical Telemetry Services (WMTS)

In the USA Wireless Medical Telemetry Services (WMTS) zones have been assigned for remote patient monitoring. The main advantage of the WMTS frequency band is the large bandwidth that offers for wireless telemetry applications of implantable medical devices. Indicatively, it is stated that in the WMTS $608.0-614.0 \mathrm{MHz}$ band, four channels with a bandwidth of 1.5 MHz each are allowed. Another key advantage of the WMTS bands is the lack of interference due to the fact that this band is completely dedicated to medical telemetry applications, so these devices are protected from other sources of EM radiation. On the other hand, the main disadvantage of these bands is that there are not available in countries outside the US, so any device that is designed to operate in this band cannot operate outside of the USA.

### 1.2 Challenges of Implantable Antennas and Miniaturization Techniques

The design of an antenna that is meant to be implanted inside the human body has a plethora of challenges. The most important challenges associated with in body medical devices arise from the fact that they must be small in size and do not occupy a large volume in the body as well as that they are in contact with the human tissue, so they must be strictly biocompatible in order to prevent rejection of the implant and short circuit of the device. Some of the most important challenges that we have to overcome in order to successfully design an antenna are listed below:
(1) Biocompatibility in order to preserve patient safety from rejection of the implant.
(2) Miniaturization of the implantable antenna in order to be feasible to be implanted inside the human body.
(3) Low power consumption in order to extend the battery's lifetime and prevent any unnecessary surgical operation for the replacement of the battery.
(4) Far-field gain which indicates the radiation characteristics that the receiver should have in order to achieve a reliable biotelemetry communication.
(5) Specific absorption rate (SAR) values that comply with the IEEE standards in order to ensure patients safety.
(6) Adequate bandwidth in order to ensure the stability of the performance of the
implantable antenna.
On this, it is noted that the most widely used antennas in the body are microstrip antennas due to their high flexibility in format, their design and the results achieved.

### 1.2.1 Challenges and Solutions

Implantable antennas must be biocompatible in order to ensure patient safety and prevent possible rejection of implantable medical devices from biological tissues. Another key problem that the antenna's biocompatibility solve is the avoidance of short-circuits. The implantable antenna includes metallic parts that are responsible for the radiation, so the designer has to ensure that those parts will not come in direct contact with the conduxtive biological tissue of the human body. Moreover, the biocompatibility and prevention of unwanted short circuits are particularly critical in the case of antennas intended for long-term implantation. There are two methods by which we can ensure the biocompatibility of the implantable antenna:
(1) Use of biocompatible substrate-superstrate: The most common method of ensuring antenna's biocompatibility and avoid any short-circuit is the use of biocompatible materials as substrate and superstrate [16]. Common biocompatible materials are Teflon, the macor and ceramic alumina $\left(\epsilon_{r}=9.4, \tan \delta=0.006\right)$ which is used in the proposed antenna design [17]. It is important to emphasize that ceramic dielectric layers material is not easy to engrave and cut.


Figure 1.2 Dual band implanable antenna fabricated with biocompatible materials [16].
(2) Another possible way to achieve the desired biocompatibility of the antenna is encapsulation with biocompatible material. More specifically, we use a thin coating of low loss biocompatible material in order to physically separate the implantable antenna for the biological tissue [18]. The most used materials for the use as biocompatible coatings are zirconia, PEEK and elastometric Silastic MDX4-4210 [18],[19]. In the literature zirconia is considered as the most appropriate candidate due to its electrical properties. From an EM point of view zirconia is the optimal biocompatible coating material because of the high value of relative dielectric constant $\left(\epsilon_{r}\right)$ and the low value of tangent losses $(\tan \delta)$ limit the near field of the antenna within the biocompatible coating layer, and significantly reduce power losses. On the other hand, PEEK and Silastic MDX4-4210 elastomeric are significantly easier to prepare and handle but does not have great performance, from electromagnetic point of view. An important design factor of the antenna is the thickness of the biocompatible coating, because changes the environment that the antenna is operating
and of course its performance characteristics. The search for the optimal value of the thickness of the biocompatible coating is crucial in order to reduce power losses but we have to bear in mind that there should be no unnecessary increase in the antenna's dimensions.


Figure 1.3 Silicone and the antenna encased in the silicone [18].

### 1.2.2 Miniaturization Techniques

Another key challenge that we must overcome during the designing process of an implantable antenna is the large volume of the antenna. Recent developments in the field of electronics science have led to a significant reduction in the dimensions of implantable medical devices. A typical example that shows that need is an implantable artificial retina device. This device must be small enough to fit inside the human eyeball ( 12.5 mm radius). However, the dimensions of traditional halfwavelength $(\lambda / 2)$ or one-quarter wavelength $(\lambda / 4)$ antennas in the frequency bands designed for implantable medical device telemetry, and in particular in the low frequency MICS band, make it impossible to use for implant applications. Therefore, reducing the dimensions of implantable antennas is one of the most important design challenges.

The biological tissues in which the implantable antennas operate have a high value of relative dielectric constant (e.g., the relative dielectric constant, $\epsilon_{r}$, of skin tissue at 402 MHz equals 46.7). As it is known, as much higher is the relative dielectric constant of the environment that the antenna operates, such smaller would be the physical dimensions of the implantable antenna. But, it should be highlighted that when the antenna is surrounded by a biocompatible coating, in order to ensure the biocompatibility, there is a degradation of the miniaturization that the environment offers. The reason behind this fact is the use of low relative dielectric constant materials as encapsulation layers. So, implantable antenna designers tend to use of microstrip patch antennas for medical applications because they allow for some additional miniaturization techniques. The ultimate goal is to reduce the size of the antenna at a given operating frequency, while maintaining the required EM performance in order to ensure a dignified communication with the external base station. The miniaturization techniques proposed in the literature for implantable microstrip antennas are as follows:
(1) Use of High Dielectric Constant Materials: The use of substrate and superstrate materials with a high relative dielectric constant (eg. ceramic alumina ( $\left.\epsilon_{r}=9.4\right)$ ) reduces the active wavelength of the radiation, and leads at lower tuning frequen-
cies, contributing to the reduction of dimensions of the antenna. However, even if the dielectric material has high relative dielectric constant, the superstrate acts as an isolator between the antenna and the higher relative dielectric constant biological tissue. So, it is very important to take into account the thickness of the superstrate that we are going to use during the design process. The best solution, therefore, is the choice of biocompatible dielectric materials with the highest relative dielectric constant, and thin films.
(2) Elongation of the Current's Stream Flow Path to the Surface of the Microstrip:


Figure 1.4 Meandered line antenna [20].
Similarly lower tuning frequency values and therefore reduction of the implantable antenna can be achieved with the designation of longer paths for the flow of current on the microstrip patch antenna. For that reason microstrip antennas in meanderlike [16], spiral [21], waffle type [17], hook [22] shapes have been proposed.


Figure 1.5 Spiral antenna [23].
(3) Use of shorting pins: The addition of a short-circuit conductor between the ground and the radiating patch of the microstrip antenna increases the effective size of the antenna and therefore it is possible to reduce its required physical dimensions, at a given operating frequency of the antenna. This technique works in much the same way that a grounding plate doubles the height of a monopolar antenna.
(4) Stucked patches: Vertical stacking of two or more strips is an alternative technique to increase the length of the current path on the strips, thereby reducing the


Figure 1.6 Shorting pin.
overall physical size of the antenna at a specific operation frequency.


Figure 1.7 Patch stacking [24].

In general, circular antennas are preferred, with no sharp edges that could cause injury.

### 1.2.3 Bandwidth

As it is easily undestood, the environment that the implantable antenna operates affect its performance. So, biological tissues act as a dielectric load on the implantable antenna, and significantly affect its EM performance. Differences in the anatomical structure and electrical properties of biological tissues potentially alter the implantation antenna tuning performance. These changes must be taken into account when designing implantable antennas for realistic applications, in order to avoid any detuning effect. Therefore, increasing the antenna bandwidth becomes necessary in order to improve its tolerance to tuning effects.

### 1.2.4 Specific Absorption Rate (SAR)

As we mentioned earlier, because the implantable antennas operate inside the human body issues related to patient safety arise. In order to avoid those problems, we have to limit the maximum allowable power that can be applied to the implantable antenna and therefore the radiating power. Key quantities for the study of biological effects are the frequency of radiation, its power density (in $\mathrm{mW} / \mathrm{cm}^{2}$ ), and the rate of specific absorption of radiation (Special Absorption Rate-SAR). Frequency and power density are easily and accurately determined. On the contrary, the SAR index is more difficult to estimate, but is also considered the most appropriate for the evaluation of patient safety. The SAR ( $\mathrm{W} / \mathrm{kg}$ ) expresses the amount of electromagnetic energy absorbed per unit mass of tissue per unit time and is determined by the ratio:

$$
\begin{equation*}
S A R=\frac{\sigma}{p} E^{2} \tag{1.1}
\end{equation*}
$$

where $\sigma$ is the special electric conductivity of the biological $(\mathrm{S} / \mathrm{m})$ at a given frequency, p is the density of biological tissue $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$ and E is the intensity of the electric field within the tissue $(\mathrm{V} / \mathrm{m})$. The value of SAR depends on:
(1) The characteristics of the radiation.
(2) The characteristics of the biological tissue.
(3) The distance of the emission source of the radiation.
(4) The biological tissue.

More specifically, the characteristics of radiation include the frequency, intensity, continuity or not of the wave propagation and the polarization of the radiation. In terms of frequency, as we mentioned earlier, high frequency waves are absorbed superficially, while radio waves penetrate deeper to the inside of the tissue due to the change of the electric properties of the human tissue with respect to frequency. More specifically, the human tissue exhibits higher losses when the frequency is higher. The radiation's polarization is defined as the different orientation of the body in relation to the wave's electric and magnetic field directions. Regarding the characteristics of biological tissue, its dimensions, curvature of the surface, density, specific conductivity and dielectric constant are examined. The dependence of the SAR value on such a large number of parameters implies the highly selective absorption of radiation by the human body.

As it is widely known, the biological tissues in their composition consist of about $70 \%$ water. Moreover, the water molecules are electric dipoles. That means that an electromagnetic wave can interact with those molecules by rotating elongation and oscillation. Moreover, the interaction of those molecules with an electromagnetic wave lead to an interaction of the electric currents of the organism with it. Taking all the above into account it is possible in the long term to cause complications that are classified as thermal and non-thermal [25].

When an increase in temperature of the body is more than $0.1^{\circ} \mathrm{C}$ he effect is characterized as thermal. A noticeable increase in temperature is caused by power densities above $1 \mathrm{~mW} / \mathrm{cm}^{2}$. When the human body is exposed to an electromagnetic field, the water dipoles and other charged particles of the organism are forced to orient in the direction of that field, and as a result, oscillate at a frequency similar to that of the field. The kinetic energy obtained by dipoles due to forced oscillations, frictions and collisions of charged particles with each other and with their neighbors, is translated into heat, which tends to increase body temperature. The body's homeostatic, thermoregulatory mechanisms can generally immediately return its temperature to normal levels for small changes in temperature. However, if the
amount of heat generated exceeds a maximum permissible value, these mechanisms may lose their ability to dissipate excess heat, resulting in an increase in temperature in the whole or in individual tissues and organs. An interesting fact is that if the increase in body temperature does not exceed one degree Celsius, then there is no risk to the body, even in long-term exposure. In these effects, however, the temperature of the tissue does not eventually rise, as the extra amount of heat is directly absorbed by local homeostatic mechanisms, making the tissue exposure to radiation of minor importance.


Figure 1.8 Specific absorption rate (SAR) of wearable device [26].
In contrast to thermal, non-thermal effects are those that cause some biological effect on the function of cell components, without a measurable increase in temperature (less than $\left.0.1^{\circ} \mathrm{C}\right)$. Such effects occur at very low power densities $\left(\mu \mathrm{W} / \mathrm{cm}^{2}\right)$. Non-thermal effects are considered the most important, as they are not directly measurable with an instrument. But it is reasonable that any effects on the body depend on whether the radiation is strong or not, on the duration of exposure of the body to it, and on its distance from the source of radiation. The exact mechanisms of action in this case are not yet completely clear, and according to various studies, their etiology may lie in the relationship between the frequency of radiation and the frequency emitted by a biological tissue. The main non-thermal phenomena are considered to be the phenomenon of change in the flow of calcium in the brain cells and the microwave-acoustic phenomenon. More specifically, the outflow of calcium ions to brain cells increase when they are exposed to radio frequencies. This increased rate of outflow of calcium ions has been linked to the creation of resonance phenomena, where the frequency of radiation follows the natural frequencies of the brain, which could potentially facilitate the development of an existing cancer or suppress the body's ability to fight type of cancer cells.

Thus we understand that in terms of SAR it is important to comply with international regulations that aim to preserve patient's safety. For example, according to the IEEE in 1999 the average SAR was limited to one gram of cube-shaped tissue at less than $1.6 \mathrm{~W} / \mathrm{kg}$, while the ICNIRP (International Commission on Non-Ionizing Radiation Protection) limits the average SAR to 10 grams DC power is $2 \mathrm{~W} / \mathrm{kg}$. In 2005 the IEEE then adopted the ICNIRP limits for the average SAR at 10 grams of continuous web at $2 \mathrm{~W} / \mathrm{kg}$.

The mean power absorbed by the biological tissues of the human body at the incidence of an EM wave is given by the relation:

$$
\begin{equation*}
P=\sigma \frac{1}{2}|E|^{2} \int d V \tag{1.2}
\end{equation*}
$$

where $\sigma$ is the tissue conductivity (in $[S / m]$ ), and $|E|$ is the intensity of the electric field within the biological tissues (in $[V / m]$ ).

Based on the fact that the highest average SAR values are produced by the high field strength values, we can design advanced implantable microstrip antennas, aiming at lower field electric intensities. Efforts have been made in the literature to understand the radiation mechanism of implantable antennas in order to modify its design accordingly to reduce the average SAR in human tissue.

### 1.2.5 Gain

One of the most important radiation characteristics of an implantable antenna is the gain. The purpose of biomedical telemetry is to transmit signals (biological signals such as the intracranial pressure) from a device that is inside the human body to an external monitoring equipment. In order to achieve that, implantable antennas must emit an adequate signal, capable of being detected by the respective external monitoring/control device, regardless of any power restrictions. Besides the limitations that we have to obey as far as the SAR values, in order to ensure patients safety, additional limits has to be fulfilled in order to avoid electromagnetic interference. Those limits refer to the maximum allowable input power of the implantable antenna. For example, the maximum radiated power to avoid EM interference is set to $25 \mu W$ in the MedRadio band.

Considering the power limitations that have to be fulfilled in order to avoid EM interference, the gain of the antenna is what determines the required sensitivity of the external receiver, in order to achieve reliable telemetry of medical data. However, the design process of an implantable antenna is a trade-off between the size of the antenna and its radiation characteristics because the smaller the physical size of the implantable antenna, the greater degradation of the radiation characteristics, and vice versa. Although low gain values equate to low radiation efficiency, compromises in system EM performance are inevitable given the requirement for microscopic implant dimensions.


Figure 1.9 Antenna gain.

### 1.2.6 Power Consumption

If the transceiver of the implantable medical device operates continuously, it will consume a significant amount of energy, reducing the life of the device. Various methods are available for recharging the battery with the implantable medical de-
vice, such as the reciprocating coil method as mentioned above [27], [13]. Nevertheless, it is necessary to apply additional power conservation techniques, such as the ability to use the telemetry link only when needed. For this purpose, a dual frequency transceiver can be used, such as the commercially available Zarlink ZL 70101 transceiver. The system uses two frequency bands, one for alarm and one for transmission. The transceiver remains in standby mode with low power consumption $(1 \mu W)$, until it detects an alarm signal in the ISM band ( 2450 MHz ). In normal operation, the implantable medical device is powered at full power and exchanges data. After data transfer, the device returns to standby mode.

### 1.2.7 Antenna Realization

Even if the antenna is properly designed in a simulation environment, the constructed one may exhibit different radiation properties from the designed on. This fact may happen due to a plethora of problems that the construction of implantable antennas are facing. One of the practical problems that may appear is in the addition of adhesive layers to connect the individual dielectric layers. Those layers significantly affect the antenna's tuning performance, by altering the tuning frequency and degrading the achieved return loss values [19]. Additional factors that may lead to a deviation of the simulated characteristics with the measured ones can originate from the measuring equipment. Radiative currents may develop on the external conductor of the coaxial power cord used to connect the antenna to the Vector Network Analyzer (VNA), which in turn degrades the quality. of measurements. Finally, an important challenge in the experimental measurement of implantable antennas is the preparation of simulations that simulate the electrical properties of biological tissues at the operating frequencies of interest, as well as the experimental measurement of their electrical properties (relative dielectric constant, $\epsilon_{r}$, and conductivity, $\sigma$ ).

Three important aspects of construction are considered to mainly affect the final behavior of the antenna.
(1) The cutting of the substrate.
(2) The gluing of the substates.
(3) The alignment of the layers.

One of the problems that arise is that these three steps are not necessarily independent of each other. In fact, because the substrate material is quite hard and rigid, it cannot or is extremely difficult to cut once the antenna has been assembled. Also, it seems that some external alignment points are necessary for the assembly of the antenna, which are to be removed after the completion of the construction. Therefore, it is proposed to build a base that will help in the assembly of the antenna. This base ensures the correct alignment between the three layers, while at the same time it serves as a support for the antenna during the various gluing processes. Based on the above, a proposed construction methodology would include the following steps: (1) Photolithographic masks: photolithographic masks are prepared and printed. The masks include a circular outline, which is used as a guide for cutting the antenna, four circular marks indicating the positions of the holes that match the four pins of the base during the assembly process, a square frame that matches its dimensions base and complementary alignment marks on both sides of the lower substrate. (2) Photolithography: the substrates required for the construction of the antenna are etched through a photolithographic process, using the photolithographic masks described above.
(3) Cutting the layers: a circular cutting tool is used to cut the antenna layers. The cutting tool must have a diameter corresponding to the radius of the desired orig-
inal antenna model. The strategy adopted is to first cut the substrate to a critical depth, exactly as needed to hold the alignment points with the microfilm, but thin enough to allow easy detachment without imposing too much mechanical stress on the antenna.
(4) Antenna Assembly: the antenna is then assembled with the help of the base. The layers are aligned and welded, while the short-circuiting pin is positioned to connect the ground plate to the lower microfilm. The external conductor of the coaxial cable is connected to the ground plane of the antenna, while its internal conductor is supported at the same time on the highest and the lowest microstrip layer.

### 1.2.8 Experimental Evaluation

In order to evaluate the performance of the designed antenna an adequate amount of test have to take place. Those tests are classified in two categories, the in vitro and in vivo tests. For the in vitro tests a phantom is necessary. As a phantom we characterize a liquid or gel material that mimics the electrical properties of a biological tissue. It is contained in a container, where the implantable antenna is immersed and serves as an electrical substitute for the studies. For this type of tests, extreme attention has to be given in the creation of the mimicking gel in order to ensure that the antenna operates in an environment that corresponds to the oe that used during the design process [28].

Assuming that the development of the phantom is done with success, we can proceed to the appropriate measurements. Reflection coefficient measurements are made by immersing the original antenna inside an in vitro model-simulation and connecting it to a network analyzer via a coaxial signal. The fabricated prototype is immersed inside a model and measurements are taken (Figure 1.10).


Figure 1.10 (a) Antenna embedded in skin-mimicking gel and (b) Measurement setup [16].

On the other hand, in vivo testing is using real animal tissue as an implantation cite. The main advantage of this kind of tests is the certainty that the electrical properties are the correct ones. Moreover the use of animal tissue samples offers an
easy approach to the study of frequency dependence on the electrical properties of tissues. This can be especially useful when performing measurements on implantable antennas operating in many frequency ranges.

Despite the obvious advantages of in vivo testing the use of live animals also presents particular challenges. The first step before the beginning of an in vivo test is the development of a protocol. Inside the protocol, the selection of the animal, the amount of them, the preparation, the anesthesia, the surgical procedure and other parameters have to be determined. For this reason the in vivo tests reported in the literature are very limited. A interesting study for the drop in the resonant frequency of an implantable skin antenna, using mice as models, has been studied. The antenna was surgically implanted inside the spine of three mice, followed by euthanasia after the measurements.


Figure 1.11 Miniaturized antenna implanted in rat [18].


Figure 1.12 X-ray images of implantable antenna in rat [18].

### 1.3 Biological Tissue

The human body is an heterogeneous medium which consists of a variety of biological tissues (e.g. skin, muscles, blood, organs, etc.). Biological tissues contain both insulating materials (eg lipids) and electrical charges (e.g. ions) and can be considered dielectric materials, i.e. weakly conductive media.

### 1.3.1 Electrical Properties

The behavior of the constituent elements of matter, when is illuminated by an electromagnetic field, leads to the characterization of matter by appropriate electrical properties. Those electrical properties affect the propagation, attenuation and the reflection of an electromagnetic wave inside and outside of matter. Therefore, knowledge of the electrical properties of biological tissues is considered necessary in order to understand their interaction with the incident EM waves, and to be able to analyze the transmission and absorption of EM radiation. The exchange of energy in biological tissues takes place either through free charges or through bipolar molecules. In the presence of a time-varying EM field, the free charges are accelerated leading to the development of current and resistance losses, while the bipolar molecules are reoriented. The effects of these phenomena on the total field strength are defined with the help of the complex dielectric constant:

$$
\begin{equation*}
\epsilon=\epsilon_{0} \epsilon_{r} \tag{1.3}
\end{equation*}
$$

where $\epsilon_{0}$ is the dielectric constant of the vacuum, and $\epsilon_{r}$ is the complex relative dielectric constant, defined as:

$$
\begin{equation*}
\epsilon_{r}=\epsilon_{r}^{\prime}-j \epsilon_{r}^{\prime \prime} \tag{1.4}
\end{equation*}
$$

In general, the relative dielectric constant describes the effect of each material on the electric field, while the conductivity describes the attenuation of the EM wave during its passage through the material medium. The tangent of losses is defined as:

$$
\begin{equation*}
\tan \delta=\frac{\epsilon_{r}^{\prime \prime}}{\epsilon_{r}^{\prime}} \tag{1.5}
\end{equation*}
$$

and shows the component of electrical properties that mainly affects the electric field. The relative dielectric constant $\left(\epsilon_{r}^{\prime}\right)$ and the conductivity $(\sigma)$ dominate the high and low frequencies, respectively. Based on the above formulas, the complex dielectric constant of biological tissues is calculated as:

$$
\begin{equation*}
\epsilon=\epsilon_{0} \epsilon_{r}^{\prime}-j \frac{\sigma}{\omega} \tag{1.6}
\end{equation*}
$$

Therefore, the electrical properties of materials are expressed by means of the parameters $\epsilon_{r}^{\prime}$ and $\epsilon_{r}^{\prime \prime}$, or $\epsilon_{r}^{\prime}$ and $\sigma$, as a function of frequency. Biological tissues, in particular, are heterogeneous dielectric materials and, as a result, are characterized by different relaxation times. The relative dielectric constant $\left(\epsilon_{r}^{\prime}\right)$ and conductivity $(\sigma)$ depend to a large extent on the type of biological tissue and the frequency of EM radiation, as follows:
(1) Tissues with high water content show higher values of relative dielectric constant and conductivity than tissues with low water content, and consequently higher losses. This behavior is due to the polar coordination of water molecules.
(2) The value of the relative dielectric constant decreases with increasing frequency, from values of 105 at a frequency of a few hundred Hz , to values less than 1 at frequencies of the order of GHz . On the contrary, conductivity increases with frequency, from values of $10^{-4}$ to values greater than 1 , within the above frequency range.

Moreover, an important parameter for understanding the propagation of EM waves within biological tissues is skin depth, $\delta$. Skin depth is a measure of the
distance within which the electric field is attenuated by $\frac{1}{e}$ from its original value, and is defined as:

$$
\begin{equation*}
\delta=\frac{1}{a} \tag{1.7}
\end{equation*}
$$

At low frequencies, where the values of the relative dielectric constant are high and the conductivity values are low, the skin depth is significant and the EM wave penetrates deep into the human body. The penetration of the incident EM wave into the biological tissues decreases with frequency. At high frequencies, conductivity values are high, skin depth is reduced, and propagation is limited to the surface of the human body.

In addition, various studies have been performed on changes in the values of the electrical properties of biological tissues. Two empirical models are proposed to describe the experimental data: the first model contains two Cole-Cole functions, while the second uses a Havriliak-Negami function and a Cole-Cole function. The standard deviations recorded are in the range of $4 \%$ to $16 \%$.

In addition, the values of the electrical properties of most types of tissues decrease with age, due to changes in their water content and organic composition. More recently, a systematic study has been published on the dependence of the electrical properties of biological tissues on age, for a large number of tissues [29]. The study presents measurements of the electrical properties of pig tissues of different ages in the frequency range from 50 MHz to 20.000 MHz , recording a significant reduction in the relative dielectric constant and conductivity with age, by a factor of 10 and 15 , respectively.

### 1.4 Numerical Models of Biological Tissues

Computational models are extremely helpful tools in the hands of antenna designers because they provide an effective way to predict the behavior of implantable antennas EM performance in terms of radiation performance, propagation, and interaction with biological tissues. Moreover, with those tools we can calculate the SAR values in order to ensure patient's safety. Furthermore, they give us the capability to calculate the EM fields inside the biological tissues as well as the evaluation of the implantable medical devices for which it is considered difficult to carry out in vitro and in vivo experimental devices. Therefore their use is very important both in the design and in the evaluation of implantable medical devices.

### 1.4.1 Canonical Models

Numerical models of biological tissues of simplified geometry (e.g. spherical or cubic) are known as canonical models. Due to the simplicity that those models exhibit, they can be solved both numerically and analytically with ease. The key advantage that canonical models offer is that the are computationally efficient and sufficient to evaluate EM performance of the systems being simulated. Any resulting inaccuracies come from inaccuracy in modeling, and not from inaccuracy in arithmetic calculations but those inaccuracies can be degraded with the addition of further information in our canonical models. Furthermore, those models are extremely valuable because the phantoms that are used in in vitro test have simple geometries.

The literature gives a plethora of examples of regular models that have been used in research which models the human body. An example is the rectangular parallelepiped three-layer model that is depicted in Fig. 1.13 [30]. The model
consists of a layer simulating fat tissue placed between two layers that simulating skin and muscle.


Figure 1.13 Three-layer canonical human tissue model [30].

Canonical models have also been proposed in the literature, for the simulation of the dielectric properties of a part of the human body. Homogeneous canonical models are also mentioned in the literature, but they are used for preliminary simulations. Canonical models can be more accurate and closer to reality, if layers of different tissues are present in the part of the body we want to model. The literature gives us such examples that have been used in wireless telemetry applications of implantable medical devices. Another key advantage of the canonical tissue models is the low demand on computing power and of course the smaller amount of time which is necessary for the simulations to complete.

### 1.4.2 Anatomical Models

Numerical models of biological tissues of realistic shape, volume and composition are called anatomical models. In order to verify the results of the performance of an implantable medical device, it is advised to use anatomical models. Those models consists of a huge amount of cubic elements, known as voxels, in order to simulate human parts with great accuracy. Every voxel is assigned with appropriate electrical properties of a specific biological tissue. The largest the amount of voxels that the mesh has, the greater the illusion of a continuous change in the biological tissue (for example from skin to muscle). Selecting the appropriate values of electrical properties in each cubic element, makes it possible to accurately model specific biological tissues and organs.

The development of anatomical numerical models is one of the greatest challenges in the field of numerical bioelectromagnetism, and today it is facilitated by the rapid scientific developments in the field of medical imaging. Thanks to the increase in computing power and the reduction in the cost of computing resources, there is a tendency to develop more and more detailed anatomical structures. It is noted that the highest complexity of anatomical models, today, reaches 50 types of tissues, while the optimal resolution is of the order of 1 mm .

In most studies data for the design of anatomical models are obtained by Magnetic Resonance Imaging (MRI), or Computed Tomography (CT). MRI and CT provide images of the human body in cross sections at a distance from each other. The analysis in each section is of the order of a few millimeters. Despite the fact that several of the tissues are visible on MRI and CT images, the application of segmentation techniques is considered necessary for their accurate conversion into


Figure 1.14 Implantation site (left figure) and antenna radiation (right figure) [31].
"tissue maps". This process is generally complex and time consuming and takes place semi-automatically, although automatic methods have been also reported. It is noted that even if the software is implemented for automated image segmentation, further manual verification and correction of the results are also considered important and necessary.

### 1.5 Antenna Design

### 1.5.1 Tissue Models

The main goal of our research is to design an antenna able to operate correctly inside the human chest, in order to be implemented in applications such as the pacemaker. Moreover, one of our ultimate tasks was to design this antenna in such a way, in order to operate in both MedRadio and ISM frequency bands. This task was very demanding if we consider the very small size of the implantable antenna, $\left(29 \mathrm{~mm}^{3}\right)$. So in order to achieve it, a very large amount of simulations was carried out, leading to a new, novel, antenna design. The motivation behind this demand was the ability of the antenna to use wake up and sleep signals. This operation gives the antenna the capability to consume power only when it is necessary, for example when the doctor wants to extract some data from the pacemaker. Taking into account this fact, it is easily understood that the lifetime of the battery is expanding, leading to fewer surgical operations as far as the replacement of the device's battery. Furthermore, it should be highlighted that the final size of the antenna makes it one of the smallest in the literature.

As a first step of the antenna design procedure, we considered a canonical cubic human chest model filled with material mimicking the skin tissue electrical properties, at the appropriate simulation frequency. Then we conduct simulations in order to make the antenna radiate based on our demands. The implantation cite scenario is depicted in the Figure 1.16.

The next step in the design process is to use a more detailed model of the human chest, leading to more accurate results as far as it concerns the antenna's


Figure 1.15 Implantable antenna for the case of a pacemaker application.


Figure 1.16 Canonical cubic model mimicking skin tissue properties.
performance. In order to achieve that, we implement it to the previous implantation Figure 1.16 using more layers, such as fat and muscle. It should be noted that the size and the values of the electrical properties of each human tissue layer are in very close proximity to the real ones [3]. So, the model that was used is depicted in Figure 1.17.

Now that the implantation cite has changed, we conducted a large number of simulations, in order to optimize the antenna's performance characteristics. The reason behind this is that the antenna is very sensitive to the environment in which it is working. So, detuning effects are very possible to take place, leading to huge changes in the antenna design. In Figure 1.17 the three-layer canonical human chest model is depicted, containing the dimensions and the values of the electrical properties of the implantation cite, in the appropriate frequency [31].

### 1.5.2 Simulation Software

The antennas are designed with the help of Ansoft HFSS software, which uses the Finite Element method (FEM) and it is highly used for a wide variety of simulations in the context of electromagnetic applications. An iterative tetrahedron meshing is employed using automated refinement, with mesh perturbation by $30 \%$ between


Figure 1.17 Canonical three-layer cubic model mimicking human chest.


Figure 1.18 Canonical three-layer cubic model mimicking human chest.
each pass [32]. The mesh refinement procedure stops when the maximum change in the reflection coefficient magnitude ( $|\mathrm{S} 11|$ ) between two consecutive passes is less than 0.02 . In case that the previous condition is not accomplished a maximum number of 20 passes is set. Also, an air box, with quarter wavelength distance from all the radiating surfaces, is set for numerical stability of the simulations. The central frequency of the FEM solver is 402 MHz and 2.45 GHz for the MedRadio and ISM bands, respectively. A frequency sweep of $\pm 100 \mathrm{MHz}$ around those frequencies are computed, with 25000 frequency points.

### 1.5.3 Proposed Antenna Model

The layout of the proposed antenna is shown in Fig. 1.19 The antenna size is $\pi \times 3.8^{2} \times 0.65 \mathrm{~mm}^{3}$ In order to satisfy the requirement for biocompatibility the ceramic alumina $99.5 \%\left(\epsilon_{r}=9.8, \sigma=1.904 \times 10^{-7} \mathrm{~S} / \mathrm{m}\right)$ is used as a lower (LS) and upper (US) substrate and also as superstrate material [2], as shown in Fig. 1.19 (a-d).

The antenna model consists of a circular ground plane (GP) (Fig. 1.19(a)) with radius $R_{g}=3.8 \mathrm{~mm}$ and two circular vertically stacked metallic radiating patches (Fig. 1.19(b,c)), with radius $R_{p}=3.6 \mathrm{~mm}$. The radiating patches include


Figure 1.19 Implantable antenna design: (a) ground plane, (b) lower patch, (c) upper patch and (d) XZ side view.
meanders and vertical protrusions to them in order to increase the effective length of the current flow and reduce the antenna size [1],[2]. Both lower (LP) and upper (UP) patches are printed on ceramic alumina, with radius 3.8 mm and thickness 0.25 mm . Additionally, a 0.15 mm thick ceramic alumina superstrate layer covers the antenna structure, in order to ensure biocompatibility. The distance between two adjacent meanders is 0.8 mm , with constant width of 0.4 mm throughout the design process, and the length of each one of them is shown in Table 1.1. The number of vertical protrusions on each meander differs, as shown in Fig. 1.19, and the distance between two adjacent protrusions is 0.8 mm for the LP and 0.4 mm for the UP. Moreover, the width and the length of its protrusion are depicted in Table 1.2.

It should be noted that the idea behind the vertical protrusions is the ability of the antenna to radiate in two different frequency bands. Moreover, the design

Table 1.1 Meander lengths of the proposed dual-band antenna.

| Meander No. | 1 | 2 | 3 | 4 | 5 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| LP[mm] | 4.7 | 6.7 | 6.2 | 6 | - |
| UP[mm] | 4.4 | 5.8 | 5.8 | 5.5 | 3.8 |

Table 1.2 Protrusion dimensions of the proposed antenna.

| LP Protrusions [mm] |  | UP Protrusions [mm] |  |
| :---: | :---: | :---: | :---: |
| Length | Width | Length | Width |
| 0.4 | 0.2 | 0.7 | 0.6 |

of the proposed antenna offers a wide variety of degrees of freedom, something which is crucial in demanding applications such as the pacemaker or the human eye implant. So, this design is very flexible and can be used in different applications, which include different implantation cites. Optimization simulations are necessary in order to find the correct dimensions of the meanders and the vertical protrusions.

Both radiating patches are excited through a 50 -ohm coaxial cable ( $F: x=-3$ $\mathrm{mm}, y=0 \mathrm{~mm}$ ) EZ-47. A shorting pin placed at $(S: x=2.5 \mathrm{~mm}, y=-1.5 \mathrm{~mm})$, with radius $R_{s}=0.3 \mathrm{~mm}$, connects the GP with the LP aiding to antenna size reduction.

As a final step we used the LPKF machine to realize the antenna that was designed in the HFSS commercial software. In the figures below (Figures 1.20 to 1.22 ) the patches/layers of the antenna are depicted.


Figure 1.20 Ground plane of the proposed implantable antenna.


Figure 1.21 Lower patch of the proposed implantable antenna.


Figure 1.22 Upper patch of the proposed implantable antenna.

### 1.5.4 Proposed Antenna Performance

The values of the reflection coefficients $\left(\left|S_{11}\right|\right)$, of the antenna in the resonant frequencies, inside a three-layer human chest model are illustrated in Fig. 1.23. A broad BW of $38.7 \mathrm{MHz}(377-415.7 \mathrm{MHz})$ in the MedRadio band and 69.2 MHz $(2.389-2.459 \mathrm{GHz})$ in ISM band is attained. It should be highlighted that the antennas BW includes all the MedRadio band, exhibiting very low values of $\left|S_{11}\right|$, as depicted in Fig. 1.25.

Also, the antenna achieves a -55 dB and -52 dB gain in MedRadio and ISM bands, respectively. The radiation patterns in MedRadio and ISM bands are shown in Fig. 1.23 and Fig. 1.24 respectively. The antennas' impedance at resonance in MedRadio and ISM bands is respectively $Z_{\text {MedRadio }}=46.98+0.064 j$ and $Z_{I S M}=$ $50.22-0.60 j$, which are very close to the coaxial cable's impedance, $Z_{\text {cable }}=50 \Omega$, leading to mismatching avoidance and can be seen in Fig. 1.27 and Fig. 1.28 respectively.

In order to ensure patients safety, radiation of implantable antennas should


Figure 1.23 Radiation pattern of the proposed antenna in the MedRadio band.


Figure 1.24 Radiation pattern of the proposed antenna in the ISM band.

Table 1.3 Safety performance of the proposed implantable antenna.

|  | Maximum Allowed Net Input Power |  |
| :--- | :--- | :--- |
| Model | $P_{1999}[\mathrm{~mW}]$ | $P_{2005}[\mathrm{~mW}]$ |
| Chest | 0.2 | 0.7 |

produce maximum SAR values, that conform to the IEEE C95.1-1999 ( $P_{1999}$ ) [33] and IEEE C95.1-2005 ( $P_{2005}$ ) [34] safety guidelines. The maximum allowed input power is calculated based on the worst-case scenario of the SAR distribution, which corresponds to the MedRadio band and is depicted in Table 1.3.

In addition, a comparison between dual band implantable antennas is carried out in Table 1.4. It should be highlighted that the majority of the dual band antennas found in the literature have dimensions that may exclude them from use in some applications where the available space is very limited, such as human eye implantation. However, the antenna proposed in this work does not face such a problem because has suitable dimensions for implantation in the human eye. Also, it is known that the larger the antenna dimensions the better the radiation characteristics. So, some antenna designs may have better characteristics than the proposed one.


Figure 1.25 Reflection Coefficient vs Frequency inside a three-layer human chest model in the MedRadio band.


Figure 1.26 Reflection Coefficient vs Frequency inside a three-layer human chest model in the ISM band.

### 1.6 Comparative Study of Antenna's Miniaturization Techniques

In this section we are going to demonstrate a comparative study of the miniaturization techniques which is used in order to reduce the antenna's size. As we mentioned earlier, the miniaturization techniques that are proposed in the literature for implantable microstrip antennas are as follows:
(1) Use of high dielectric constant materials.
(2) Elongation of the current's stream flow path at the radiating patch.
(3) Use of shorting pin.
(4) Stucked patches.


Figure 1.27 Input Impedance vs Frequency inside a three-layer human chest model in the MedRadio band.


Figure 1.28 Input Impedance vs Frequency inside a three-layer human chest model in the ISM band.

Table 1.4 Comparison between the proposed antenna and antennas in the literature.

| Antenna | Volume | Maximum <br> Dimension <br> $\left[\mathrm{mm}^{3}\right]$ | BW <br> MedRadio <br> $[M H z]$ | BW <br> ISM <br> $[M H z]$ | Gain <br> MedRadio <br> $[\mathrm{Ref}]$ | Gain <br> [ $\left.\mathrm{mm}^{3}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[35]$ | 31.5 | 8.75 | 28 | 88 | -39 | -22 |
| $[36]$ | 49 | 17 | 74 | 1000 | -33 | -16 |
| $[37]$ | 152.4 | 12 | 172 | 350 | - | - |
| $[38]$ | 642.62 | 23 | 30 | 168 | -36.7 | -27.1 |
| This Work | 29 | 7.6 | 38.7 | 69.2 | -50 | -52 |

The combination the aforementioned miniaturization techniques during the antenna design is a must when the goal is to reduce the antenna's dimensions as much as possible. But we have to keep in mind that as smaller as the antenna gets,
a lot of parameters have to be considered. First of all, we should bear in mind that when the antenna gets smaller and smaller it is more sensitive to detuning effects. Moreover, the performance of the antenna is degrading, because the size of the radiating patches is getting smaller.

In order to make the design process of antennas that intend to have the smallest possible size easier, a comparison study was conducted. In this study we present all the possible combinations of the miniaturization techniques, starting from a simple circular patch antenna. It should be noted that the antenna is operating in free space, in order to verify the real reduction that every combination provides. If the above simulations were carried out inside a human tissue model, the dielectric properties of the environment would lead to a reduction of the antenna, due to the higher dielectric constant of the surrounding environment. Another detail, that should be highlighted, is the use of Rogers3210 ( $\epsilon_{r}=10.2$ ) for the high dielectric constant material and the Rogers5880 ( $\epsilon_{r}=2.2$ ) for the low dielectric constant material. The dimension of the height in every Roger3210 dielectric layer is $h=$ 0.635 mm and for the Roger 5880 the height is $h=1.588 \mathrm{~mm}$. The reason behind this decision is that the company provides those specific materials in these dimensions as it can be seen from their data-sheet. Last but no least, it should be noted that the designing of an antenna for every possible combination of the miniaturization techniques, needed a significant amount of time, because every case demanded an antenna design from scratch, leading to exhaustive simulations and optimizations in order to find the smallest size antenna for every case. In Table 1.5, the antennas with the smallest size for every case are depicted. Moreover, a percentage of the reduction of the antenna's radius and volume is shown, respectively.

As it can be seen from Table 1.5, every miniaturization technique leads to different size/volume reduction of the microstrip patch antenna. Moreover, an interesting outcome of this comparative study is that the use of more miniaturization techniques does not lead to a greater reduction in the size/volume of the antenna. More specifically, in the case no. 14 the antenna is designed with Rogers3210 and a shorting pin along with meanders is used. On the other hand, in case no. 15 the antenna is designed with Rogers5880 and all the miniaturization techniques are taking place, but the no. 14 case antenna exhibits lower values of both radius and volume. An interesting extension of this study would be a comparison of the radiation characteristics of all the aforementioned antennas, such as gain, SAR, efficiency etc.
Table 1.5 Miniaturization Techniques Comparative Study for the Case of Circular Microstrip Patch Antenna.

|  | Simulation <br> Setup | Rogers <br> 5880 | Rogers <br> 3210 | Double <br> Stacked | Shorting <br> Pin | Meandered | \% Radius <br> Reduction | \% Volume <br> Reduction |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $R=149 \mathrm{~mm}, V=110757.44 \mathrm{~mm}^{3}$ | x | - | - | - | - | 0 |  |
| 2 | $R=69.5 \mathrm{~mm}, V=9635.92 \mathrm{~mm}^{3}$ | - | x | - | - | - | -53.36 |  |
| 3 | $R=42 \mathrm{~mm}, V=8800.33 \mathrm{~mm}^{3}$ | x | - | - | x | - | -71.81 |  |
| 4 | $R=22 \mathrm{~mm}, V=965.54 \mathrm{~mm}^{3}$ | - | x | - | x | - | -92.05 |  |
| 5 | $R=149 \mathrm{~mm}, V=221514.88 \mathrm{~mm}^{3}$ | x | - | x | - | - | -85.23 | -99.13 |
| 6 | $R=69.5 \mathrm{~mm}, V=19271.84 \mathrm{~mm}^{3}$ | - | x | x | - | - | -53.36 | -82.59 |
| 7 | $R=110 \mathrm{~mm}, V=60365.07 \mathrm{~mm}^{3}$ | x | - | - | - | x | -26.17 | -45.50 |
| 8 | $R=40 \mathrm{~mm}, V=3191.86 \mathrm{~mm}^{3}$ | - | x | - | - | x | -73.15 | -97.12 |
| 9 | $R=88 \mathrm{~mm}, V=77267.30 \mathrm{~mm}^{3}$ | x | - | x | - | x | -40.94 | -30.24 |
| 10 | $R=35 \mathrm{~mm}, V=4887.53 \mathrm{~mm}^{3}$ | - | x | x | - | x | -76.51 | -95.59 |
| 11 | $R=42 \mathrm{~mm}, V=8800.39 \mathrm{~mm}^{3}$ | x | - | x | x | - | -71.81 | -92.05 |
| 12 | $R=20 \mathrm{~mm}, V=1595.93 \mathrm{~mm}^{3}$ | - | x | x | x | - | -86.58 |  |
| 13 | $R=30 \mathrm{~mm}, V=4489.96 \mathrm{~mm}^{3}$ | x | - | - | x | -98.56 |  |  |
| 14 | $R=16 \mathrm{~mm}, V=510.70 \mathrm{~mm}^{3}$ | - | x | - | x | x | -79.87 | -95.95 |
| 15 | $R=30 \mathrm{~mm}, V=897.99 \mathrm{~mm}^{3}$ | x | - | x | x | x | -89.26 | -99.54 |
| 16 | $R=10 \mathrm{~mm}, V=398.98 \mathrm{~mm}^{3}$ | - | x | x | x | x | -99.87 | -99.19 |

### 1.7 Conclusion

The main design advantage of this antenna is that it offers many degrees of freedom, such as the number and size of meanders and protrusions, that can be optimized in order to achieve the desired results. So, this flexibility in the design made possible, for such a small antenna, to resonate in both MedRadio and ISM bands. Furthermore, during the optimization process, the antenna was resonating in both bands and in many other optimized parameter values (lengths, widths etc.) but here the biggest BW case is presented. Certainly the proposed antenna covers the MedRadio and ISM bands. More specifically, in Fig. 1.25 and Fig. 1.26 we can see that the proposed antenna's bandwidth is including the MedRadio band and a large part of the ISM band. Finally, the antennas gain is relatively small, but it can be improved using various techniques such as parasitic patch [39], dual feed [39] and reflecting layer [35], [40]. As a next step the antenna will be implanted inside an anatomical human chest model, to verify the antenna's characteristics and performance inside a more realistic tissue model.

In this study, a novel dual-band miniature PIFA was presented for human chest implantation applications, such as pacemakers. The dual band design allows the IMD to switch between sleep and wake-up modes. The proposed antenna volume is $29 \mathrm{~mm}^{3}$ and a broad BW of 38.7 MHz and 69.2 MHz in MedRadio and ISM frequency bands, respectively is achieved. The radiation pattern of the antenna is omnidirectional, with maximum gain of -55 dB and -52 dB in the MedRadio and ISM bands, respectively. Also, the antenna achieves great impedances at the resonance frequencies, in both MedRadio and ISM bands $\left(Z_{\text {MedRadio }}=46.98+0.064 j\right.$ and $\left.Z_{I S M}=50.22-0.60 j\right)$.

# Electromagnetic Scattering by Highly Inhomogeneous Gyrotropic Cylinders using CFVIEs 

A coupled-field volume integral equation (CFVIE) method for electromagnetic (EM) scattering on electrically large, highly inhomogeneous gyrotropic circular cylinders, under normal incidence, is developed in this work. The CFVIEs are solved by cylindrical Dini series expansion (CDSE) method, where the unknown fields are expanded by entire domain orthogonal vectorial basis functions. The main advantage of the present method is that it permits the scatterer to have continuously varying highly inhomogeneous gyrotropic characteristics, i.e., the constitutive parameters of the cylinder can be highly inhomogeneous in both gyroelectric and gyromagnetic tensors. Initially, the two-dimensional (2-D) Green's function (GF) is expanded in a tensorial form using the cylindrical vector wave functions (CVWFs). Then, by employing the CDSE for the unknown fields, the 2-D volumetric integrals are carried out analytically, reducing the CFVIEs to a set of algebraic equations. The method is validated by comparisons with the exact solution based on the separation of variables method (SVM) for homogeneous isotropic/gyroelectric/gyromagnetic cylinders, with HFSS commercial software for two- and three-layered gyroelectric/gyromagnetic cylinders, as well as with the recently developed hybrid projection method (HPM) for electrically large continuously varying highly inhomogeneous isotropic cylinders. Results for combined gyroelectric-continuously varying highly inhomogeneous isotropic cylinders are presented and discussed.

### 2.1 Introduction

In the recent years, cylindrical structures have constituted the platform for highlighting and bringing to the foreground various interesting phenomena, mainly in the area of photonics. These include the design of gradient-index lens for invisibility
applications [41, 42], magneto-optical materials-aided applications for active tuning of directional scattering in single or in a collection of cylinders [43-45], cloaking-to-superscattering operation using phase-change materials [46], radially anisotropic nanowires for superscattering operation [47], cylindrical radio frequency waves in tokamak plasmas [48, 49], tuning of plasmonic cloaks with external magnetic fields [50], the investigation of cavity modes in metamaterial rings [51], engineering of rod-type metamaterials at optical frequencies [52], or the development of electromagnetic black holes [53-57].

EM scattering by cylinders, either isotropic/anisotropic or homogeneous and inhomogeneous, was the subject of research for many researchers. The exact solution for the scattering by homogeneous and stratified plasma cylinders, under normal incidence, has been documented in [58]. Then, the exact solution for the scattering from a homogeneous gyrotropic cylinder, also under normal incidence, and its TM/TE separation, has been presented in [59]. Matrix formulation-based method for homogeneous gyrotropic cylinders has been proposed in [60]. Scattering of obliquely incident waves by homogeneous cylinders was studied in [61] by means of a volume integral equation (VIE) formulation. A finite element method (FEM) for obliquely incident waves on inhomogeneous anisotropic cylinders has been applied in [62] and numerical results for homogeneous structures have been presented. Circular homogeneous cylinders have been examined in [63] and [64] for normal and oblique incidence, respectively, then, a surface integral representation for homogeneous anisotropic cylinders has been developed in [65] based on a mapping technique. Equivalence theorem-based combined field surface integral equation formulations for arbitrarily shaped homogeneous anisotropic cylinders, including perfectly conducting objects, have been applied in [66-68]. In [69, 70], the FEM-multifilament current method and the measured equation of invariance-based finite difference method, have been applied for the EM scattering of normally incident waves by gyrotropic inhomogeneous cylinders. More recently, Volterra integral equation formulation for the oblique scattering by radially inhomogeneous dielectric cylinders has been developed in [71], while, a multifilament current method [72] has been extended to support EM scattering by anisotropic cylinders under normal incidence.

In this work we develop a CFVIE method for the EM scattering by normally illuminated electrically large, continuously varying highly inhomogeneous gyroelectric/gyromagnetic circular cylinders, with infinite extension in $z$-direction. The anisotropy is described by the inhomogeneous permittivity and permeability tensors $\boldsymbol{\epsilon}(\boldsymbol{\rho}), \boldsymbol{\mu}(\boldsymbol{\rho})$, respectively-their precise expression will be given below-with $\boldsymbol{\rho}$ being the position vector in the polar coordinate system. The novel points of our work include:
(i) Development of a full-wave CFVIE-CDSE method based on entire domain orthogonal cylindrical vectorial basis functions. In particular, the CFVIEs are solved by CDSE method, where the unknown fields are expanded by the divergenceless Dini-type CVWFs $\mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)$, and by the irrotational Dini-type CVWF $\mathbf{L}_{m l}\left(k_{m l}^{L}, \boldsymbol{\rho}\right)$. The cylindrical Dini-type vectors are introduced for the first time here.
(ii) Establishment of fully orthogonal properties for the Dini-type CVWFs, within the domain of the cylinder. Specifically, Dini-type CVWFs feature the special arguments $k_{m l}^{M}, k_{m l}^{N}, k_{m l}^{L}$ (see above). For these CVWFs to be fully orthogonal, $k_{m l}^{M}$, $k_{m l}^{N}, k_{m l}^{L}$ must satisfy appropriate eigen-equations which we first report here.
(iii) Analytical reduction of the original CFVIEs to algebraic sets of equations. This is the main advantage of our formulation since the specific Dini-type CVWFs allow
to analytically integrate the 2-D volumetric integrals, thus leading to the analytical composition of one part of the final system matrix. The remaining part of the final system matrix is populated after application of the Galerkin technique on the constitutive relation connecting the electric field $\mathbf{E}(\boldsymbol{\rho})$, the inverse permittivity tensor $\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho})$, and the electric displacement $\mathbf{D}(\boldsymbol{\rho})$, as well as on the dual relation connecting the magnetic field $\mathbf{H}(\boldsymbol{\rho})$, the inverse permeability tensor $\boldsymbol{\mu}^{-1}(\boldsymbol{\rho})$, and the magnetic flux density $\mathbf{B}(\boldsymbol{\rho})$.
(iv) Rigorous construction of a 2-D tensorial GF, similar to the three-dimensional (3-D) one of [73, p. 1875]. This tensorial form is a dyadic expansion of the free space 2-D GF into divergenceless and irrotational CVWFs, and it is required to allow for the analytical integration of the involved 2-D volumetric integrals.

Within the CFVIE-CDSE approach, continuously varying highly inhomogeneous permittivity/permeability profiles, including anisotropic ones, can be readily considered, since the material properties are already incorporated in the constitutive relations and the solution is obtained by simple integration over the inhomogeneous anisotropic region of the cylinder. In the past, the VIE-Dini series expansion (DSE) and the CFVIE-DSE were developed for the respective 3-D problems regarding EM scattering by anisotropic spheres [74, 75], but certainly the current work concerns a different problem and requires development from the scratch. The CFVIE-CDSE is exhaustively validated by comparisons with the exact SVM solution for isotropic/gyroelectric/gyromagnetic cylinders [59], for both TE and TM incidence, with the HFSS commercial software for two- and three-layered gyroelectric/gyromagnetic cylinders, as well as with HPM [41] for electrially large continuously varying highly inhomogeneous isotropic cylinders.

### 2.2 Coupled fields volume integral equations

Using matrix notation where each vector is represented by a $3 \times 1$ matrix and a dyad by a $3 \times 3$ matrix, the CFVIEs for the 2-D case - obtained from the respective ones for the 3-D case [75]-are

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{E}(\boldsymbol{\rho}) \\
\mathbf{H}(\boldsymbol{\rho})
\end{array}\right]=\left[\begin{array}{c}
\mathbf{E}^{\mathrm{inc}}(\boldsymbol{\rho}) \\
\mathbf{H}^{\mathrm{inc}}(\boldsymbol{\rho})
\end{array}\right]+\left[\begin{array}{cc}
k_{0}^{2} \mathbb{I}+\nabla \nabla^{T} & -i k_{0} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \nabla \times \\
i k_{0} \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \nabla \times & k_{0}^{2} \mathbb{I}+\nabla \nabla^{T}
\end{array}\right]} \\
& \int_{\boldsymbol{\rho}^{\prime} \in S} g\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)\left[\begin{array}{cc}
\mathbb{X}_{\mathrm{e}}\left(\boldsymbol{\rho}^{\prime}\right) & 0 \\
0 & \mathbb{X}_{\mathrm{m}}\left(\boldsymbol{\rho}^{\prime}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{E}(\boldsymbol{\rho}) \\
\mathbf{H}(\boldsymbol{\rho})
\end{array}\right] \mathrm{d} \boldsymbol{\rho}^{\prime}, \boldsymbol{\rho} \in \mathbb{R}^{2} . \tag{2.1}
\end{align*}
$$

In the left hand-side of (2.1), which represents the total $\mathbf{E}(\boldsymbol{\rho}), \mathbf{H}(\boldsymbol{\rho})$, we have grouped the 3-vectors $\mathbf{E}=\left[E_{\rho}, E_{\varphi}, E_{z}\right]^{T}, \mathbf{H}=\left[H_{\rho}, H_{\varphi}, H_{z}\right]^{T}$-with $T$ denoting transposition-into a 6 -vector $[\mathbf{E}, \mathbf{H}]^{T}$. Similarly, the 6 -vector $\left[\mathbf{E}^{\text {inc }}, \mathbf{H}^{\text {inc }}\right]^{T}$ represents the electric and magnetic fields of the incident plane wave. Moreover in (2.1), $S=\left\{(\rho, \varphi) \in \mathbb{R}^{2} \mid 0 \leqslant \rho \leqslant a, 0 \leqslant \varphi<2 \pi\right\}$ is the transverse domain of the cylinder having radius $a, k_{0}=\omega \sqrt{\epsilon_{0} \mu_{0}}$ is the free space-i.e., the background medium-wavenumber with $\epsilon_{0}$ and $\mu_{0}$ the free space premittivity and permeability respectively, $\mathbb{I}$ is the unity dyadic, $g\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=-i / 4 H_{0}^{(2)}\left(k_{0}\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)$-with $H_{0}^{(2)}$ the Hankel function of the second kind and zeroth order; from now on, the superscript (2) is omitted for simplicity - is the 2-D free space GF [41], and $\mathbb{X}_{\mathrm{e}}(\boldsymbol{\rho})=\boldsymbol{\epsilon}(\boldsymbol{\rho}) / \epsilon_{0}-\mathbb{I}$, $\mathbb{X}_{\mathrm{m}}(\boldsymbol{\rho})=\boldsymbol{\mu}(\boldsymbol{\rho}) / \mu_{0}-\mathbb{I}$ are the normalized tensorial electric and magnetic contrast functions. From the form of GF, the adopted time dependence is $\exp (i \omega t)$. The inhomogeneous permittivity and permeability tensors appearing in the contrast functions are given by

$$
\begin{align*}
& \boldsymbol{\epsilon}(\boldsymbol{\rho})=\left[\begin{array}{ccc}
\epsilon_{1}(\boldsymbol{\rho}) & i \epsilon_{2}(\boldsymbol{\rho}) & 0 \\
-i \epsilon_{2}(\boldsymbol{\rho}) & \epsilon_{1}(\boldsymbol{\rho}) & 0 \\
0 & 0 & \epsilon_{3}(\boldsymbol{\rho})
\end{array}\right], \boldsymbol{\rho} \in S, \\
& \boldsymbol{\mu}(\boldsymbol{\rho})=\left[\begin{array}{ccc}
\mu_{1}(\boldsymbol{\rho}) & i \mu_{2}(\boldsymbol{\rho}) & 0 \\
-i \mu_{2}(\boldsymbol{\rho}) & \mu_{1}(\boldsymbol{\rho}) & 0 \\
0 & 0 & \mu_{3}(\boldsymbol{\rho})
\end{array}\right], \boldsymbol{\rho} \in S \tag{2.2}
\end{align*}
$$

while, for the background medium $S_{0}=\mathbb{R}^{2} \backslash S$, the relations $\boldsymbol{\epsilon}(\boldsymbol{\rho})=\epsilon_{0} \mathbb{I}, \boldsymbol{\mu}(\boldsymbol{\rho})=\mu_{0} \mathbb{I}$, $\boldsymbol{\rho} \in S_{0}$, hold. It should be clarified that each element in (2.2) can be further written as $\epsilon_{j}=\epsilon_{j r} \epsilon_{0}$ and $\mu_{j}=\mu_{j r} \mu_{0}, j=1,2,3$, with $\epsilon_{j r}, \mu_{j r}$ the respective relative values.

### 2.3 Two dimensional Green's function

In this Section we present the rigorous construction of a 2-D tensorial GF $\mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=$ $\mathbb{I} g\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)$, similar to the 3-D one of [73, p. 1875]. We begin by expanding the scalar 2-D GF as [76]

$$
\begin{align*}
g\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) & =-\frac{i}{4} H_{0}\left(k_{0}\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)=-\frac{i}{4} \sum_{m=-\infty}^{\infty} \begin{cases}\psi_{m}^{(1)}\left(\rho^{\prime}, \varphi\right) \psi_{m}^{(4) *}\left(\rho, \varphi^{\prime}\right), \quad \rho>\rho^{\prime} \\
\psi_{m}^{(1)}(\rho, \varphi) \psi_{m}^{(4) *}\left(\rho^{\prime}, \phi^{\prime}\right), & \rho<\rho^{\prime}\end{cases} \\
& =-\frac{i}{4} \sum_{m=-\infty}^{\infty} \psi_{m}^{(1)}\left(\rho_{<}, \varphi\right) \psi_{m}^{(4) *}\left(\rho_{>}, \varphi^{\prime}\right) \tag{2.3}
\end{align*}
$$

where $\psi_{m}^{(1)}(\rho, \varphi)=J_{m}\left(k_{0} \rho\right) e^{-i m \varphi}$ and $\psi_{m}^{(4)}(\rho, \varphi)=H_{m}\left(k_{0} \rho\right) e^{-i m \varphi}$ are the generating functions-with $J_{m}$ the Bessel function and $H_{m}$ the Hankel function of the second kind-while $\rho_{<}=\min \left\{\rho, \rho^{\prime}\right\}$ and $\rho_{>}=\max \left\{\rho, \rho^{\prime}\right\}$. In (2.3), the asterisk denotes complex conjugation and is applied only in the exponential function in $\psi_{m}^{(4)}$. To get the desired tensorial form, we apply on the product $\psi_{m}^{(1)} \psi_{m}^{(4) *}$ the tensorial definitions of the $\mathbf{M}_{m} \mathbf{M}_{m}^{T}, \mathbf{N}_{m} \mathbf{N}_{m}^{T}$ and $\mathbf{L}_{m} \mathbf{L}_{m}^{T}$ dyads [73, p. 1874], where now $\mathbf{M}_{m}$, $\mathbf{N}_{m}, \mathbf{L}_{m}$ are the standard CWVFs which, when $\partial / \partial z=0$, are given by [77, 78]

$$
\begin{align*}
\mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right) & =e^{-i m \varphi}\left[-i \frac{m}{\rho} Z_{m}\left(k_{0} \rho\right) \hat{\rho}-\frac{\mathrm{d} Z_{m}\left(k_{0} \rho\right)}{\mathrm{d} \rho} \hat{\varphi}\right] \\
\mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right) & =e^{-i m \varphi} k_{0} Z_{m}\left(k_{0} \rho\right) \hat{z} \\
\mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right) & =e^{-i m \varphi}\left[\frac{\mathrm{~d} Z_{m}\left(k_{0} \rho\right)}{\mathrm{d} \rho} \hat{\rho}-i \frac{m}{\rho} Z_{m}\left(k_{0} \rho\right) \hat{\varphi}\right] \tag{2.4}
\end{align*}
$$

In (3.4) $Z_{m}$ can be either $J_{m}$ or $H_{m}$. Therefore we get

$$
\begin{align*}
& \mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=-\frac{i}{4} \mathbb{I} H_{0}\left(k_{0}\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)=-\frac{i}{4} \frac{1}{k_{0}^{2}} \sum_{m=-\infty}^{\infty}\left[\nabla \times\left(\nabla^{\prime} \times\right)^{T} \hat{z}\left(\hat{z}^{\prime}\right)^{T}\right. \\
& \left.+\frac{1}{k_{0}^{2}} \nabla \times \nabla \times\left(\nabla^{\prime} \times\right)^{T}\left(\nabla^{\prime} \times\right)^{T} \hat{z}\left(\hat{z}^{\prime}\right)^{T}+\nabla\left(\nabla^{\prime}\right)^{T}\right] \psi_{m}^{(1)}\left(\rho_{<}, \varphi\right) \psi_{m}^{(4) *}\left(\rho_{>}, \varphi^{\prime}\right) \tag{2.5}
\end{align*}
$$

The $1 / k_{0}^{2}$ term outside the summation is introduced to keep the 2-D $\mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)$ dimensionless as it should be, while the primed operators should be applied on the functions appearing in $\psi_{m}^{(1)} \psi_{m}^{(4) *}$, having the primed variables $\rho^{\prime}, \varphi^{\prime}$ in their
arguments. By rearranging terms and using the properties $\left(\mathbb{A B}^{T}\right)^{T}=\mathbb{B}^{T}$-where $\mathbb{A}, \mathbb{B}$ are dyads-and $\mathbb{G}\left(\rho, \varphi ; \rho^{\prime}, \varphi^{\prime}\right)=\mathbb{G}^{* T}\left(\rho, \varphi^{\prime} ; \rho^{\prime}, \varphi\right)$, we finally arrive at

$$
\begin{align*}
& \mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=-\frac{i}{4} \frac{1}{k_{0}^{2}} \sum_{m=-\infty}^{\infty}\left[\mathbf{M}_{m}^{(1)}\left(k_{0}, \rho_{<}, \varphi\right) \mathbf{M}_{m}^{(4) * T}\left(k_{0}, \rho_{>}, \varphi^{\prime}\right)\right. \\
& \left.+\mathbf{N}_{m}^{(1)}\left(k_{0}, \rho_{<}, \varphi\right) \mathbf{N}_{m}^{(4) * T}\left(k_{0}, \rho_{>}, \varphi^{\prime}\right)+\mathbf{L}_{m}^{(1)}\left(k_{0}, \rho_{<}, \varphi\right) \mathbf{L}_{m}^{(4) * T}\left(k_{0}, \rho_{>}, \varphi^{\prime}\right)\right] . \tag{2.6}
\end{align*}
$$

Eq. (2.6) is the desired 2-D tensorial GF. The superscripts (1), (4) in the CVWFs denote that $J_{m}, H_{m}$, respectively, should be used in Eq.(2.4). This tensorial form is a dyadic expansion of the scalar free space 2-D GF into divergenceless and irrotational CVWFs, and it is required to permit the analytical integration of the involved 2-D volumetric integrals of the CFVIEs (2.1).

## 2. 4 Solution of the coupled field volume integral equations

### 2.4.1 Entire Domain Orthogonal Vectorial Basis Functions

The CFVIEs in (2.1) are rewritten by introducing the $\mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{B}(\boldsymbol{\rho})$ fields, i.e.,

$$
\begin{align*}
{\left[\begin{array}{c}
\mathbf{E}(\boldsymbol{\rho}) \\
\mathbf{H}(\boldsymbol{\rho})
\end{array}\right]=} & {\left[\begin{array}{c}
\mathbf{E}^{\mathrm{inc}}(\boldsymbol{\rho}) \\
\mathbf{H}^{\mathrm{inc}}(\boldsymbol{\rho})
\end{array}\right]+\left[\begin{array}{cc}
\frac{1}{\epsilon_{0}}\left(k_{0}^{2}+\nabla \nabla^{T}\right) & -\frac{i k_{0}}{\mu_{0}} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \nabla \times \\
\frac{i k_{0}}{\epsilon_{0}} \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \nabla \times & \frac{1}{\mu_{0}}\left(k_{0}^{2}+\nabla \nabla^{T}\right)
\end{array}\right] \int_{\boldsymbol{\rho}^{\prime} \in S}\left[\begin{array}{c}
\mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \mathbf{D}\left(\boldsymbol{\rho}^{\prime}\right) \\
\mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \mathbf{B}\left(\boldsymbol{\rho}^{\prime}\right)
\end{array}\right] \mathrm{d} \boldsymbol{\rho}^{\prime} } \\
& -\left[\begin{array}{cc}
k_{0}^{2}+\nabla \nabla^{T} & -i k_{0} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \nabla \times \\
i k_{0} \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \nabla \times & k_{0}^{2}+\nabla \nabla^{T}
\end{array}\right] \int_{\boldsymbol{\rho}^{\prime} \in S}\left[\begin{array}{l}
\mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \mathbf{E}\left(\boldsymbol{\rho}^{\prime}\right) \\
\mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \mathbf{H}\left(\boldsymbol{\rho}^{\prime}\right)
\end{array}\right] \mathrm{d} \boldsymbol{\rho}^{\prime}, \tag{2.7}
\end{align*}
$$

where $\mathbf{D}(\boldsymbol{\rho})=\boldsymbol{\epsilon}(\boldsymbol{\rho}) \mathbf{E}(\boldsymbol{\rho})$ and $\mathbf{B}(\boldsymbol{\rho})=\boldsymbol{\mu}(\boldsymbol{\rho}) \mathbf{H}(\boldsymbol{\rho})$. The $\mathbf{E}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})$ fields are expanded in complete and orthogonal vectorial sets of divergenceless- $\mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)$, $\mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)$-and irrotational- $\mathbf{L}_{m l}\left(k_{m l}^{L}, \boldsymbol{\rho}\right)$-Dini-type CVWFs, as

$$
\left.\begin{array}{rl}
{\left[\begin{array}{c}
\mathbf{E}(\boldsymbol{\rho}) \\
\mathbf{H}(\boldsymbol{\rho})
\end{array}\right]} & =\sum_{m=-\infty}^{\infty} \sum_{l=1}^{\infty}\left[\begin{array}{l}
\Gamma_{m l} \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right) \\
\Sigma_{m l} \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)
\end{array}\right. \\
& +\Delta_{m l} \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)+Z_{m l} \mathbf{L}_{m l}\left(\gamma_{m l}^{L} / a, \boldsymbol{\rho}\right)  \tag{2.8}\\
T_{m l} \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)+\Pi_{m l} \mathbf{L}_{m l}\left(\gamma_{m l}^{L} / a, \boldsymbol{\rho}\right)
\end{array}\right],
$$

with $\Gamma_{m l}, \Delta_{m l}, Z_{m l}, \Sigma_{m l}, T_{m l}, \Pi_{m l}$ unknown expansion coefficients. The Dinitype CVWFs in (2.8) are given by the same expressions as in (2.4), but with $Z_{m}=J_{m}$ and $k_{0}$ replaced by $\gamma_{m l}^{M, N, L} / a$. The sets $\gamma_{m l}^{M}, \gamma_{m l}^{N}$ are selected to establish self-orthogonality of divergenceless CVWFs, i.e., $\left\langle\mathbf{M}_{m l}, \mathbf{M}_{\mu p}\right\rangle=M_{m l} \delta_{m \mu} \delta_{l p}$ and $\left\langle\mathbf{N}_{m l}, \mathbf{N}_{\mu p}\right\rangle=N_{m l} \delta_{m \mu} \delta_{l p}$-with $\delta$ Kronecker's delta-while, the set $\gamma_{m l}^{L}$ is selected to decouple $\mathbf{M}_{m l}$ from $\mathbf{L}_{\mu p}$, i.e., $\left\langle\mathbf{M}_{m l}, \mathbf{L}_{\mu p}\right\rangle=0$, since in general $\left\langle\mathbf{M}_{m l}, \mathbf{L}_{\mu p}\right\rangle \neq 0$. In particular, $\gamma_{m l}^{M, N, L}$ are roots of specific eigen-equations, the development of which is presented in detail in Appendix 1. The $\mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{B}(\boldsymbol{\rho})$ fields satisfy $\nabla^{T} \mathbf{D}(\boldsymbol{\rho})=0$ no impressed volumetric charge is applied within the cylinder-and $\nabla^{T} \mathbf{B}(\boldsymbol{\rho})=0$. Therefore, the irrotational vector $\mathbf{L}_{m l}$ is not included in the expansion of $\mathbf{D}(\boldsymbol{\rho})$, $\mathbf{B}(\rho)$, with the latter being

$$
\left[\begin{array}{l}
\frac{1}{\epsilon_{\varphi}} \mathbf{D}(\boldsymbol{\rho})  \tag{2.9}\\
\frac{\mathrm{P}}{\mu_{0}} \mathbf{B}(\boldsymbol{\rho})
\end{array}\right]=\sum_{m=-\infty}^{\infty} \sum_{l=1}^{\infty}\left[\begin{array}{l}
A_{m l} \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right) \\
K_{m l} \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)
\end{array}+\begin{array}{l}
B_{m l} \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right) \\
\Lambda_{m l} \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)
\end{array}\right]
$$

where $A_{m l}, B_{m l}, K_{m l}, \Lambda_{m l}$ unknown expansion coefficients.

### 2.4.2 Analytical Evaluation of the 2-D Volumetric Integrals

The 2-D volumetric integrals appeaing in (2.7) can be analytically evaluated via the entire domain orthogonal Dini-type CVWFs introduced in the previous Subsection. This will allow the analytical reduction of the CFVIEs to algebraic sets of equations. Observing the form of the fields expansions in (2.8), (2.9), and the form of the 2D GF expansion in (2.6), the 2-D volumetric integrals $\left(\mathbb{G M}_{m l}\right)(\boldsymbol{\rho})$, $\left(\mathbb{G N}_{m l}\right)(\boldsymbol{\rho})$, $\left(\mathbb{G} \mathbf{L}_{m l}\right)(\boldsymbol{\rho})$ —where $(\mathbb{G} \mathbf{F})(\boldsymbol{\rho}):=\int_{\boldsymbol{\rho}^{\prime} \in S} \mathbb{G}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \mathbf{F}\left(\boldsymbol{\rho}^{\prime}\right) \mathrm{d} \boldsymbol{\rho}^{\prime}$-must be carried out in (2.7). The results depend on whether $\boldsymbol{\rho} \in S$ or $\boldsymbol{\rho} \in S_{0}$. When $\boldsymbol{\rho} \in S$, after various integrations by terms and cumbersome analytical manipulations involving various properties of Bessel functions, we can analytically carry out the 2-D integrations and get the following convenient results:

$$
\begin{align*}
& \left.\left(\mathbb{G M}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S}=-\frac{i \pi}{2}\left\{\frac{a^{2}}{\left(k_{0} a\right)^{2}-\left(k_{m l}^{M} a\right)^{2}}\right. \\
& \times\left\{-\frac{2 i}{\pi} \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)+\left(k_{m l}^{M} a\right)^{2} H_{m}\left(k_{0} a\right) J_{m}\left(k_{m l}^{M} a\right)\right. \\
& \left.\times\left[-\frac{H_{m}^{\prime}\left(k_{0} a\right)}{\left(k_{0} a\right) H_{m}\left(k_{0} a\right)}+\frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{\left(k_{m l}^{M} a\right) J_{m}\left(k_{m l}^{M} a\right)}\right] \mathbf{M}_{m}^{(1)}\left(k_{0}, \boldsymbol{\rho}\right)\right\} \\
& \left.-\frac{a^{2}}{\left(k_{0} a\right)^{2}} i m H_{m}\left(k_{0} a\right) J_{m}\left(k_{m l}^{M} a\right) \mathbf{L}_{m}^{(1)}\left(k_{0}, \boldsymbol{\rho}\right)\right\},  \tag{2.10}\\
& \\
& \times\left\{-\frac{2 i}{\pi} \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)+\frac{k_{m l}^{N} a}{k_{0} a} H_{m}\left(k_{0} a\right) J_{m}\left(k_{m l}^{N} a\right)\right. \\
& \times\left[-\left(k_{0} a\right) \frac{H_{m}^{\prime}\left(k_{0} a\right)}{H_{m}\left(k_{0} a\right)}+\left(k_{m l}^{N} a\right) \frac{J_{m}^{\prime}\left(k_{m l}^{N} a\right)}{J_{m}\left(k_{m l}^{N} a\right)} \frac{a^{2}}{\left(k_{0} a\right)^{2}-\left(k_{m l}^{N} a\right)^{2}}\right.  \tag{2.11}\\
& \left.\mathbf{N}_{m}^{(1)}\left(k_{0}, \boldsymbol{\rho}\right)\right\}, \\
& \left.\left(\mathbb{G} \mathbf{L}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S}=-\frac{i \pi}{2}\left\{\frac{a^{2}}{\left(k_{0} a\right)^{2}-\left(k_{m l}^{L} a\right)^{2}}\right. \\
& \times\left\{-\frac{2 i}{\pi} \mathbf{L}_{m l}\left(k_{m l}^{L}, \boldsymbol{\rho}\right)+\left(k_{m l}^{L} a\right)^{2} H_{m}\left(k_{0} a\right) J_{m}\left(k_{m l}^{L} a\right)\right. \\
& \left.\times\left[-\frac{H_{m}^{\prime}\left(k_{0} a\right)}{\left(k_{0} a\right) H_{m}\left(k_{0} a\right)}+\frac{J_{m}^{\prime}\left(k_{m l}^{L} a\right)}{\left(k_{m l}^{L} a\right) J_{m}\left(k_{m l}^{L} a\right)}\right] \mathbf{L}_{m}^{(1)}\left(k_{0}, \boldsymbol{\rho}\right)\right\}  \tag{2.12}\\
& \left.\times \frac{a^{2}}{\left(k_{0} a\right)^{2}} i m H_{m}\left(k_{0} a\right) J_{m}\left(k_{m l}^{L} a\right) \mathbf{M}_{m}^{(1)}\left(k_{0}, \boldsymbol{\rho}\right)\right\} .
\end{align*}
$$

In (2.10)-(2.12) the prime denotes differentiation with respect to the argument. These results will be used in the next Subsection for the analytical reduction of the CFVIEs to algebraic sets of equations.

### 2.4.3 Analytical Reduction of CFVIEs to Algebraic Equations

An incident plane wave, which impinges on the cylinder from negative values of $x$ towards positive values of $x$, can be expanded in CVWFs as [78]

$$
\begin{align*}
& \mathbf{E}^{\mathrm{inc}}(\boldsymbol{\rho})=\hat{y} e^{-i k_{0} x} \\
& =\sum_{m=-\infty}^{\infty}\left[A_{m}^{\mathrm{inc}} \mathbf{M}_{m}^{(1)}\left(k_{0}, \boldsymbol{\rho}\right)+B_{m}^{\mathrm{inc}} \mathbf{N}_{m}^{(1)}\left(k_{0}, \boldsymbol{\rho}\right)\right] \tag{2.13}
\end{align*}
$$

with $A_{m}^{\mathrm{inc}}=(-i)^{m+1} / k_{0}$ and $B_{m}^{\mathrm{inc}}=(-i)^{m} / k_{0}$. The $\mathbf{M}_{m}^{(1)}$-part of this expansion represents TE incidence - or $H$-wave polarization (i.e., $E_{z}=0$ ) -and the $\mathbf{N}_{m}^{(1)}$-part represents TM incidence - or $E$-wave polarization (i.e., $H_{z}=0$ ). The respective incident magnetic field is obtained from (2.13) by $\mathbf{H}^{\text {inc }}(\boldsymbol{\rho})=i /\left(\omega \mu_{0}\right) \nabla \times \mathbf{E}^{\text {inc }}(\boldsymbol{\rho})$. To use (2.13) and the respective one for $\mathbf{H}^{\text {inc }}(\boldsymbol{\rho})$ in (2.7), we further expand them in Dini-type CVWFs by
with $T_{m l}^{M}, T_{m l}^{N}$ given by

$$
\begin{align*}
T_{m l}^{M} & =\frac{\left\langle\mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)\right\rangle}{\left\langle\mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)\right\rangle} \\
T_{m l}^{N} & =\frac{\left\langle\mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)\right\rangle}{\left\langle\mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)\right\rangle} \tag{2.15}
\end{align*}
$$

The dot-products in the numerators of $T_{m l}^{M}$ and $T_{m l}^{N}$ are evaluated by (A.6) and (A.9), respectively, while the respective denominators by (A.8) and (A.11).

At this point it should be made clear that the differential operators $\nabla \nabla^{T}$, $\nabla \times$ in (2.7) remain always outside the integral sign and never apply on the integrand functions. That is to say, the development of the solution includes a two-step procedure: firstly perform the integrations analytically and secondly apply the differential operators. To implement the first step, we substitute (2.6), (2.8), (2.9) and (2.14) into (2.7), we carry out the 2-D integrations-this was already performed via (2.10)-(2.12) -and finally we use the Dini-type orthogonality relations (A.8), (A.11). This leads to four differential equations (DEs): two DEs involving $\left\{\Gamma_{m l}, A_{m}^{\text {inc }}, A_{m l}, \Lambda_{m l}, T_{m l}\right\}$ and $\left\{\Delta_{m l}, B_{m}^{\text {inc }}, B_{m l}, K_{m l}, \Sigma_{m l}\right\}$ from the first row of (2.7), and another two involving $\left\{\Sigma_{m l}, B_{m}^{\text {inc }}, K_{m l}, B_{m l}, \Delta_{m l}\right\}$ and $\left\{T_{m l}, A_{m}^{\mathrm{inc}}, \Lambda_{m l}, A_{m l}, \Gamma_{m l}\right\}$ from the second row of (2.7).

To implement the second step, we apply the differential operators on the CVWFs and Dini-type CVWFs appearing in the aforementioned four DEs. To this end, we employ the properties $\nabla^{T} \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=\nabla^{T} \mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=0$ and $\nabla \nabla^{T} \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right)+k_{0}^{2} \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=0$, as well as the properties $\nabla \times \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=$ $k_{0} \mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right), \nabla \times \mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=k_{0} \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right), \nabla \times \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=0$, and the respective ones satisfied by the Dini-type CVWFs. After laborious algebraic manipulations, we analytically arrive at four sets of infinite algebraic equations: the first two sets involve $\left\{\Gamma_{m l}, A_{m}^{\mathrm{inc}}, A_{m l}, \Lambda_{m l}, T_{m l}\right\}$ and $\left\{\Delta_{m l}, B_{m}^{\mathrm{inc}}, B_{m l}, K_{m l}, \Sigma_{m l}\right\}$. These are given by (2.16) and (2.17), respectively, shown at the top of next page. The remaining two algebraic sets involve $\left\{\Sigma_{m l}, B_{m}^{\text {inc }}, K_{m l}, B_{m l}, \Delta_{m l}\right\}$ and $\left\{T_{m l}, A_{m}^{\text {inc }}, \Lambda_{m l}, A_{m l}, \Gamma_{m l}\right\}$, and are also given by (2.16), (2.17), respectively, by substituting $\Gamma_{m l}, A_{m}^{\text {inc }}, A_{m l}$, $\Lambda_{m l}, T_{m l}$ in (2.16) with $\Sigma_{m l}, i \sqrt{\epsilon_{0} / \mu_{0}} B_{m}^{\text {inc }}, K_{m l}, \Delta_{m l}, B_{m l}$, and $\Delta_{m l}, B_{m}^{\text {inc }}, B_{m l}$, $\Sigma_{m l}, K_{m l}$ in (2.17) with $T_{m l}, i \sqrt{\epsilon_{0} / \mu_{0}} A_{m}^{\mathrm{inc}}, \Lambda_{m l}, A_{m l}, \Gamma_{m l}$. It should be noted that the terms involving the irrotational vector $\mathbf{L}_{m l}$ cancel out after the application of the aforementioned differential properties, therefore the expansion coefficients $Z_{m l}$, $\Pi_{m l}$ related to these vectors do not appear in the final algebraic equations.

Concluding, (2.16), (2.17) and their accompanied ones represent the algebraic reduction of the original CFVIEs (2.7). This analytical reduction constitutes the main advantage of our method since the specific Dini-type CVWFs allow the analytical integration of the 2-D volumetric integrals in (2.7).

$$
\begin{align*}
& \Gamma_{m l}= A_{m}^{\mathrm{inc}} T_{m l}^{M}-\frac{\left(k_{0} a\right)^{2}}{\left(k_{0} a\right)^{2}-\left(k_{m l}^{M} a\right)^{2}}\left(A_{m l}-\Gamma_{m l}\right) \\
&-\frac{i \pi}{2} T_{m l}^{M} \sum_{p=1}^{\infty}\left(A_{m p}-\Gamma_{m p}\right) \frac{\left(k_{0} a\right)^{2}\left(k_{m p}^{M} a\right)^{2}}{\left(k_{0} a\right)^{2}-\left(k_{m p}^{M} a\right)^{2}} H_{m}\left(k_{0} a\right) J_{m}\left(k_{m p}^{M} a\right) \\
& {\left[-\frac{H_{m}^{\prime}\left(k_{0} a\right)}{k_{0} a H_{m}\left(k_{0} a\right)}+\frac{J_{m}^{\prime}\left(k_{m p}^{M} a\right)}{k_{m p}^{M} a J_{m}\left(k_{m p}^{M} a\right)}\right]+\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \sum_{p=1}^{\infty}\left(\Lambda_{m p}-T_{m p}\right) } \\
& \frac{k_{0} a k_{m p}^{N} a}{\left(k_{0} a\right)^{2}-\left(k_{m p}^{N} a\right)^{2}}\left\{i \frac{\left\langle\mathbf{M}_{m p}\left(\gamma_{m p}^{N} / a, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)\right\rangle}{\left\langle\mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)\right\rangle}-\frac{\pi}{2} T_{m l}^{M}\right. \\
&\left.\quad \times H_{m}\left(k_{0} a\right) J_{m}\left(k_{m p}^{N} a\right)\left[-k_{0} a \frac{H_{m}^{\prime}\left(k_{0} a\right)}{H_{m}\left(k_{0} a\right)}+k_{m p}^{N} a \frac{J_{m}^{\prime}\left(k_{m p}^{N} a\right)}{J_{m}\left(k_{m p}^{N} a\right)}\right]\right\} \tag{2.16}
\end{align*}
$$

$$
\begin{align*}
\Delta_{m l}= & B_{m}^{\mathrm{inc}} T_{m l}^{N}-\frac{\left(k_{0} a\right)^{2}}{\left(k_{0} a\right)^{2}-\left(k_{m l}^{N} a\right)^{2}}\left(B_{m l}-\Delta_{m l}\right) \\
& -\frac{i \pi}{2} T_{m l}^{N} \sum_{p=1}^{\infty}\left(B_{m p}-\Delta_{m p}\right) \frac{k_{0} a k_{m p}^{N} a}{\left(k_{0} a\right)^{2}-\left(k_{m p}^{N} a\right)^{2}} H_{m}\left(k_{0} a\right) J_{m}\left(k_{m p}^{N} a\right) \\
& {\left[-k_{0} a \frac{H_{m}^{\prime}\left(k_{0} a\right)}{H_{m}\left(k_{0} a\right)}+k_{m p}^{N} a \frac{J_{m}^{\prime}\left(k_{m p}^{N} a\right)}{J_{m}\left(k_{m p}^{N} a\right)}\right]+\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \sum_{p=1}^{\infty}\left(K_{m p}-\Sigma_{m p}\right) } \\
& \frac{k_{0} a k_{m p}^{M} a}{\left(k_{0} a\right)^{2}-\left(k_{m p}^{M} a\right)^{2}}\left\{i \frac{\left\langle\mathbf{N}_{m p}\left(\gamma_{m p}^{M} / a, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)\right\rangle}{\left\langle\mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)\right\rangle}-\frac{\pi}{2} T_{m l}^{N} k_{0} a k_{m p}^{M} a\right. \\
& \left.\quad \times H_{m}\left(k_{0} a\right) J_{m}\left(k_{m p}^{M} a\right)\left[-\frac{H_{m}^{\prime}\left(k_{0} a\right)}{k_{0} a H_{m}\left(k_{0} a\right)}+\frac{J_{m}^{\prime}\left(k_{m p}^{M} a\right)}{k_{m p}^{M} a J_{m}\left(k_{m p}^{M} a\right)}\right]\right\} . \tag{2.17}
\end{align*}
$$

### 2.4.4 Constitutive Relations

The above four sets of infinite algebraic equations involve eight unknown expansion coefficients. Other four equations can be obtained by Galerkin technique from the constitutive relations $\mathbf{E}(\boldsymbol{\rho})=\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho}) \mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})=\boldsymbol{\mu}^{-1}(\boldsymbol{\rho}) \mathbf{B}(\boldsymbol{\rho})$. To employ these relations the inverse tensors $\boldsymbol{\epsilon}(\boldsymbol{\rho})^{-1}, \boldsymbol{\mu}(\boldsymbol{\rho})^{-1}$ must be transformed from cartesian to cylindrical coordinates. First, we readily express the inverse tensors in cartesian coordinates in terms of elements of (2.2) by

$$
\begin{align*}
& \boldsymbol{\zeta}^{-1}(\boldsymbol{\rho})=\left[\begin{array}{ccc}
\zeta_{\perp}(\boldsymbol{\rho}) & -i \zeta_{x}(\boldsymbol{\rho}) & 0 \\
i \zeta_{x}(\boldsymbol{\rho}) & \zeta_{\perp}(\boldsymbol{\rho}) & 0 \\
0 & 0 & \zeta_{\|}(\boldsymbol{\rho})
\end{array}\right] \\
& \boldsymbol{\zeta}^{-1}=\boldsymbol{\epsilon}^{-1}, \boldsymbol{\mu}^{-1}, \quad \zeta_{\perp, x, \|}=\epsilon_{\perp, x, \|}, \mu_{\perp, x, \|} \tag{2.18}
\end{align*}
$$

where $\epsilon_{\perp}(\mathbf{r})=\epsilon_{1}(\boldsymbol{\rho}) /\left[\epsilon_{1}^{2}(\boldsymbol{\rho})-\epsilon_{2}^{2}(\boldsymbol{\rho})\right], \epsilon_{x}(\boldsymbol{\rho})=\epsilon_{2}(\boldsymbol{\rho}) /\left[\epsilon_{1}^{2}(\boldsymbol{\rho})-\epsilon_{2}^{2}(\boldsymbol{\rho})\right], \epsilon_{\|}(\boldsymbol{\rho})=1 / \epsilon_{3}(\boldsymbol{\rho})$, $\mu_{\perp}(\mathbf{r})=\mu_{1}(\boldsymbol{\rho}) /\left[\mu_{1}^{2}(\boldsymbol{\rho})-\mu_{2}^{2}(\boldsymbol{\rho})\right], \mu_{x}(\boldsymbol{\rho})=\mu_{2}(\boldsymbol{\rho}) /\left[\mu_{1}^{2}(\boldsymbol{\rho})-\mu_{2}^{2}(\boldsymbol{\rho})\right]$ and $\mu_{\|}(\boldsymbol{\rho})=1 / \mu_{3}(\boldsymbol{\rho})$. Then $\zeta^{-1}(\rho)$ is transformed from cartesian to cylindrical coordinates by applying
the similarity transformation $\mathbb{Q} \boldsymbol{\zeta}^{-1} \mathbb{Q}^{T}$, with

$$
\mathbb{Q}=\left[\begin{array}{ccc}
\cos \varphi & \sin \varphi & 0  \tag{2.19}\\
-\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

which yields $\mathbb{Q} \boldsymbol{\zeta}^{-1} \mathbb{Q}^{T} \equiv \boldsymbol{\zeta}^{-1}$. Therefore, $\boldsymbol{\zeta}^{-1}(\boldsymbol{\rho})$ in cylindrical coordinates is given by exactly the same expression as its cartesian counterpart in (2.16).

Substituting (2.8) in the left hand-side of $\mathbf{E}(\boldsymbol{\rho})=\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho}) \mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})=$ $\boldsymbol{\mu}^{-1}(\boldsymbol{\rho}) \mathbf{B}(\boldsymbol{\rho})$, and (2.9) in the respective right hand-sides, and employing the Dinitype orthogonality relations (A.8), (A.11), we conclude to the following four sets of infinite linear equations, i.e.,

$$
\begin{align*}
\Gamma_{m l}\left\langle\mathbf{M}_{m l}, \mathbf{M}_{m l}\right\rangle & =\epsilon_{0} \sum_{p=1}^{\infty} A_{m p}\left\langle\epsilon^{-1} \mathbf{M}_{m p}, \mathbf{M}_{m l}\right\rangle, \\
\Delta_{m l}\left\langle\mathbf{N}_{m l}, \mathbf{N}_{m l}\right\rangle & =\epsilon_{0} \sum_{p=1}^{\infty} B_{m p}\left\langle\epsilon^{-1} \mathbf{N}_{m p}, \mathbf{N}_{m l}\right\rangle \\
\Sigma_{m l}\left\langle\mathbf{M}_{m l}, \mathbf{M}_{m l}\right\rangle & =\mu_{0} \sum_{p=1}^{\infty} K_{m p}\left\langle\boldsymbol{\mu}^{-1} \mathbf{M}_{m p}, \mathbf{M}_{m l}\right\rangle, \\
T_{m l}\left\langle\mathbf{N}_{m l}, \mathbf{N}_{m l}\right\rangle & =\mu_{0} \sum_{p=1}^{\infty} \Lambda_{m p}\left\langle\boldsymbol{\mu}^{-1} \mathbf{N}_{m p}, \mathbf{N}_{m l}\right\rangle \tag{2.20}
\end{align*}
$$

The dot-products appearing in (2.20) are gathered in Appendix 2. The missing terms $B_{m p}\left\langle\boldsymbol{\epsilon}^{-1} \mathbf{N}_{m p}, \mathbf{M}_{m l}\right\rangle, A_{m p}\left\langle\boldsymbol{\epsilon}^{-1} \mathbf{M}_{m p}, \mathbf{N}_{m l}\right\rangle, \Lambda_{m p}\left\langle\boldsymbol{\mu}^{-1} \mathbf{N}_{m p}, \mathbf{M}_{m l}\right\rangle, K_{m p}\left\langle\boldsymbol{\mu}^{-1}\right.$ $\left.\mathbf{M}_{m p}, \mathbf{N}_{m l}\right\rangle$ in (2.20) are zero due to the fact that $\mathbf{M}_{m l} \perp \mathbf{N}_{m p}$.

Although (2.16), (2.17) and their accompanied ones are set up analytically, (2.20) are set up numerically. However, in the case where the tensors' elements in (2.2) are independent of $\boldsymbol{\rho}$, the dot-products in (2.20) can be computed analytically. This results to a system of linear equations composed by exact formulas. In the general case where the anisotropy is inhomogeneous, these integrals are computed numerically using higher-order Gauss-Kronrod quadrature. Hence the CFVIE-CDSE method, in general, can be characterized as a hybrid-analytical-numerical-method.

In addition, $(2.16),(2.17)$, their accompanied ones and (2.20) reveal that the first family of the expansion coefficients $\Gamma_{m l}, A_{m l}, T_{m l}, \Lambda_{m l}$ is decoupled from the second family $\Delta_{m l}, B_{m l}, K_{m l}, \Sigma_{m l}$. This proves the $\mathrm{TE}^{z} / \mathrm{TM}^{z}$ mode separation in EM scattering on inhomogeneous gyrotropic cylinders by normally illuminated plane waves (the superscript $z$ declares absence of $E_{z} / H_{z}$ components, respectively-in the following this superscript is omitted). The first/second family corresponds to the $\mathrm{TE} / \mathrm{TM}$ solution. In addition, the dot-products $\left\langle\boldsymbol{\epsilon}^{-1} \mathbf{M}_{m p}, \mathbf{M}_{m l}\right\rangle,\left\langle\boldsymbol{\mu}^{-1} \mathbf{N}_{m p}, \mathbf{N}_{m l}\right\rangle$ are involved in the TE solution and the $\left\langle\boldsymbol{\epsilon}^{-1} \mathbf{N}_{m p}, \mathbf{N}_{m l}\right\rangle,\left\langle\boldsymbol{\mu}^{-1} \mathbf{M}_{m p}, \mathbf{M}_{m l}\right\rangle$ in the TM solution. From the final form of these dot-products-as shown in Appendix 2 -it is concluded that the TE solution depends solely on $\epsilon_{1 r}, \epsilon_{2 r}, \mu_{3 r}$ and the TM solution solely on $\mu_{1 r}, \mu_{2 r}, \epsilon_{3 r}$. In summary, (2.16), (2.17), their accompanied ones and (2.20) constitute sets of infinite linear simultaneous equations for the determination of the unknown expansion coefficients. After truncation, these sets lead to two separated linear systems, each one of which yields the TE/TM solution.

### 2.4.5 Scattered Fields

The scattered field $\mathbf{E}^{\mathrm{sc}}(\boldsymbol{\rho})$ is obtained from (2.7) as $\mathbf{E}^{\mathrm{sc}}(\boldsymbol{\rho})=\mathbf{E}(\boldsymbol{\rho})-\mathbf{E}^{\text {inc }}(\boldsymbol{\rho})$ for $\rho \in S_{0}$. When $\rho \in S_{0}$, analytical integrations in a similar manner as in (2.10)(2.12), yield

$$
\begin{align*}
& \qquad\left.\left(\mathbb{G M}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S_{0}}=-\frac{i \pi a^{2}}{2\left(k_{0} a\right)^{2}} \\
& \times\left\{-i m J_{m}\left(k_{0} a\right) J_{m}\left(k_{m l}^{M} a\right) \mathbf{L}_{m}^{(4)}\left(k_{0}, \boldsymbol{\rho}\right)\right. \\
& +\left\{k_{0} a J_{m}^{\prime}\left(k_{0} a\right) J_{m}\left(k_{m l}^{M} a\right)+\left(k_{0} a\right)^{2}\left[J_{m}\left(k_{0} a\right) J_{m}^{\prime}\left(k_{m l}^{M} a\right) k_{m l}^{M} a\right.\right. \\
& \left.\left.-k_{0} a J_{m}^{\prime}\left(k_{0} a\right) J_{m}\left(k_{m l}^{M} a\right)\right] /\left[\left(k_{m l}^{M} a\right)^{2}-\left(k_{0} a\right)^{2}\right]\right\} \\
& \left.\times \mathbf{M}_{m}^{(4)}\left(k_{0}, \boldsymbol{\rho}\right)\right\},  \tag{2.21}\\
& \left.\left(\mathbb{G N}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S_{0}}=-\frac{i \pi}{2} \frac{\left(k_{m l}^{N} a\right)^{2}}{k_{0} a} \frac{a^{2}}{\left(k_{m l}^{N} a\right)^{2}-\left(k_{0} a^{2}\right)} \\
& \times J_{m}\left(k_{m l}^{N} a\right) J_{m}\left(k_{0} a\right)\left[\left(k_{0} a\right) \frac{J_{m}^{\prime}\left(k_{0} a\right)}{J_{m}\left(k_{0} a\right)}-\left(k_{m l}^{N} a\right) \frac{J_{m}^{\prime}\left(k_{m l}^{N} a\right)}{J_{m}\left(k_{m l}^{N} a\right)}\right] \\
& \times \mathbf{N}_{m}^{(4)}\left(k_{0}, \boldsymbol{\rho}\right),  \tag{2.22}\\
& \left.\left(\mathbb{G} \mathbf{L}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S_{0}}=-\frac{i \pi a^{2}}{2\left(k_{0} a\right)^{2}} \\
& \times\left\{i m J_{m}\left(k_{0} a\right) J_{m}\left(k_{m l}^{L} a\right) \mathbf{M}_{m}^{(4)}\left(k_{0}, \boldsymbol{\rho}\right)\right. \\
& +\left\{k_{0} a J_{m}\left(k_{m l}^{L} a\right) J_{m}^{\prime}\left(k_{0} a\right)-\left(k_{0} a\right)^{2}\left[k_{0} a J_{m}\left(k_{m l}^{L} a\right) J_{m}^{\prime}\left(k_{0} a\right)\right.\right. \\
& \left.\left.-k_{m l}^{L} a J_{m}^{\prime}\left(k_{m l}^{L} a\right) J_{m}\left(k_{0} a\right)\right] /\left[\left(k_{0} a\right)^{2}-\left(k_{m l}^{L} a\right)^{2}\right]\right\} \\
& \left.\times \mathbf{L}_{m}^{(4)}\left(k_{0}, \boldsymbol{\rho}\right)\right\} . \tag{2.23}
\end{align*}
$$

Substituting (2.6), (2.8), (2.9) in (2.7), applying the aforementioned analytical 2D integrations for $\rho \in S_{0}$, and making analytical manipulations, the scattered electric field is expressed in the form $\mathbf{E}^{\text {sc }}(\boldsymbol{\rho})=\sum_{m=-\infty}^{\infty} \sum_{l=1}^{\infty}\left[C_{m l}^{M} \mathbf{M}_{m}^{(4)}\left(k_{0}, \boldsymbol{\rho}\right)+\right.$ $\left.C_{m l}^{N} \mathbf{N}_{m}^{(4)}\left(k_{0}, \boldsymbol{\rho}\right)\right]$, with $C_{m l}^{M}, C_{m l}^{N}$ given by

$$
\begin{align*}
C_{m l}^{M}= & \left(\Gamma_{m l}-A_{m l}\right) \frac{i \pi}{2}\left\{k_{0} a J_{m}^{\prime}\left(k_{0} a\right) J_{m}\left(k_{m l}^{M} a\right)\right. \\
& +\left(k_{0} a\right)^{2} \frac{J_{m}\left(k_{m l}^{M} a\right) J_{m}\left(k_{0} a\right)}{\left(k_{m l}^{M} a\right)^{2}-\left(k_{0} a\right)^{2}} \\
& \left.\times\left[-k_{m l}^{M} a \frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{J_{m}\left(k_{m l}^{M} a\right.}+k_{0} a \frac{J_{m}^{\prime}\left(k_{0} a\right)}{J_{m}\left(k_{0} a\right)}\right]\right\} \\
& -\left(\Lambda_{m l}-T_{m l}\right) \frac{\pi}{2} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \frac{k_{m l}^{N} a k_{0} a}{\left(k_{m l}^{N} a\right)^{2}-\left(k_{0} a\right)^{2}} J_{m}\left(k_{m l}^{N} a\right) \\
& \times J_{m}\left(k_{0} a\right)\left[k_{0} a \frac{J_{m}^{\prime}\left(k_{0} a\right)}{J_{m}\left(k_{0} a\right)}-k_{m l}^{N} a \frac{J_{m}^{\prime}\left(k_{m l}^{N} a\right)}{J_{m}\left(k_{m l}^{N} a\right)}\right], \tag{2.24}
\end{align*}
$$

$$
\begin{align*}
C_{m l}^{N}= & \left(\Delta_{m l}-B_{m l}\right) \frac{i \pi}{2} \frac{k_{m l}^{N} a k_{0} a}{\left(k_{m l}^{N} a\right)^{2}-\left(k_{0} a\right)^{2}} J_{m}\left(k_{m l}^{N} a\right) J_{m}\left(k_{0} a\right) \\
& \times\left[k_{0} a \frac{J_{m}^{\prime}\left(k_{0} a\right)}{J_{m}\left(k_{0} a\right)}-k_{m l}^{N} a \frac{J_{m}^{\prime}\left(k_{m l}^{N} a\right)}{J_{m}\left(k_{m l}^{N} a\right)}\right] \\
& -\left(K_{m l}-\Sigma_{m l}\right) \frac{\pi}{2} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}}\left\{k_{0} a J_{m}^{\prime}\left(k_{0} a\right) J_{m}\left(k_{m l}^{M} a\right)\right. \\
& +\left(k_{0} a\right)^{2} \frac{J_{m}\left(k_{m l}^{M} a\right) J_{m}\left(k_{0} a\right)}{\left(k_{m l}^{M} a\right)^{2}-\left(k_{0} a\right)^{2}} \\
& \left.\times\left[-k_{m l}^{M} a \frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{J_{m}\left(k_{m l}^{M} a\right)}+k_{0} a \frac{J_{m}^{\prime}\left(k_{0} a\right)}{J_{m}\left(k_{0} a\right)}\right]\right\} . \tag{2.25}
\end{align*}
$$

Then, the scattered electric far-field and in sequence the normalized scattering cross section (or normalized scattering width) $\sigma(\varphi) / \lambda_{0}$ —with $\lambda_{0}$ the free space wavelength - can be readily computed.

### 2.5 Numerical Results

Herein we demonstrate the validity and performance of the developed CFVIE-CDSE method, for electrically large and electrically small anisotropic/isotropic and homogeneous/inhomogeneous cylinders. To this end we perform comparisons with various alternative methods. Although the TE solution depends on $\epsilon_{1 r}, \epsilon_{2 r}, \mu_{3 r}$ and the TM solution on $\mu_{1 r}, \mu_{2 r}, \epsilon_{3 r}$, in the following presentation we compactly declare the relative permittivity elements of (2.2) all together in a set notation as $\boldsymbol{\epsilon}_{r}=\left\{\epsilon_{1 r}, \epsilon_{2 r}, \epsilon_{3 r}\right\}$, and similarly the permeability elements as $\boldsymbol{\mu}_{r}=\left\{\mu_{1 r}, \mu_{2 r}, \mu_{3 r}\right\}$. In the previous notations, $\boldsymbol{\epsilon}_{r}, \boldsymbol{\mu}_{r}$ stand for the relative tensors.

In Figures 2.1(a)-(b) we compare the CFVIE-CDSE, for both TE/TM incidence, with the exact solution for isotropic cylinders [79], as obtained by SVM. Figure 2.1(a) depicts the normalized scattering cross section $\sigma / \lambda_{0}$ for an electrically large homogeneous cylinder consisting of a high refractive index isotropic dielectric using $k_{0} a=3 \pi$-or equivalently $a / \lambda_{0}=1.5$. The values of the parameters used are gathered in Figure's caption. In addition, Figure 2.1(b) depicts $\sigma / \lambda_{0}$ for a core-shell set-up where the core is composed of a high refractive index dielectric coated by a shell with plasmonic properties. In this case both regions are still isotropic. This latter example is implemented for $k_{0} a=2 \pi$ (i.e., the radius of the cylinder equals one free space wavelength). As is concluded from Figures 2.1(a)-(b), the agreement between CFVIE-CDSE/SVM is evident for both TE/TM incidence. Next we proceed to anisotropic cylinders and Figure 2.1(c) illustrates the validation for homogeneous uniaxial anisotropy in both permittivity/permeability for $k_{0} a=4 \pi$-now radius $a$ is twice the incident wavelength. For this case, the exact TE/TM solution via the SVM is available from [59]. Obviously the CFVIE-CDSE perfectly follows the exact solution. In addition, Figure 2.1(d) demonstrates the excellent agreement for a homogeneous gyroelectric/gyromagnetic cylinder, keeping $k_{0} a=4 \pi$ as previously, with the exact solution given again by [59].

The HFSS commercial software is employed to establish validity for two- and three-layered configurations. In Figure 2.2(a) we examine $\sigma / \lambda_{0}$ for a three-layered set-up: the core $(0 \leqslant \rho \leqslant 0.6 a)$ is a high-index dielectric, the first layer $(0.6 a<$ $\rho \leqslant 0.8 a$ ) has gyroelectric properties, and the second-outer layer ( $0.8 a<\rho \leqslant a$ ) is again characterized by gyroelectric properties different from those of the first layer. The agreement shown in Figure 2.2(a) is for $k_{0} a=0.6 \pi$. This small value in


Figure 2.1 Normalized scattering cross section for various cylindrical set-ups. (a) High-index dielectric cylinder at $k_{0} a=3 \pi$ with $\boldsymbol{\epsilon}_{r}=\{16,0,16\}$, $\boldsymbol{\mu}_{r}=\{1,0,1\}$. Blue: TE incidence; red: TM incidence; curves: CFVIE; dots/squares: SVM. (b) Core-shell dielectric-plasmonic cylinder at $k_{0} a=2 \pi$. Core: high-index dielectric with $\boldsymbol{\epsilon}_{r}=\{16,0,16\}, \boldsymbol{\mu}_{r}=\{1,0,1\}, 0 \leqslant \rho \leqslant 0.6 a$; shell: plasmonic material with $\boldsymbol{\epsilon}_{r}=\{-2-i 0.1,0,-2-i 0.1\}, \boldsymbol{\mu}_{r}=\{1,0,1\}, 0.6 a<\rho \leqslant a$. Blue: TE incidence; red: TM incidence; curves: CFVIE; dots/squares: SVM. (c) Uniaxial cylinder at $k_{0} a=4 \pi$ with $\boldsymbol{\epsilon}_{r}=\{3,0,4\}, \boldsymbol{\mu}_{r}=\{2.25,0,3.5\}$. Blue: TE incidence; red: TM incidence; curves: CFVIE; dots/squares: SVM. (d) Gyrotropic cylinder at $k_{0} a=4 \pi$ with $\boldsymbol{\epsilon}_{r}=\{3,1,1\}, \boldsymbol{\mu}_{r}=\{2.25,0.5,1\}$. Blue: TE incidence; red: TM incidence; curves: CFVIE; dots/squares: SVM.
electrical size - as compared to the above larger ones-is indicative of HFSS' limiting performance. To simulate an infinite cylinder in HFSS, a unit cell of sufficient height should be modeled - in our case this height is $16 a$ - in conjunction with master/slave boundary conditions to mimic the infinite length. In addition, the surface deviation in mesh definition should be small enough to capture the circular cross section of the cylinder - in our model the surface deviation was set to $10^{-3} \mathrm{~cm}$ when the radius is 1 cm and the operating frequency $8.99 \mathrm{GHz} /$ these values are equivalent to $k_{0} a=0.6 \pi$. On a Dell Precision 2.26 GHz double quad-core Xeon equipped machine, these constraints lead to 4800 s of CPU time and 17.4 GB of RAM in order HFSS to yield the result in Figure 2.2(a) for TE incidence, yet another 4800 s of CPU time to yield the result for TM incidence. On the contrary, CFVIE-CDSE converges in 35 s with 0.06 GB memory consumption, delivering both TE/TM solutions. In case one wants to enhance HFSS' accuracy, a smaller surface deviation of the order of $10^{-4} \mathrm{~cm}$ must be set, but this demands more than 48 GB of RAM, thus making the use of the commercial software unrealistic. In case $k_{0} a$ is increased, the above computational performance deteriorates, and this is the reason why we have restricted $k_{0} a$ to $0.6 \pi$. Figure 2.2(b) depicts the agreement between CFVIE-CDSE/HFSS for two


Figure 2.2 Normalized scattering cross section for anisotropic two- and threelayered set-ups. (a) Three-layered isotropic-gyroelectric-gyroelectric cylinder at $k_{0} a=0.6 \pi$. Core: high-index dielectric with $\boldsymbol{\epsilon}_{r}=\{16,0,16\}, \boldsymbol{\mu}_{r}=\{1,0,1\}$, $0 \leqslant \rho \leqslant 0.6 a$; first layer: gyroelectric material with $\boldsymbol{\epsilon}_{r}=\{3,1,4\}, \boldsymbol{\mu}_{r}=\{1,0,1\}$, $0.6 a<\rho \leqslant 0.8 a$; second-outer layer: gyroelectric material with $\boldsymbol{\epsilon}_{r}=\{5,0.5,6\}$, $\boldsymbol{\mu}_{r}=\{1,0,1\}, 0.8 a<\rho \leqslant a$. Blue: TE incidence; red: TM incidence; curves: CFVIE; dots/squares: HFSS. (b) Core-shell isotropic-gyroelectric cylinder and core-shell isotropic-gyromagnetic cylinder. Both set-ups are stimulated at $k_{0} a=0.6 \pi$. Blue: TE incidence for a high-index dielectric core with $\boldsymbol{\epsilon}_{r}=\{16,0,16\}$, $\boldsymbol{\mu}_{r}=\{1,0,1\}, 0 \leqslant \rho \leqslant 0.6 a$ coated by a gyroelectric shell with $\boldsymbol{\epsilon}_{r}=\{3,1,4\}$, $\boldsymbol{\mu}_{r}=\{1,0,1\}, 0.6 a<\rho \leqslant a$. Curve: CFVIE; dots: HFSS. Red: TM incidence for a $0 \leqslant \rho \leqslant 0.6 a$ hollow cylinder (i.e., free space) having a gyromagnetic shell with $\boldsymbol{\epsilon}_{r}=\{1,0,1\}, \boldsymbol{\mu}_{r}=\{3.5,0.1,5\}, 0.6 a<\rho \leqslant a$. Curve: CFVIE; squares: HFSS.
different two-layered scenarios, keeping $k_{0} a=0.6 \pi$. In the first scenario-blue curve/dots in Figure 2.2(b) - the core is a high-index isotropic dielectric coated by a gyroelectric shell. In this case we examine the validity for TE incidence. In the second scenario - red curve/squares in Figure 2.2(b) - the core is hollow (i.e., free space) and the coating is gyromagnetic. This second example illustrates the validity for the TM incidence. The computational performance of HFSS for these two-layered scenarios is better than the above reported one for the three-layered set-up, i.e., $2640 \mathrm{~s} / 12 \mathrm{~GB}$ RAM for the TE solution and $1500 \mathrm{~s} / 7.1 \mathrm{~GB}$ RAM for the TM solution. This is mainly due to one less region with different constitutive parameters, which must be discretized by the finite element solver. CFVIE-CDSE performs at the same level-for both scenarios - as in the three-layered case.

The main advantage of the CFVIE-CDSE is its capability to support continuously varying highly inhomogeneous gyrotropic profiles. Since an alternative technique to compare with CFVIE-CDSE for continuously varying tensorial elements is not available at our disposal, to demonstrate validity, we employ the recently developed HPM, capable of supporting continuously varying isotropic profiles. We calculate the EM scattering from an electrically large cylindrical Luneberg lens- $k_{0} a=20$ or $a / \lambda_{0}=3.18$-whose isotropic permittivity is given by $\boldsymbol{\epsilon}_{r}=\left\{\epsilon_{r}(\rho), 0, \epsilon_{r}(\rho)\right\}$, $\epsilon_{r}(\rho)=2-(\rho / a)^{2}, 0 \leqslant \rho \leqslant a, \boldsymbol{\mu}_{r}=\{1,0,1\}$. The results are shown in Figures $2.3(\mathrm{a})-(\mathrm{b})$ for both TE/TM incidence. Due to the large scale of $a$ vs $\lambda_{0}$, the response in $\sigma / \lambda_{0}$ has many variations vs observation angle $\varphi$. For such an electric size, the comparison between CFVIE-CDSE/HPM is excellent, while in particular the variations above $\varphi=120^{\circ}$ are well captured by both methods and for both polarizations. As far as CFVIE-CDSE is concerned, the converged results required 20 cylindrical harmonics and 20 Dini roots, whilst the order in Gauss-Kronrod quadra-


Figure 2.3 Normalized scattering cross section for Luneberg lens with $\boldsymbol{\epsilon}_{r}=$ $\left\{\epsilon_{r}(\rho), 0, \epsilon_{r}(\rho)\right\}, \epsilon_{r}(\rho)=2-(\rho / a)^{2}, \boldsymbol{\mu}_{r}=\{1,0,1\}, 0 \leqslant \rho \leqslant a$. (a) $k_{0} a=20$, TE incidence; blue: CFVIE; red: HPM. (b) $k_{0} a=20$, TM incidence; blue: CFVIE; red: HPM. (c) $k_{0} a=1.4$, TE incidence; curve: CFVIE; dots: HPM. (d) $k_{0} a=1.4$, TM incidence; curve: CFVIE; dots: HPM.
ture was set to 64. This corresponds to a performance of 34 s in CPU time and 0.06 GB in RAM. To complement the above case with an electrically small problem, in Figures 2.3(c)-(d) we illustrate the agreement between CFVIE-CDSE/HPM for $k_{0} a=1.4$. The rest values of parameters are the same as in Figures 2.3(a)-(b). Respective details for CFVIE-CDSE's performance are 14 cylindrical harmonics, 14 Dini roots, same order in quadrature, 10 s in CPU time and the same memory consumption as previously.

Until this point verification is established on $\sigma / \lambda_{0}$, which involves the scattered far-field. In the following we show the validity of CFVIE-CDSE on near-fields. For this purpose we employ the exact SVM solution [59] for a homogeneous anisotropic cylinder having simultaneous gyroelectric/gyromagnetic properties $\boldsymbol{\epsilon}_{r}=\{3,1,4\}$ and $\boldsymbol{\mu}_{r}=\{2.25,0.5,3.5\}$, and illustrate the comparison with CFVIE-CDSE. Figures $2.4(\mathrm{a})-(\mathrm{d})$ show the excellent agreement for TE incidence on $x y$-plane. In particular, Figures $2.4(\mathrm{a})$, (b) depict the normalized magnitude of the transversal and longitudinal components $\left|E_{t}\right| / \max \left\{\left|E_{t}\right|\right\}$-with $\left|E_{t}\right|=\sqrt{\left|E_{\rho}\right|^{2}+\left|E_{\varphi}\right|^{2}}$ $\left|H_{z}\right| / \max \left\{\left|H_{z}\right|\right\}$, respectively, as obtained by CFVIE-CDSE. Then Figures 2.4(c), (d) show the respective results calculated by SVM. A similar comparison is performed for TM incidence in Figures 2.4(e)-(h) where now the normalized components $\left|H_{t}\right| / \max \left\{\left|H_{t}\right|\right\}$-with $\left|H_{t}\right|=\sqrt{\left|H_{\rho}\right|^{2}+\left|H_{\varphi}\right|^{2}}$-and $\left|E_{z}\right| / \max \left\{\left|E_{z}\right|\right\}$ are present.

To demonstrate the advantage of the developed method, in Figure 2.5 we plot $\sigma / \lambda_{0}$ for a combined configuration consisting of a continuously varying highly


Figure 2.4 Near-fields on $x y$-plane for a homogeneous gyroelectric/gyromagnetic cylinder at $k_{0} a=0.6 \pi$ with $\boldsymbol{\epsilon}_{r}=\{3,1,4\}, \boldsymbol{\mu}_{r}=\{2.25,0.5,3.5\}$. (a)-(d): TE incidence. (a) $\left|E_{t}\right| / \max \left\{\left|E_{t}\right|\right\}$ by CFVIE. (b) $\left|H_{z}\right| / \max \left\{\left|H_{z}\right|\right\}$ by CFVIE. (c) $\left|E_{t}\right| / \max \left\{\left|E_{t}\right|\right\}$ by SVM. (d) $\left|H_{z}\right| / \max \left\{\left|H_{z}\right|\right\}$ by SVM. (e)-(h): TM incidence. (e) $\left|H_{t}\right| / \max \left\{\left|H_{t}\right|\right\}$ by CFVIE. (f) $\left|E_{z}\right| / \max \left\{\left|E_{z}\right|\right\}$ by CFVIE. (g) $\left|H_{t}\right| / \max \left\{\left|H_{t}\right|\right\}$ by SVM. (h) $\left|E_{z}\right| / \max \left\{\left|E_{z}\right|\right\}$ by SVM.


Figure 2.5 Normalized scattering cross section for fish-eyes lens shell coating a gyroelectric core at $k_{0} a=2 \pi$. Core: gyroelectric material with $\boldsymbol{\epsilon}_{r}=\{6,0.2,5\}$, $\boldsymbol{\mu}_{r}=\{1,0,1\}, 0 \leqslant \rho \leqslant 0.7 a$; shell: fish-eyes lens with $\boldsymbol{\epsilon}_{r}=\left\{\epsilon_{r}(\rho), 0, \epsilon_{r}(\rho)\right\}$, $\epsilon_{r}(\rho)=4 /\left[1+(\rho / a)^{2}\right]^{2}, \boldsymbol{\mu}_{r}=\{1,0,1\}, 0.7 a<\rho \leqslant a$. (a) TE incidence; blue: CFVIE. (b) TM incidence; blue: CFVIE.
inhomogeneous shell coating a gyroelectric core. The shell is composed by a cylindrical fish-eyes lens with constitutive properties $\boldsymbol{\epsilon}_{r}=\left\{\epsilon_{r}(\rho), 0, \epsilon_{r}(\rho)\right\}, \epsilon_{r}(\rho)=$ $4 /\left[1+(\rho / a)^{2}\right]^{2}, \boldsymbol{\mu}_{r}=\{1,0,1\}, 0.7 a<\rho \leqslant a,[80]$. The gyroelectric core has $\boldsymbol{\epsilon}_{r}=\{6,0.2,5\}, \boldsymbol{\mu}_{r}=\{1,0,1\}, 0 \leqslant \rho \leqslant 0.7 a$ and the stimulation is set at $k_{0} a=2 \pi$. Since we cannot compare this combined set-up with another method, we have performed a self-consistent check where we have changed the parameters $t_{m}^{M}, t_{m}^{N}$ from the ones discussed in Appendix 1, to other values and we have obtained exactly the same results for both TE/TM incidence, thus proving the reliability of the CFVIECDSE method.

### 2.6 Conclusion

We developed a CFVIE-CDSE method for the EM scattering by electrically large continuously varying highly inhomogeneous cylinders. The constitutive parameters can be of gyroelectric and gyromagnetic type. After construction of the appropriate 2-D tensorial GF, the CFVIEs were solved by utilizing an entire domain expansion of the fields in terms of orthogonal Dini-type CVWFs, whose orthogonal properties are constructed and presented for the first time in this work. The main advantage of our method is that it allows the analytical reduction of the involved 2-D volumetric integrals to sets of algebraic equations. The CFVIE-CDSE method validated vs SVM, HFSS and HPM for a variety of cases, including homogeneous/inhomogeneous profiles-by employing two and three layers as well as continuously varying highly inhomogeneous permittivity functions-in conjunction with isotropic and gyroelectric/gyromagnetic properties.

### 2.7 Appendix 1

The sets $\gamma_{m l}^{M}, \gamma_{m l}^{N}, m=-\infty, \ldots, \infty, l=1,2, \ldots, \infty$, appearing in (2.8), (2.9) are selected to establish self-orthogonality of the divergenceless CVWFs. In the following, we present in detail the procedure for constructing the self-orthogonality relation for $\mathbf{M}_{m l}$ vectors, i.e., $\left\langle\mathbf{M}_{m l}, \mathbf{M}_{\mu p}\right\rangle=M_{m l} \delta_{m \mu} \delta_{l p}$. The dot-product in this case is defined by

$$
\begin{equation*}
\left\langle\mathbf{M}_{m l}, \mathbf{M}_{\mu p}\right\rangle \equiv \int_{\boldsymbol{\rho} \in S} \mathbf{M}_{m l}^{T}\left(\frac{\gamma_{m l}^{M}}{a}, \boldsymbol{\rho}\right) \mathbf{M}_{\mu p}^{*}\left(\frac{\gamma_{\mu p}^{M}}{a}, \boldsymbol{\rho}\right) \mathrm{d} \boldsymbol{\rho} \tag{A.1}
\end{equation*}
$$

Substituting $\mathbf{M}_{m l}, \mathbf{M}_{\mu p}$ from (2.4), grouping terms and using the orthogonality relation for the exponential functions, we arrive at

$$
\begin{align*}
\left\langle\mathbf{M}_{m l}, \mathbf{M}_{\mu p}\right\rangle= & 2 \pi\left[\int_{0}^{a} \frac{m^{2}}{\rho} J_{m}\left(\frac{\gamma_{m l}^{M}}{a} \rho\right) J_{m}\left(\frac{\gamma_{m p}^{M}}{a} \rho\right) \mathrm{d} \rho\right. \\
& \left.+\int_{0}^{a} \rho \frac{\mathrm{~d} J_{m}\left(\frac{\gamma_{m l}^{M}}{a} \rho\right)}{\mathrm{d} \rho} \frac{\mathrm{~d} J_{m}\left(\frac{\gamma_{m p}^{M}}{a} \rho\right)}{\mathrm{d} \rho} \mathrm{~d} \rho\right] \delta_{m \mu} \\
= & 2 \pi\left(I_{1}+I_{2}\right) \delta_{m \mu} \tag{A.2}
\end{align*}
$$

Using the definitions $k_{m l}^{M} \equiv \gamma_{m l}^{M} / a, k_{m p}^{M} \equiv \gamma_{m p}^{M} / a$, integral $I_{2}$ in (A.2) can be further processed using integration by parts along with the relation $\mathrm{d} /(\mathrm{d} \rho)\left[\rho \mathrm{d} J_{m}\left(k_{m l}^{M} \rho\right) /(\mathrm{d} \rho)\right]$ $=\left[m^{2} / \rho-\left(k_{m l}^{M}\right)^{2} \rho\right] J_{m}\left(k_{m l}^{M} \rho\right)$ obtained from Bessel's differential equation. This leads to

$$
\begin{align*}
I_{2}= & k_{m l}^{M} a \frac{\mathrm{~d} J_{m}\left(k_{m l}^{M} a\right)}{\mathrm{d}\left(k_{m l}^{M} a\right)} J_{m}\left(k_{m p}^{M} a\right)-\int_{0}^{a} \frac{m^{2}}{\rho} J_{m}\left(k_{m l}^{M} \rho\right) J_{m}\left(k_{m p}^{M} \rho\right) \mathrm{d} \rho \\
& +\int_{0}^{a} J_{m}\left(k_{m l}^{M} \rho\right) J_{m}\left(k_{m p}^{M} \rho\right)\left(k_{m l}^{M}\right)^{2} \rho \mathrm{~d} \rho . \tag{A.3}
\end{align*}
$$

Substituting (A.3) back to (A.2), $I_{1}$ is eliminated, yielding

$$
\begin{align*}
& \left\langle\mathbf{M}_{m l}, \mathbf{M}_{\mu p}\right\rangle=2 \pi\left[k_{m l}^{M} a J_{m}^{\prime}\left(k_{m l}^{M} a\right) J_{m}\left(k_{m p}^{M} a\right)\right. \\
& \left.+\left(k_{m l}^{M}\right)^{2} \int_{0}^{a} J_{m}\left(k_{m l}^{M} \rho\right) J_{m}\left(k_{m p}^{M} \rho\right) \rho \mathrm{d} \rho\right] \delta_{m \mu} \tag{A.4}
\end{align*}
$$

The last integral in (A.4) is evaluated analytically using the same order-different argument property [81]

$$
\begin{equation*}
\int^{\zeta} Z_{\mu}(k z) W_{\mu}(\lambda z) z \mathrm{~d} z=\frac{\zeta Z_{\mu}(k \zeta) W_{\mu}(\lambda \zeta)}{k^{2}-\lambda^{2}}\left[-k \frac{Z_{\mu}^{\prime}(k \zeta)}{Z_{\mu}(k \zeta)}+\lambda \frac{W_{\mu}^{\prime}(\lambda \zeta)}{W_{\mu}(\lambda \zeta)}\right] \tag{A.5}
\end{equation*}
$$

where $Z_{\mu}, W_{\mu}$ can be Bessel, Neumann, or Hankel functions of order $\mu$. Doing so, and after some algebra, (A.4) leads to

$$
\begin{align*}
& \left\langle\mathbf{M}_{m l}, \mathbf{M}_{\mu p}\right\rangle=2 \pi \frac{\left(\gamma_{m l}^{M}\right)^{2}\left(\gamma_{m p}^{M}\right)^{2}}{\left(\gamma_{m l}^{M}\right)^{2}-\left(\gamma_{m p}^{M}\right)^{2}} J_{m}\left(\gamma_{m \ell}^{M}\right) J_{m}\left(\gamma_{m p}^{M}\right) \\
& \times\left\{-\frac{1}{\gamma_{m l}^{M}} \frac{J_{m}^{\prime}\left(\gamma_{m l}^{M}\right)}{J_{m}\left(\gamma_{m l}^{M}\right)}+\frac{1}{\gamma_{m p}^{M}} \frac{J_{m}^{\prime}\left(\gamma_{m p}^{M}\right)}{J_{m}\left(\gamma_{m p}^{M}\right)}\right\} \delta_{m \mu}, \quad l \neq p \tag{A.6}
\end{align*}
$$

From (A.6), if $\gamma_{m l}^{M}$ are selected as the roots of the eigen-equation

$$
\begin{align*}
& \frac{1}{\gamma_{m l}^{M}} \frac{J_{m}^{\prime}\left(\gamma_{m l}^{M}\right)}{J_{m}\left(\gamma_{m l}^{M}\right)}-t_{m}^{M}=0, \quad t_{m}^{M} \in \mathbb{C} \\
& m=-\infty, \ldots, \infty, \quad l=1,2, \ldots, \infty \tag{A.7}
\end{align*}
$$

then $\mathbf{M}_{m l}$ vectors constitute a fully orthogonal set, with orthogonality relation given by (A.4) with $l=p$. Using the well-known property $\int^{\zeta} Z_{\mu}^{2}(k z) z \mathrm{~d} z=\zeta^{2} / 2\left[Z_{\mu}^{2}(k \zeta)-\right.$ $\left.Z_{\mu-1}(k \zeta) Z_{\mu+1}(k \zeta)\right]$ for the integral in (A.4), we finally get

$$
\begin{align*}
& \left\langle\mathbf{M}_{m l}, \mathbf{M}_{m p}\right\rangle=M_{m l} \delta_{m \mu} \delta_{l p} \equiv 2 \pi\left\{\gamma_{m l}^{M} J_{m}^{\prime}\left(\gamma_{m l}^{M}\right) J_{m}\left(\gamma_{m l}^{M}\right)+\frac{\left(\gamma_{m l}^{M}\right)^{2}}{2}\right. \\
& \left.\times\left[J_{m}^{2}\left(\gamma_{m l}^{M}\right)-J_{m-1}\left(\gamma_{m l}^{M}\right) J_{m+1}\left(\gamma_{m l}^{M}\right)\right]\right\} \delta_{m \mu} \delta_{\ell p} \tag{A.8}
\end{align*}
$$

Following a similar procedure for $\mathbf{N}_{m l}$ vectors we arrive at

$$
\begin{align*}
& \left\langle\mathbf{N}_{m l}, \mathbf{N}_{\mu p}\right\rangle \equiv \int_{\boldsymbol{\rho} \in S} \mathbf{N}_{m l}^{T}\left(\frac{\gamma_{m l}^{N}}{a}, \boldsymbol{\rho}\right) \mathbf{N}_{\mu p}^{*}\left(\frac{\gamma_{\mu p}^{N}}{a}, \boldsymbol{\rho}\right) \mathrm{d} \boldsymbol{\rho} \\
& =2 \pi \frac{\gamma_{m l}^{N} \gamma_{m p}^{N}}{\left(\gamma_{m l}^{N}\right)^{2}-\left(\gamma_{m p}^{N}\right)^{2}} J_{m}\left(\gamma_{m \ell}^{N}\right) J_{m}\left(\gamma_{m p}^{N}\right) \\
& \times\left\{-\gamma_{m l}^{N} \frac{J_{m}^{\prime}\left(\gamma_{m l}^{N}\right)}{J_{m}\left(\gamma_{m l}^{N}\right)}+\gamma_{m p}^{N} \frac{J_{m}^{\prime}\left(\gamma_{m p}^{N}\right)}{J_{m}\left(\gamma_{m p}^{N}\right)}\right\} \delta_{m \mu}, \quad l \neq p \tag{A.9}
\end{align*}
$$

Therefore, their orthogonality relation is established if $\gamma_{m l}^{N}$ are selected as the roots of the eigen-equation

$$
\begin{align*}
& \gamma_{m l}^{N} \frac{J_{m}^{\prime}\left(\gamma_{m l}^{N}\right)}{J_{m}\left(\gamma_{m l}^{N}\right)}-t_{m}^{N}=0, \quad t_{m}^{N} \in \mathbb{C} \\
& m=-\infty, \ldots, \infty, \quad l=1,2, \ldots, \infty \tag{A.10}
\end{align*}
$$

which finally yields

$$
\begin{equation*}
\left\langle\mathbf{N}_{m l}, \mathbf{N}_{\mu p}\right\rangle=N_{m l} \delta_{m \mu} \delta_{l p} \equiv \pi\left(\gamma_{m l}^{N}\right)^{2}\left[J_{m}^{2}\left(\gamma_{m l}^{N}\right) \quad-J_{m-1}\left(\gamma_{m l}^{N}\right) J_{m+1}\left(\gamma_{m l}^{N}\right)\right] \delta_{m \mu} \delta_{l p} \tag{A.11}
\end{equation*}
$$

The parameters $t_{m}^{M}, t_{m}^{N}$ appearing in (A.7), (A.10) may take arbitrary complex values. Each selection will lead to different sets $\gamma_{m l}^{M}, \gamma_{m l}^{N}$, but all of them will yield the same final solution. In this work we have used the values $t_{m l}^{M}=1 / 5$ and $t_{m l}^{N}=-1 / 5$.

The remaining set $\gamma_{m l}^{L}$ appearing in (2.8) is selected to decouple $\mathbf{M}_{m l}$ from $\mathbf{L}_{\mu p}$, i.e., $\left\langle\mathbf{M}_{m l}, \mathbf{L}_{\mu p}\right\rangle=0$. Following a similar to the aforementioned procedure, we arrive at

$$
\begin{align*}
\left\langle\mathbf{M}_{m l}, \mathbf{L}_{\mu p}\right\rangle & \equiv \int_{\boldsymbol{\rho} \in S} \mathbf{M}_{m l}^{T}\left(\frac{\gamma_{m l}^{M}}{a}, \boldsymbol{\rho}\right) \mathbf{L}_{\mu p}^{*}\left(\frac{\gamma_{\mu p}^{L}}{a}, \boldsymbol{\rho}\right) \mathrm{d} \boldsymbol{\rho} \\
& =-2 \pi i m J_{m}\left(\gamma_{m l}^{M}\right) J_{m}\left(\gamma_{m p}^{L}\right) \equiv 0 \tag{A.12}
\end{align*}
$$

if $\gamma_{m l}^{L}$ are selected as the roots of the eigen-equation

$$
\begin{align*}
& J_{m}\left(\gamma_{m l}^{L}\right)=0 \\
& m=-\infty, \ldots, \infty, \quad l=1,2, \ldots, \infty \tag{A.13}
\end{align*}
$$

Finally, the relations $\left\langle\mathbf{M}_{m l}, \mathbf{N}_{\mu p}\right\rangle=0$ and $\left\langle\mathbf{N}_{m l}, \mathbf{L}_{\mu p}\right\rangle=0$ hold trivially, since the vectors in each dot-product are mutually orthogonal.

### 2.8 Appendix 2

The dot-products appearing in the first two equations of (2.20) are given by

$$
\begin{align*}
& \left\langle\boldsymbol{\epsilon}^{-1} \mathbf{M}_{m p}, \mathbf{M}_{m l}\right\rangle=\int_{\boldsymbol{\rho} \in S}\left[\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho}) \mathbf{M}_{m p}\left(\frac{\gamma_{m p}^{M}}{a}, \boldsymbol{\rho}\right)\right]^{T} \mathbf{M}_{m l}^{*}\left(\frac{\gamma_{m l}^{M}}{a}, \boldsymbol{\rho}\right) \mathrm{d} \boldsymbol{\rho}= \\
& =m^{2} \int_{0}^{a} \frac{1}{\rho} J_{m}\left(k_{m p}^{M} \rho\right) \epsilon_{\perp}(\rho) J_{m}\left(k_{m l}^{M} \rho\right) \mathrm{d} \rho-m \int_{0}^{a} \epsilon_{x}(\rho) \frac{\mathrm{d} J_{m}\left(k_{m p}^{M} \rho\right)}{\mathrm{d} \rho} J_{m}\left(k_{m l}^{M} \rho\right) \mathrm{d} \rho \\
& -m \int_{0}^{a} \epsilon_{x}(\rho) \frac{\mathrm{d} J_{m}\left(k_{m l}^{M} \rho\right)}{\mathrm{d} \rho} J_{m}\left(k_{m p}^{M} \rho\right) \mathrm{d} \rho+\int_{0}^{a} \epsilon_{\perp}(\rho) \frac{\mathrm{d} J_{m}\left(k_{m p}^{M} \rho\right)}{\mathrm{d} \rho} \frac{\mathrm{~d} J_{m}\left(k_{m l}^{M} \rho\right)}{\mathrm{d} \rho} \rho \mathrm{~d} \rho,  \tag{B.1}\\
& \left\langle\boldsymbol{\epsilon}^{-1} \mathbf{N}_{m p}, \mathbf{N}_{m l}\right\rangle=\int_{\boldsymbol{\rho} \in S}\left[\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho}) \mathbf{N}_{m p}\left(\frac{\gamma_{m p}^{N}}{a}, \boldsymbol{\rho}\right)\right]^{T} \mathbf{N}_{m l}^{*}\left(\frac{\gamma_{m l}^{N}}{a}, \boldsymbol{\rho}\right) \mathrm{d} \boldsymbol{\rho}= \\
& \quad=k_{m p}^{N} k_{m l}^{N} \int_{0}^{a} \epsilon_{\| l}(\rho) J_{m}\left(k_{m p}^{N} \rho\right) J_{m}\left(k_{m l}^{N} \rho\right) \rho \mathrm{d} \rho \tag{B.2}
\end{align*}
$$

The dot-products $\left\langle\boldsymbol{\mu}^{-1} \mathbf{M}_{m p}, \mathbf{M}_{m l}\right\rangle,\left\langle\boldsymbol{\mu}^{-1} \mathbf{N}_{m p}, \mathbf{N}_{m l}\right\rangle$ appearing in the last two equations of (2.20) are given by (B.1), (B.2), respectively, by substituting $\epsilon_{\perp}(\rho), \epsilon_{x}(\rho)$, $\epsilon_{\|}(\rho)$ with $\mu_{\perp}(\rho), \mu_{x}(\rho)$ and $\mu_{\|}(\rho)$.

# Calculation of Cutoff Wavenumbers for Multilayered Gyrotropic Circular Waveguides 

A coupled-field volume integral equation (CFVIE) method is developed for the calculation of the normalized cutoff wavenumbers of circular metallic walled waveguides having concentric continuously varying highly inhomogeneous gyrotropic (i.e., gyroelectric and gyromagnetic) infill. The normalized cutoff wavenumbers are obtained as the roots of a determinantal equation formed by solving the CFVIEs using the cylindrical Dini series expansion (CDSE) method, where the unknown fields inside the waveguide are expanded by entire domain orthogonal Dini-type vectorial basis functions. To account for the electric boundary condition (BC) on waveguide's circular perfect electric conducting (PEC) surface, two modified two-dimensional (2-D) tensorial Green's functions (GFs), expanded in cylindrical vector wave functions (CVWFs), are employed in the kernels of the CFVIEs. These modified 2-D tensorial GFs are constructed by enforcing, on their dyadic form, the satisfaction of the electric boundary condition. The CDSE, along with the modified 2-D tensorial GFs, allow for the analytical integration of the volumentric-type integrals and the reduction of the CFVIEs to a set of algebraic equations. We exhaustively demonstrate the validity of the CFVIE-DSE by a series of comparisons on the normalized cutoff wavenumbers: we firstly construct the solutions for obtaining the normalized cutoff wavenumbers in homogeneous gyrotropic waveguides by the separation of variables method (SVM), and secondly we employ HFSS commercial software for two-layered isotropic and three-layered gyroelectric loaded waveguides. We characterize the type of modes, i.e., TE/TM or hybrid $\mathrm{HE} / \mathrm{EH}$, for each configuration presented, and discuss the efficiency of the CFVIE-DSE method.

### 3.1 Introduction

The calculation of the cutoff wavenumbers, or frequencies, in waveguiding structures, is particularly important for the design of various microwave elements including multifrequency transducers [82], dual-mode filters [83], circular waveguide-based multiplexers [84], or radial power dividers [85]. Other potential applications utilize the development of metamaterial-based guiding structures [86], which has led to the reduction of the cutoff frequency and a below-cutoff propagation in metamateriallined circular waveguides [87], to the miniaturization of circular waveguide probe antennas [88], or to the synthesization of horn antennas whose metamaterial inner wall can be seen as a waveguiding structure having an anisotropic surface impedance [89].

Modal analysis and cutoff characteristics in circular waveguiding configurations have been examined by different approaches. Concerning single homogeneous isotropic loaded waveguides, the characteristic equations and a generic modal analysis for cylindrical structures with anisotropic walls, where the inner surface is characterized by a pair of surface reactances or impedances, has been carried out by the SVM [89], [90] and by numerical simulations [91] while, arbitrary anisotropic surface impedance has been recently applied in [92] for the exploration of circular corrugated waveguides. Lately, a point-matching and a variational meshless method have been developed for arbitrarily shaped waveguides [93], [94], with [94] applied for the determination of propagating modes in circular shapes. Inhomogeneous isotropic structures, such as concentric step-index profiles, have also been studied by some approaches. The characteristic equations of a dielectric core coated by a metamaterial cladding have been resolved by the SVM [95] and applied for the demonstration of a below-cutoff propagation [87]. More recently, the variational meshless method has been applied for the evaluation of the dispersion diagram in isotropic double-layered shielded waveguides [96]. Apart from concentric core-cladding configurations, nonconcentric structures consisting of circular isotropic infills have been considered by the point-matching [97], the least-squares boundary residual [98] and perturbation [99], [100] methods, as well as by the SVM in the bipolar coordinate system [101], [102].

Although the aforementioned contributions include a great variety of methods/applications concerning isotropic infills in circular waveguides, works on the use of anisotropic media have also been considered. In particular, uniaxial materials have been used for the formation of microstrip substrates [103]-[106], to study the accuracy of integrated-circuit modeling due to anisotropy [107], or in rectangular waveguides for effective-medium modeling [108] of metamaterial-based transmission [109]. In addition, other rectangular-based waveguide applications include the reconstruction of the constitutive parameters for materials having biaxial [110] or bianisotropic [111] properties. Aside from applications, rigorous modal analysis concerning anisotropic loadings has been presented for rectangular waveguides filled with a skew uniaxial dielectric [112], and latterly in [113] for various orientations of the optic axis of the crystal. Regarding circular structures, appropriate eigensolutions have been extracted for gyroelectric loaded waveguides [114]-[116], for waveguides composed of anisotropic conductivity material [117], and for anisotropic loaded core-cladding waveguides, where an isotropic core is coated by a uniaxial medium [118].

In this work we develop a CFVIE-CDSE method for the calculation of the normalized cutoff wavenumbers in circular PEC-walled waveguides, loaded with


Figure 3.1 Schematic of the concentric multilayered gyrotropic circular waveguide.
concentric continuously varying highly inhomogeneous gyrotropic infill. The geometry of the configuration is shown in Figure 3.1, where $S$ is waveguide's circular cross section having radius $a, \partial S$ is its boundary, and $z$ is the axis of the cylinder along which propagation takes place. The gyrotropic infill is described by concentric multilayered permittivity $\boldsymbol{\epsilon}(\boldsymbol{\rho})$ and permeability $\boldsymbol{\mu}(\boldsymbol{\rho})$ tensors given by

$$
\boldsymbol{\zeta}(\boldsymbol{\rho})=\left[\begin{array}{ccc}
\zeta_{1}(\boldsymbol{\rho}) & i \zeta_{2}(\boldsymbol{\rho}) & 0  \tag{3.1}\\
-i \zeta_{2}(\boldsymbol{\rho}) & \zeta_{1}(\boldsymbol{\rho}) & 0 \\
0 & 0 & \zeta_{3}(\boldsymbol{\rho})
\end{array}\right], \boldsymbol{\rho} \in S, \quad \boldsymbol{\zeta}=\boldsymbol{\epsilon}, \boldsymbol{\mu}
$$

with $\zeta_{j}=\epsilon_{j}, \mu_{j}, j=1,2,3$, and $\boldsymbol{\rho}=(\rho, \varphi)$ the position vector in the polar coordinate system. Each permittivity/permeability element in (3.1) is expressed as $\epsilon_{j}=\epsilon_{j r} \epsilon_{0}$ and $\mu_{j}=\mu_{j r} \mu_{0}, j=1,2,3$, where $\epsilon_{j r}, \mu_{j r}$ are the respective relative values and $\epsilon_{0}, \mu_{0}$ the free space permittivity and permeability, respectively. The specific gyrotropic form (3.1) is realized under external magnetic bias with direction parallel to cylinder's $z$ axis. For off-angle directions of the biasing field, (3.1) are fully populated. In general, since the cutoff frequencies are the final quantities of interest in practical applications, then the configuration of Figure 3.1 has the following degrees of freedom ( DoF ): one DoF due to the radius $a, N-1 \mathrm{DoF}$ due to the $N$ layers, and one DoF due to the external biasing field, the magnitude of which actively affects the values of the tensors.

The proposed method of solution is based on a recently developed CFVIE method for the EM plane wave scattering by gyrotropic circular cylinders [119]. The solution in [119] was based on the expansion of the total electric $\mathbf{E}(\boldsymbol{\rho})$ and magnetic $\mathbf{H}(\boldsymbol{\rho})$ fields in entire domain orthogonal CVWFs of the Dini-type, i.e., $\mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)$ and $\mathbf{L}_{m l}\left(k_{m l}^{L}, \boldsymbol{\rho}\right)$, whose arguments $k_{m l}^{M}, k_{m l}^{N}$ and $k_{m l}^{L}$ have been selected to establish orthogonal and decoupling properties for the CVWFs, within the entire domain of the circular cross section. For the needs of the present work, i.e., the evaluation of the normalized cutoff wavenumbers, the CFVIEs are rewritten in absence of external excitation which, using the six-vector notation $[\mathbf{E}, \mathbf{H}]^{T}$-where $T$ denotes transposition-are read

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{E}(\boldsymbol{\rho}) \\
\mathbf{H}(\boldsymbol{\rho})
\end{array}\right]-\left[\begin{array}{cc}
k_{0}^{2} \mathbb{I}+\nabla \nabla^{T} & -i k_{0} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \nabla \times \\
i k_{0} \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \nabla \times & k_{0}^{2} \mathbb{I}+\nabla \nabla^{T}
\end{array}\right]} \\
& \int_{\boldsymbol{\rho}^{\prime} \in S}\left[\begin{array}{cc}
\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \mathbb{X}_{\mathrm{e}}\left(\boldsymbol{\rho}^{\prime}\right) & 0 \\
0 & \mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \mathbb{X}_{\mathrm{m}}\left(\boldsymbol{\rho}^{\prime}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{E}\left(\boldsymbol{\rho}^{\prime}\right) \\
\mathbf{H}\left(\boldsymbol{\rho}^{\prime}\right)
\end{array}\right] \mathrm{d} \boldsymbol{\rho}^{\prime} \\
& =0, \quad \boldsymbol{\rho} \in S . \tag{3.2}
\end{align*}
$$

In (3.2), where the $\exp (i \omega t)$ time dependence has been adopted, $k_{0}=\omega \sqrt{\epsilon_{0} \mu_{0}}$ is the free space wavenumber, $\mathbb{I}$ is the unity dyadic, $\mathbb{X}_{\mathrm{e}}(\boldsymbol{\rho})=\boldsymbol{\epsilon}(\boldsymbol{\rho}) / \epsilon_{0}-\mathbb{I}$ and
$\mathbb{X}_{\mathrm{m}}(\boldsymbol{\rho})=\boldsymbol{\mu}(\boldsymbol{\rho}) / \mu_{0}-\mathbb{I}$ are the normalized tensorial electric and magnetic contrast functions and $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right), \mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ are modified 2-D tensorial GFs of the hollow waveguide. Based on the form (3.2) the present contribution has the following novel points: (i) Construction of modified 2-D tensorial GFs $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ and $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, appearing in the two kernels of the electric-field VIE (EFVIE) - i.e., the VIE in the first row of (3.2) -so as to satisfy the electric BC at $\rho=a . \mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ should exist in the kernel of the second integral term in the EFVIE - the one that features the $\nabla \times$ operatoras well as in the magnetic-field VIE (MFVIE) -i.e., the VIE in the second row of (3.2) - since the loading has, in addition, gyromagnetic properties. It should be noted that, as opposed to the CFVIEs (3.2), the CFVIEs in [119] employ, in both the EFVIE and MFVIE, the 2-D free space tensorial GF $\mathbb{G}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \equiv \mathbb{I} g\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, where $g\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=-i / 4 H_{0}^{(2)}\left(k_{0}\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)$-with $H_{0}^{(2)}$ the Hankel function of the second kind and zeroth order - is the 2-D free space GF [76].
(ii) The CVWF-based expansions of the $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ and $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, in conjunction with the expansions of $\mathbf{E}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})$ in Dini-type CVWFs, allow for the analytical evaluation of the volumetric-type integrals, giving rise to additional to the ones in [119] terms, due to the different GFs appearing in the kernels of the CFVIEs.
(iii) Analytical reduction of the CFVIEs (3.2) to algebraic sets of equations. These sets differ from the algebraic ones in [119], owing to the extra terms imposed through $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ and $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ for the satisfaction of the electric BC.
(iv) The CFVIE-CDSE method permits for the calculation of the normalized cutoff wavenumbers for continuously varying highly inhomogeneous gyroelectric and gyromagnetic profiles, including dispersive materials. This is an effortless feature of the CDSE method, since the material properties are incorporated in the constitutive relations $\mathbf{E}(\boldsymbol{\rho})=\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho}) \mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})=\boldsymbol{\mu}^{-1}(\boldsymbol{\rho}) \mathbf{B}(\boldsymbol{\rho})$-where $\mathbf{D}(\boldsymbol{\rho})$ is the electric displacement and $\mathbf{B}(\boldsymbol{\rho})$ the magnetic flux density - and due to the fact that one part of the determinantal equation is formed by simple integration of the aforementioned constitutive relations, over the inhomogeneous anisotropic region of the cylinder.

We exhaustively demonstrate the validity of the CFVIE-CDSE, by constructing rigorous SVM solutions for homogeneously gyrotropic loaded waveguides, and compare the normalized cutoff wavenumbers. In addition, we perform HFSS commercial software simulations for two-layered isotropic and three-layered gyroelectric infills, and compare the resulting cutoff frequencies. For each configuration presented, we assess the efficiency of the CFVIE-DSE versus HFSS and show that CFVIE proves much more efficient and accurate, as opposed to commercial's software time consuming finite element solver (FEM). Finally, we characterize the type of modes-i.e., TE/TM or hybrid $\mathrm{HE} / \mathrm{EH}$-maintained in such structures.

### 3.2 Modified two dimensional tensorial Green's function

The total $\mathbf{E}(\boldsymbol{\rho})$, as represented by the EFVIE (3.2), must satisfy $\hat{\rho} \times \mathbf{E}(\boldsymbol{\rho})=0$, $\rho \in \partial S$. This requirement is met via the construction of two modified 2-D tensorial GFs $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ and $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ valid for the problem of the hollow waveguide, such that the original BC on $\mathbf{E}(\boldsymbol{\rho})$ is permuted to two BCs on the dyadic GFs (DGFs) of $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ and $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$. The first BC reads $\hat{\rho} \times \mathbb{G}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=0, \boldsymbol{\rho} \in \partial S$, where $\mathbb{G}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \equiv\left(\mathbb{I}+\nabla \nabla^{T} / k_{0}^{2}\right) \mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ is the modified DGF of the electric type; the second BC reads $\hat{\rho} \times \widetilde{\mathbb{G}}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=0, \boldsymbol{\rho} \in \partial S$, where $\widetilde{\mathbb{G}}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \equiv \nabla \times \mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ is an additional modified DGF with $\widetilde{\mathbb{G}}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \neq \mathbb{G}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \equiv \nabla \times \mathbb{G}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=$ $\nabla \times \mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, where $\mathbb{G}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ is the modified DGF of the magnetic type. The inequation $\widetilde{\mathbb{G}}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \neq \mathbb{G}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ stems from the fact that the electric BC must be
enforced. The aforementioned procedure concerning the use of modified tensorial GFs, was previously applied for three-dimensional problems in [120], [121] regarding the computation of eigenfrequencies in gyroelectric and in gyrotropic-metallic spherical cavities. Doubtlessly, the present case examines a waveguide problem and demands development from scratch.

To meet the aforesaid requirements, $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ is written in the form $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=$ $\mathbb{G}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)+\mathbb{A}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, where $\mathbb{G}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ is the 2-D free space tensorial GF [119]-also referred to in the introduction-and $\mathbb{A}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ is an auxiliary term that permits the satisfaction of $\hat{\rho} \times \mathbb{G}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=0, \boldsymbol{\rho} \in \partial S$. If the electric dipole - the generating source for $\mathbb{G}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$-is located at $\boldsymbol{\rho}^{\prime}$, then the BC at $\rho=a$ is satisfied in the region $\rho>\rho^{\prime}$, therefore $\mathbb{A}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ should be expressed by the tensorial expansion

$$
\begin{align*}
\mathbb{A}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)= & \sum_{m=-\infty}^{\infty}\left[P_{m} \mathbf{M}_{m}\left(k_{0}, \rho, \varphi\right) \mathbf{M}_{m}^{* T}\left(k_{0}, \rho^{\prime}, \varphi^{\prime}\right)\right. \\
& +Q_{m} \mathbf{N}_{m}\left(k_{0}, \rho, \varphi\right) \mathbf{N}_{m}^{* T}\left(k_{0}, \rho^{\prime}, \varphi^{\prime}\right) \\
& \left.+R_{m} \mathbf{L}_{m}\left(k_{0}, \rho, \varphi\right) \mathbf{L}_{m}^{* T}\left(k_{0}, \rho^{\prime}, \varphi^{\prime}\right)\right] \tag{3.3}
\end{align*}
$$

with $P_{m}, Q_{m}$ and $R_{m}$ unknown expansion coefficients. In (3.3) the asterisk denotes complex conjugation and $\mathbf{M}_{m}, \mathbf{N}_{m}, \mathbf{L}_{m}$ are the CVWFs of the first kind which, under the cutoff condition $\beta=0$ and thus $\partial / \partial z \rightarrow-i \beta=0$-where $\beta$ is the propagation constant - are given by [78]

$$
\begin{align*}
& \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=e^{-i m \varphi}\left[-i \frac{m}{\rho} J_{m}\left(k_{0} \rho\right) \hat{\rho}-\frac{\mathrm{d} J_{m}\left(k_{0} \rho\right)}{\mathrm{d} \rho} \hat{\varphi}\right] \\
& \mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=e^{-i m \varphi} k_{0} J_{m}\left(k_{0} \rho\right) \hat{z} \\
& \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right)=e^{-i m \varphi}\left[\frac{\mathrm{~d} J_{m}\left(k_{0} \rho\right)}{\mathrm{d} \rho} \hat{\rho}-i \frac{m}{\rho} J_{m}\left(k_{0} \rho\right) \hat{\varphi}\right] \tag{3.4}
\end{align*}
$$

with $J_{m}$ the Bessel function. Applying, next, the BC $\hat{\rho} \times\left(\mathbb{I}+\nabla \nabla^{T} / k_{0}^{2}\right)\left[\mathbb{G}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)+\right.$ $\left.\mathbb{A}_{e}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)\right]=0, \rho=a$, utilizing the expansion (3.3) as well as the one for $\mathbb{G}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ [119], and making use of the orthogonality relations of complex exponentials, we yield

$$
\begin{align*}
P_{m} & =\frac{i}{4} \frac{1}{k_{0}^{2}} \frac{H_{m}^{\prime}\left(k_{0} a\right)}{J_{m}^{\prime}\left(k_{0} a\right)} \equiv \frac{i}{4} \frac{1}{k_{0}^{2}} P_{m}^{\prime} \\
Q_{m} & =\frac{i}{4} \frac{1}{k_{0}^{2}} \frac{H_{m}\left(k_{0} a\right)}{J_{m}\left(k_{0} a\right)} \equiv \frac{i}{4} \frac{1}{k_{0}^{2}} Q_{m}^{\prime} \tag{3.5}
\end{align*}
$$

where $H_{m}$ is Hankel function of the second kind with the superscript (2) omitted and the prime denotes differentiation with respect to the argument. It should be noted that the expansion coefficient $R_{m}$ is still undetermined, yet it will be defined in Section "Solution of the coupled fields volume integral equations" during the analytical evaluation of the volumetric-type integrals.

From the BC $\hat{\rho} \times \widetilde{\mathbb{G}}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=0, \boldsymbol{\rho} \in \partial S$, and the definition $\widetilde{\mathbb{G}}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \equiv \nabla \times$ $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, it is concluded that $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ should be expressed as $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)=\mathbb{G}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)+$ $\mathbb{A}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, where $\mathbb{A}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ has the same expansion (3.3), but with $P_{m}$ and $Q_{m}$ swapped. This is the reason why $\widetilde{\mathbb{G}}_{m}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \neq \nabla \times \mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ as stated above.

### 3.3 Solution of the coupled fields volume integral equations

The CFVIEs (3.2) define a homogeneous system $\mathbb{A}(x) \mathbf{v}=0$ whose determinantal equation $\operatorname{det} \mathbb{A}(x)=0$ will yield the normalized cutoff wavenumbers $x=k_{0} a$. The system matrix $\mathbb{A}(x)$ is constructed in two steps: firstly, the CFVIEs are reduced, analytically to algebraic sets of equations; secondly, the constitutive relations $\mathbf{E}(\boldsymbol{\rho})=\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho}) \mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})=\boldsymbol{\mu}^{-1}(\boldsymbol{\rho}) \mathbf{B}(\boldsymbol{\rho})$ are employed to take into account the gyrotropic properties of the loading. To reduce the CFVIEs to their algebraic form, $\mathbf{E}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})$ are expanded in Dini-type CVWFs by

$$
\begin{array}{r}
\mathbf{E}(\boldsymbol{\rho})=\sum_{m=-\infty}^{\infty} \sum_{l=1}^{\infty}\left[\Gamma_{m l} \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)+\Delta_{m l} \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)+Z_{m l} \mathbf{L}_{m l}\left(k_{m l}^{L}, \boldsymbol{\rho}\right)\right], \\
\mathbf{H}(\boldsymbol{\rho})=\sum_{m=-\infty}^{\infty} \sum_{l=1}^{\infty}\left[\Sigma_{m l} \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)+T_{m l} \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)+\Pi_{m l} \mathbf{L}_{m l}\left(k_{m l}^{L}, \boldsymbol{\rho}\right)\right], \tag{3.6}
\end{array}
$$

where $\Gamma_{m l}, \Delta_{m l}, Z_{m l}$ and $\Sigma_{m l}, T_{m l}, \Pi_{m l}$ are unknown expansion coefficients to be determined. The $\mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{B}(\boldsymbol{\rho})$ fields-revealed in (3.2) by the relations $\mathbf{D}(\boldsymbol{\rho})=$ $\boldsymbol{\epsilon}(\boldsymbol{\rho}) \mathbf{E}(\boldsymbol{\rho})$ and $\mathbf{B}(\boldsymbol{\rho})=\boldsymbol{\mu}(\boldsymbol{\rho}) \mathbf{H}(\boldsymbol{\rho})$ through the matrix-vector products $\mathbb{X}_{\mathrm{e}}(\boldsymbol{\rho}) \mathbf{E}(\boldsymbol{\rho})$ and $\mathbb{X}_{\mathrm{m}}(\boldsymbol{\rho}) \mathbf{H}(\boldsymbol{\rho})$-are expanded by

$$
\begin{align*}
& \mathbf{D}(\boldsymbol{\rho})=\epsilon_{0} \sum_{m=-\infty}^{\infty} \sum_{l=1}^{\infty}\left[A_{m l} \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)+B_{m l} \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)\right] \\
& \mathbf{B}(\boldsymbol{\rho})=\mu_{m=-\infty}^{\mu_{0}} \sum_{l=1}^{\infty} \sum_{m l}^{\infty}\left[K_{m l} \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)+\Lambda_{m l} \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)\right] \tag{3.7}
\end{align*}
$$

where $A_{m l}, B_{m l}$ and $K_{m l}, \Lambda_{m l}$ are unknown expansion coefficients to be determined. In (3.6)-(3.7), the Dini-type CVWFs are given by the same definitions (3.4) however, the arguments $k_{m l}^{M} \equiv \gamma_{m l}^{M} / a$ and $k_{m l}^{N} \equiv \gamma_{m l}^{N} / a$ are used to establish orthogonality of $\mathbf{M}_{m l}$ and $\mathbf{N}_{m l}$ vectors within domain $S$ and are constructed using the formulas (A.7) and (A.10) in Appendix A of [119]. The argument $k_{m l}^{L} \equiv \gamma_{m l}^{L} / a-$ given by (A.13) of the aforesaid Appendix - is selected to decouple $\mathbf{M}_{m l}$ and $\mathbf{L}_{m l}$ vectors so that their inner product is nil.

Substituting (3.6), (3.7) into (3.2), together with the expansions of $\mathbb{E}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ and $\mathbb{H}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$, the volumetric-type integrals $(\mathbb{A} \mathbf{F})(\boldsymbol{\rho}):=\int_{\boldsymbol{\rho}^{\prime} \in S} \mathbb{A}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \mathbf{F}\left(\boldsymbol{\rho}^{\prime}\right) \mathrm{d} \boldsymbol{\rho}^{\prime}$, with $\mathbb{A} \equiv \mathbb{E}, \mathbb{H}$ and $\mathbf{F} \equiv \mathbf{M}_{m l}, \mathbf{N}_{m l}, \mathbf{L}_{m l}$, need to be evaluated. Employing various properties of Bessel functions, we carry out the 2-D integrations analytically which, after laborious manipulations, yield

$$
\left.\left(\mathbb{E} \mathbf{M}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S}=-\frac{i \pi a^{2}}{2 x^{2}}\left\{\frac{x^{2}}{x^{2}-\left(k_{m l}^{M} a\right)^{2}}\right.
$$

$$
\begin{align*}
& \times\left\{-\frac{2 i}{\pi} \mathbf{M}_{m l}\left(k_{m l}^{M}, \boldsymbol{\rho}\right)+\left(k_{m l}^{M} a\right)^{2} H_{m}(x) J_{m}\left(k_{m l}^{M} a\right)\right. \\
& \left.\times\left[-\frac{H_{m}^{\prime}(x)}{x H_{m}(x)}+\frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{k_{m l}^{M} a J_{m}\left(k_{m l}^{M} a\right)}\right] \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right)\right\} \\
& -i m H_{m}(x) J_{m}\left(k_{m l}^{M} a\right) \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right) \\
& -P_{m}^{\prime}\left\{\frac{x^{2}}{x^{2}-\left(k_{m l}^{M} a\right)^{2}} J_{m}(x) J_{m}\left(k_{m l}^{M} a\right)\right. \\
& \times\left[-x \frac{J_{m}^{\prime}(x)}{J_{m}(x)}+k_{m l}^{M} a \frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{J_{m}\left(k_{m l}^{M} a\right)}\right] \\
& \left.+x J_{m}^{\prime}(x) J_{m}\left(k_{m l}^{M} a\right)\right\} \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right) \\
& \left.+P_{m}^{\prime} i m J_{m}(x) J_{m}\left(k_{m l}^{M} a\right) \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right)\right\},  \tag{3.8}\\
& \left.\left(\mathbb{E N}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S}=-\frac{i \pi a^{2}}{2 x} \frac{1}{x^{2}-\left(k_{m l}^{N} a\right)^{2}} \\
& \times\left\{-\frac{2 i}{\pi} x \mathbf{N}_{m l}\left(k_{m l}^{N}, \boldsymbol{\rho}\right)+k_{m l}^{N} a H_{m}(x) J_{m}\left(k_{m l}^{N} a\right)\right. \\
& \times\left[-x \frac{H_{m}^{\prime}(x)}{H_{m}(x)}+k_{m l}^{N} a \frac{J_{m}^{\prime}\left(k_{m l}^{N} a\right)}{J_{m}\left(k_{m l}^{N} a\right)}\right] \mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right) \\
& -Q_{m}^{\prime} k_{m l}^{N} a\left[-x J_{m}\left(k_{m l}^{N} a\right) J_{m}^{\prime}(x)\right. \\
& \left.\left.+k_{m l}^{N} a J_{m}(x) J_{m}^{\prime}\left(k_{m l}^{N} a\right)\right] \mathbf{N}_{m}\left(k_{0}, \boldsymbol{\rho}\right)\right\},  \tag{3.9}\\
& \left.\left(\mathbb{E} \mathbf{L}_{m l}\right)(\boldsymbol{\rho})\right|_{\boldsymbol{\rho} \in S}=-\frac{i \pi a^{2}}{2 x^{2}}\left\{\frac{x^{2}}{x^{2}-\left(k_{m l}^{L} a\right)^{2}}\right. \\
& \times\left\{-\frac{2 i}{\pi} \mathbf{L}_{m l}\left(k_{m l}^{L}, \boldsymbol{\rho}\right)+\left(k_{m l}^{L} a\right)^{2} H_{m}(x) J_{m}\left(k_{m l}^{L} a\right)\right. \\
& \left.\times\left[-\frac{H_{m}^{\prime}(x)}{x H_{m}(x)}+\frac{J_{m}^{\prime}\left(k_{m l}^{L} a\right)}{k_{m l}^{L} a J_{m}\left(k_{m l}^{L} a\right)}\right] \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right)\right\} \\
& +i m H_{m}(x) J_{m}\left(k_{m l}^{L} a\right) \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right) \\
& -P_{m}^{\prime}\left\{\frac{x^{2}}{x^{2}-\left(k_{m l}^{L} a\right)^{2}} J_{m}(x) J_{m}\left(k_{m l}^{L} a\right)\right. \\
& \times\left[-x \frac{J_{m}^{\prime}(x)}{J_{m}(x)}+k_{m l}^{L} a \frac{J_{m}^{\prime}\left(k_{m l}^{L} a\right)}{J_{m}\left(k_{m l}^{L} a\right)}\right] \\
& \left.+x J_{m}^{\prime}(x) J_{m}\left(k_{m l}^{L} a\right)\right\} \mathbf{L}_{m}\left(k_{0}, \boldsymbol{\rho}\right) \\
& \left.-P_{m}^{\prime} i m J_{m}(x) J_{m}\left(k_{m l}^{L} a\right) \mathbf{M}_{m}\left(k_{0}, \boldsymbol{\rho}\right)\right\} \text {. } \tag{3.10}
\end{align*}
$$

In (3.8)-(3.10), the terms having $P_{m}^{\prime}$ and $Q_{m}^{\prime}$ as common factors were absent in the respective integrals $(\mathbb{G} \mathbf{F})(\boldsymbol{\rho}), \mathbf{F} \equiv \mathbf{M}_{m l}, \mathbf{N}_{m l}, \mathbf{L}_{m l}$, evaluated in [119], and contribute here due to the modified 2-D tensorial GFs. It should be stressed that the analytical evaluation of $\left(\mathbb{E} \mathbf{M}_{m l}\right)(\boldsymbol{\rho})$ and $\left(\mathbb{E} \mathbf{L}_{m l}\right)(\boldsymbol{\rho})$ is feasible only if the unknown so far expansion coefficient $R_{m}$ in (3.3) attains the value $R_{m} \equiv P_{m}$. With this
choice, the determinantal equation obtained by the CFVIEs can be transformed to the two well-known characteristic equations for TE/TM modes-as given in Section 3.5-for a homogeneous isotropic loaded waveguide. Finally, the respective integrals $(\mathbb{H} \mathbf{F})(\boldsymbol{\rho}), \mathbf{F} \equiv \mathbf{M}_{m l}, \mathbf{N}_{m l}, \mathbf{L}_{m l}$, are again given by (3.8)-(3.10) with $P_{m}^{\prime}$ and $Q_{m}^{\prime}$ swapped.

Taking into account (3.8)-(3.10), as well as the accompanying integrals $(\mathbb{H} \mathbf{F})(\boldsymbol{\rho})$, $\mathbf{F} \equiv \mathbf{M}_{m l}, \mathbf{N}_{m l}, \mathbf{L}_{m l}$, applying the matrix differential operator existing outside the integral sign in (3.2), and making use of the orthogonality and decoupling properties of Dini-type CVWFs, the CFVIEs are reduced analytically to four sets of infinite algebraic equations. The first two sets are obtained by the EFVIE of (3.2) and are given by (3.11) and (3.12), shown at the top of next page. The other two sets are obtained by the MFVIE of (3.2) and are again given by (3.11) and (3.12) using the following substitutions: first, in (3.11) we apply $\Gamma_{m l} \rightarrow \Sigma_{m l}, A_{m l} \rightarrow K_{m l}$, $T_{m l} \rightarrow B_{m l}, \Lambda_{m l} \rightarrow \Delta_{m l}$ and $\sqrt{\mu_{0} / \epsilon_{0}} \rightarrow \sqrt{\epsilon_{0} / \mu_{0}} ;$ second, in (3.12) we apply $\Delta_{m l} \rightarrow T_{m l}, B_{m l} \rightarrow \Lambda_{m l}, K_{m l} \rightarrow \Gamma_{m l}, \Sigma_{m l} \rightarrow A_{m l}$ and $\sqrt{\mu_{0} / \epsilon_{0}} \rightarrow \sqrt{\epsilon_{0} / \mu_{0}}$. In (3.11), (3.12) the quantities $T_{m l}^{M}, T_{m l}^{N}$ are given by [119, eq. (15)], while the dot products $\left\langle\mathbf{M}_{m p}\left(\gamma_{m p}^{N} / a, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)\right\rangle$ and $\left\langle\mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)\right\rangle$ in (3.11) are evaluated by [119, eqs. (A.6) and (A.8)], respectively, and $\left\langle\mathbf{N}_{m p}\left(\gamma_{m p}^{M} / a, \boldsymbol{\rho}\right)\right.$, $\left.\mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)\right\rangle$ and $\left\langle\mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)\right\rangle$ in (3.12) by [119, eqs. (A.9) and (A.11)], respectively. It should be mentioned that (3.11), (3.12) and the accompanying ones, feature the additional terms with $P_{m}^{\prime}$ and $Q_{m}^{\prime}$ as common factors. These terms were absent in the respective algebraic sets in [119]. Other four sets of infinite homogeneous equations are obtained by utilizing the constitutive relations $\mathbf{E}(\boldsymbol{\rho})=\boldsymbol{\epsilon}^{-1}(\boldsymbol{\rho}) \mathbf{D}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})=\boldsymbol{\mu}^{-1}(\boldsymbol{\rho}) \mathbf{B}(\boldsymbol{\rho})$, and integrating them over the inhomogeneous anisotropic region of the cylinder. These additional four sets are given by [119, eq. (20)]. For the case of an off-axis biasing magnetic field, or for a uniaxial infill with tilted optic axis, the tensors (3.1) change and lead to more complicated sets obtained from the above constitutive relations, as compared to the ones in [119]. For instance, for an off-axis bias, $\Gamma_{m l}$ and $\Delta_{m l}$ do not only depend on $A_{m l}$ and $B_{m l}$, respectively - as in [119, eq. (20)]-but they simultaneously depend on $A_{m l}$ and $B_{m l}$. Similarly, $\Sigma_{m l}$ and $T_{m l}$ are coupled via $K_{m l}$ and $\Lambda_{m l}$. This coupling leads to extra dot-product terms. Such a task constitutes a non trivial extension of the present method and is outside the scope of the present work.

From the above description of the eight sets of infinite homogeneous equations, four of them relate unknown expansion coefficients that multiply the $\mathbf{M}_{m l}$ vector appearing in the expansions of the $\mathbf{E}(\boldsymbol{\rho}), \mathbf{D}(\boldsymbol{\rho})$ fields in (3.6), (3.7), and the $\mathbf{N}_{m l}$ vector in the expansions of the $\mathbf{H}(\boldsymbol{\rho}), \mathbf{B}(\boldsymbol{\rho})$ fields. In addition, the other four sets relate unknown expansion coefficients that multiply the $\mathbf{N}_{m l}$ vector of the $\mathbf{E}(\boldsymbol{\rho})$, $\mathbf{D}(\boldsymbol{\rho})$ fields and the $\mathbf{M}_{m l}$ vector of the $\mathbf{H}(\boldsymbol{\rho}), \mathbf{B}(\boldsymbol{\rho})$ fields. These two families of sets constitute, after truncation, two homogeneous systems of the form $\mathbb{A}(x) \mathbf{v}=0$. The determinantal equation $\operatorname{det} \mathbb{A}(x)=0$ of each system matrix yields a sequence of the desired normalized cutoff wavenumbers $x_{q}=k_{0, q} a, k_{0, q}=\omega_{q} \sqrt{\epsilon_{0} \mu_{0}}, q=1,2, \ldots$. From (3.11), (3.12) it follows that $\mathbb{A}$ is constructed for every different value of $m$. The size of $\mathbb{A}$ is then $2 L \times 2 L$, where $L$ is the maximum number of terms that indices $l$ and $p$ can acquire. In the case where the infill has only gyroelectric behavior with $\boldsymbol{\mu}=\mu_{0} \mathbb{I}$, the size of $\mathbb{A}$ is reduced to $L \times L$.

From the form the $\mathbf{M}_{m l}, \mathbf{N}_{m l}$ vectors have in (3.4), one may wrongly assume that a gyrotropic loaded waveguide allows for mode separation and that the first aforementioned family of the four sets yields the $x$ for the $\mathrm{TE}^{z}$ modes $\left(E_{z}=0, H_{z} \neq\right.$ 0 ), and the second family the $x$ for the $\mathrm{TM}^{z}$ modes $\left(E_{z} \neq 0, H_{z}=0\right)$. This is not absolute since the type of mode depends on the type of anisotropy and whether the

$$
\begin{align*}
& \Gamma_{m l}=-\frac{x^{2}}{x^{2}-\left(k_{m l}^{M} a\right)^{2}}\left(A_{m l}-\Gamma_{m l}\right) \\
& -\frac{i \pi}{2} T_{m l}^{M} \sum_{p=1}^{\infty}\left(A_{m p}-\Gamma_{m p}\right)\left\{\frac { x ^ { 2 } } { x ^ { 2 } - ( k _ { m p } ^ { M } a ) ^ { 2 } } \left\{\left(k_{m p}^{M} a\right)^{2} H_{m}(x)\right.\right. \\
& \left.\left[-\frac{H_{m}^{\prime}(x)}{x H_{m}(x)}+\frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{k_{m l}^{M} a J_{m}\left(k_{m l}^{M} a\right)}\right]-P_{m}^{\prime} J_{m}(x)\left[-x \frac{J_{m}^{\prime}(x)}{J_{m}(x)}+k_{m l}^{M} a \frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{J_{m}\left(k_{m l}^{M} a\right)}\right]\right\} \\
& \left.J_{m}\left(k_{m p}^{M} a\right)-P_{m}^{\prime} x J_{m}^{\prime}(x) J_{m}\left(k_{m p}^{M} a\right)\right\}+\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \sum_{p=1}^{\infty}\left(\Lambda_{m p}-T_{m p}\right) \frac{x k_{m p}^{N} a}{x^{2}-\left(k_{m p}^{N} a\right)^{2}} \\
& \left\{i \frac{\left\langle\mathbf{M}_{m p}\left(\gamma_{m p}^{N} / a, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)\right\rangle}{\left\langle\mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right), \mathbf{M}_{m l}\left(\gamma_{m l}^{M} / a, \boldsymbol{\rho}\right)\right\rangle}-\frac{\pi}{2} T_{m l}^{M}\left\{H_{m}(x) J_{m}\left(k_{m p}^{N} a\right)\right.\right. \\
& {\left[-x \frac{H_{m}^{\prime}(x)}{H_{m}(x)}+k_{m l}^{N} a \frac{J_{m}^{\prime}\left(k_{m l}^{N} a\right)}{J_{m}\left(k_{m l}^{N} a\right)}\right]-Q_{m}^{\prime}\left[-x J_{m}\left(k_{m l}^{N} a\right) J_{m}^{\prime}(x)\right.} \\
& \left.\left.\left.+k_{m l}^{N} a J_{m}(x) J_{m}^{\prime}\left(k_{m l}^{N} a\right)\right]\right\}\right\},  \tag{3.11}\\
& \Delta_{m l}=-\frac{x^{2}}{x^{2}-\left(k_{m l}^{N} a\right)^{2}}\left(B_{m l}-\Delta_{m l}\right) \\
& -\frac{i \pi}{2} T_{m l}^{N} \sum_{p=1}^{\infty}\left(B_{m p}-\Delta_{m p}\right) \frac{x k_{m p}^{N} a}{x^{2}-\left(k_{m p}^{N} a\right)^{2}}\left\{H_{m}(x) J_{m}\left(k_{m p}^{N} a\right)\right. \\
& {\left[-x \frac{H_{m}^{\prime}(x)}{H_{m}(x)}+k_{m l}^{N} a \frac{J_{m}^{\prime}\left(k_{m l}^{N} a\right)}{J_{m}\left(k_{m l}^{N} a\right)}\right]-Q_{m}^{\prime}\left[-x J_{m}\left(k_{m l}^{N} a\right) J_{m}^{\prime}(x)\right.} \\
& \left.\left.+k_{m l}^{N} a J_{m}(x) J_{m}^{\prime}\left(k_{m l}^{N} a\right)\right]\right\}+\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \sum_{p=1}^{\infty}\left(K_{m p}-\Sigma_{m p}\right) \\
& \times\left\{i \frac{\left\langle\mathbf{N}_{m p}\left(\gamma_{m p}^{M} / a, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)\right\rangle}{\left\langle\mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right), \mathbf{N}_{m l}\left(\gamma_{m l}^{N} / a, \boldsymbol{\rho}\right)\right\rangle} \frac{x k_{m p}^{M} a}{x^{2}-\left(k_{m p}^{M} a\right)^{2}}+\right. \\
& \frac{\pi}{2} T_{m l}^{N}\left\{P_{m}^{\prime} x J_{m}^{\prime}(x) J_{m}\left(k_{m l}^{M} a\right)-\frac{x^{2}}{x^{2}-\left(k_{m p}^{M} a\right)^{2}}\right. \\
& \times J_{m}\left(k_{m p}^{M} a\right)\left\{\left(k_{m p}^{M} a\right)^{2} H_{m}(x)\left[-\frac{H_{m}^{\prime}(x)}{x H_{m}(x)}+\frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{k_{m l}^{M} a J_{m}\left(k_{m l}^{M} a\right)}\right]-P_{m}^{\prime} J_{m}(x)\right. \\
& \left.\left.\left.\times\left[-x \frac{J_{m}^{\prime}(x)}{J_{m}(x)}+k_{m l}^{M} a \frac{J_{m}^{\prime}\left(k_{m l}^{M} a\right)}{J_{m}\left(k_{m l}^{M} a\right)}\right]\right\}\right\}\right\} . \tag{3.12}
\end{align*}
$$

infill is homogeneous or inhomogeneous. This is elucidated in the following Section.

### 3.4 Modal Analysis and Designation

In this Section we use SVM and show that a homogeneous anisotropic loaded waveguide supports either $\mathrm{TE}^{z} / \mathrm{TM}^{z}$ or hybrid $\mathrm{HE}^{z} / \mathrm{EH}^{z}$ modes, depending on the type of anisotropy. To simplify the analysis, we assume only gyroelectric infill. In the
following, the superscript $z$ in mode designation is omitted for simplicity.
Starting from $\nabla \times \mathbf{E}(\boldsymbol{\rho})=-i \omega \mu_{0} \mathbf{H}(\boldsymbol{\rho})$ and $\nabla \times \mathbf{H}(\boldsymbol{\rho})=i \omega \boldsymbol{\epsilon} \mathbf{E}(\boldsymbol{\rho})$, it can be worked out that, for a homogeneous gyroelectric loaded waveguide, the $H_{z}$ and $E_{z}$ components satisfy the second order partial differential equations (PDEs)

$$
\begin{align*}
& \nabla_{t}^{2} H_{z}+\left[\left(K^{H}\right)^{2}-\beta^{2}\right] H_{z}=-\frac{\epsilon_{2 r}}{\epsilon_{1 r}} \beta\left[-\frac{1}{\rho} \frac{\partial H_{\rho}}{\partial \varphi}+\frac{\partial H_{\varphi}}{\partial \rho}+\frac{1}{\rho} H_{\varphi}\right] \\
& \nabla_{t}^{2} E_{z}+\left[\left(K^{E}\right)^{2}-\frac{\epsilon_{3 r}}{\epsilon_{1 r}} \beta^{2}\right] E_{z}=-\frac{\epsilon_{2 r}}{\epsilon_{1 r}} \beta\left[-\frac{1}{\rho} \frac{\partial E_{\rho}}{\partial \varphi}+\frac{\partial E_{\varphi}}{\partial \rho}+\frac{1}{\rho} E_{\varphi}\right] \tag{3.13}
\end{align*}
$$

where $\nabla_{t}^{2}$ is the transverse Laplacian, $\partial / \partial z \rightarrow-i \beta$, and

$$
\begin{equation*}
\left(K^{H}\right)^{2} \equiv \frac{\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}}{\epsilon_{1 r}} k_{0}^{2}, \quad\left(K^{E}\right)^{2} \equiv \epsilon_{3 r} k_{0}^{2} \tag{3.14}
\end{equation*}
$$

Based on (3.13), we distinguish the following three cases.

1. Isotropic homogeneous case $\left(\epsilon_{1 r}=\epsilon_{3 r} \equiv \epsilon_{r}, \epsilon_{2 r}=0\right)$ : the PDEs (3.13) are reduced to two Helmholtz equations $\nabla_{t}^{2} \psi+k_{c}^{2} \psi=0$, with $\psi \equiv H_{z}, E_{z}$ and $k_{c}^{2} \equiv \epsilon_{r} k_{0}^{2}-\beta^{2}$. The propagating modes are TE/TM [79]. At cutoff $(\beta=0)$, the characteristic equations are the well-known ones given by

$$
\begin{align*}
J_{m}^{\prime}\left(\sqrt{\epsilon_{r}} x\right) & =0(\text { for TE modes }) \\
J_{m}\left(\sqrt{\epsilon_{r}} x\right) & =0(\text { for TM modes }) \tag{3.15}
\end{align*}
$$

2. Uniaxial homogeneous case $\left(\epsilon_{1 r} \neq \epsilon_{3 r}, \epsilon_{2 r}=0\right)$ : the PDEs (3.13) are reduced to two Helmholtz equations $\nabla_{t}^{2} \psi+k_{c}^{2} \psi=0$, with $\left(\psi, k_{c}^{2}\right) \equiv\left(H_{z},\left(K^{\mathrm{TE}}\right)^{2}-\right.$ $\left.\beta^{2}\right),\left(K^{\mathrm{TE}}\right)^{2} \equiv \epsilon_{1 r} k_{0}^{2}$ and $\left(\psi, k_{c}^{2}\right) \equiv\left(E_{z},\left(K^{\mathrm{TM}}\right)^{2}-\beta^{2}\right),\left(K^{\mathrm{TM}}\right)^{2} \equiv \epsilon_{3 r} k_{0}^{2}$. In this case, the PDEs are decoupled and the solution is separated to TE/TM modes. At cutoff, it is straightforward to show that the characteristic equations are given by

$$
\begin{align*}
& J_{m}^{\prime}\left(\sqrt{\epsilon_{1 r}} x\right)=0 \text { (for TE modes) } \\
& J_{m}\left(\sqrt{\epsilon_{3 r}} x\right)=0 \text { (for TM modes) } \tag{3.16}
\end{align*}
$$

Obviously, (3.16) are identical to (3.15), with the only difference that the isotropic material wavenumber $\sqrt{\epsilon_{r}} k_{0}$ used in (3.15) is now replaced by $K^{\mathrm{TE}}$ and $K^{\mathrm{TM}}$ for TE and TM modes, respectively.
3. Gyroelectric homogeneous case $\left(\epsilon_{2 r} \neq 0\right)$ : in this case the right hand-sides (RHSs) in (3.13) are not zero and the two PDEs are coupled. This can be understood from the fact that the transversal components $\psi=H_{\rho, \varphi}, E_{\rho, \varphi}$ in the RHSs of (3.13) can be written in the form $\psi=\psi^{H_{z}}+\psi^{E_{z}}$, where $\psi^{H_{z}}$ is expressed only versus $H_{z}$, and $\psi^{E_{z}}$ only versus $E_{z}$. Therefore, the $H_{z}, E_{z}$ components cannot be separated and consequently the propagating modes are hybrid HE and EH.

At cutoff, however, it is possible to construct two characteristic equations that yield the cutoff $x$ for the HE/EH modes. Following $\mathbf{E}(\boldsymbol{\rho})=1 /(i \omega) \boldsymbol{\epsilon}^{-1} \nabla \times \mathbf{H}(\boldsymbol{\rho})$ and $\mathbf{H}(\boldsymbol{\rho})=-1 /\left(i \omega \mu_{0}\right) \nabla \times \mathbf{E}(\boldsymbol{\rho})$, the transversal components of the electromagnetic field inside the gyroelectric loaded waveguide are given by

$$
\begin{align*}
E_{\rho} & =\frac{1}{i \omega \epsilon_{0}}\left[\frac{\epsilon_{1 r}}{\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}} \frac{1}{\rho} \frac{\partial H_{z}}{\partial \varphi}+i \frac{\epsilon_{2 r}}{\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}} \frac{\partial H_{z}}{\partial \rho}\right] \\
E_{\varphi} & =\frac{1}{i \omega \epsilon_{0}}\left[i \frac{\epsilon_{2 r}}{\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}} \frac{1}{\rho} \frac{\partial H_{z}}{\partial \varphi}-\frac{\epsilon_{1 r}}{\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}} \frac{\partial H_{z}}{\partial \rho}\right] \\
H_{\rho} & =-\frac{1}{i \omega \mu_{0}} \frac{1}{\rho} \frac{\partial E_{z}}{\partial \varphi} \\
H_{\varphi} & =\frac{1}{i \omega \mu_{0}} \frac{\partial E_{z}}{\partial \rho} . \tag{3.17}
\end{align*}
$$

It should be stressed that (3.17) are valid at cutoff and that the phenomenal TE/TM separation-since $E_{\rho, \varphi}$ depend only on $H_{z}$ and $H_{\rho, \varphi}$ only on $E_{z}$ - does not hold. To clarify this point, when $\beta \neq 0$-i.e., at propagation-(3.17) are much more complicated and $E_{\rho, \varphi}, H_{\rho, \varphi}$ depend simultaneously on $H_{z}$ and $E_{z}$; in addition, since the longitudinal components are coupled through the aforesaid DEs, the modes are hybrid. The same is true even for the special case $m=0$, which is equivalent to $\partial / \partial \varphi \rightarrow 0$. The expressions (3.17) are simply the modal components of $\mathrm{HE} / \mathrm{EH}$ modes right on cutoff. When $\beta=0$, the RHSs in (3.13) equal to zero and the solutions of the resulting Helmholtz equations are

$$
\begin{align*}
& H_{z}=\sum_{m=-\infty}^{\infty} A_{m} J_{m}\left(K^{H} \rho\right) e^{-i m \varphi} \text { (for HE modes), } \\
& E_{z}=\sum_{m=-\infty}^{\infty} B_{m} J_{m}\left(K^{E} \rho\right) e^{-i m \varphi} \text { (for EH modes). } \tag{3.18}
\end{align*}
$$

Satisfying, next, the boundary conditions $E_{\varphi}=0$ - through (3.17) and (3.18)and $E_{z}=0$-directly via (3.18) -at $\rho=a$, we get the following two characteristic equations that yield the cutoff $x$ for the HE/EH modes, i.e.,

$$
\begin{align*}
& m \frac{\epsilon_{2 r}}{\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}} J_{m}\left(\sqrt{\left(\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}\right) / \epsilon_{1 r}} x\right)-\sqrt{\frac{\epsilon_{1 r}}{\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}} x} \\
& \times J_{m}^{\prime}\left(\sqrt{\left(\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}\right) / \epsilon_{1 r}} x\right)=0 \text { (for HE modes), } \\
& J_{m}\left(\sqrt{\epsilon_{3 r}} x\right)=0 \text { (for EH modes) } \tag{3.19}
\end{align*}
$$

Our remark that the cutoff $x$ obtained from (3.19) correspond to HE/EH and not to TE/TM modes, is in line with the analysis for two-layered dielectric waveguides [87], where HE/EH modes are maintained. In particular, in [87, p. 3171], the cutoff condition $\gamma=0$ was discussed and resulted to two uncoupled characteristic equations (7b) and (7c), that determine the cutoff frequencies of the HE and EH modes, respectively. In the general case where the infill is gyrotropic, the characteristic equations at cutoff for $\mathrm{HE} / \mathrm{EH}$ modes are the same with (3.19), with the only difference that $x$ in the first of (3.19) should be substituted by $\sqrt{\mu_{3 r}} x$, and in the second of (3.19) by $\sqrt{\left(\mu_{1 r}^{2}-\mu_{2 r}^{2}\right) / \mu_{1 r}} x$.

From (3.16) and (3.19) it is deduced that, precisely at cutoff, the $x$ are the same for TM and EH modes when uniaxial and gyroelectric infills are used, respectively, in the waveguide. However, above cutoff, the dispersion curves $\beta=\beta(\omega)$ for the TM/EH propagating modes differ. On the contrary, the cutoff $x$ for the respective TE/HE modes, are different.

The above analysis is valid for homogeneous gyroelectric loaded waveguides. When the infill is multilayered, even for the two-layered isotropic configuration, the propagating modes are $\mathrm{HE} / \mathrm{EH}$ [87], except for the case $m=0$, where the modes are TE/TM; physically, the existence of the hybrid modes is due to the interface between the two dielectric layers. Therefore, for multilayered isotropic/uniaxial infills, the modes are hybrid, except for the case $m=0$. The multilayered gyrotropic infills lead only to hybrid modes.

Concluding, the four out of eight sets of infinite homogeneous equations defined in Section "Solution of the Coupled Field Volume Integral Equation" and relate unknown expansion coefficients that multiply the $\mathbf{M}_{m l}$ vector of the $\mathbf{E}(\boldsymbol{\rho}), \mathbf{D}(\boldsymbol{\rho})$ fields and the $\mathbf{N}_{m l}$ vector of the $\mathbf{H}(\boldsymbol{\rho}), \mathbf{B}(\boldsymbol{\rho})$ fields in (3.6), lead to a determinantal equation $\operatorname{det} \mathbb{A}^{\mathrm{TE}, \mathrm{HE}}(x)=0$, which resolves the cutoff $x$ for TE or HE modes,

Table $3.1 x$ for uniaxial loaded waveguide.
Values of parameters: $\boldsymbol{\epsilon}_{r}=\{2.54,0,4\}$ and $\boldsymbol{\mu}_{r}=\{1,0,1\}$.

|  | $\mathrm{TE}_{m q}$ |  |  | $\mathrm{TM}_{m q}$ |  |  |
| ---: | :--- | :--- | :--- | :---: | :--- | :--- |
|  |  | CFVIE | SVM |  | CFVIE | SVM |
| No | $m, q$ | $x$ | $x$ | $m, q$ | $x$ | $x$ |
| 1 | $\pm 1,1$ | 1.1553 | 1.1553 | 0,1 | 1.2024 | 1.2024 |
| 2 | $\pm 2,1$ | 1.9164 | 1.9164 | $\pm 1,1$ | 1.9159 | 1.9159 |
| 3 | 0,1 | 2.4042 | 2.4042 | $\pm 2,1$ | 2.5679 | 2.5678 |
| 4 | $\pm 3,2$ | 2.6361 | 2.6361 | 0,2 | 2.7601 | 2.7600 |
| 5 | $\pm 4,1$ | 3.3366 | 3.3365 | $\pm 3,1$ | 3.1901 | 3.1901 |
| 6 | $\pm 1,2$ | 3.3453 | 3.3452 | $\pm 1,2$ | 3.5079 | 3.5078 |
| 7 | $\pm 5,1$ | 4.0257 | 4.0255 | $\pm 4,1$ | 3.7943 | 3.7942 |
| 8 | $\pm 2,2$ | 4.2079 | 4.2078 | $\pm 2,2$ | 4.2088 | 4.2086 |
| 9 | 0,2 | 4.4021 | 4.4020 | 0,3 | 4.3271 | 4.3269 |
| 10 | $\pm 3,2$ | 5.0294 | 5.0292 | $\pm 5,1$ | 4.3859 | 4.3857 |

depending on the type of anisotropy and on homogeneous/inhomogeneous infill. Similarly, the remaining four sets construct $\operatorname{det} \mathbb{A}^{\mathrm{TM}, \mathrm{EH}}(x)=0$, which determines the cutoff $x$ for TM or EH modes.

### 3.5 Numerical Results

The CFVIE-CDSE is firstly validated by comparing the cutoff $x$ with the ones from SVM for homogeneous loaded waveguides. From (3.15), (3.16) we see that the characteristic equations for the isotropic and uniaxial case are identical. For this reason we skip the validation for the isotropic infill and present only the uniaxial loading. The values of parameters used are given in Table 3.1 where we use the set notations $\boldsymbol{\epsilon}_{r}=\left\{\epsilon_{1 r}, \epsilon_{2 r}, \epsilon_{3 r}\right\}$ and $\boldsymbol{\mu}_{r}=\left\{\mu_{1 r}, \mu_{2 r}, \mu_{3 r}\right\}$ to declare the relative permittivity and permeability elements of (3.1). This introductory example has only one DoF. In Table 3.1 the first ten sequential cutoff $x$ are shown. The agreement up to five significant figures between CFVIE and SVM, for this introductory example, is evident.

Next example concerns a gyroelectric loading, as shown in Table 3.2. This case has two DoF, one additional to the above example due to the gyroelectric loading. The $x$ for SVM are obtained from (3.19). Apart from the evident agreement between CFVIE and SVM, the $x$ for the EH modes are the same with the ones depicted in Table 3.1 for TM modes, since the same numerical value $\epsilon_{3 r}=4$ is used in both examples and because the characteristic equations for these mode families are the same. A notable feature here is that gyroelectricity introduces $m$-nondegeneracy. This means that the cutoff $x$ for $+|m|$ has different value as compared to the one for $-|m|$. This is observed for HE modes only, since the gyroelectric term $\epsilon_{2 r}$ exists only in the characteristic equation (3.19) for these specific modes. Contrariwise, the cutoff $x$ for EH modes obey $|m|$-nondegeneracy, i.e., the cutoff $x$ for $\pm|m|$ are the same. To fortify the validity of CFVIE for gyroelectric loadings, we also compare it with [116] by recalculating the cutoff $x$ depicted in Fig. 4 of [116]-using $\boldsymbol{\epsilon}_{r}=\{3.6,1,3.2\}$ and $\boldsymbol{\mu}_{r}=\{1,0,1\}$-by setting there $k_{z} a=0$. Since $x$ in [116] are part of a Figure and not given in decimal form, we cannot compare in terms of accuracy. Nevertheless, the $x$ from CFVIE are $0.87824(m=1)$, $1.1164(m=-1)$, $1.4745(m=2), 1.8303(m=-2)$, and $2.1022(m=0)$ for HE modes, while for EH

Table $3.2 x$ for gyroelectric loaded waveguide.
Values of parameters: $\boldsymbol{\epsilon}_{r}=\{2.54,0.1,4\}$ and $\boldsymbol{\mu}_{r}=\{1,0,1\}$.

|  | $\mathrm{HE}_{m q}$ |  |  | $\mathrm{EH}_{m q}$ |  |  |
| ---: | :--- | :--- | :--- | :---: | :--- | :--- |
|  |  | CFVIE | SVM |  | CFVIE | SVM |
| No | $m, q$ | $x$ | $x$ | $m, q$ | $x$ | $x$ |
| 1 | $+1,1$ | 1.1368 | 1.1368 | 0,1 | 1.2024 | 1.2024 |
| 2 | $-1,1$ | 1.1749 | 1.1749 | $\pm 1,1$ | 1.9159 | 1.9159 |
| 3 | $+2,1$ | 1.8890 | 1.8890 | $\pm 2,1$ | 2.5679 | 2.5678 |
| 4 | $-2,2$ | 1.9457 | 1.9457 | 0,2 | 2.7601 | 2.7600 |
| 5 | 0,1 | 2.4061 | 2.4061 | $\pm 3,1$ | 3.1902 | 3.1901 |
| 6 | $+3,2$ | 2.6014 | 2.6013 | $\pm 1,2$ | 3.5079 | 3.5078 |
| 7 | $-3,1$ | 2.6734 | 2.6734 | $\pm 4,1$ | 3.7943 | 3.7942 |
| 8 | $+4,2$ | 3.2954 | 3.2953 | $\pm 2,2$ | 4.2088 | 4.2086 |
| 9 | $+1,2$ | 3.3431 | 3.3430 | 0,3 | 4.3271 | 4.3269 |
| 10 | $-1,2$ | 3.3527 | 3.3526 | $\pm 5,1$ | 4.3859 | 4.3857 |

modes we get $1.3443(m=0)$. Careful inspection of these values reveals that they match to the ones in Fig. 4 of [116].

In Table 3.3 we proceed to a two-layered isotropic loaded waveguide with two DoF. Here, we compare the CFVIE with the SVM solution given in [87] and with HFSS. Since HFSS computes directly the cutoff frequencies $f$, we compare the $f$ by calculating the frequency from CFVIE and [87] via $f=x /\left(2 \pi a \sqrt{\epsilon_{0} \mu_{0}}\right)$ where we have set an indicative radius $a=1 \mathrm{~cm}$. Table 3.3 lists the first eight successive cutoff $f$. Based on the analysis of Section "Modified two dimensional tensorial Green's function", $m=0$ yields TE/TM modes. The comparison establishes an agreement, up to five significant figures between CFVIE and [87], and up to three significant figures, between CFVIE and HFSS. This is because HFSS resolves the $f$ without enough accuracy. In particular, we have initialized HFSS using a surface deviation of 0.04 cm for mesh setting and 0.333 lambda refinement ratio. Then we performed a parametric sweep in the range $\left[f_{\text {CFVIE }}-0.05 \mathrm{GHz}, f_{\text {CFVIE }}+0.05 \mathrm{GHz}\right]$, where $f_{\text {CFVIE }}$ is the cutoff frequency as predicted by CFVIE. The step used for this sweep was 0.001 GHz or, equivalently, 101 iterations. With this step, HFSS yields the result in three decimal digits, that is why the first three $f$ shown in Table 3.3 have one less decimal digit than the ones obtained from CFVIE. To attain one more decimal digit, one should decrease the step to 0.0001 GHz , but this would result to ten times more CPU time. In Table 3.4 we collect the data regarding the computational performance of various examples examined. The CPU time required to compute only one $f$ from the depicted list with HFSS is 1200 s , with a fair RAM consumption of 0.4 GB . The simulation should be repeated for the rest $f$, thus constituting this commercial solver inefficient for such kind of computations. In addition, it should be kept in mind that we have performed the sweep in an a priori targeted range defined by firstly computing the cutoff $f$ through CFVIE, otherwise it would take much more time to determine the positions of the cutoff $f$ purely via HFSS. On the other hand, the CFVIE requires 5.4 s CPU time to compute only one $f$ with 0.05 GB RAM, using $L=20$ number of $l$ terms in the truncation scheme. The value $L=20$ was selected in order to establish a relative error less than $10^{-3}$. Denoting the SVM solution of [87] as $x_{\mathrm{e}}$, and employing it as the exact solution, the relative error $\left|x_{\mathrm{a}}-x_{\mathrm{e}}\right| /\left|x_{\mathrm{e}}\right|$ for the fundamental $x_{\mathrm{a}}=4.8456$, where $x_{\mathrm{a}}$ is the approximate value obtained by CFVIE, is $3.1 \times 10^{-4}$. On the contrary, the relative

Table $3.3 x$ and $f$ for two-layered isotropic loaded waveguide. $\begin{array}{llllll}\text { Inner } & \text { layer: } & \boldsymbol{\epsilon}_{r} \\ \text { outer } & \text { layer: } & \epsilon_{r} & = & \{2.54,0,2.54\}, & \{4,0,4\}\end{array} \quad \in \quad \begin{gathered}{[0, a / 2] ;} \\ (a / 2, a]\end{gathered}$
 $*$ This is a $\mathrm{TE}_{01}$ mode. $\dagger$ These are $\mathrm{TM}_{01}$ and $\mathrm{TM}_{02}$ modes.

|  | $\mathrm{HE}_{m q}$ |  |  |  | $\mathrm{EH}_{m q}$ |  |  |  |
| :---: | :---: | :---: | :--- | :--- | :---: | :--- | :--- | :--- |
|  |  | CFVIE | $[87]$ | HFSS |  | CFVIE | $[87]$ | HFSS |
| No | $m, q$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ | $m, q$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ |
| 1 | $\pm 1,1$ | 4.8456 | 4.8441 | 4.852 | $0,1^{\dagger}$ | 6.5391 | 6.5344 | 6.568 |
| 2 | $\pm 2,1$ | 7.5893 | 7.5875 | 7.609 | $\pm 1,1$ | 9.7944 | 9.7875 | 9.838 |
| 3 | $0,1^{*}$ | 9.7944 | 9.7875 | 9.819 | $\pm 2,1$ | 12.698 | 12.692 | 12.792 |
| 4 | $\pm 3,1$ | 10.195 | 10.193 | 10.226 | $0,2^{\dagger}$ | 14.648 | 14.648 | 14.778 |
| 5 | $\pm 4,1$ | 12.778 | 12.777 | 12.801 | $\pm 3,1$ | 15.504 | 15.499 | 15.618 |
| 6 | $\pm 1,2$ | 13.749 | 13.747 | 13.839 | $\pm 4,1$ | 18.275 | 18.271 | 18.343 |
| 7 | $\pm 5,1$ | 15.353 | 15.352 | 15.385 | $\pm 1,2$ | 18.906 | 18.896 | 18.998 |
| 8 | $\pm 2,2$ | 17.352 | 17.351 | 17.379 | $\pm 5,1$ | 21.027 | 21.024 | 21.145 |

Table 3.4 Computational performance on a 2.26 GHz double quad-core equipped machine. HFSS initialization: 0.04 cm surface deviation, 0.333 lambda refinement ratio, 1 st order solver, and $10^{-6}$ relative residual. * Fundamental $\mathrm{HE}_{ \pm 1,1}$ mode.

|  |  | CFVIE | HFSS |  |
| :--- | ---: | ---: | ---: | ---: |
| Example | CPU time (s) | RAM (GB) | $L$ | CPU time (s) |
| RAM (GB) |  |  |  |  |
| Table 3.3 | 5.4 | 0.05 | 20 | 1200 |
| Table 3.6 | 4.4 | 0.06 | 20 | 1180 |
| Table 3.8* | 2.3 | 0.05 | 8 | - |
| Table 3.8 | 4.2 | 0.05 | 20 | - |

error for HFSS's $x_{\mathrm{a}}=4.852$ is $1.6 \times 10^{-3}$, almost one order of magnitude greater. In some cases, with the same $L=20$, even lower relative errors are maintained for CFVIE, as for the $x_{\mathrm{a}}=14.648$ of the $\mathrm{TM}_{02}$ mode.

A serious limitation regarding HFSS is that it cannot retrieve higher-order cutoff $f$ when the waveguide is filled with a gyroelectric medium. In particular, the commercial software returns only the fundamental $f$. This is depicted in Table 3.5, where a core-shell infill is used and each layer has different gyroelectric properties. This example has three DoF, one due to radius $a$, one due to the two-layered configuration, and one due to the gyroelectric loading. The validity for this case is established only for the lowest $f$ from both mode families, i.e., the cutoff $f$ for $\mathrm{HE}_{11}$ mode. For the remaining higher-order $f$ computed by CFVIE, we have performed a self-validity test by progressively increasing the number of terms $L$ in the truncation strategy, and achieved convergence up to five significant digits, as listed in Table 3.5. In addition, we point out that the only difference between the examples of Tables 3.3 and 3.5 is the values in permittivity tensors, otherwise the setups are identical. Therefore, the two-layered setup results in Table 3.5 are confident, because the CFVIE has been successfully validated for a two-layered configuration in Table 3.3. In Table 3.6 we present a three-layered gyroelectric loaded waveguide with four DoF. Same conclusions for HFSS as the ones above can be drawn. Still, the CFVIE yields convergent results for higher-order cutoff $f$, while the compu-

Table $3.5 x$ and $f$ for two-layered gyroelectric loaded waveguide. Inner layer: $\boldsymbol{\epsilon}_{r}=\{2.54,0.1,3\}, \quad \rho \quad \in \quad[0, a / 2]$; outer layer: $\boldsymbol{\epsilon}_{r}=\{\quad\{2,0.2,4\}, \quad \rho \quad \in \quad(a / 2, a]$; rest values: $\boldsymbol{\mu}_{r}=\{1,0,1\}, \rho \in[0, a]$ and $a=1 \mathrm{~cm}$.

|  | $\mathrm{HE}_{m q}$ |  |  |  | $\mathrm{EH}_{m q}$ |  |  |  |
| :--- | ---: | :--- | :--- | :--- | ---: | :--- | :--- | :--- |
|  |  | CFVIE |  | HFSS |  | CFVIE |  | HFSS |
| No | $m, q$ | $x$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ | $m, q$ | $x$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ |
| 1 | 1,1 | 1.2068 | 5.7581 | 5.795 | 0,1 | 1.3114 | 6.2570 | - |
| 2 | $-1,1$ | 1.2737 | 6.0772 | - | $\pm 1,1$ | 2.0089 | 9.5852 | - |
| 3 | 2,1 | 2.0537 | 9.7990 | - | $\pm 2,1$ | 2.6330 | 12.563 | - |
| 4 | $-2,1$ | 2.1809 | 10.406 | - | 0,2 | 2.9486 | 14.069 | - |
| 5 | 0,1 | 2.5832 | 12.325 | - | $\pm 3,1$ | 3.2320 | 15.421 | - |
| 6 | 3,1 | 2.8582 | 13.637 | - | $\pm 1,2$ | 3.7914 | 18.090 | - |
| 7 | $-3,1$ | 3.0413 | 14.511 | - | $\pm 4,1$ | 3.8197 | 18.225 | - |
| 8 | $-1,2$ | 3.6198 | 17.271 | - | $\pm 5,1$ | 4.4008 | 20.998 | - |

Table $3.6 \quad x$ and $f$ for three-layered gyroelectric loaded waveguide. Inner layer: $\boldsymbol{\epsilon}_{r}=\{2,0.1,3\}, \quad \rho \quad \in \quad[0,0.2 a]$; intermediate layer: $\boldsymbol{\epsilon}_{r}=\{2.54,0.2,4\}, \quad \rho \in(0.2 a, 0.6 a]$; outer layer: $\boldsymbol{\epsilon}_{r}=\{4,0.3,5\}, \rho \in(0.6 a, a]$; rest values: $\boldsymbol{\mu}_{r}=\{1,0,1\}, \rho \in[0, a]$ and $a=1 \mathrm{~cm}$.

|  | $\mathrm{HE}_{m q}$ |  |  |  | $\mathrm{EH}_{m q}$ |  |  |  |
| ---: | ---: | :--- | :--- | :--- | ---: | :--- | :--- | :--- |
|  |  | CFVIE |  | HFSS |  | CFVIE |  | HFSS |
| No | $m, q$ | $x$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ | $m, q$ | $x$ | $f(\mathrm{GHz})$ | $f(\mathrm{GHz})$ |
| 1 | 1,1 | 1.0245 | 4.8881 | 4.951 | 0,1 | 1.1915 | 5.6852 | - |
| 2 | $-1,1$ | 1.0974 | 5.2362 | - | $\pm 1,1$ | 1.8245 | 8.7053 | - |
| 3 | 2,1 | 1.5927 | 7.5992 | - | $\pm 2,1$ | 2.3947 | 11.426 | - |
| 4 | $-2,1$ | 1.6973 | 8.0987 | - | 0,2 | 2.6931 | 12.850 | - |
| 5 | 3,1 | 2.1259 | 10.144 | - | $\pm 3,1$ | 2.9337 | 13.998 | - |
| 6 | 0,1 | 2.1558 | 10.286 | - | $\pm 1,2$ | 3.3673 | 16.067 | - |
| 7 | $-3,1$ | 2.2524 | 10.747 | - | $\pm 4,1$ | 3.4563 | 16.491 | - |
| 8 | $-4,1$ | 2.6502 | 12.645 | - | $\pm 5,1$ | 3.970 | 18.942 | - |

tational comparison for the first cutoff $x$ between CFVIE and HFSS is given in Table 3.4. Overall, the CFVIE constitutes a valuable tool for the efficient and accurate calculation of the cutoff $x$, or $f$, in gyrotropic loaded waveguides, taking into account that the FEM employed in HFSS requires huge CPU time to extract the cutoff frequencies with moderate accuracy.

All previous examples concerned gyroelectric infills. In Table 3.7 we study a gyromagnetic infill with two DoF, and compare the CFVIE with SVM. Apart from excellent agreement, there is a distinctive difference between the present case and the gyroelectric case of Table 3.2, i.e., the cutoff $x$ for HE modes do not obey $m$ nondegeneracy as the respective ones in Table 3.2 do. This is owing to the absence of the first term in the first eq. of (3.19), and therefore the same roots are obtained for $\pm|m|$.

In Figure 3.2 we plot the modal components for the first four modes, per $\mathrm{HE} / \mathrm{EH}$ mode family, for the gyroelctric loaded waveguide of Table 3.2. In particular, we depict the normalized real part-denoted as Re in the caption of Figure

Table $3.7 x$ for gyromagnetic loaded waveguide. Values of parameters: $\boldsymbol{\mu}_{r}=\{2,0.2,4\}$ and $\boldsymbol{\epsilon}_{r}=\{1,0,1\}$.

|  | $\mathrm{HE}_{m q}$ |  |  | $\mathrm{EH}_{m q}$ |  |  |
| ---: | :--- | :--- | :--- | :---: | :--- | :--- |
|  |  | CFVIE | SVM |  | CFVIE | SVM |
| No | $m, q$ | $x$ | $x$ | $m, q$ | $x$ | $x$ |
| 1 | $\pm 1,1$ | 0.9206 | 0.9206 | 0,1 | 1.7090 | 1.7090 |
| 2 | $\pm 2,1$ | 1.5271 | 1.5271 | $\pm 1,1$ | 2.7231 | 2.7231 |
| 3 | 0,1 | 1.9159 | 1.9159 | $\pm 2,1$ | 3.6498 | 3.6497 |
| 4 | $\pm 3,1$ | 2.1006 | 2.1006 | 0,2 | 3.9230 | 3.9230 |
| 5 | $\pm 4,1$ | 2.6588 | 2.6588 | $\pm 3,1$ | 4.5342 | 4.5342 |
| 6 | $\pm 1,2$ | 2.6657 | 2.6657 | $\pm 1,2$ | 4.9858 | 4.9858 |
| 7 | $\pm 5,1$ | 3.2078 | 3.2078 | $\pm 4,1$ | 5.3928 | 5.3928 |
| 8 | $\pm 2,2$ | 3.3531 | 3.3531 | $\pm 2,2$ | 5.9819 | 5.9819 |
| 9 | 0,2 | 3.5078 | 3.5078 | 0,3 | 6.1500 | 6.1499 |
| 10 | $\pm 3,2$ | 3.7506 | 3.7506 | $\pm 5,1$ | 6.2337 | 6.2336 |



Figure 3.2 Modal electric field components for the gyroelectric loaded waveguide of Table 3.2, as calculated by CFVIE. (a)-(d): $\operatorname{Re}\left\{E_{\varphi}\right\} / \max \left\{\operatorname{Re}\left\{E_{\varphi}\right\}\right\}$ for HE modes. (a) 1st mode $/ x=1.1368$; (b) 2nd mode $/ x=1.1749$; (c) 3rd mode $/ x=$ 1.8890; (d) 4th mode $/ x=1.9457$. (e) $-(\mathrm{h}): \operatorname{Re}\left\{E_{z}\right\} / \max \left\{\operatorname{Re}\left\{E_{z}\right\}\right\}$ for EH modes. (e) 1 st mode $/ x=1.2024$; (f) 2 nd mode $/ x=1.9159$; (g) 3rd mode $/ x=2.5679$; (h) 4 th mode $/ x=2.7601$.
3.2 - of the tangential to the waveguide's wall components $E_{\varphi}, E_{z}$, on $x y$ plane. The pictures in Figure 3.2 have been obtained by CFVIE, and are exactly the same with the ones obtained by SVM and not depicted here to save some space. This constitutes an extra validation test for the CFVIE. In addition, the BCs $E_{\varphi}=0$ and $E_{z}=0$ at $\rho=a$ are fully satisfied. Finally, it should be clarified that the similar patterns in Figure 3.2(c), (d) are due to the normalization used, otherwise the unnormalized $\operatorname{Re}\left\{E_{\varphi}\right\}$ patterns differ in magnitude.

One of the merits of our method is its capacity to resolve the cutoff $x$ for continuously varying highly inhomogeneous infills. To demonstrate this capability, we assume the isotropic continuously varying permittivity $\boldsymbol{\epsilon}_{r}(\rho)=\left\{\epsilon_{r}(\rho), 0, \epsilon_{r}(\rho)\right\}$, $\epsilon_{r}(\rho)=2-(\rho / a)^{2}, \rho \in[0, a]$, which corresponds to Luneberg lens profile. This case has only one DoF, because the lens is not tunable. This example is difficult to simulate by HFSS, because its FEM solver would require a seriously dense mesh to capture a continuously varying permittivity. On the contrary, the mesh-free CFVIE relies on simple radial integrations over the inhomogeneous profile. To state
Table 3.8 Convergence history of $x$ for $\mathrm{HE}_{m q}$ and $\mathrm{EH}_{m q}$ modes for a highly inhomogeneous loaded waveguide, due to different truncation number $L$. Values of parameters: $\boldsymbol{\epsilon}_{r}(\rho)=\left\{\epsilon_{r}(\rho), 0, \epsilon_{r}(\rho)\right\}, \epsilon_{r}(\rho)=2-(\rho / a)^{2}, \boldsymbol{\mu}_{r}=\{1,0,1\}, \rho \in[0, a]$. * These are $\mathrm{TE}_{01}$ and $\mathrm{TE}_{02}$ modes. $\dagger$ These are $\mathrm{TM}_{01}, \mathrm{TM}_{02}$ and $\mathrm{TM}_{03}$ modes.



Figure 3.3 Modal electric field components for the Luneberg loaded waveguide of Table 3.8, as calculated by CFVIE. (a)-(d): $\operatorname{Re}\left\{E_{\varphi}\right\} / \max \left\{\operatorname{Re}\left\{E_{\varphi}\right\}\right\}$ for HE modes. (a) 1 st mode $/ x=1.4582$; (b) 2nd mode $/ x=2.5303$; (c) 3 rd mode $/ x=2.9606$; (d) 4th mode $/ x=3.5724$. (e) $-(\mathrm{h}): \operatorname{Re}\left\{E_{z}\right\} / \max \left\{\operatorname{Re}\left\{E_{z}\right\}\right\}$ for EH modes. (e) 1st mode $/ x=1.7995 ;$ (f) 2 nd mode $/ x=2.9606$; (g) 3rd mode $/ x=4.0570$; (h) 4th mode $/ x=4.2540$.
validity, in Table 3.8 we depict the convergence history for the first ten successive cutoff $x$, for both HE/EH modes, by progressively increasing the number of terms $L$ in the truncation scheme. The $x$ are depicted up to six significant digits in order to conclude about convergence. Still, the $m=0$ case yields TE/TM modes. As expected, the higher-order $x$, as compared to the lower-order ones, require, in general, more terms to converge. For instance, if we focus on the first $x$ of $\mathrm{HE}_{ \pm 1,1}$ mode, the CFVIE requires $L=8$ terms to secure the fifth significant figure and yields the rounded result $x=1.4582$. On the contrary, for the fifth $x$ of $\mathrm{HE}_{ \pm 1,2}$ mode, the CFVIE requires $L=20$ terms to finally yield $x=4.1562$. The computation performance of CFVIE for these two cases is given in Table 3.4. In case the convergence is examined only on the fourth significant digit, $L=12$ is adequate for retrieving all $x$ given in Table 3.8, with 3 s execution time for the CFVIE for each cutoff $x$. Although there is no particular rule of thumb, the number $L$ of terms required for convergence to a specific number of significant digits, generally depends on the electric size of $x$ and on degree of inhomogeneity, especially if the infill is step discontinuous as in Tables 3.3, 3.5, 3.6. For the fundamental cutoff $x$ of a homogeneous or of a continuously varying permittivity, 10 terms would suffice, but for a combination of a step discontinuous permittivity with higher-order $x$, more terms are required. Finally, in Figure 3.3 we plot the modal components for the first four modes given in Table 3.8, per HE/EH mode family. As it is evident, the BCs $E_{\varphi}=0$-for HE modes-and $E_{z}=0$-for EH modes-at $\rho=a$, are fully satisfied.

### 3.6 Conclusion

We calculated the normalized cutoff wavenumbers of circular metallic walled waveguides, with continuously varying highly inhomogeneous gyrotropic infill. To this end we developed a CFVIE-CDSE method which features modified 2-D tensorial GFs, that enable the satisfaction of the electric BCs on waveguide's metallic wall. The CFVIEs were solved using entire domain orthogonal Dini-type CVWFs, for the expansion of the fields inside the waveguide. This kind of expansion resulted in the reduction of the 2-D volumetric-type integrals to sets of algebraic equations. We characterized the types of modes maintained in such waveguiding structures, we
exhaustively validated the CFVIE-CDSE vs SVM for homogeneously loaded waveguides, vs HFSS for two-layered isotropic and three-layered gyroelectric infills, and examined the convergence of our method for a highly inhomogeneous infill.

## Calculation of Complex WGM Frequencies for Gyroelectric <br> Cylindrical Resonator

Asymptotic closed-form expressions for the calculation of the complex TE/TM whispering gallery mode (WGM) frequencies, in homogeneous gyroelectric circular cylindrical resonators of infinite length, are derived. In addition, we extend a recently developed volume integral equation-cylindrical Dini series expansion (VIE-CDSE) method, so as to support the prediction of the complex WGMs for continuously varying highly inhomogeneous gyroelectric circular cylindrical resonators. To this end, VIE's entire domain orthogonal vectorial basis is extended to support, via asymptotic closed-form expressions, very large indices of the involved Dini-type cylindrical vector wave functions (CVWFs). This way, the eigenbasis required for the solution of the VIE becomes free of numerical instabilities, arising when very large orders of the involved Bessel functions are employed. The complex frequencies obtained by the asymptotic closed-form expressions for the case of the homogeneous gyroelectric resonator, as well as those obtained by the VIE when the multilayered gyroelectric resonator is reduced to one layer, are validated by comparisons with the complex roots extracted by numerically solving the TE/TM characteristic equations obtained from the separation of variables method (SVM), using complex root finding techniques. We demonstrate the calculation of very high order WGM frequencies for cylindrical resonators composed of homogeneous and highly inhomogeneous permittivity profiles. This asymptotic theory constitutes a rigorous tool which may serve for verification of method of analytical regularisation (MAR)-based numerical solutions for other non-circular inhomogeneous cylinders, and for the interpretation of experimental data for applications such as WGM lasing, refractometric sensing, and magneto-optic coupling.

### 4.1 Introduction

WGMs of dielectric resonators have attracted increasing attention during recent years, due to their numerous applications ranging from the microwave to the optical frequency regime [122-125]. Among several geometries that can support WGMs, is also the cylindrical resonator. In this context, the propagation of WGMs in an infinite isotropic dielectric cylinder was first studied in [126]. A theoretical and experimental study of terahertz WGMs in a dielectric cylinder coupled to a slab waveguide was presented in [127], while light propagation via WGMs in coupled microcylinders was investigated in [128]. An analysis of the WGM complex natural frequencies of compact and hollow dielectric cylinders immersed in a layered medium was presented in [129]. In addition, the excitation of WGMs in multi-layered dielectric cylinders was examined in [130]. On the other hand, recent applications on spherical geometries, such as WGM lasing, refractometric sensing, and magnetooptic coupling, have shown the theoretical and practical interest that resides in the investigation of the whispering gallery spectra of anisotropic resonators [131136]. However, although resonant anisotropic cylindrical structures have received the attention of researchers [137-139], the theoretical study of their WGMs remains limited. In particular, the resonant frequencies of higher-order-but not whispering gallery-modes in cylindrical anisotropic dielectric resonators were calculated in [140], whereas low- $Q$ WGMs of cylindrical metamaterial shells were studied in [141].

In this work we derive the complex WGM frequencies arising in homogeneous and in continuously varying highly inhomogeneous gyroelectric circular cylindrical resonators, with infinite length in $z$ direction. In general, the cylindrical resonator is described by an inhomogeneous gyroelectric permittivity tensor, given by

$$
\boldsymbol{\epsilon}(\rho)=\epsilon_{0}\left[\begin{array}{ccc}
\epsilon_{1 r}(\rho) & i \epsilon_{2 r}(\rho) & 0  \tag{4.1}\\
-i \epsilon_{2 r}(\rho) & \epsilon_{1 r}(\rho) & 0 \\
0 & 0 & \epsilon_{3 r}(\rho)
\end{array}\right],
$$

where $\epsilon_{1 r}, \epsilon_{2 r}, \epsilon_{3 r}$ are the relative components, $\epsilon_{0}$ is the free space permittivity, and $\rho$ the radial distance in the polar coordinate system. The permeability of the resonator is $\mu=\mu_{0}$, that of free space.

For the case of homogeneous resonators-i.e., (4.1) does not depend on $\rho$ asymptotic closed-form expressions are constructed valid for very large mode order, by appropriately applying large order expansions of Bessel, Neumann and Hankel functions appearing in the characteristic equations of TE/TM modes. In the past, asymptotic closed-form expressions for the TE/TM modes of homogeneous isotropic spherical resonators have been extracted in [142]. Those expansions are similar to the TM case examined in the present work, with the difference that spherical Bessel functions were involved in the characteristic equations of [142], instead of the cylindrical functions appearing here. This similarity in the asymptotics stems from the fact that TM modes' complex WGM frequencies of the present problem do not depend on the gyroelectric element $\epsilon_{2 r}$. However, the present TE case is more challenging because the complex WGM frequencies also depend on the gyroelectric element $\epsilon_{2 r}$. This element adds an additional term in the characteristic equation of TE modes, which complicates the analysis for yielding the asymptotic expressions. In addition, it is known that gyroelectricity lifts $m$-degeneracy - where $m$ is the order of the cylindrical wavefunctions. That is to say, the complex WGM frequencies are different in value when $m \lessgtr 0$-while, for TM modes, they have the same value and
thus in that case they degenerate vs $m$. Therefore, one has to derive two closedform expressions for the TE case, one when $m>0$ and one when $m<0$. To the authors' knowledge, asymptotic closed-form solutions for TE WGMs in gyroelectric cylindrical resonators, have not been reported before.

For the case of inhomogeneous resonators, a VIE-CDSE method [119] is extended to support the calculation of very large mode order complex WGM frequencies of continuously varying highly inhomogeneous resonators. The solution of the original VIE in [119] is based on the construction of an orthogonal vectorial Dini-type CVWF-based eigenbasis by numerical evaluation of real roots of two eigenequations for moderate order values of the involved Bessel functions-for details see Section 4.3.1. To apply the VIE for the calculation of the WGM frequencies, however, the computation of the aforementioned real roots for very large orders is required, a demanding task for any root finding algorithm due to the loss of roots when $m$ is very large. In case of root loss, the eigenbasis is not orthogonal anymore, an undesired situation for the VIE which in sequence does not yield the expected complex roots. To overpass this obstacle, we apply large order expansions on Bessel functions appearing in the aforementioned eigenequations, in order to render the VIE suitable for WGM studies. Respective large order expansions were applied in the vectorial eigenbasis of the VIE for WGM lasing in gyroelectric spherical resonators [136]. However, the present TE case requires a different approach than in [136]. This distinction constitutes an additional novel point of the present effort and reflects the influence of gyroelectricity in the calculation of the TE complex WGM frequencies, with the latter being obviously different between cylindrical and spherical anisotropic resonators.

To validate the derived asymptotics, we compare the complex WGM frequencies obtained by the closed-form expressions for the case of the homogeneous gyroelectric resonator, as well as those obtained by the VIE when the multilayered gyroelectric resonator is reduced to one layer, with the complex roots extracted from the numerical solution of the exact $\mathrm{TE} / \mathrm{TM}$ characteristic equations, using complex root finding techniques. Then, we demonstrate the calculation of very high order WGM frequencies for cylindrical resonators composed of homogeneous and highly inhomogeneous permittivity profiles.

### 4.2 Homogeneous gyroelectric resonators

### 4.2.1 Charasteristic equations

For homogeneous gyroelectric resonators, the characteristic equations for TE/TM modes are derived from the exact solution of EM plane wave scattering by gyroelectric cylinders, using the SVM [59]. Employing the $\exp (i \omega t)$ time dependence, the $z$-components of the magnetic fields for TE modes are expanded as

$$
\begin{align*}
H_{z}^{\mathrm{inc}} & =H_{0} \sum_{m=-\infty}^{\infty} i^{-m} J_{m}\left(k_{0} \rho\right) e^{-i m \varphi} \\
H_{z}^{\mathrm{sc}} & =\sum_{m=-\infty}^{\infty} A_{m} H_{m}\left(k_{0} \rho\right) e^{-i m \varphi} \\
H_{z}^{\mathrm{int}} & =\sum_{m=-\infty}^{\infty} B_{m} J_{m}\left(K^{H} \rho\right) e^{-i m \varphi} \tag{4.2}
\end{align*}
$$

where $H_{z}^{\text {inc }}, H_{z}^{\text {sc }}$ and $H_{z}^{\text {int }}$ are the incident, scattered, and internal magnetic fields, $J_{m}$ is Bessel function, $H_{m}$ is Hankel function of the second kind-the standard superscript (2) notation is omitted for simplicity - $k_{0}=\omega \sqrt{\epsilon_{0} \mu_{0}}$ the free space wavenumber, $K^{H}=k_{0} / \sqrt{\epsilon_{\perp}}$-with $\epsilon_{\perp}=\epsilon_{1 r} /\left(\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}\right)-H_{0}$ the magnitude of $H_{z}^{\text {inc }}$, and $A_{m}, B_{m}$ unknown expansion coefficients. The remaining electric field components $E_{\rho}, E_{\varphi}$ are derived by $\mathbf{E}=1 /(i \omega) \boldsymbol{\epsilon}^{-1} \nabla \times \mathbf{H}$. For TM modes, (4.2) hold true with $H_{z}$ replaced by $E_{z}, K^{H}$ by $K^{E}=\sqrt{\epsilon_{3 r}} k_{0}, H_{0}$ by $E_{0}, A_{m}$ by $C_{m}$, and $B_{m}$ by $D_{m}$. The remaining components $H_{\rho}, H_{\varphi}$ are now derived by $\mathbf{H}=$ $-1 /\left(i \omega \mu_{0}\right) \nabla \times \mathbf{E}$.

Satisfying, next, at $\rho=a$-where $a$ is the radius of the cylinder-the boundary conditions $H_{z}^{\text {int }}=H_{z}^{\text {inc }}+H_{z}^{\mathrm{sc}}, E_{\varphi}^{\text {int }}=E_{\varphi}^{\text {inc }}+E_{\varphi}^{\mathrm{sc}}$ for TE modes, and $E_{z}^{\text {int }}=E_{z}^{\text {inc }}+E_{z}^{\mathrm{sc}}$, $H_{\varphi}^{\mathrm{int}}=H_{\varphi}^{\mathrm{inc}}+H_{\varphi}^{\mathrm{sc}}$ for TM modes, one ends up, exactly, to the following matrix equation for the calculation of the scattered coefficients $A_{m}, C_{m}$, i.e.,

$$
\left[\begin{array}{l}
A_{m}  \tag{4.3}\\
C_{m}
\end{array}\right]=\mathbb{T}\left[\begin{array}{l}
H_{0} i^{-m} \\
E_{0} i^{-m}
\end{array}\right] \quad \text { or } \quad \mathbb{T}^{-1}\left[\begin{array}{l}
A_{m} \\
C_{m}
\end{array}\right]=\left[\begin{array}{l}
H_{0} i^{-m} \\
E_{0} i^{-m}
\end{array}\right]
$$

with $\mathbb{T}$ the transition matrix. The complex natural frequencies are extracted from (4.3) in absence of incident excitation, therefore, for nontrivial solutions, the condition $\operatorname{det}\left\{\mathbb{T}^{-1}\right\}=0$ must be enforced [143]. Since $\mathbb{T}$ is diagonal, this latter condition yields exactly the following two characteristic equations for $\mathrm{TE} / \mathrm{TM}$ modes, i.e.,

$$
\begin{align*}
\epsilon_{\perp} \frac{x}{\sqrt{\epsilon_{\perp}}} \frac{J_{m}^{\prime}\left(x / \sqrt{\epsilon_{\perp}}\right)}{J_{m}\left(x / \sqrt{\epsilon_{\perp}}\right)} & =\epsilon_{x} m+x \frac{H_{m}^{\prime}(x)}{H_{m}(x)} & \quad \text { (TE modes) } \\
\sqrt{\epsilon_{3}} \frac{J_{m}^{\prime}\left(x \sqrt{\epsilon_{3}}\right)}{J_{m}\left(x \sqrt{\epsilon_{3}}\right)} & =\frac{H_{m}^{\prime}(x)}{H_{m}(x)} & \quad \text { (TM modes). } \tag{4.4}
\end{align*}
$$

In (4.4), $J_{m}^{\prime}$ and $H_{m}^{\prime}$ are the derivatives of $J_{m}$ and $H_{m}$ with respect to the argument and $\epsilon_{x}=\epsilon_{2 r} /\left(\epsilon_{1 r}^{2}-\epsilon_{2 r}^{2}\right)$. The characteristic equations (4.4) have complex solutions $x_{l}=u_{l}+i v_{l}, l=1,2, \ldots, u_{l} \equiv \operatorname{Re}\left\{x_{l}\right\}>0, v_{l} \equiv \operatorname{Im}\left\{x_{l}\right\} \geqslant 0$-where $\operatorname{Re} / \operatorname{Im}$ denotes the real/imaginary part-which are the complex normalized wavenumbers $x_{l}=k_{0, l} a, k_{0, l}=\omega_{l} \sqrt{\epsilon_{0} \mu_{0}}$, of the gyroelectric cylindrical resonator. The complex natural frequencies are then given by $f_{l}=c x_{l} /(2 \pi a) \equiv \operatorname{Re}\left\{f_{l}\right\}+i \operatorname{Im}\left\{f_{l}\right\}$-with $c$ the speed of light in vacuum-where $\operatorname{Re}\left\{f_{l}\right\}$ is the natural frequency and $2 \operatorname{Im}\left\{f_{l}\right\}$ is the linewidth of the resonance. The respective quality factor is given by $Q_{l}=$ $\operatorname{Re}\left\{f_{l}\right\} /\left[2 \operatorname{Im}\left\{f_{l}\right\}\right]$. Based on the above, a mode, in general, is classified by $m, l$ indices, thus designating it as $\mathrm{TE}_{m l}$ or $\mathrm{TM}_{m l}$.

From (4.4) it is evident that only TE modes depend on the gyroelectric element $\epsilon_{2 r}$ through $\epsilon_{\perp}$ and $\epsilon_{x}$. In particular, gyroelectricity introduces the additional term $\epsilon_{x} m$ in the right-hand side of (4.4)/(TE modes), as compared to (4.4)/(TM modes). Moreover, the fractions of Bessel and Hankel functions in (4.4)/(TE modes) are multiplied by $x$. It is also known that gyroelectricity lifts $m$-degeneracy, i.e., $x_{l}$ for (4.4)/(TE modes) are different in value when $m \lessgtr 0$-while, for TM modes, they have the same value and thus in that case they degenerate vs $m$. Therefore, one has to derive two closed-form expressions for the TE case, one when $m>0$ and one when $m<0$. Overall, these factors complicate the asymptotic analysis for TE modes.

In general, WGMs are $\mathrm{TE}_{m l}$ or $\mathrm{TM}_{m l}$ modes when $|m|$ acquires large values. For a homogeneous resonator, index $l$ of a TE/TM WGM denotes the number of cumulatively localized peaks and valleys of $H_{z} / E_{z}$ along the radial direction $0 \leqslant \rho \leqslant a$ of the resonator, while index $m$ denotes either the number of peaks or the number of valleys along the circumference $0 \leqslant \varphi<2 \pi$ of the resonator.

For WGM studies, the condition $1 \ll u<m$-when $m>0$-must hold, where $u \equiv u_{l}$ for simplicity. In this case the fraction $H_{m}^{\prime}(u) / H_{m}(u)$ can be simplified using the fact that $\left|Y_{m}(u)\right| \gg\left|J_{m}(u)\right|$, where $Y_{m}$ is Neumann function. By the aid of Wronskian of Bessel functions, $H_{m}^{\prime}(u) / H_{m}(u) \approx Y_{m}^{\prime}(u) / Y_{m}(u)-i 2 /\left[\pi u Y_{m}^{2}(u)\right]$, where $Y_{m}^{\prime}$ is the derivative of $Y_{m}$ with respect to its argument and $Y_{m}^{2}(u) \equiv\left[Y_{m}(u)\right]^{2}$. This latter relation states that $u$ can be obtained from (4.4) if $x$ is replaced by $u$, and $H_{m}$ and $H_{m}^{\prime}$ are replaced by $Y_{m}$ and $Y_{m}^{\prime}$, respectively. These modified equations are referred to, below, as large- $m$ characteristic equations.

### 4.2.2 Asymptotic solution for TE modes

In this Subsection we derive asymptotic closed-form expressions for the complex $x$ as $|m| \rightarrow \infty$. In particular, we assume $m>0$ and after each result we briefly denote the differences for $m<0$. We separate the analysis in two parts: first, we asymptotically expand $u$ up to $O\left(|m|^{-2 / 3}\right)$ and second we construct a first-order expansion for $v$-where $v \equiv v_{l}$ for simplicity.

Asymptotic expansion for the real part We begin with the derivation of the asymptotic solution for $u$ by employing the large- $m$ characteristic equation

$$
\begin{equation*}
\epsilon_{\perp} \frac{u}{\sqrt{\epsilon_{\perp}}} \frac{J_{m}^{\prime}\left(u / \sqrt{\epsilon_{\perp}}\right)}{J_{m}\left(u / \sqrt{\epsilon_{\perp}}\right)}=\epsilon_{x} m+u \frac{Y_{m}^{\prime}(u)}{Y_{m}(u)} . \tag{4.5}
\end{equation*}
$$

Numerical solution of (4.5) reveals that $u / \sqrt{\epsilon_{\perp}}>m$ while $u<m$-but not $u \ll m$. This instructs that $J_{m}, J_{m}^{\prime}$ must be expanded in the transition region by [144, entries 9.3.23, 9.2.27]. Setting $u / \sqrt{\epsilon_{\perp}}=m+z m^{1 / 3}$, to expand $u$ up to $O\left(m^{-2 / 3}\right)$, $J_{m}, J_{m}^{\prime}$ must be expanded as

$$
\begin{align*}
& J_{m}\left(u / \sqrt{\epsilon_{\perp}}\right) \underset{m \rightarrow \infty}{\sim} \frac{2^{1 / 3}}{m^{1 / 3}} \operatorname{Ai}\left(-2^{1 / 3} z\right)\left[1-\frac{z}{5 m^{2 / 3}}\right] \\
&+\frac{2^{2 / 3} 3 z^{2}}{10 m} \operatorname{Ai}^{\prime}\left(-2^{1 / 3} z\right) \\
& J_{m}^{\prime}\left(u / \sqrt{\epsilon_{\perp}}\right) \underset{m \rightarrow \infty}{\sim}-\frac{2^{2 / 3}}{m^{2 / 3}} \operatorname{Ai}^{\prime}\left(-2^{1 / 3} z\right)\left[1-\frac{4 z}{5 m^{2 / 3}}\right] \tag{4.6}
\end{align*}
$$

where Ai is Airy function, $\mathrm{Ai}^{\prime}$ is its derivative with respect to the argument, and $z$ is a parameter with $O(1)$ first-order Maclaurin series term. The appropriate expansion of $z$ in Maclaurin series will be discussed below. On the contrary, since $u<m$ but not $u \ll m-Y_{m}$, $Y_{m}^{\prime}$ must be expanded using Debye's first-order asymptotic expansions [144, entries $9.3 .8,9.3 .12$ ]. Setting $u=m \operatorname{sech} \alpha, \alpha>0$, these expansions read

$$
\begin{align*}
& Y_{m}(u) \underset{m \rightarrow \infty}{\sim}-\frac{e^{m(\alpha-\tanh \alpha)}}{\sqrt{\pi m / 2 \tanh \alpha}} \\
& Y_{m}^{\prime}(u) \underset{m \rightarrow \infty}{\sim} \sqrt{\frac{\sinh (2 \alpha)}{\pi m}} e^{m(\alpha-\tanh \alpha)} \tag{4.7}
\end{align*}
$$

To yield the $O\left(m^{-2 / 3}\right)$ asymptotic solution for $u$, the $z$ parameter appearing in (4.6) must be expanded in Maclaurin series in the form $2^{1 / 3} z=z_{0}$ $c_{1} m^{-1 / 3}-c_{2} m^{-2 / 3}-c_{3} m^{-1}+O\left(m^{-4 / 3}\right)$, with $z_{0}=O(1)$ and $c_{1}, c_{2}, c_{3}$ unknown expansion coefficients to be determined. To determine $z_{0}$, we first recognize that $Y_{m}^{\prime}(u) / Y_{m}(u) \sim-\sqrt{\cosh ^{2} \alpha-1}, m \rightarrow \infty$, and $\cosh \alpha=\left[\sqrt{\epsilon_{\perp}}\left(1+z m^{-2 / 3}\right)\right]^{-1}$. Then, performing a low-order analysis-i.e., keeping only the first-order terms in
(4.6)—for the characteristic equation (4.5), it turns out that the $O(m)$ terms in (4.5) balance only if $z_{0}=\alpha_{l}$, where $-\alpha_{l}, l=1,2, \ldots$, are the roots of Ai. With this selection, $\mathrm{Ai}, \mathrm{Ai}^{\prime}$ appearing in (4.6) are expanded in Maclaurin series as

$$
\begin{align*}
\operatorname{Ai}\left(-2^{1 / 2} z_{l}\right) & \underset{m \rightarrow \infty}{\sim} c_{1} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right) \frac{1}{m^{1 / 3}}+c_{2} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right) \frac{1}{m^{2 / 3}} \\
& +\left[c_{3} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right)-\frac{1}{6} c_{1}^{3} \alpha_{l} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right)\right] \frac{1}{m} \\
\operatorname{Ai}^{\prime}\left(-2^{1 / 2} z_{l}\right) & \underset{m \rightarrow \infty}{\sim} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right)-\frac{1}{2} c_{1}^{2} \alpha_{l} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right) \frac{1}{m^{2 / 3}} \\
& +\left[\frac{1}{3} c_{1}^{3} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right)-c_{1} c_{2} \alpha_{l} \operatorname{Ai}^{\prime}\left(-\alpha_{l}\right)\right] \frac{1}{m} . \tag{4.8}
\end{align*}
$$

To obtain (4.8), the properties $\mathrm{Ai}^{\prime \prime}(\xi)=\xi \mathrm{Ai}(\xi)$ and $\mathrm{Ai}^{\prime \prime \prime}(\xi)=\mathrm{Ai}(\xi)+\xi \mathrm{Ai}^{\prime}(\xi)$ have been used, where the double and triple prime denote second- and third-order derivatives with respect to the argument.

Substituting the expansions (4.6)-(4.8) into (4.5), we obtain the expansion given by (4.9), shown below.

$$
\begin{align*}
& -\frac{2^{1 / 3} \epsilon_{\perp}}{c_{1}} m+\frac{\left(2^{2 / 3} 3 \alpha_{l}^{2}+20 c_{2}\right) \epsilon_{\perp}}{2^{2 / 3} 10 c_{1}^{2}} m^{2 / 3} \\
& -\frac{\left(2^{2 / 3} 27 \alpha_{l}^{4}+600 \alpha_{l} c_{1}^{2}-2^{1 / 3} 200 \alpha_{l} c_{1}^{4}+360 \alpha_{l}^{2} c_{2}+2^{1 / 3} 600 c_{2}^{2}-2^{1 / 3} 600 c_{1} c_{3}\right) \epsilon_{\perp}}{600 c_{1}^{3}} m^{1 / 3} \\
& +O(1)=\left(\epsilon_{x}-\sqrt{1-\epsilon_{\perp}}\right) m+\frac{\alpha_{l} \epsilon_{\perp}}{2^{1 / 3} \sqrt{1-\epsilon_{\perp}}} m^{1 / 3}+O(1) \tag{4.9}
\end{align*}
$$

Equating the orders in (4.9), we determine $c_{1}, c_{2}$, and $c_{3}$ in closed-form by:

$$
\begin{align*}
c_{1}= & \frac{2^{1 / 3} \epsilon_{\perp}}{\sqrt{1-\epsilon_{\perp}}-\epsilon_{x}} \\
c_{2}= & -\frac{2^{2 / 3} 3 \alpha_{l}^{2}}{20} \equiv c_{2, l}, \\
c_{3}= & \frac{c_{1}^{2}}{2^{1 / 3}}\left(\frac{\alpha_{l}}{2^{1 / 3} \sqrt{1-\epsilon_{\perp}}}+\frac{2^{2 / 3} 9 \alpha_{l}^{4}}{200} \frac{1}{c_{1}^{3}}+\alpha_{l} \frac{1}{c_{1}}-\frac{2^{1 / 3} \alpha_{l}}{3} c_{1}\right. \\
& \left.\quad+\frac{3 \alpha_{l}^{2}}{5} \frac{c_{2, l}}{c_{1}^{3}}+2^{1 / 3} \frac{c_{2, l}^{2}}{c_{1}^{3}}\right) \equiv c_{3, l} . \tag{4.10}
\end{align*}
$$

Since $u_{l} / \sqrt{\epsilon_{\perp}}=m+z_{l} m^{1 / 3} \quad$ and $\quad z_{l} \quad \sim \quad 2^{-1 / 3}\left(\alpha_{l}-\sum_{j=1}^{3} c_{j}\right.$ $\left.m^{-j / 3}\right), m \rightarrow \infty, u_{l}$ is given, up to $O\left(m^{-2 / 3}\right)$, by the closed-form expression

$$
\begin{align*}
u_{l} \underset{m \rightarrow \infty}{\sim} \sqrt{\epsilon_{\perp}} & \left(m+2^{-1 / 3} \alpha_{l} m^{1 / 3}-2^{-1 / 3} c_{1}\right. \\
& \left.-2^{-1 / 3} c_{2, l} \frac{1}{m^{1 / 3}}-2^{-1 / 3} c_{3, l} \frac{1}{m^{2 / 3}}\right) \tag{4.11}
\end{align*}
$$

By the properties $Z_{-|m|}(\xi)=(-1)^{|m|} Z_{|m|}(\xi), Z \equiv J, H$, it is concluded that for $m<0, u_{l}$ is again given by (4.11) but now $m$ is replaced by $|m|$, while $\epsilon_{x}$ in $c_{1}$ of (4.10) is replaced by $-\epsilon_{x}$.

Asymptotic expansion for the imaginary part The asymptotic expansion for $v$ is derived by first defining the characteristic equation (4.4) for TE modes as a complex-valued function $F(x)=\epsilon_{x} m+x H_{m}^{\prime}(x) / H_{m}(x)-\epsilon_{\perp} / \sqrt{\epsilon_{\perp}} x J_{m}^{\prime}\left(x / \sqrt{\epsilon_{\perp}}\right)$ $/ J_{m}\left(x / \sqrt{\epsilon_{\perp}}\right)$. Then, if $u+i v$ is a complex root of $F(x)$, we expand it in Taylor series around $u+i v$ as $F(x) \sim[x-(u+i v)][\mathrm{d} F(x) /(\mathrm{d} x)]_{x=u+i v}, x \rightarrow u+i v$. Using Bessel's differential equation, it can be worked out that

$$
\begin{align*}
\left.\frac{\mathrm{d} F(x)}{\mathrm{d} x}\right|_{x=u+i v} & =\frac{1-\epsilon_{\perp}-\epsilon_{x}^{2}}{u+i v} m^{2} \\
& +\frac{2 \epsilon_{\perp} \epsilon_{x}}{\sqrt{\epsilon_{\perp}}} \frac{J_{m}^{\prime}\left((u+i v) / \sqrt{\epsilon_{\perp}}\right)}{J_{m}\left((u+i v) / \sqrt{\epsilon_{\perp}}\right)} m \\
& -(u+i v)\left(\epsilon_{\perp}-1\right)\left[\frac{J_{m}^{\prime}\left((u+i v) / \sqrt{\epsilon_{\perp}}\right)}{J_{m}\left((u+i v) / \sqrt{\epsilon_{\perp}}\right)}\right]^{2} . \tag{4.12}
\end{align*}
$$

Keeping the dominant $O\left(m^{2}\right)$ term and neglecting the $O(m)$ and $O(1)$ terms in (4.12), we may evaluate $\operatorname{Im}\{F(x)\}$ at $x=u$, from its second-order Taylor expansion, as

$$
\begin{equation*}
\operatorname{Im}\{F(u)\} \underset{x \rightarrow u+i v}{\sim}-\frac{u v}{u^{2}+v^{2}}\left(1-\epsilon_{\perp}-\epsilon_{x}^{2}\right) m^{2} \tag{4.13}
\end{equation*}
$$

Since WGMs' $x$ obey $u \gg v, v^{2}$ in the denominator of (4.13) can be neglected. Then, equating (4.13) with $\operatorname{Im}\{F(u)\} \approx-2 /\left[\pi Y_{m}^{2}(u)\right]$-as obtained from the analysis of Section 4.2.1-finally yields

$$
\begin{equation*}
v_{l}=\frac{2 u_{l}}{\pi\left(1-\epsilon_{\perp}-\epsilon_{x}^{2}\right) Y_{m}^{2}\left(u_{l}\right)} \frac{1}{m^{2}} \tag{4.14}
\end{equation*}
$$

For $m<0, v_{l}$ is again given by (4.14) but now $m$ is replaced by $|m|$ and $u_{l}$ are given by the modified expressions for $m<0$, as explained above.

### 4.2.3 Asymptotic solution for TM modes

The derivation of the asymptotic closed-form expressions for the complex $x$ of TM modes, requires a simplified procedure, as compared to the one followed in Section 4.2.2. In particular, concerning the real part $u$, the large- $m$ characteristic equation is now given by $\sqrt{\epsilon_{3 r}} J_{m}^{\prime}\left(u \sqrt{\epsilon_{3 r}}\right) / J_{m}\left(u \sqrt{\epsilon_{3 r}}\right)=Y_{m}^{\prime}(u) / Y_{m}(u)$. This form is similar to the large- $m$ characteristic equation for TE modes of isotropic spherical resonators, as given in [142, eq. (2.1b)], with the difference that the order of Bessel and Neumann functions in [142] is fractional. In the present case, $u \sqrt{\epsilon_{3 r}}>m$ and $u<m$. Therefore, setting $u \sqrt{\epsilon_{3 r}}=m+z m^{1 / 3}, u=m \operatorname{sech} \alpha$, and employing the same expansion for $z_{l}$ as in Section 4.2.2, as well as the expansions (4.6)-(4.8), and upon substitution into the above mentioned characteristic equation for TM modes, we may determine the unknown expansion coefficients $c_{1}$ and $c_{3, l}$ by

$$
\begin{align*}
c_{1}= & \frac{2^{1 / 3} \sqrt{\epsilon_{3 r}}}{\sqrt{\epsilon_{3 r}-1}} \\
c_{3, l}= & \frac{c_{1}^{2}}{2^{1 / 3}}\left(\frac{\alpha_{l} \sqrt{\epsilon_{3 r}}}{2^{1 / 3} \sqrt{\epsilon_{3 r}-1}}+\frac{9 \alpha_{l}^{4}}{2^{1 / 3} 100} \frac{1}{c_{1}^{3}}-\frac{2^{1 / 3} \alpha_{l}}{3} c_{1}\right. \\
& \left.\quad+\frac{3 \alpha_{l}^{2}}{5} \frac{c_{2, l}}{c_{1}^{3}}+2^{1 / 3} \frac{c_{2, l}^{2}}{c_{1}^{3}}\right) \tag{4.15}
\end{align*}
$$

while $c_{2, l}$ is the same with $c_{2, l}$ of (4.10) for TE modes. Then, $u_{l}$ is again asymptotically expanded, up to $O\left(m^{-2 / 3}\right)$, by (4.11), with the difference that $\sqrt{\epsilon_{\perp}}$ in (4.11) is replaced by $1 / \sqrt{\epsilon_{3 r}}$.

Regarding the asymptotic expansion of the imaginary part $v$, following the analysis of Section 4.2.2, we in sequence obtain $[\mathrm{d} F(x) /(\mathrm{d} x)]_{x=u+i v}=\epsilon_{3 r}-1$, $\operatorname{Im}\{F(u)\} \sim-v\left(\epsilon_{3 r}-1\right), x \rightarrow u+i v$, and finally

$$
\begin{equation*}
v_{l}=\frac{2}{\pi\left(\epsilon_{3 r}-1\right) u_{l} Y_{m}^{2}\left(u_{l}\right)} \tag{4.16}
\end{equation*}
$$

In the case of TM modes, $x_{l}$ degenerate for $\pm|m|$. Therefore, the results of this Subsection do not alter for $m<0$.

### 4.3 Inhomogeneous gyroelectric resonators

### 4.3.1 VIE-based characteristic equations

For inhomogeneous gyroelectric resonators, the complex normalized wavenumbers $x_{l}$ are derived through a VIE in absence of external excitation, given by [119]

$$
\begin{equation*}
\mathbf{E}(\boldsymbol{\rho})=\left(k_{0}^{2} \mathbb{I}+\nabla \nabla^{T}\right) \int_{\boldsymbol{\rho}^{\prime} \in S} g\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right) \mathbb{X}_{\mathrm{e}}\left(\rho^{\prime}\right) \mathbf{E}\left(\boldsymbol{\rho}^{\prime}\right) \mathrm{d} \boldsymbol{\rho}^{\prime} \tag{4.17}
\end{equation*}
$$

In (4.17), $\mathbf{E}(\boldsymbol{\rho})$ is the total electric field, $\boldsymbol{\rho}$ is the position vector in the polar coordinate system, $\mathbb{I}$ is the unity dyadic, $T$ denotes transposition, $S=\left\{(\rho, \varphi) \in \mathbb{R}^{2} \mid \rho \in\right.$ $[0, a], \varphi \in[0,2 \pi)\}$ is the cross-sectional domain of the circular cylinder, $g\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime}\right)$ is the two-dimensional free space Green's function, and $\mathbb{X}_{\mathrm{e}}(\rho)=\boldsymbol{\epsilon}(\rho) / \epsilon_{0}-\mathbb{I}$ is the normalized tensorial electric contrast function. In particular, (4.17) defines two homogeneous systems $\mathbb{A}^{\mathrm{TE}}\left(x_{l}\right) \mathbf{u}_{l}=0$ and $\mathbb{A}^{\mathrm{TM}}\left(x_{l}\right) \mathbf{v}_{l}=0$-with $\mathbf{u}_{l}, \mathbf{v}_{l}, l=1,2, \ldots$, the eigenvectors corresponding to each $x_{l}$-where the $x_{l}$ are determined via the determinantal equations $\operatorname{det}\left\{\mathbb{A}^{\mathrm{TE}, \mathrm{TM}}\left(x_{l}\right)\right\}=0$. These determinantal equations are the characteristic equations for $\mathrm{TE} / \mathrm{TM}$ modes for inhomogeneous gyroelectric resonators. For gyroelectric cylinders studied here, matrix $\mathbb{A}^{\mathrm{TE}}\left(x_{l}\right)$ is composed by [119, eqs (16) and first of (20)], by setting the expansion coefficients $A_{m}^{\text {inc }}, \Lambda_{m p}$ and $T_{m p}$ appearing in [119, eq. (16)], equal to zero. Similarly, the matrix $\mathbb{A}^{T M}\left(x_{l}\right)$ is composed by [119, eqs (17) and second of (20)], by setting the expansion coefficients $B_{m}^{\text {inc }}, K_{m p}$ and $\Sigma_{m p}$ appearing in [119, eq. (17)], equal to zero.

To solve (4.17), $\mathbf{E}(\boldsymbol{\rho})$ is expanded in Dini series as [119]

$$
\begin{equation*}
\mathbf{E}(\boldsymbol{\rho})=\sum_{m=-\infty}^{\infty} \sum_{l=1}^{\infty}\left[\Gamma_{m l} \mathbf{M}_{m l}\left(\frac{\gamma_{m l}^{M}}{a}, \boldsymbol{\rho}\right)+\Delta_{m l} \mathbf{N}_{m l}\left(\frac{\gamma_{m l}^{N}}{a}, \boldsymbol{\rho}\right)+Z_{m l} \mathbf{L}_{m l}\left(\frac{\gamma_{m l}^{L}}{a}, \boldsymbol{\rho}\right)\right] \tag{4.18}
\end{equation*}
$$

where $\mathbf{M}_{m l}, \mathbf{N}_{m l}, \mathbf{L}_{m l}$ are Dini-type CVWFs [119] and $\Gamma_{m l}, \Delta_{m l}, Z_{m l}$ unknown expansion coefficients. In order for the eigenbasis defined by the $\mathbf{M}_{m l}, \mathbf{N}_{m l}, \mathbf{L}_{m l}$ vectors to be orthogonal, the sets $\gamma_{m l}^{M}, \gamma_{m l}^{N}, \gamma_{m l}^{L}$ must satisfy certain conditions. In particular, $\gamma_{m l}^{M}$ and $\gamma_{m l}^{N}$ must be selected as the roots of the eigenequations [119, eqs (A.7) and (A.10)]

$$
\begin{align*}
& \frac{1}{\gamma_{m l}^{M}} \frac{J_{m}^{\prime}\left(\gamma_{m l}^{M}\right)}{J_{m}\left(\gamma_{m l}^{M}\right)}-t_{m}^{M}=0 \\
& \gamma_{m l}^{N} \frac{J_{m}^{\prime}\left(\gamma_{m l}^{N}\right)}{J_{m}\left(\gamma_{m l}^{N}\right)}-t_{m}^{N}=0 \tag{4.19}
\end{align*}
$$

with $t_{m}^{M}, t_{m}^{N}$ arbitrary complex numbers, while $\gamma_{m l}^{L}$ as the roots of [119, eq. (A.13)]. $\gamma_{m l}^{L}$, however, do not appear in the composition of $\mathbb{A}^{\mathrm{TE}, \mathrm{TM}}$, therefore they are
ignored in the remaining analysis. It should be noted that (16) and (17) of [119], which are introduced above and contribute in $\mathbb{A}^{\mathrm{TE}, \mathrm{TM}}$, stem from the analytical reduction of the original VIE (4.17) by expanding the unknown $\mathbf{E}(\boldsymbol{\rho})$ in Dini series as in (4.18). This means that the two-dimensional volumetric integral in (4.17) is firstly carried out analytically, and the $k_{0}^{2} \mathbb{I}+\nabla \nabla^{T}$ operator is secondly taken into account by utilizing the properties $\nabla^{T} \mathbf{M}_{m l}(k, \boldsymbol{\rho})=\nabla^{T} \mathbf{N}_{m l}(k, \boldsymbol{\rho})=0, \nabla \nabla^{T} \mathbf{L}_{m l}(k, \boldsymbol{\rho})+$ $k^{2} \mathbf{L}_{m l}(k, \boldsymbol{\rho})=0, \nabla \times \mathbf{M}_{m l}(k, \boldsymbol{\rho})=k \mathbf{N}_{m l}(k, \boldsymbol{\rho}), \nabla \times \mathbf{N}_{m l}(k, \boldsymbol{\rho})=k \mathbf{M}_{m l}(k, \boldsymbol{\rho})$, and $\nabla \times \mathbf{L}_{m l}(k, \boldsymbol{\rho})=0$ [145], where $k \equiv k_{0}, \gamma_{m l}^{M} / a, \gamma_{m l}^{N} / a, \gamma_{m l}^{L} / a$. The interested reader is referred to [119] for the details.

Currently, $\gamma_{m l}^{M, N}$ are numerically retrieved via (4.19) by the application of a real-root finding algorithm, by defining $t_{m}^{M}, t_{m}^{N} \in \mathbb{R}$. To apply (4.17) for the calculation of large order WGM frequencies, however, the computation of the aforementioned real roots for very large $m$ is required, a time consuming and demanding task for any root finding algorithm due to the loss of roots when $m$ is very large. This means that the $\mathbf{M}_{m l^{-}}, \mathbf{N}_{m l}$-part of the vectorial eigenbasis is not orthogonal anymore, an undesired situation for the VIE which in sequence does not yield the expected complex roots from $\operatorname{det}\left\{\mathbb{A}^{\mathrm{TE}, \mathrm{TM}}\left(x_{l}\right)\right\}=0$. To overpass this obstacle, we apply large- $m$ order expansions in (4.19), which allow for the instant computation of $\gamma_{m l}^{M, N}$ by closed-form expressions, and render the VIE suitable for WGM studies of continuously varying highly inhomogeneous gyroelectric cylindrical resonators.

### 4.3.2 Asymptotic-based vectorial eigenbasis

Herein we apply large- $m$ order expansions in (4.19) for the determination of $\gamma_{m l}^{M, N}$ by closed-form expressions up to $O\left(m^{-1}\right)$. It should be clarified that $\gamma_{m l}^{M, N}$ do not need to be complex, therefore the below analysis is restricted to the computation of real roots. In addition, the roots obtained from (4.19) for $m>0$ are the same when $m<0$, therefore in what follows we keep $m>0$. Respective large order expansions were applied in the vectorial eigenbasis of the VIE for WGM lasing in gyroelectric spherical resonators [136]. That eigenbasis involved the computation of the real roots $\gamma_{m n \ell}^{M}\left[136\right.$, see eigenequation (2)] and $\gamma_{m n \ell}^{N}[136$, see eigenequation (3)].

We begin with the determination of $\gamma_{m l}^{M}$ from the first of (4.19). From Dini theory [119], we know that the first root $\gamma_{m 1}^{M}<m$-but not $\gamma_{m 1}^{M} \ll m$-while higher-order roots satisfy $\gamma_{m l}^{M}>m, l=2,3, \ldots$. This instructs us that, for the asymptotic determination of $\gamma_{m 1}^{M}$, we must apply Debye's first-order asymptotic expansions for $J_{m}, J_{m}^{\prime}$ [144, entries 9.3.7, 9.3.11], and not the standard asymptotic form [144, entry 9.3.1] and its derivative, which hold when the argument is much lesser than the order, and were used in [136] for the calculation of $\gamma_{m n 1}^{N}$ of $[136$, eq. (3)]. Setting $\gamma_{m 1}^{M}=m \operatorname{sech} \alpha, \alpha>0$, we obtain

$$
\begin{equation*}
\frac{J_{m}^{\prime}\left(\gamma_{m 1}^{M}\right)}{\gamma_{m 1}^{M} J_{m}\left(\gamma_{m 1}^{M}\right)} \underset{m \rightarrow \infty}{\sim} \cosh \alpha \sqrt{\cosh ^{2} \alpha-1} \frac{1}{m} \tag{4.20}
\end{equation*}
$$

Substituting this result into the first of (4.19), along with $\cosh \alpha=m / \gamma_{m 1}^{M}$, we finally obtain

$$
\begin{align*}
& \gamma_{m 1}^{M} \underset{m \rightarrow \infty}{\sim} \sqrt{\zeta_{m} / 2} \\
& \zeta_{m} \equiv-\frac{1}{\left(t_{m}^{M}\right)^{2}}+\frac{1}{t_{m}^{M}} \sqrt{\frac{1}{\left(t_{m}^{M}\right)^{2}}+(2 m)^{2}} \tag{4.21}
\end{align*}
$$

For the determination of $\gamma_{m l}^{M}, l=2,3, \ldots$, we note that the first of (4.19) is the same with (13) of [136], without the fractional term $1 /\left[2\left(\gamma_{m n \ell}^{N}\right)^{2}\right]$. This fraction,
however, only contributes to the asymptotic expansion in terms with order lower than $O\left(m^{-1}\right)$. Therefore, the results of Section II.C of [136] for the higher-order roots - and not for the first root - can be adapted to the present problem. For completeness, we report here the final results, i.e.,

$$
\begin{align*}
\gamma_{m l}^{M} \underset{m \rightarrow \infty}{\sim} & m+2^{-1 / 3} \alpha_{l} m^{1 / 3}-2^{-1 / 3} c_{2, l} \frac{1}{m^{1 / 3}} \\
& -2^{-1 / 3} c_{4, l} \frac{1}{m}, \quad l=2,3, \ldots, \\
c_{2, l}= & -\frac{3 \alpha_{l}^{2}}{2^{1 / 3} 10}, \quad c_{4, l}=\frac{7 t_{m}^{M} / 4-2^{1 / 3} 5}{350} . \tag{4.22}
\end{align*}
$$

Next, we proceed with the determination of $\gamma_{m l}^{N}$ from the second of (4.19). This eigenequation has all of its roots in the region $\gamma_{m l}^{N}>m$, a behavior similar to [136, eq. (4)]. Specifically, we note that the second of (4.19) is the same with (4) of [136] without the $1 / 2$ term. Following similar steps as in Section II.B of [136], we conclude for the present problem that

$$
\begin{align*}
\gamma_{m l}^{N} \underset{m \rightarrow \infty}{\sim} & m+2^{-1 / 3} \alpha_{l}^{\prime} m^{1 / 3}-2^{-1 / 3} c_{2, l} \frac{1}{m^{1 / 3}} \\
& -2^{-1 / 3} c_{4, l} \frac{1}{m}, \quad l=1,2, \ldots, \\
c_{2, l}= & \frac{10 t_{m}^{N}+2-3\left(\alpha_{l}^{\prime}\right)^{3}}{2^{1 / 3} 10 \alpha_{l}^{\prime}}, \\
c_{4, l}= & {\left[2^{2 / 3} 56 \alpha_{l}^{\prime}+2^{2 / 3} 151\left(\alpha_{l}^{\prime}\right)^{4}+1400\left(\alpha_{l}^{\prime}\right)^{2} c_{2, l}\right.} \\
& \left.+2^{1 / 3} 1400 c_{2, l}^{2}\right] /\left(2^{1 / 3} 2800 \alpha_{l}^{\prime}\right) \tag{4.23}
\end{align*}
$$

where $-\alpha_{l}^{\prime}, l=1,2, \ldots$, are the roots of $\mathrm{Ai}^{\prime}$.

### 4.4 Numerical results and discussion

Herein we validate the asymptotic closed-form expressions derived in Sections 4.2 and 4.3 and we demonstrate the calculation of very high order WGM frequencies for cylindrical resonators composed of homogeneous and continuously varying highly inhomogeneous permittivity profiles. In particular, we compare the complex WGM frequencies for homogeneous gyroelectric resonators, for both TE/TM modes, utilizing three different methods. The first method relies on the calculation of $x$ by the asymptotic expressions (4.11), (4.14), and (4.16). In the second method the $x$ are numerically retrieved by VIE's determinantal equations, using the asymptotic-based vectorial eigenbasis constructed via (4.21)-(4.23). Finally, in the third method, the $x$ are extracted from the numerical solution of the characteristic equations (4.4) using complex root finding techniques.

To implement the above comparison, however, we first need to validate the asymptotics (4.21)-(4.23) that will ensure a proper large- $m$ orthogonal vectorial eigenbasis for the accurate solution of the VIE. In Table 4.1 we demonstrate the correctness of (4.21)-(4.23), by computing the first ten sequential roots $\gamma_{m l}^{M}, \gamma_{m l}^{N}$, for $m=100$ and $m=1000$. The numerical evaluation of the roots, as given in Table 4.1, is based on the numerical solution of (4.19). Since $\gamma_{m l}^{M}, \gamma_{m l}^{N}$ are real numbers, these equations are solved using Brent's real root finding technique [146]. The agreement between the asymptotic and numerical solution is evident, especially when $m=1000$. Concerning the first root $\gamma_{m 1}^{M}$, in particular, it satisfies the

Table 4.1 $\gamma_{m l}^{M}$ and $\gamma_{m l}^{N}$ using $t_{m}^{M}=0.2$ and $t_{m}^{N}=-0.2$. Top: $m=100$; bottom:

condition $\gamma_{m 1}^{M}<m$, while its agreement with the numerical solution of the first of (4.19) successfully establishes the validity of the closed-form expression (4.21). The efficiency of the asymptotic calculation is superior than that of the numerical extraction on (4.19). For instance, the numerical calculation of all $\gamma_{m l}^{M}, \gamma_{m l}^{N}$ roots appearing in Table 4.1 /bottom, requires 41 s of CPU time on a 2.1 GHz double octa-core equipped machine, when increasing the points by 0.002 each time in the incremental step algorithm, to detect the change of sign. In case of a finer incremental step, say $0.001,94 \mathrm{~s}$ of CPU time are needed. Yet, this inefficient calculation must be repeated for different values of $m$. Contrariwise, the asymptotic calculation is instant for every value of $m$. It should be emphasized that, when $m$ acquires large values, the numerical root extraction procedure in the first of (4.19) is prone to lose roots. This is depicted in Table 4.1/bottom where $\gamma_{m 1}^{M}$ is missing from eigenequation's root sequence. To locate this root, we have used small steps to detect a change of sign on the real axis, by incrementally increasing the points by 0.001 each time, yet unsuccessfully. The absence of this root constitutes the vectorial eigenbasis nonorthogonal and as a consequence the VIE does not yield the expected complex roots for TE modes. On the contrary, the asymptotic calculation does not lose roots and ensures the proper extraction of complex $x$ via the VIE.

Having established the validity for the large- $m$ vectorial eigenbasis, we proceed to the comparison of the $x$ for homogeneous isotropic resonators. In Table 4.2 we establish the validity of the asymptotic closed-form expressions (4.11) and (4.14) for TE modes using $m=50$ and $m=200$, as well as of the asymptotic-based VIE by the numerical solution of determinantal equation $\operatorname{det}\left\{\mathbb{A}^{\mathrm{TE}}\left(x_{l}\right)\right\}=0$, via a

Table 4.2 Complex $x$ for $\mathrm{TE}_{m l}$ modes of homogeneous isotropic resonator with $\epsilon_{1 r}=2.54$ and $\epsilon_{2 r}=0$. Top: $m=50$; bottom: $m=200$.

| 1 | Asymptotic | VIE | SVM |
| :--- | :--- | :--- | :--- |
| 1 | $35.457+2.6813 \cdot 10^{-08} i$ | $35.485+9.5654 \cdot 10^{-09} i$ | $35.446+1.1786 \cdot 10^{-08} i$ |
| 2 | $38.981+1.4487 \cdot 10^{-05} i$ | $38.988+6.7080 \cdot 10^{-06} i$ | $38.938+6.9445 \cdot 10^{-06} i$ |
| 3 | $42.014+1.0649 \cdot 10^{-03} i$ | $41.973+5.5020 \cdot 10^{-04} i$ | $41.912+5.5947 \cdot 10^{-04} i$ |
| 4 | $44.803+2.1013 \cdot 10^{-02} i$ | $44.661+1.2869 \cdot 10^{-02} i$ | $44.599+1.2482 \cdot 10^{-02} i$ |
| 5 | $47.444+1.3539 \cdot 10^{-01} i$ | $47.117+1.0360 \cdot 10^{-01} i$ | $47.080+9.3302 \cdot 10^{-02} i$ |
|  |  |  |  |
| 1 | Asymptotic | VIE | SVM |
| 1 | $132.07+9.2091 \cdot 10^{-40} i$ | $132.09+4.0478 \cdot 10^{-09} i$ | $132.07+2.6039 \cdot 10^{-15} i$ |
| 2 | $137.37+1.0558 \cdot 10^{-34} i$ | $137.40+3.9315 \cdot 10^{-09} i$ | $137.37+8.6932 \cdot 10^{-15} i$ |
| 3 | $141.81+9.4989 \cdot 10^{-31} i$ | $141.84+1.5809 \cdot 10^{-11} i$ | $141.80+8.5444 \cdot 10^{-15} i$ |
| 4 | $145.80+2.1202 \cdot 10^{-27} i$ | $145.83+3.9246 \cdot 10^{-09} i$ | $145.78+1.1747 \cdot 10^{-14} i$ |
| 5 | $149.50+1.8347 \cdot 10^{-24} i$ | $149.53+4.7578 \cdot 10^{-09} i$ | $149.48+3.6666 \cdot 10^{-14} i$ |

global complex root finding algorithm [147]. Both methods are compared vs SVM, whose $x$ are obtained from the numerical solution of the first of (4.4) using Müller's complex root finding method [148]. In addition, Table 4.3 shows the validity of the asymptotic closed-form expressions (4.11) and (4.16) for TM modes, as well as of the asymptotic-based VIE by the numerical solution of $\operatorname{det}\left\{\mathbb{A}^{\mathrm{TM}}\left(x_{l}\right)\right\}=0$. Both cases are compared vs SVM, by the numerical solution of the second of (4.4). As it is evident from $x$ depicted in Tables 4.2, 4.3, for the lower order case of $m=50$, the asymptotic and VIE solutions yield accurate results for $\operatorname{Re}\{x\}$ up to three significant figures, as compared to the SVM solution. For $m=200$, the accuracy increases up to five significant figures for the asymptotic solution and up to four significant figures for VIE. All in all, the application of the asymptotic formulas may be appreciated by the fact that a systematic application of Müller's method on (4.4) would lead to loss of roots. In addition, the $\operatorname{Im}\{x\}$ for large- $m$ has extremely small values, yet it decreases as $m$ increases, a typical behavior of high- $Q$ WGMs. This is evident from both Tables 4.2, 4.3. It should be clarified, however, that the agreement of $\operatorname{Im}\{x\}$ for the asymptotic solution, as compared to the SVM, is better for TM modes, than that for TE modes. For example, $\operatorname{Im}\left\{x_{1}\right\}=8.1230 \cdot 10^{-9} /$ asymptotic for $\mathrm{TM}_{50,1}$ of Table 4.3 meets one significant digit with $\operatorname{Im}\left\{x_{1}\right\}=8.0526 \cdot 10^{-9} /$ SVM. On the contrary, $\operatorname{Im}\left\{x_{1}\right\}=2.6813 \cdot 10^{-8} /$ asymptotic for $\mathrm{TE}_{50,1}$ of Table 4.2 is of the same order and very close to $\operatorname{Im}\left\{x_{1}\right\}=1.1786 \cdot 10^{-8} / \mathrm{SVM}$. The better agreement for TM modes is due to the fact that the term $[\mathrm{d} F(x) /(\mathrm{d} x)]_{x=u+i v}$ in Taylor series expansion of $F(x)$ for TM modes, is calculated exactly and given by $\epsilon_{3 r}-1$-see Section 4.2.3. Instead, this term for TE modes is given exactly by (4.12), but only the dominant $O\left(m^{2}\right)$ term is used in the closed-form determination of $\operatorname{Im}\{x\}$. Another issue concerning the $\operatorname{Im}\{x\}$ that needs clarification, for both TE/TM modes, is that, as $m$ acquires very large values, as for instance $m=200$ in Tables $4.2 /$ bottom, 4.3/bottom, $\operatorname{Im}\{x\}$ is almost nil. The very small order of $\operatorname{Im}\{x\}$ in the asymptotic solution, as for instance $10^{-40}$ for $\operatorname{Im}\left\{x_{1}\right\}$ in Tables 4.2 bottom, $4.3 /$ bottom, is due to the presence of $Y_{m}^{2}\left(u_{l}\right)$ in the denominators of (4.14), (4.16). However, one should expect an exponential decrease with $m$ for the $\operatorname{Im}\{x\}$, as was deduced in [149].

In addition, we note that the respective $10^{-9}$ and $10^{-15}$ orders of VIE and SVM, are due to the stop criteria used in the complex root finding algorithms [147, 148]. Overall, the asymptotic calculation of $\operatorname{Im}\{x\}$ for both TE/TM modes is acceptable, if one considers the very low values of $\operatorname{Im}\{x\}$. Moreover, WGM

Table 4.3 Complex $x$ for $\mathrm{TM}_{m l}$ modes of homogeneous isotropic resonator with $\epsilon_{3 r}=2.54$. Top: $m=50$; bottom: $m=200$.

| l | Asymptotic | VIE | SVM |
| :--- | :--- | :--- | :--- |
| 1 | $34.972+8.1230 \cdot 10^{-09} i$ | $34.973+8.2695 \cdot 10^{-09} i$ | $34.968+8.0526 \cdot 10^{-09} i$ |
| 2 | $38.499+4.4156 \cdot 10^{-06} i$ | $38.487+4.3718 \cdot 10^{-06} i$ | $38.483+4.3029 \cdot 10^{-06} i$ |
| 3 | $41.533+3.2997 \cdot 10^{-04} i$ | $41.499+3.2012 \cdot 10^{-04} i$ | $41.496+3.1463 \cdot 10^{-04} i$ |
| 4 | $44.325+6.7882 \cdot 10^{-03} i$ | $44.250+6.4242 \cdot 10^{-03} i$ | $44.248+6.3240 \cdot 10^{-03} i$ |
| 5 | $46.968+4.6067 \cdot 10^{-02} i$ | $46.834+4.2802 \cdot 10^{-02} i$ | $46.833+4.2302 \cdot 10^{-02} i$ |
|  |  |  |  |
| 1 | Asymptotic | VIE | SVM |
| 1 | $131.58+2.7537 \cdot 10^{-40} i$ | $131.62+4.9860 \cdot 10^{-09} i$ | $131.58+2.3019 \cdot 10^{-15} i$ |
| 2 | $136.89+3.1600 \cdot 10^{-35} i$ | $136.92+4.9941 \cdot 10^{-09} i$ | $136.89+4.7817 \cdot 10^{-16} i$ |
| 3 | $141.32+2.8439 \cdot 10^{-31} i$ | $141.35+7.2236 \cdot 10^{-10} i$ | $141.32+3.4965 \cdot 10^{-14} i$ |
| 4 | $145.32+6.3485 \cdot 10^{-28} i$ | $145.34+5.6127 \cdot 10^{-09} i$ | $145.31+1.1389 \cdot 10^{-14} i$ |
| 5 | $149.02+5.4951 \cdot 10^{-25} i$ | $149.03+8.3052 \cdot 10^{-10} i$ | $149.01+9.2869 \cdot 10^{-14} i$ |

Table 4.4 Complex $x$ for $\mathrm{TE}_{m l}$ modes of homogeneous gyroelectric resonator with $\epsilon_{1 r}=2.54$ and $\epsilon_{2 r}=0.5$. From top to bottom: first subtable: $m=50$; second subtable: $m=-50$; third subtable: $m=200$; fourth subtable: $m=-200$.

| l | Asymptotic | VIE | SVM |
| :--- | :--- | :--- | :--- |
| 1 | $36.092+9.6058 \cdot 10^{-08} i$ | $36.083+4.9076 \cdot 10^{-08} i$ | $36.078+5.4208 \cdot 10^{-08} i$ |
| 2 | $39.676+4.4115 \cdot 10^{-05} i$ | $39.626+2.6596 \cdot 10^{-05} i$ | $39.617+2.6868 \cdot 10^{-05} i$ |
| 3 | $42.760+2.7042 \cdot 10^{-03} i$ | $42.635+1.7514 \cdot 10^{-03} i$ | $42.621+1.7715 \cdot 10^{-03} i$ |
| 4 | $45.597+4.2135 \cdot 10^{-02} i$ | $45.336+2.9926 \cdot 10^{-02} i$ | $45.313+3.0196 \cdot 10^{-02} i$ |
| 5 | $48.283+2.1574 \cdot 10^{-01} i$ | $47.843+1.6370 \cdot 10^{-01} i$ | $47.811+1.6376 \cdot 10^{-01} i$ |
| 1 | Asymptotic | VIE | SVM |
| 1 | $36.183+1.1413 \cdot 10^{-07} i$ | $36.175+3.7090 \cdot 10^{-08} i$ | $36.172+4.2435 \cdot 10^{-08} i$ |
| 2 | $39.780+5.1577 \cdot 10^{-05} i$ | $39.742+2.0848 \cdot 10^{-05} i$ | $39.736+2.1109 \cdot 10^{-05} i$ |
| 3 | $42.875+3.0849 \cdot 10^{-03} i$ | $42.780+1.3880 \cdot 10^{-03} i$ | $42.770+1.4109 \cdot 10^{-03} i$ |
| 4 | $45.722+4.6351 \cdot 10^{-02} i$ | $45.522+2.4461 \cdot 10^{-02} i$ | $45.505+2.4941 \cdot 10^{-02} i$ |
| 5 | $48.417+2.3002 \cdot 10^{-01} i$ | $48.078+1.4050 \cdot 10^{-01} i$ | $48.051+1.4344 \cdot 10^{-01} i$ |
| 1 | Asymptotic | VIE |  |
| 1 | $134.64+3.0164 \cdot 10^{-37} i$ | $134.67+8.4212 \cdot 10^{-10} i$ | $134.64+5.0032 \cdot 10^{-15} i$ |
| 2 | $140.05+2.8368 \cdot 10^{-32} i$ | $140.08+4.5380 \cdot 10^{-09} i$ | $140.04+6.3572 \cdot 10^{-15} i$ |
| 3 | $144.57+2.1388 \cdot 10^{-28} i$ | $144.60+2.7793 \cdot 10^{-10} i$ | $144.56+1.6153 \cdot 10^{-15} i$ |
| 4 | $148.63+4.0329 \cdot 10^{-25} i$ | $148.67+5.0011 \cdot 10^{-09} i$ | $148.61+2.7561 \cdot 10^{-14} i$ |
| 5 | $152.41+2.9571 \cdot 10^{-22} i$ | $152.44+3.0343 \cdot 10^{-09} i$ | $152.38+3.8419 \cdot 10^{-14} i$ |
| 1 | Asymptotic | VIE | SVM |
| 1 | $134.72+3.5922 \cdot 10^{-37} i$ | $134.74+4.9384 \cdot 10^{-09} i$ | $134.72+3.8712 \cdot 10^{-15} i$ |
| 2 | $140.13+3.3725 \cdot 10^{-32} i$ | $140.16+4.9978 \cdot 10^{-09} i$ | $140.13+4.6659 \cdot 10^{-15} i$ |
| 3 | $144.66+2.5363 \cdot 10^{-28} i$ | $144.69+3.4807 \cdot 10^{-10} i$ | $144.65+2.3624 \cdot 10^{-14} i$ |
| 4 | $148.73+4.7679 \cdot 10^{-25} i$ | $148.76+5.6833 \cdot 10^{-09} i$ | $148.71+5.4930 \cdot 10^{-14} i$ |
| 5 | $152.51+3.4837 \cdot 10^{-22} i$ | $152.53+7.3131 \cdot 10^{-10} i$ | $152.48+1.8881 \cdot 10^{-14} i$ |

applications such as lasing, refractometric sensing and magneto-optic coupling, are focused on the positions of the more accurate $\operatorname{Re}\{x\}$, which in sequence yield the natural frequencies of the resonators.

In Table 4.4 we show $x$ for TE modes for a homogeneous gyroelectric res-


Figure 4.1 $\operatorname{Re}\left\{H_{z}\right\} / \max \left\{\operatorname{Re}\left\{H_{z}\right\}\right\}$ on $x y$-plane for the first two $\mathrm{TE}_{50, l}$ mode frequencies of the gyroelectric resonator of Table 4.4. (a) $\mathrm{TE}_{50,1}$ (b) $\mathrm{TE}_{50,2}$
onator. Now, due to the lift of $m$-degeneracy, results for $m \lessgtr 0$ are given, therefore we present frequencies for $m= \pm 50, \pm 200$. Comparing the $x$ of the gyroelectric case with those from the isotropic case for the same value of $m$-say, for instance, Table 4.4/third and fourth subtables with Table 4.2/bottom - we conclude that the presence of the gyroelectric element $\epsilon_{2 r}$ splits the original $x$ into two new values. That is, for example, $x_{1}=132.07+9.2091 \cdot 10^{-40} i$ of $\mathrm{TE}_{200,1}$ mode/isotropic resonator is split into two frequencies, $x_{1}=134.64+3.0164 \cdot 10^{-37} i$ of $\mathrm{TE}_{200,1}$ mode and $x_{1}=134.72+3.5922 \cdot 10^{-37} i$ of $\mathrm{TE}_{-200,1}$ mode, with the latter two being frequencies of the gyroelectric resonator. In addition, we note that the $x$ in Table 4.4 for $m=-200$ are slightly greater than the respective ones for $m=200$. Same observations hold true for $m= \pm 50$. In Figure 4.1 we depict the field pattern of the normalized $\operatorname{Re}\left\{H_{z}\right\}$ for the first two $\mathrm{TE}_{50, l}$ mode frequencies of the gyroelectric resonator of Table 4.4, i.e., for $x_{1}=36.078+5.4208 \cdot 10^{-8} i$ and $x_{2}=39.617+2.6868 \cdot 10^{-5} i$. As it is indicative for WGM patterns, the $\mathrm{TE}_{50,1}$ mode depicts one localized peak or valley along the radial direction and 50 peaks and 50 valleys along the circumference - see Figure 4.1a. In addition, the $\mathrm{TE}_{50,2}$ mode depicts one localized peak and one localized valley along the radial direction, while the number of peaks/valleys along the circumference does not change - see Figure 4.1b.

Next we demonstrate, by the VIE, the calculation of high and very high order WGMs in resonators composed of a continuously varying highly inhomogeneous permittivity profile. Since the whispering gallery-type localization is based on the principle of quasi-total internal reflection, the refractive index of a homogeneous resonator must be higher than that of the free space background. For inhomogeneous isotropic resonators, one must ensure that $n\left(\rho=a^{-}\right)>1$, where $n(\rho)$ is the inhomogeneous refractive index of the resonator. To demonstrate the applicability of the VIE for WGM calculations in inhomogeneous resonators, we employ the continuously varying permittivity profile given by $\epsilon_{1 r}(\rho)=\epsilon_{3 r}(\rho)=\left\{4 /\left[1+(\rho / a)^{2}\right]\right\}^{2} \equiv$ $\epsilon_{r}(\rho), 0 \leqslant \rho \leqslant a$, while $\epsilon_{2 r}=0$. With this selection, $\epsilon_{r}\left(\rho=a^{-}\right)=4>1$, thus the above condition is met. In Table 4.5 we give the first WGM frequency $x$ for each mode family, for three different values of $m$, namely, for high $m=25$ order, and for very high $m=100,200$ orders. From Table 4.5 it is evident that $\operatorname{Re}\{x\}_{\mathrm{TM}}<\operatorname{Re}\{x\}_{\mathrm{TE}}$, for every order $m$, meaning that the TM frequencies precede the TE ones in the frequency spectrum. In addition, we note the low $\operatorname{Im}\{x\}$ which is indicative of the supported high- $Q$ resonances. In case the above criterion for quasi-total internal reflection is not met, as for instance for a fish-eye lens profile

Table 4.5 Complex $x$ for $\mathrm{TM}_{m 1}, \mathrm{TE}_{m 1}$ modes of a continuously varying highly inhomogeneous resonator with $\epsilon_{1 r}=\epsilon_{3 r}=\left\{4 /\left[1+(\rho / a)^{2}\right]\right\}^{2}$ and $\epsilon_{2 r}=0$.

| m | l | $\mathrm{VIE} / \mathrm{TM}_{m l}$ | $\mathrm{VIE} / \mathrm{TE}_{m l}$ |
| ---: | :--- | :--- | :--- |
| 25 | 1 | $13.129+3.3273 \cdot 10^{-09} i$ | $13.230+9.4892 \cdot 10^{-10} i$ |
| 100 | 1 | $50.689+3.0646 \cdot 10^{-09} i$ | $50.738+6.1155 \cdot 10^{-10} i$ |
| 200 | 1 | $100.15+4.9997 \cdot 10^{-09} i$ | $100.74+1.3834 \cdot 10^{-09} i$ |



Figure 4.2 $\operatorname{Re}\left\{E_{z}\right\} / \max \left\{\operatorname{Re}\left\{E_{z}\right\}\right\}$ on $x y$-plane for $\mathrm{TM}_{25,1}$ and $\mathrm{TM}_{100,1}$ WGM frequencies of the continuously varying highly inhomogeneous resonator of Table 4.5. (a) $\mathrm{TM}_{25,1}$ (b) $\mathrm{TM}_{100,1}$
$\epsilon_{r}(\rho)=\left\{2 /\left[1+(\rho / a)^{2}\right]\right\}^{2}$ where $n\left(\rho=a^{-}\right)=1$, the respective $x$ in Table 4.5 feature strong imaginary parts, which lead to leaky modes with spatial distribution outside the resonator. In Figure 4.2 we plot the normalized $\operatorname{Re}\left\{E_{z}\right\}$ for the $\mathrm{TM}_{25,1}$ and $\mathrm{TM}_{100,1}$ modes, for the continuously varying profile of Table 4.5. Although the $\mathrm{TM}_{25,1}$ mode depicts 25 peaks and 25 valleys along the circumference - see Figure $4.2 a$ - the $\mathrm{TM}_{100,1}$ mode experiences 100 peaks and valleys, however, in Figure $4.2 b$ we have focused on the area about $x=a$ to clearly visualize the localized resonances.

Finally, in Figure 4.3 we examine how the gyroelectric element $\epsilon_{2 r}$ affects $\operatorname{Re}\{x\}$, with the latter being a key quantity in magneto-optic coupling applications. In particular, we set equal diagonal elements $\epsilon_{1 r}=\epsilon_{3 r} \equiv \epsilon_{r}$ in (4.1), and vary $\epsilon_{2 r}$ from zero-i.e., an isotropic resonator-up to 3. In Figure $4.3 a$ we plot $\operatorname{Re}\left\{x_{1}\right\}$ of $\mathrm{TE}_{1000,1}$ mode, for various diagonal elements $\epsilon_{r}=4.5,5.5$, and 6.5 , using the asymptotic closed-form expression (4.11). From the curves it turns out that $\operatorname{Re}\left\{x_{1}\right\}$ increases as $\epsilon_{2 r}$ increases, furthermore, $\operatorname{Re}\left\{x_{1}\right\}$ acquires smaller values as the diagonal permittivity elements increase in value. Since this example studies a gyroelectric resonator, $\operatorname{Re}\left\{x_{1}\right\}$ of $\mathrm{TE}_{-1000,1}$ mode have different values than the ones depicted in Figure 4.3a. Nevertheless, the variations of $\operatorname{Re}\left\{x_{1}\right\}$ vs $\epsilon_{2 r}$ for $m=-1000$ have similar trends as the ones for $m=1000$, with $\operatorname{Re}\left\{x_{1}\right\}_{m<0}>\operatorname{Re}\left\{x_{1}\right\}_{m>0}$. For this reason, explicit curves for $m=-1000$, as those in Figure $4.3 a$, are not depicted. To further investigate the split of $\operatorname{Re}\left\{x_{1}\right\}$ due to the lift of degeneration, in Figure $4.3 b$ we plot $\Delta x_{1}=\left|\operatorname{Re}\left\{x_{1}\right\}_{m<0}-\operatorname{Re}\left\{x_{1}\right\}_{m>0}\right|$ for various orders $|m|$. In particular, we keep fixed the $\epsilon_{r}=4.5$, vary $\epsilon_{2 r}$ from zero up to 3 , and repeat this study for $|m|=100,1000$, and 10000. Obviously, for the isotropic case, $\Delta x_{1}=0$. However, the split increases as $\epsilon_{2 r}$ increases, yet, for constant $\epsilon_{2 r}, \Delta x_{1}$ gets smaller when $|m|$ increases. Notably, the change in $\Delta x_{1}$ is small as $|m|$ jumps from 1000 to 10000.

## CALCULATION OF COMPLEX WGM FREQUENCIES FOR GYROELECTRIC



Figure 4.3 Effect of $\epsilon_{2 r}$ on $\operatorname{Re}\left\{x_{1}\right\}$ and $\Delta x_{1}$ for various gyroelectric resonators. (a)Blue: $\epsilon_{r}=4.5$; red: $\epsilon_{r}=5.5$; green: $\epsilon_{r}=6.5$. In all cases $m=1000$. (b)Blue: $|m|=100$; red: $|m|=1000$; green: $|m|=10000$. In all cases $\epsilon_{r}=4.5$. Inset: Same as in $b$ but $\epsilon_{2 r} \in[2.5,3]$.

To better capture this small change, in the inset of Figure $4.3 b$ we have focused on the region $\epsilon_{2 r} \in[2.5,3]$. In conclusion, if one wants to restrict the gap between $\operatorname{Re}\left\{x_{1}\right\}_{m<0}$ and $\operatorname{Re}\left\{x_{1}\right\}_{m>0}$ when $\epsilon_{2 r} \neq 0$, the use of extremely large order modes is necessary, contrariwise, low order modes are requisite for a notable separation.

### 4.5 Conclusion

We derived asymptotic closed-form expressions for the calculation of the complex WGM frequencies in homogeneous and inhomogeneous gyroelectric cylindrical resonators. For homogeneous resonators, we applied asymptotic expansions on the exact characteristic equations of $\mathrm{TE} / \mathrm{TM}$ modes. In addition, for inhomogeneous resonators, we extended a VIE by asymptotically expanding its vectorial eigenbasis to support the prediction of large order WGM frequencies. We validated the complex frequencies obtained from the asymptotic closed-form expressions, as well as from the VIE, for the case of a homogeneous gyroelectric resonator, by comparisons with the complex roots extracted by the numerical solution of the TE/TM characteristic equations. We demonstrated the calculation of high and very high order WGMs for a continuously varying highly inhomogeneous permittivity profile. Overall, the developed asymptotic theory constitutes a rigorous tool which may serve for verification of MAR-based numerical solutions for other non-circular inhomogeneous cylinders, as well as for the interpretation of experimental data for applications such as WGM lasing, refractometric sensing, and magneto-optic coupling.
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