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ITepixndm

Yy moapoloa Simhopatixy epyacioa ueketdue online okyopiBuouc ye mpofNédeic (learning-
augmented online algorithms), dnhad¥, online o\yopiBuouc oL onolol €xouv npdoPact oe éva
povtelo mou xdvel tpofAédei yia to péhov. Ilapousidlouye o mo Beueiddn anoteNéopota ToU
Topéa xabwg xan Ti¢ Paoixég apyéc mou diémouy TNy avdiuon online olyoplBuwv e mtpofiédeic.
Emun\éov, e€etdloupe to npdfinua Multistage Matroid Maintenance (MMM) xau oedidloupe
online a\yopiBuouc pe mpoPXédeic oL omolol €xouv xaniTeEn EMBOOT ATO AUTH TWV HAACLXWVY
online o\yoplBuwv.

Yto meéfinua MMM xohoduoacte va dwtneriooupe €va spanning tree oe €va Suvouxod
vedpnua oto onolo ot axpéc etvar BLBECIUES UOVO YL CUYXEXPUIEVES XPOVIXES CTUYUES. LTNV
learning-augmented exdoyy| elyacte e€onhiopévol pe éva pavteio to omoio mpoPrénct Tov ypdvo
Cong xdfe axpnic. X1ox0< Elvon VoL aryOpdCOUIE GUVOAXE GGO TO BUVATOV NyOTERES aXpEC.

Avaboupe Tov arydelbuo mou axolouBel TupNd Tic mpoPNédelc xau Belyvouue 6Tl av ol
TpoPNédeic ebvan axpiPeic o alyopfuog Eemepvd TV anddoon Tev xhaouxwy online a\yoplbuwy.
Avtifeta, av ou mpoPiédeic elvon avoaxpiPelc n anddoor 100 aryopifuou elivon e@aUANT Ue ouTH
T00 BéNtiotou online a\yopibuou.

AN AS ARSI NAR XS

Online oXyo6gBuot, Online alydplBuol ye npofiédeig






Abstract

In this thesis we study learning-augmented online algorithms. That is, online algorithms that
have access to an oracle making predictions about the future. We present the most funda-
mental results of the field and explain the basic principles of learning-augmented analysis.
Furthermore, we examine the Multistage Matroid Maintenance (MMM) problem and design
learning-augmented algorithms that improve the bounds achieved via classical online algo-
rithms. The Multistage Matroid Maintenance problem describes settings where we have to
maintain a base of a matroid while the underlying costs are changing. We define a framework
to incorporate predictions. Then, we analyze the algorithm blindly following the predictions
and show that if the predictions are accurate our algorithm outperforms classical online algo-
rithms. If the predictions are inaccurate the performance of our algorithm falls back to that
of the optimal online algorithm.

Key words

Online algorithms, Learning-augmented Online algorithms, Algorithms with predictions
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Extetapevn EXAnvixn Ilepidndn

To Boowxd oxéNog e mapoloas SIMAOUATIXAC Epyasiag €xel anodwhel oty ayy A YAwooa,
xVplng Yot Noyoug TpocBactudtnTog. Xe auTd TO XOPUdTL TNS, cuvoilouue To TEPLEYOUEVO TG,
dlvovtag éugaon otoug Pacixolg opiopole, Tic uebodoloyieg xou o Bewpruota, oANG Ywpic Tic
pabnuotixéc anodeilec. H Soun tne evéotntog authc elvar og éva mpog éval avTioTolynor Ye to
(oyyAixd) xelyevo tne dimopatinhc epyaoiog.

Ewcoyoyn

Ye éva xhoaowd meoPanua Bedtiotonoinong yog divetan wg elcodog éva cuyXEXPWEVO GTLY-
wotumo evée mpofAAuatoc xou {nteiton va utohoyiotel plo BéXTIoTn Nvon. Qotdoo, o TONNG
Tox Tixd TeoAAuoTa SeV elvar YVKOO T ONOXANET 1) €l0000C €€ apyHC OANG ATOXAUNUTTETOL G TO-
olaxd. ‘Eva tétolo npdfAnua elvar o utoloyloudc e eNdyio tng dladpourc wetald 600 tONewy
EVOoW 1 xlvnom oToug Bpououg oANALeL, atuyxfuata Tou cupfaivouy xafuctepoly TNy xivnon,
OPOUOL UNEWVOLY YLaL BLAPOPOUC AOYOUS, X AT 2E €Va TETOLO TEOPANUL, TEETEL CUVEY WS VoL TEO-
copuolopaoTe otV Véa TANEopopia mou elvon Slobéoiun xou vo AopPdvouue anogdoelg Baot-
Copevor oe exkimelc mAnpogopieg. Tétowo mpofAruata ovopdlovton online mpofiruato xou oL
a\yopLduol Tou T AOvouv ovoudlovtar online a\yépibuot. I'vootd online npofifuata ivon to
paging problem [64], To job-scheduling problem [21], to portfolio selection problem [29], xou
TOANG oxoun [19]. Ta online npoPAAuata éxouv mowxiles epopuoyéc oe ddpopous Topelc dtwe
1) TANPOPOEIXT], TO OLXOVOULXE XL 1) ETILXELRTOLXT) EQELVAL

To epdtnua mou avaxdntel etvon to axdlovbo. Iloe oyedidlouye, avorbouue xo aglono-
youue online ayoplBuouc. H mapadooioxny| andvinorn cto epdtnua elvon yéow tng competitive
analysis. Yuyxexpyéva, ouyxplvouue tnv enldoon evoc online alyoplBuou pe exeivy Tou BéNTI-
otou (offline) olyopiBuou mou éxel yvion oXNdxAneNne e eloddou.

As Bewprioovye éva mpdPANua eXaytotonolnong. Mxedidlouue évayv online oyopuo ALG
v To TEOPANUY, Ye x6cT0¢ T0 TOND C popéc autd Tou BéNTIoTou anyopibuou OPT yio xdbe
otywoTuno tou npoPAAuatoc. Anhadh, ALG < c¢- OPT, vy x80e otrypldtuno Tou mpoPAf-
uatog. Aéue 6T 0 alyoplBuog ALG elvan c-competitive 7| Siopopetixd 6Tl 0 competitive ratio
tou ALG ebvan c.

H competitive analysis €yet xenowwonombel yio Ty avéluom xou Ty oyediaon ToAkoY online
anyoplBuny, notéco €xel xdnoteg aduvopicc. Ilio cuyxexpwéva, eivon uTEpBoNXd TEPLOPLOTIXN
e@ocoV analtel TNV olUyxpelor evog online olyopiBuou pe tov Pértioto offline akyopbuo. Ta
TOANG TpoPNAuata utdpyouv Online alyopduol or omolol €xouv xahY| enidoon cTNV TAELOVO-
TNTA TV OTLYROTOTWV, AANG o€ Xdmolo eEoupeTixd TafoNoYLxd G TLYMOTUTO OEV AMOBIBOUYV XONA.
Qo1600, oTny competitive analysis yog evdlapépel 1 yewdTeen TEpinTWoN xan €T0L oL ANy HEL0-
pot autol mapovatdlovtal wg W arodotixol. ' Tov Noyo autd elvar BUoXONO Vo GUYXElVOLUE
online a\yoptduoie. Xuyvd, ahyoelduol mou €youv to (Blo competitive ratio amodidouy moX)
OLPORETIXE O TNV TEAEN.

INo va Eenepactodv oL mapandve aduvouieg €xouv tpotabel moANég evolhoxtixéc. Tlpw Tic
aVaPEEOUPE 0g doluE TNV xVplar cutlar Twv aduvouldy. H Boowr outlo elvon 611 o mpofNrjuota
TOU TEAYHATIXOU X6oUou 1 elcodog onaviwg elvon 1 xewpdTepn duvath X Tekelng tuyaio. MTnv
TedEN 1 eloodog axoloubel cuyxexpéva wotifo mou elvon duvatdy va tpofiepholv xou T onola
EXPETUNAEDOVTAL OL eUTELPXd amodoTixol alyoptduol. T'a Tov Noyo autd €xouv dnuovpynbet
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ot Topelc beyond-competitive analysis [46] xow beyond-worst-case analysis [61]. Xtouc Toyelc
auTolg avixoLy xou ot learning-augmented online algorithms mou eivon To Béuo Tng Tapovoag
OLTAOUATIXAC epyaoiag.

Yuyxexpuéva, UENETAUE Tov oyedlaoud online alyoplbuwy, ol omolol €xouv mpdoPacn oe
éva povteio mou xdvel mtpoPAédelg yioe TNy yehovtixr elcodo. Befaing, ol npofNédeic unopel vo
unv etvon axptPeic. I'’oautd embuyodue tov oxedlooud oryopBuwy, ol otolol Ba expetodkedovton
Tic TpoPNédelg, dtav autég elvan axplPeic, mou Ba Beltiddvouv to competitive ratio Tov napado-
olaxv online a\yoplBuwy. ‘Otay oL tpofNédelc etvon avaxplfelc o mpénet o alydplbude pac va
€xel QAN enidoon ue exelvn tov online ahyoplBuwy xwelc tpofrédeis.

H 16éa tov learning-augmented online a\yoplbuwy eworxdn and toug Lykouris xou Vassilvtiskii
[51] 6tav éXvoav To paging problem ypnowwonowdvtoc TeofNédec. And ToTE €xEL dnuooteu-
Tel ONUAVTIXOS OYXOC ERYOOLWY OXETXA Ue To Béua. Evdewxtind éyouv e€etaotel o axd ouba
TpoPAApata: to ski rental problem [49], scheduling [37], metrical task systems [9], secretary
problem [10] xou ToAN& dX\ha.. Téhog, ahydplbuol pe npoPrédelc €xouv xpnotponombel emttuyde
X oTNV TEPLOYY) TV dopdy dedouévwy [47, 55].

Yty napolou epyacio extég amd TNV Topousiaon TeV o DEUENELWOWY ATOTENECUATOV TOU
Touéa, Bo peketioouue xou to mpdPAnue Multistage Matroid Maintenance (MMM) problem.
To mpoPAnua autd pehetibnxe (yweic Tic tpoPAédeic) and toue Gupta, Talwar, Wieder [35].

Yo nepiocdtepa TEOPAAUATE GUVBLAC TIXC BENTIOTOTOINGNG AOYONOVUACTE UE TNV EVEEDT)
e PéXNTIOTNE ADONEC Yo €var GTLYULOTUTIO Ty wUévo” o Tov Xpovo. 201600, GTOV TEOYUATIXO
XOOUO TONNES POREC XANOVUAGTE Vo AUGOLUE éval TEOPANua Eavd xou Eavd, EVE 1 CLVAETNOM
%60 T0UC OANALEL X80 aTiyur. Mio tpocéyyion etvon va NXOvouue to TpdPAnua xdbe popd and tnv
apyY), Luvilug, duwe, n uetdfacn and plo Aoor o ula IANAT emipépel xdmolo x6ctog. Mio dAAN
TEOGEYYLON EVOL VO TPOGUPUOCOUNE TNV TOALS AUCT 6T0 VEo oTiyutotUTo. ‘Evag cuvbuaouog
TWV TapAndve Teoceyyloewy eivar ouvibog 1 BENTIOTN oTpaTYXY.

Yto Multistage Matroid Maintenance (MMM) problem otéyoc givou va dratnpolue xdbe
xeovixy oTiyun Wwa Bdorn evég matroid. Oo oploovye to matroid oto xe@dNano 8, aANd yia
Twpa apxel vo oxeptopaoTe uia fdon evog matroid we €va cUVBETING BEVTEO EVOS YRAUPHUATOC.
Ov axpéc tou ypaghuatog elvar SLHBECIUES Yot CUYXEXPLIEVES YPOVIXEC OTIYHES XU TEETEL VoL
OLATNEOVUE €va GUVBETIXG BEVTPO O Xdbe ypoviny| oTiyun. Xtdyoc elvar 1 eENayioTonolnoy Tou
GUVOALXOU XOCTOUC.

Opyvdvwon. X10 xepdiowo 2, divouye Tig facixoi oplouols oto tedlo Twv online alyopid-
MOV X0 XAVOUUE [Lol GUVTOUN ETLoXOTNoY dU0 xhaouxwy online npofAnudtoy - paging problem
xat metrical task system problem. Ta xe@dhonat 3-7 amoteNody yiar EXTETOUEVT ToEOLGCIAOT) TOV
mo Pooixdv anoterecudtwy Tou Touéa Twv learning-augmented online olyopifuwv. Xto xe-
pdrono 3, ewoorydryouue Tic Paocixéc évvoleg g learning-augmented avéluong e€etdlovtag To
Ski rental problem xou to non-clairvoyant job-scheduling npéfAnua. Xto xepdlawo 4, eetd-
Coupe 1o paging problem ye npofAédeic, To omolo elvon xou T0 TEKTO TOL ANUBNXE LTS TO TEloPAL
¢ learning-augmented avdhuong. Xto xe@dioo 5, nopgovoidlouue to metrical task systems
problem pe mpofAédeic. Lto xepdiauo 6, mapovaidloupe v uéhodo Primal-Dual emaugnuévn
ue mpoPAédeic. Yto xepdhawo 7, enaveletdlouye to non-clairvoyant job-scheduling problem
YENOWOTOLOVTAS EVOL OLUPORETIXG UOVTEND amd auTtéd Tou xeparaiou 3. TéNog, 6To xepdhauo 8,
ToEOVGLALOUUE TNV GUVELGPORE HoG. DUYXEXPLUEV, oxedldloupe anyopiBuoug ue toofAédels yio
10 Multistage Matroid Maintenance problem.

Online a\yoetBpol

Y10 xe@dlowo autd Ba pelethooupe online alyoplBuouc. Ouuillovue dTL oTo TAGioIO TNG
competitive analysis cuyxplvouue Tnyv enidoon Twv online akyoplBuwy ye exelvn Tou BéEXTIGTOUL
offline a\ydpibuou, o omolog €xel €€ apyrc mpdoPacn oe oNdXANEN TNV £loodo.
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Competitive analysis

Tumixd oplCoupe v elcodo evdg online npofruatoc wg wia axoloubio and cwtiuota o =
01,02, ...,07. K&dbe @opd mou évag online a\yodpibuoc Naufdver éva altnuo o; mpémet var Aafet
XAmoleg amo@doels Yvwelloviag UOVO Ta TEOYYOUUEVA ULTHUOTA.

[N to undNotno auThc TN dtmhwuatxic o Bewproouue Lovo TEOPNAUATA EXAXLOTOTOMONC.
‘Eotw éva mpdfinua eayiotonoinong P xaw €670 Z 10 0OVONO TV €yXUpwY ELGOBMV Yiol TO
TeoPANnuo P. Xupfoiilouue pe OPT tov Bértioto offline alydpibuo yio to npdBinua P xau pe
OPT (o) 1o x6c10¢ TNC Aong tou OPT vy eloodo o € 7.

Definition 1 (Competitive ratio). O alydoituoc ALG eivar c-competitive pa éva modfinua
elayiotomoinons P av yia xdde eloodo o vrdoyer otatlepd a > 0 téroia wote

ALG(0) < c¢-OPT(0o) + a.
Aéue ot o ALG éyer competitive ratio C'.

Evozhoxtixd, urmopolue va Prénoupe évo online mpdPAnua wg €vo mouyvidt yetadl evog online
malxTn xou evog xaxdfouviou aviirarou. O online noalxtng Teéyel évay online a\ydpibuo yia Ty
elcodo mou mapdyel 0 xaxdBoulog avtinalog. XToxX0< Tou TalxTn efval Vo ENXYLC TOTOLACEL TO
x6070¢. Avtibeta, 01dy0¢ Tou xaAOPOUNOL AVTITONOUL Elvor Vo TaEarySyEL TNV YEWOTERT dUVITY
eloodo yior Tov alx T Xou THUTOYEOVE TNV EUXONGTERT duvatY| elcodo yia Tov BéXtioto (offline)
axyopduo OPT. Mepuéc gopéc avapepduaote oTov xoxdBoulo avtinaro xa tov OPT ¢ wa
ovtotnta, tov offline malxtn. ' vietepuviotixolg akyoplbuoug o avtinolog yvwpeilel axptfede
Tt O mpdi€et o online makxtng. ot TuooXEATIXOUC aNYoRBUOLE UTOEOYUY Vo 0pLETOVY BLdpopoL
TOTTOL AVTITONOU OVINOYWS UE TNV TANPOPOpEio ToL aUTdHS ExeL otnyv didbest| Tou [17].

e Oblivious avTinalog: Ye autd 10 HOoVTENO, 0 avTITONOS YVLEIEL TNV TERLYPUPT] TOU
oa\yoplBuou oAN& Oy Tic Tuyaiee emhoyéc Tou xan emLel offline to mpoBAnua.

e Adaptive online avtinalog: e autd 10 HovtéNo, o avtinanog yvwpellel TNy tepLypan
Tou anyoplBuou xou Tig Tuyaleg emNoyEg Tou xou emAUeL online To mEOBANUL.

e Adaptive offline awvtinohog: e autd T0 povtéro, o avtinarog yvwpeilel TNV Teply PPt
Tou anyoplBuou xa T Tuyaleg emhoyég Tou xou emhvel offline To mpoPANU.

O oblivious avtitalog elvon o mo adlvapog eved o adaptive offline avtinahog elvar o woyu-
potepoc. Mdhiota o adaptive offline avtinohog elvon téc0 1oyLEOC oL €xel amoderyTel O6TL N
TuxoTnTa Oev Bonddel evavtiov Tou. Xe xdbe nepintwon Bewpolue To x6GTOC TOL online akyo-
ellpou wg ™y avapevouevn Ty g Tuxalog uetafAnTrig mou bivel To x6GTO¢ TOU.

Paging

To paging problem éva and o Baoixdtepa online mpoPXrjuata. o plor Nemtopepy| HeENETN
ocuvleTOVTAL o Xe@ENona 3 xon 4 and o [19)].

Mo diveton évar olotnue wvAune 800 emmédwy anoteNoVuevo and uio xpupy uvhun (Lixen
xou yeryyoen) xou wiot xuptog wvAun (ueydin xou opyn). H xpuph uviun dupeiton oe k oeXidec,
eved 1 xvplog uvAun oe  oeidec. ‘Otav {nrelton wla oeXida and tov enclepyaoth) TEENEL Vo
poptwlel TNV xpLPH uviun. Av 1 oeXiBa etvon 0N oty xpuEn uvAun éxouue cache hit. Av,
oUW, M GENBA eV elvor GTNY XEUPT| UVAUY, TOTE TTEENEL Var BLOEOUNE pla GENIBAL amd TNV xEUPY
UvAUT 1o Vo popTdcoupe oTny Béom tng Ty {ntoduevn oeiida. LNy mepintmon auth Néue ot
€xouue cache miss 7} page fault. Ytdyoc elvan va eaylotonoljoouye tor cache miss.

Av Eépaue OAN TNV eloodo, toTe 1 PENTIOTN oTpATLYXY Efval Vo Bl VOUUE TNV GENBA TTOU
mpoxertan va {ntnbel opyotepa oo wéNNov. O akydeibuog autog ovoudletar xavovos tou Belady
[16].

It Toug online vretepuvioTixolg akyoplBuoug oylel To axdlouvbo Bedpnuoa.
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Theorem 0.0.1. To competitive ratio xdde vretegumotiov atyooituov yia to paging problem
elvar tovddyotoy k.

Oo opioouue tHpa war owxoyévelo anyoplbuwy vl To paging problem nou ovoudlovto
MARKING axybpibuot. Apyixd, Bewpolue 6Tl OXeg oL oelidec elvar oe xatdo toor unmarked.
‘Otav ocupPoiver éva page fault dudyvouue plo unmarked oeXidor xou xdvoupe v {nToduevn
oeXidba mark. Av ouufel cache hit xau md\t xdvouue v {ntoduevn ceXida mark. ‘Otav OXeg
oL oeXldeg eivon marked xan ocuufel page fault, téte Oétouue dNec Tic oeNideg o xatdoTaom
unmarked xou Eexwvdpe and TV apy ).

Theorem 0.0.2. O alydoiioc MARKING elvar k-competitive.

XeNoWoTolwvTog Tuyotoxpatixols alyopibuoug urtopolue vo BENTIOCOUUE TO TOEATEVK
competitive ratio. 'l Toug TuLOXPATIXOVUS aNyOopE(BUOLS Loy lEL To axdNouvbo Bemdpnuo.

Theorem 0.0.3. To competitive ratio xddle tvyaioxpatixod atyooitov pa to paging problem
elvar tovAdyiorov Hy, omov Hy, o k-00tdc aguovixeos agiiudg.

Optlouye tpa tov anyopibpo M ARK ER, o onolog amotehel pio togohoryh) tou MARKING
aNyopfuou. Luyxexpiéva, o oxyoplfuoc MARKER Suwyyvel plor unmarked oehido oyt Bdoet
XATOLOU VIETEPUIVIC TIXOU XELTNeiou AN opolouoppa oTny ToXT.

Theorem 0.0.4. O atydoiuoc MARKER eivar 2H}-competitive evdavnia otov oblivious avti-
nalo.

Metrical Task Systems (MTS)

To Metrical Task Systems (MTS) problem npotdfnxe anéd touc Borodin et al. [20], og wia
TEooTdPEL VO CUC TNUATOTOLACOUY TNV HEXETY TV online alyoplBuwy. Xto mpdfAnuo autd pag
ofvetan évag peTEog Xweog N onuelwv xou yior xdle altnuo wdg diveton €var SLdvuoua x6GTOUG
mdvew oto onuelo autd. Kololuaote va anogacicovye oe mowo onuelo Ba ixavonoljoouue to
aTNUA, TANEWVOVTASC TO xOGTOS TOU OMUElou auTod CUV To xOGTOG Yia Vo UeTonvndolue amod
T0 TEéYoV onueio mou BploxduacTe 610 onuelo auTO. LTOYOC EVOL VO ENAYIC TOTOLACOUUE TO
ouvorixd xo6ctoc. e to MTS yvoplloupe 6t to BéXTioTo Vietepuvioxd competitive ratio
etvan 2 — 1, evdd 1o Tuyonoxpatixols alyoplBuouc sivar O(log? N loglog N) xou Q(log N).

Yuvduvaocwog Online odyopiBuov

Mo e€anpeTind yprowun TeXVIXn yia Tov oyediaoud online olyoplBuwv eivar o cuvduaoudg
online a\yoplBuwy. Yuyxexpwéva yia to teéfinua MTS ioydouv o axdlouba Bewpruata.

Theorem 0.0.5 (Ntetepuvio tuxdg ouvduaoudc). Eotw m online atydoiduor Ag, A1, ..., Apm—1
yia to MTS. Yrdoyer vretegumotixds alydoiduoc pie x60tog to oAb % -min{cost4,(I)} pa
xdde eloodo .

Theorem 0.0.6 (Tuyaoxpatixdc cuvduaouoc). Eotw m online alydouduor Ao, Ax, ..., Am—1
yia to MTS pe dudpetoo D xar e < 1/2. Yrdoye tvyaoxgatinds alydoibuos ue xéotoc to mold
(14 €) min;{costa,(I)} + O(D/e)In(m).

Baowxeg apyeg tng learning-augmented avélvong
e autéd to xepdhato e€etdloupe T Paoixég apyéc oyedlaone learning-augmented online
o\yoplbuwy. Oeswpolue 6t pall ye v eloodo tou mpoPfNfuatog éyouue mpdofacn oe éva pa-

vtelo To onolo xdvel TpoPAEdelg yia To pEANOV. 26T600, BeV €xouUe TEOGRACT OTNY ECOTERLXY
Aettovpyla Tou yovtelou o0Te EEpouE TOV TEOTO PE Tov omolo xdvel Tic TpoPNédeic. T Toug
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ayopiBuouc mou Ba xataoxevdooupe €xouue Tic e€Xc anoutroels. Apyixd, BéNovue dtav ot tpo-
BXédeig elvan axplPelc 0 arydplbude pog va éxel enidoon epduiin pe auth tou BéNTiotou offline
oaXybeBuou (robustness), eved btav ou tpoPrédeic eivon avaxplPelc BENoLpe 0 al\yoEBUOE poc
VoL €xel enidoom eQauANT pe auth Tou BéNTioTou online akybpibuou (consistency). T vo a&io-
Noyfoouue Vv axp(Pelo Tov TeofAEPewy opllouye To cuvolixd error 1. To competitive ratio
c(n) ebvon, T éov, ouvdptnomn tou 7. Tumxd Néue 6T évac online alydplBupoc e TpoPNEPels elvou
~-robust av ¢(n) < 7y xa S-consistent av ¢(0) < S.

Ski rental

O e€etdooupe tHpa To TEoPAnua Ski rental. YXto mpoPinua auvtd évag oxiép Eexwvdel vo
XAVEL OXL TNV XEWEPWT| Teplodo, woToéco Bev yvwpellel ex Tov TpoTtépwv yia téceg uépeg Ba
xdver oxt. Kdbe pépa mou xdver oxt npénet gite va voudoet tar tédha Tou oxt v 1§ elte v o
ayopdoel yioe b$. O ooy 0 elvon var ENaylo TOTOMRGOUPE Tol GUVONIXE YEiUorTo Tou Bo Zodédet o
OXLER.

‘Ecto 6t 0o xdvel oxt yia T nuépec. H BéNTiotn Noom elvan va aryopdoel ta oxt av T' >
b, ox\iwg va vowadler ta oxt xdfe yépa. Puoixd onyv online exdoyn Tou mpofNruotog dev
vvwpetlovpe €€ apyfc Tov cUVONXO aplbud Nuepddv mou Bo xdvel oxt. Lty teplntwon auth, o
BéXTioTog online vreTtepuvio Tixdg alyoptbuog elvon vo vowdoel to oxt T TpwTeg b — 1 nuépeg
xan var o oyopdioet tny nuéea b. O anyopibuog autde elvon 2-competitive.

‘Eotw 611 10 pavteio ntpofrédet tov apibud = tov nuepdyv mou Ba xdvel o oxiep oxt. Opllouye
TO CUVONXO erTor we 1) = |y — x|, 6Tou y o mparypaTixds aplbude NuEPDY Tou Bo xdveL 0 oxiep
oXL.

O axdXouboc ayopbuoc €xel competitive ratio

1

. n
1+mm<)\’)\+(1—)\)0PT>'

Algorithm 1
if y > b then
Buy on the start of day [Ab]
else
Buy on the start of day [b/\]
end if

Non-clairvoyant Job-scheduling

O e&etdoovye thpa 10 TEéBANUN Non-clairvoyant Job-scheduling. ¥to npdfinua autd
€youue Oiepyooiec xou éva unydvnuo oo onoto BENovue var Tpé€ouye Tig diepyaoieg. Mnopolue
VoL BlaxOmTOuPE TNV EXTENEON Wag dlepyaotag yia va Tpé€ouue uiot dAAT dlepyaoio. Xty ou-
VEYELL UTOPOVUE Vo CLUVEY(COUPE TNV TR(OTY diepyaoio and exel mou oToaudtnoe. Xtdyoq slvon
VO EAXYLO TOTOLACOUUE TOV GUVOAXO ¥eOVO oXOXAHipwong xdbe diepyacioac. O BéNTioTog anyod-
etbuocg ebvan v tpé€ouye Tic Siepyaoieg pe oglpd and exelvn ue TNV To cOVIOUN BLAEXELL CTNY
o xpovoPbpa. O alybdeibuoc autde ovopdletan Shortest-Job-First (SJF). Xtnv online exdoyy
0ev yvwpllouue ToV Ypdvo oloxArpworng xdbe dicpyaciac. Xtnv mepintworn avth o BéNtioTog
VIETEPUIVLO TIXOG ONYORLBOC €lval VoL TEEYOUUE ONES TIC BLERYAGIES XUXNIXA Xou Yia (00 POVIXO
dtdotnua. O alyopbpoc autdc ovoudletow Round-Robin (RR).

‘Eotw 611 éyoupe éva yavteio mou mpoPNéder tnv Sudpxelo xdle dicpyaoiag x1, 2, ..., TN.
Optloupe T0 GUVONXO erTOr WC 1) = Zfil lyi — x|, 6oL Y; M TEayHoTIX SldpXEL TS -0 TAS
dlepyaoiac.
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Yuvdudlovrtog tov Round-Robin (RR) pe tov ahyéeibupo Shortest-Predicted-Job-First (SPJF),
o omnoloc TEéxel Tig diepyaoiec oe @bivouoa oelpd ue Bdon Ty npofienduevr Sudpxeld Toug,
€youue €vav anyoelbuo ye competitive ratio

o1 om. 2
min{ (1+ 21), =},

omou A € (0,1).

To meoPAnua Paging we npofPAiEdeig

Y10 xe@dlawo autd Ba e€etdoouue to medPANua Paging ue mpofiédec. To Paging elvan
T0 TpwTo online tEABANUA oL NBNXE YenowonolvTac TpoPhédelc [51]. Btnv dnuootedtnxe 7
epyaota Tou Rohatgi [60] n onola Beltiwoe ta tponyolueva anoteréopata. Téhog, dnuootedtnxe
1 epryaoia tou Wel [66] otnv onolo topouctdotnxe évoc BENTIOTOS VIETEPUVIO TIXOS oy bpLBuoc
ue mpoPNédelc yio To Paging problem.

Trobétouye 6Tl T0 pavtelo mpofAénel v emduevn xeovixry otiyur mou Bo {ntndel xdbe
oeXida h(z;). 'BEoto next(x;) n nporyuotixs enduevn otiyun mov o Eavalnnbel n oeXido ;. To
ouvoiwé error Ba elvou n = >, |h(x;) — next(z;)).

Predictive Marker

O yenowonotioouue ¢ TEOPAEPELS Yo v emexTelvoupe Tov oyoplbuo MARKER. Yu-
yxexpuéva avtl vor dudyvouue plo oeido oty toyn B Buwyvouue TNV ceXdBa mou TEOBNE-
meton v Eavalnnbel apydtepa oto péNNov. Av avuingbolue 6Tl oL tpoPAédelc elvan ovopt-
Belc xenowonootue Eavd tov xhaoixd MARKER axyoeibuo xou duwyvoupe tic marked oeli-

dec opolopoppa oty tiyn. ‘Etol, netuyaivoupe competitive ratio min(2 + 44/ 57, 4Hi) =

O(min(y/ o7, Hi)).-

BlindOracle

Y10 [66] napoucidletan plar amholo Tepn TROGEYYIoT, 1) omolo éxel xerion xou o o clvheTa
TeoPN\uata 6mwg Bo Bodue GTNV CUVEYEL. DUYXEXQPIIEVY, dpXel Vo GUVBUACOUUE TOV aNyO-
etfuo mou axoloubel TupNd Tic TpoPiédeic BlindOracle pe tov BéNtioTo vietepuvioTxd online
oarybeuo yio to npdPinue (m.y. LRU).

H avéluor vy Tov BlindOracle unodewxviel otL €xel competitive ratio

. n 4
1+2 2 .
mm( T eoPT +k—1OPT>

Yuvdudlovtoc tov BlindOracle pye tov LRU éxouue évav alydeifuo ye competitive ratio

. . n 4 1
2 142 2 .
mm(“““( T2oPT +k—lOPT>’k>

To npoéPAnua Metrical Task Systems pe npoBAEdeig

Ye autd 1o xepdhato Ba e€etdoouue To mEoPANua Metrical Task Systems pe mpofiédeic
[9]. Ac BupnBolue to mpoPirua. Mog diveton évag PeTEIXOS XDPOS . Eexvdye oTo anueio xo.
Kdbe xpovixr owyph t =1,2,...,T poc diveton pa epyaocta £ : M — RU {0, +o00}. Ipéner va
anogocicouvue av Bo pelvouue oto onueio z4—1 xou Bo TANewoouye £ (z;—1) 1) B yetovnBolye oe
éval véo onuelo xp xou Ba tAnpddcovye dist(xi—1, 1) +0e(xt). 1oy 0< elvan Vo ENoLO TOTORCOUYE
TO GUVOALXO XOCTOC.
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‘Ecto o to onuelo oto onolo Peloxetar o optimal offline akyopbuog tnv otiyur t. To
uavteio Oo mpofAénel Ty xoatdotaon auth. ‘Eotw pp 1 npdBiedn yio tny otiyur t. Opilovye to
CUVOAXO €rror ug

T
n= Zﬁt, ne = dist(pg, 0r),
=1

Follow the Prediction

OpiCoupe tov anyopuo Follow the Prediction wg e€ic. 'Eoto T0 clvolo twv onuelwy-
xataoctdoswy tou MTS. Kdbe ypoviny) otiyur| yetoxveiton 6to onueio x:

x4 < arg mi}r{l{ﬁt(w) + 2dist(x, pt) }.
Te

4n
OPT"

Yuvdualovtoac tov anyoplfuo Follow the Prediction pe évav a-competitive vietepuiviotixd

O aryopibpoc Follow the Prediction netuyalver competitive ratio 1 +

a\yopfuo metuyalvouue competitive ratio 9 - min (a, 1+ 047?).
Xenowwonowwvtag ta anoteNéoparta yioe To MTS unopel xdmolog va oyedidoet évay alyoptfuo
ywt o paging problem pe competitive ratio O(min{1 + log(1 + 5% ), logk}).

H p€0o6o¢ Primal-Dual pe npoBXiedeig

Y10 xe@dlaro autd O emextelvouue v pébodo Primal-Dual yio vo evooyoatdoovye npo-
BXéderc [12]. H puébodoc Primal-Dual yio tnv xotaoxeut; online akyopiBuwmv yeNetidnxe extevie
and touc Buchbinder xaw Naor [25].

‘Eoto 10 mpéPAnua set cover. Xto mpofAnua autd €xouue €va oumay otouxelov U xou éva
o0Ovoro cuvOAwy S. Kdbe chvoro 6to S xahOTTEL XdTola o Tou elo xaL EYEL Eval XOOTOC. 2TOY0C
pog ebvan vor xohOpouue OXat ToL oToLKElD UE TO UIXEOTERO BuVATO %60 ToC. XTny online exdoyy
Tou TeoPAfuaTOC Tar oTOoLKEld TOu CcUUTAYVTOS OEV Elvon YVWoTd €€ opyxfc oA xdbe ypovixn
otyun eugovileton éva véa otoiyelo. To mpoPinua set cover umopel vo ypaptel wg yeouuLxo
TEOY PO

n
minimize Z CiT;
i=1
subject to Z x; > 1,5
i€S(j)
T; > 0, Vi

To SUixd yeouuIxd TEOYEOUUO EMVOL

m
maximize g Y

7j=1

subject to Z y; < ¢,V
jlies(4)
y;j >0, vj

‘Eotw 611 éxouue éva pavteio mou npofiénel oxdxAnen tnv Aoon A. 'Eotw Z 1o otiyuotuto
oL TpoPAAUaToC Tou AOvouye, A € (0,1), xau carc(A,Z,\) n Aoon tou learning-augmented

anyopifuovu.
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Algorithm 2

Whenever a new element e arrives do the following:

while > o)z <1 do
for s; € S(e) and s; € A do > aggressive update

2 i1+ 3) + 2 + asoa

end for
for s; € S(e) and s; ¢ A do > conservative update
end for

end while

O napamdve olyoplfuog €xel x60T0g

1

cppra(A,Z,\) < min{O <H> -S(A,Z),0 <log (2)) -OPT(I)}.

H pébodoc Primal-Dual Learning-augmented (PDLA) éxel moX\éc eappoyéc oe npoPhf-
pator covering. Xuyxexpidéva €xel xenotdononbel emituyde Yoo TNy emilucT Twv axolovbov
mpoPAnudtwy: Ski rental problem, Bahncard problem [33|, TCP acknowledgement problem
[41], Parking Permit problem [54].

To npoPAnua Job-Scheduling pe npoPArederg
Y10 xepdlato autod emio TeéPoupe oto TeoPANUa Non-clairvoyant job-scheduling ye mpofié-

dec. Avtiy TV Qopd dung Ba opicouue €va dlapopeTixd error to onolo Oo ixavornolel Tig €hg
000 WLOTNTEC.

Property 1 (Monotonicity). For any I C J,
ERR({p;j}jer {P;}jens Uipitjer) < ERR({p;}jet, (v }jer)
Property 2 (Lipschitzness).

|OPT({pj}jes) — OPT({p}}jes)l < ERR({p;}jecs, {P;}jec)-

H mo onuovtixy etvon 1 8edtepn Lo, 1 omola cucyeTileL TO error Ye To x6GTOS TNG AUOTG
via T0 TEoPAePOEY oTIyOTUTIO. LUy XeEXPWEV, OTay To error elvon uixpd Bo meénel n BENTIOTY
AUom v To mpofAeqév oTiypoTUTO Vo efvon xovtd oty BEXTIoTN NOoT Yot TO TEOYHATIXG
O TUYULOTUTO.

To amholoTepo error Mo IXAVOTIOLEL TIC TURATAVW LOLOTNTESG ELVOL

v(J,p,p') = OPT({p}}jes, U{pi}ties,) — OPT({p;j}jet, U{Di}jct)

omou Jo = {j € JIpj > p;j} o Jy = {j € JIpj < p;} ebvau 1 cOvola TV Blepyaoiiyv mou
€youv umepexTyndel xou uroexTiundel avtioTouya.

XENOWOTOWWVTAS TO eITOr aUTO XATAOKEVALOLUE ToV axoroubo oahyopetbuo
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Algorithm 3 Scheduling with predictions

k< 1andd < z.
while nj; > C% logn do
my, < Median — estimator(Jy, d,n)

Mk < Error — estimator(Jy, €, n, my,)

if 7 > e6*myn3/16 then > RR (big error) round
Process each job in J; up to 2m; units with Round-Robin.
else > Non-RR (small error) round
Process jobs j with p;w. < (14 e)myg up to p;’j + 3emy, units in increasing order of
P
end if
k+—k+1
end while
Run Round-Robin to complete the remaining jobs > Round K+1

O a\ybpBuoc autdc éxer x6otog to toNb min{O(1)OPT, (1 + €)OPT + 20PT (Jx+1) +
O(1/€%)v} ue peydnn mbavétnia, énou |Jx 11| < 6% logn.

Changing Bases pe npofAedeig

270 xe@AANMO aUTO TAPOUGIACOUUE TNV CUVELSPORE UAC. LUyXEXPUEVR UENETAUE To Multistage
Matroid Maintenance (MMM) problem otnyv nepintoon mov to x6cToL Elivon LovadLoda xou xen-
owwonololue TpoPrédelc yia va BelTiddcoupe Toug Tapadootaxols online akyoplBuouc. Emnkéoy,
enavogetdloupe To paging problem xau divouue PéNTiota bounds vl v mepintwon tov vie-
TEQUIVIO TIXWV oY opiOumv.

Y10 MMM ngénel va dratneodue o Bdorn matroid xdfe ypovixn otiyur evoéon o x6GT
TV oTtotyelwv oANGlouv. Xtdyoc elval Vo ENA(LO TOTOLCOVUE TO GUVOAXO X6 ToC. Tumixd to
oAU opileTton g e€hc:

‘Eva otrypiétuno tou MMM anotedeiton and éva matroid M = (E,Z), x601tn andxtnong
ale) > 0 vy xdbe e € E, xou yia x80e ypovinh owyph t € [T] xou otovelo e € E, éva xb6610¢
xpdnong c(e). O otoyog ebvan 1) ebpeon Pdoewy {By € T}y mOU ENayioTOTOW0V 10

> (ei(By) + a(Bi \ Bi—1)),

t

6mou opiloupe By = ()

Iood0vopo tedPAnua, dnwe Ba dolpe, eivar to Multistage Spanning set Maintenance (MSM)
problem, 6mou avti vl fdor diatneodue spanning set Sy C E xdbe xpovir otiyur| t. To xdécT0¢
g Noong {St}ierr) (with Sp = 0) elvou

> (clS) + a(Se\ Si-1)).-

t

Mrnopolye vo Bewpriooupe bt xdbe ctovyeio Let yior €vor CUYXEXPWEVO XEOVIXO DLAo TN
I = [le,7e] xou €xel pbévo xdéotoc andxtnone ale). H nopadoyr| anodeixvietar dti dev adNdlet
TO TEOBANUAL.

Emmiéov, avagépouue ot umdpyel akyoetbuog yia to MMM npdfinua pe povadialo x60 T
ue competitive ratio (log |E|logr), 6mou E to maffoc twv otoryelwv xou r to rank tou matroid.

Yty learning-augmented exdoyn Tou mpofAfuatog €xouue €va pavieio mou TpofAénel Tov
xpovo Lwhc xdbe otovxelov. To error opileton g =Y, |te — hel, 6TOU te xou he 0 TEarypoTIXOS
xaL 0 mpofAenduevog xpovos Lwhg Tou aTolyelou e.
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OpiCoupe tov dminoto ahyopluo G we e€nc: Ayopdloupe to atoiyelo mou Ba {roel neplo-
c6TEEO xou dev dnuiovpyel xUxho. Enavaroufdvouue wéyer va oxnuaticovpe Bdon. Emniéoy,
optloupe tov learning-augmented axy6pibuo B (BlindOracle) we e€¥c: Ayopdloupe to ototyeio
mou mpoPiéneton va {oel tepiocdTepo xou dev dmuovpyel xUxho. Kou mékt, emavaroufdvouue
uéxel va oynuaticovue Bdon.

Anodexviouye 6TL

B < c(G+2n),

o6mou ¢ To competitive ratio tou G.

Uniform matroids

Yto uniform matroids o a\yépibpoc G elvan BélTiotoc. Anhady), ¢ = 1. Enopévuc, to
Tapamdvew bound yiveton
B < OPT + 2.

Emmiéov, to bound autd pnopel va Pertinbel oe

4n

B<OPT 4+ ——
=0 +N—T—|—1’

OTOL 1) iVl TO CUVOAXO error.

Paging

H anédeln yia ta uniform matroids punopel va npocappoctel yio 1o tpdBAnua paging. Xu-
yxexpLEva, €xoupe 6Tl To x6cTo¢ Tou BlindOracle yio to learning-augmented paging problem
elvou A

OPT + min <2n, k") ,

70 omolo elvon BENTIOTO yial VIETEQUIVIOTIXOUS aNyopiduoug.

TéXog, onuewdvoupe 6Tl otV Yevixr TepinTwon mou xdbe ctouxeio Exel BLaPopETIXG XOGTOG
amodevieTon 6Tl oL Teofrédeic Tou €xouue Bev umopoLy va pog fondhoouy va Eenepdoouye Ty
enidoon tov napadootoxdv online oakyopiBuwy [9)].
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Chapter 1

Introduction

In a classical optimization problem we are given a specific instance of a problem and we
are asked to compute an optimal solution. However, in many real-world problems the input
instance is not known in advance. Instead, it is revealed gradually. Imagine for example,
computing the shortest path between two cities while the traffic on the roads changes, acci-
dents happen, roads are closed, etc. In such a problem, we have to constantly adapt to new
information and make decisions without knowing the future. These problems are called online
problems and the algorithms solving them are called online algorithms. Well-known online
problems include the paging (caching) problem [64], the job-scheduling problem [26, 21], the
portfolio selection problem [29] and many others [19]. Online problems span a wide range of
domains including computer science, economics and operations research.

The following question naturally arises. How do we design, analyze and evaluate the
performance of online algorithms? The traditional framework for reasoning about online
algorithms is competitive analysis. In this framework, we compare the performance of an
online algorithm to that of the optimal algorithm OPT that has knowledge of the entire
input in advance.

Let us consider an online minimization problem. Suppose we design an online algorithm
ALG for the problem, whose cost is at most ¢ times that of the optimal algorithm OPT. That
is, ALG < ¢- OPT for all instances of the problem. We say that ALG is ¢ - competitive or
that the competitive ratio of ALG is c.

Sometimes it is useful to think of an online problem as a game between an online player
and a malicious adversary. The online player runs an online algorithm on the input generated
by the adversary. The goal of the online player is to minimize the total cost incurred. On the
other hand, the goal of the adversary is to generate the worst possible sequence of requests for
the online player and at the same time the best sequence for the optimal offline algorithm.
We sometimes refer to the adversary and the optimal offline algorithm as one entity: the
offline player.

Competitive analysis has been successful in analyzing online algorithms and providing
useful insight about the design of efficient online algorithms. However, it has its limitations.
Namely, it is somewhat unfair and overly restrictive since it requires that an online algorithm
incurs a cost of at most C' times the OPT in all instances. In many real world problems there
exist online algorithms that are efficient in almost all instances expect for some extremely
pathological cases. Such algorithms might suffice depending on the problem. Furthermore,
characterizing an online algorithm by its worst case performance causes an inability to dis-
tinguish between “good” and "bad” algorithms. Indeed, in many cases competitive analysis
cannot account for the great empirical performance of some online algorithms nor differenti-
ate between "good” and "bad” online algorithms. One such case is the paging problem, as we
will become clear in the following chapters of this thesis.

In order to account for the aforementioned problems, many solutions have been proposed.
Before we discuss possible solutions, we have to, first, identify what is the cause of these
problems. The cause is the fact that in real-world problems the input sequence seldom is
the worst possible or completely random. Indeed, most of the times the input sequence
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follows predictable patterns that are exploited by empirically highly performant algorithms.
This realization had led to the development of beyond-competitive analysis [46] and generally
beyond-worst-case analysis [61] trying among others to reconcile the empirical performance
with the theoretical analysis of online algorithms. The topics of beyond-competitive analysis
and beyond worst-case analysis have recently attracted a lot of research interest. One such
line of research is the field of learning-augmented online algorithms, which is the subject
of this thesis.

As we discussed, real world instances of online problems usually obey specific patterns
and thus we may design algorithms exploiting these patterns. Imagine we had an oracle
predicting the future input. Such an oracle might use machine learning, heuristics or any
other technique to predict patterns. How can we use these predictions to design efficient
algorithms for an online problem. Before that, what should such an oracle predict? How can
we measure the accuracy of the predictor? What properties should our algorithm satisfy?
These are the questions we are going to answer in this thesis.

The concept of learning-augmented online algorithms was introduced by Lykouris and
Vassilvtiskii in their seminal paper [51] where they used predictions to improve the classical
online algorithms for the paging problem. Their work will be presented in Chapter 4 of
this thesis. Recent works have been successful in developing learning-augmented algorithms
outperforming traditional online algorithms for caching [60, 67|, ski rental [49], scheduling
[49, 56|, secretary problem [10], metrical task systems [9], set cover [12], flow and matching
[50], bin packing [6], and many others. Furthermore, there is a great interest in improving
traditional data structures using predictions [47, 55|. Finally, a worth reading survey of
learning-augmented algorithms is that of Mitzenmacher and Vassilvitskii [57].

In this thesis, we will examine many different problems and augment existing algorithms
to incorporate predictions so as to take advantage of the patterns present in an instance.
We will present various frameworks and provide the reader with a plethora of tools that can
be employed to effectively design learning-augmented online algorithms. Until now, there
is not a single "correct” framework that captures all learning-augmented online algorithms.
Each one has its advantages and disadvantages as we are going to see. However, there some
concepts applicable to all learning-augmented online algorithms.

To be more precise, in learning-augmented online algorithms we assume that along with
the input of the problem which is revealed to us in an online fashion, we have a predictor
that can predict something useful about the input. In this way, we hope to inform our deci-
sions with the prediction and achieve better results than those of classical online algorithms.
However, it might be the case that the predictions are inaccurate or even misleading and
thus we should trust the predictions in a careful manner. We note that our algorithms do not
have access to the inner workings of the predictor. The predictor is treated like a black-box
oracle making predictions without any guarantee about its accuracy. If the predictions prove
to be accurate, we hope to obtain performance comparable to the optimal offline algorithm
(i.e. consistency). On the other hand, if the predictions are inaccurate we wish to achieve a
performance similar to the optimal online algorithm (i.e. robustness).

We note that in general the predicted parameter is problem specific. Sometimes it seems
obvious what the predictor should predict, but in many cases it not clear whatsoever. To
measure the accuracy of the predictor we define the error of the predictor. The error is a
function of the predicted parameter(s) and the actual instance that captures how ”good” or
"bad” is the predictor. The definition of the error is also problem specific. Furthermore,
recent work [37] suggests that properties other than consistency and robustness might also
be desirable, as we will see in Chapter 7 of this thesis.

We will now present a method that can guide us in order to find what to predict and
define the error of the predictor. First, we have to ask what the optimal algorithm does.
In many cases the optimal algorithm is a greedy algorithm making decisions based on some
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parameters of the problem. If this is the case, then these parameters are a good candidate
for a prediction. Moreover, if the optimal algorithm is not a simple greedy algorithm there
might exist a greedy algorithm that is a good approximation of the optimal algorithm. In
this case, we can again identify what to predict using the greedy algorithm and hope for a
good approximation of the optimal algorithm. The error of the prediction in this setting is
usually defined as the £1-norm between the true and predicted parameters of the problem.

In many problems, however, a simple greedy algorithm that makes decisions based on
some parameters of the problem does not exist. Instead the optimal algorithm makes decisions
based on the entire input. In such a case, we can employ an alternative approach. The online
algorithm can be seen as being in a configuration or a state at each timestep. The definition
of the state is problem specific, nonetheless it applies to almost all online problems. In these
problems, the predictor may predict the states of the optimal algorithm in each timestep.
The error is defined as the sum of the costs (or the distance) of moving from the predicted
state p¢, at timestep ¢, to the respective state of the optimal algorithm o;. We will examine
this approach in chapter 5 of this thesis.

Finally, if none of the above works, one might employ the following approach. The
predictor will predict the entire solution and the error will be the difference between the
predicted and the optimal solution. We will examine this approach in chapter 6 of this thesis.

To sum up we have the following categories:

e If there exists a optimal greedy algorithm for our problem which makes decisions based
on a parameter p; of the problem, we try to mimic the greedy algorithm and the oracle
predicts p; at time t. The error is defined as n =Y, |p: — p}|, where p} is the predicted
value of p;.

e If the optimal algorithm makes decisions based on the entire input, the oracle predicts
the states of the optimal algorithm. The error is defined as n = >, cost(p, o¢), where
ot is the state of the optimal algorithm at time t, p; the predicted state and cost(p;, o)
the cost of moving from the predicted to the true state of the optimal algorithm

e The oracle predicts the entire solution. The error is defined as n =5 — OPT, where S
is the cost of the predicted solution and OPT is the cost of the optimal solution.

The next issue we have to address is how to design an algorithm that takes into consider-
ation the prediction and is robust and consistent. Again, there is not a single approach that
works in every case, however, there seems to be a common pattern applicable to almost all
settings. The idea is to combine the algorithm following the predictor (either blindly or with
some caution) with an optimal online algorithm for the problem of interest. First, we have
to bound the competitive ratio of the algorithm following the predictor using the total error
of the predictor 1. Then, as we will see in chapter 2, it is possible to combine multiple online
algorithms into one algorithm that performs close to the best of them. Thus, we combine
the algorithm following the predictor with the optimal online algorithm. In this way, if the
predictions are accurate, we have an algorithm close to the optimal offline algorithm (con-
sistency). On the other hand, if the predictions are inaccurate we fall back to the optimal
online algorithm (robustness).

1.1 Contribution

In this thesis, apart from a presentation of the most fundamental results in the domain
of learning-augmented online algorithms, we will study the problem of Multistage Matroid
Maintenance (MMM) problem with predictions. This problem (without predictions) was
studied by Gupta, Talwar, Wieder in [35] .
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In most combinatorial optimization problems one is concerned with solving an instance
frozen in time and usually the goal is to minimize the total cost incurred. However, in real-
world problems one has to solve an instance of the same problem repeatedly. Moreover,
the underlying costs might change over time. One approach is to resolve the new instance
from scratch, however, in most cases there is a transition cost between the old and the new
solution. Thus, it might be better to start with the old solution and carefully transform it to
a solution for the new instance.

Imagine, for example, having to solve the minimum spanning tree problem in a graph
where at each timestep some edges died and some new edges were born. Finding the minimum
spanning tree at each timestep separately may lead to more costly solutions. It might be
better to retain the spanning tree of the previous timestep and add the necessary edges to
complete the new spanning tree. It is thus a game of balance between acquiring new edges
and retaining the edges of the old spanning tree.

Formally, we will examine the Multistage Matroid Maintenance problem (MMDM), where
the underlying structure is a matroid and we have to maintain a base. We will formally define
what a base of a matroid is in the last chapter. For now, it suffices to think of a matroid
base as a spanning tree of a graph. We encourage the reader to think in terms of spanning
trees of graphs (i.e. graphical matroids) in order to intuitively grasp the ideas we are going
to present. In our analysis, we will concentrate on the case where all the costs are uniform.

In the learning-augmented setting, we have an oracle predicting the time each edge will
die. The error is defined as the #; norm between the true and the predicted death times of
the edges. This formulation is analogous to that of the paging problem with predictions that
we will examine in chapter 4 of this thesis.

Using the predictions we will try to mimic the greedy algorithm G buying (when needed)
the edge dying furthest in the future. The competitive ratio of algorithm G is conjectured to
be constant (in the case of uniform matroids). The known bound is O(logT') where T is the
entire time horizon. Furthermore, a trivial bound of r, where r is the rank of the underlying
matroid also holds. Note that depending on the specific matroid of interest the competitive
ratio of G might be further improved. For example, in the case of uniform matroids algorithm
G is optimal. In our results, we assume that the competitive ratio of G is c.

We will design a learning-augmented algorithm for the Multistage Matroid Maintenance
problem that is both robust and consistent.

Theorem 1.1.1. Let A be an a-competitive online algorithm for the Multistage Matroid Main-
tenance problem. There exists an online algorithm for the Multistage Matroid Maintenance
problem with predictions that achieves a competitive ratio of at most

0 (min <a, A+ QCO;]DT>> ,

where 1 is the total prediction error, OPT the optimal offline algorithm and c the competitive
ratio of G.

In uniform matroids algorithm G is optimal and the above result is tight up to constant
factors.

Finally, we show that our analysis is also applicable in the paging problem with pre-
dictions. We will obtain previously known optimal results in a simpler and more intuitive
manner.

1.2 Organization

The structure of this thesis is as follows. In chapter 2 we define online algorithms and
competitive analysis which is the main tool used to analyze online algorithms. We also ex-
amine two fundamental online problems - the paging problem and the metrical task systems
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problem. Chapters 3-7 are a presentation of the most significant results in the domain of
learning-augmented online algorithms. In chapter 3, we introduce learning-augmented online
algorithms by studying the ski rental problem and the non-clairvoyant job-scheduling prob-
lem. In chapter 4, we examine the paging problem with predictions problem, which is the
problem that initiated the domain of learning-augmented online algorithms. In chapter 5,
we examine the metrical task systems with predictions problem. In chapter 6, we present
the learning-augmented primal-dual method for linear programs. In chapter 7, we revisit the
non-clairvoyant job-scheduling problem we presented in the third chapter. This time, how-
ever, we consider a different framework. Finally, in chapter 8 we present our novel results.
Namely, we design learning-augmented algorithms for the Multistage Matroid Maintenance
problem.
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Chapter 2

Online Algorithms

In traditional optimization problems an algorithm is given an instance of a problem and
has to output an optimal solution usually minimizing a cost function or maximizing a profit
function. In online computation, however, the instance of the problem is not known up-front.
Instead, it is given to the algorithm gradually in a piecewise fashion. The algorithm has to
make decisions based on past events and without information about the future. Imagine, for
example, having to manage the assets of a company. In which products should we invest and
what is the optimum strategy for generating revenue. The future prices of the market are
not known in advance nor is the demand for the company’s products. Thus, we have to make
decisions based on incomplete information.

Many real-world problems are intrinsically online problems and thus the study of online
algorithms is of a great significance. Well-known online problems include the paging (caching)
problem [64], the job-scheduling problem [26, 21|, the portfolio selection problem [29] and
many others [19]. Online problems span a wide range of domains including computer science,
economics and operations research.

In this section, we will examine the framework of competitive analysis, which is the
standard framework used to study online algorithms. In this framework, we model online
problems as a game between an online player and a malicious adversary. The online player
tries to minimize the overall cost, while the adversary constructs the worst-case input for the
online player. We compare the performance of the online player to that of the optimal offline
algorithm.

Note that while this framework has succeeded in modeling online problems and providing
many useful insights, it has been criticised as being overly pessimistic. Indeed, in many
cases competitive analysis cannot account for the great empirical performance of some online
algorithms nor differentiate between ”"good” and "bad” online algorithms.

For example, in the paging problem, the discrepancy between empirical performance and
theory is evident. The LRU algorithm outperforms almost all other algorithms, but under
the lens of competitive analysis most of them have the same performance.

This is due to the fact that in real-world problems the input sequence seldom is the
worst possible. Indeed, the input sequence follows predictable patterns that are exploited
by algorithms such as the LRU. This realization has led to the development of beyond-
competitive- analysis [46] and beyond-worst-case analysis [61]. Lately, the topics of beyond-
competitive analysis and beyond worst-case analysis have attracted a lot of research interest.
One such line of research is the field of learning-augmented online algorithms, which is the
concern of this thesis.

We will now present the competitive analysis framework. In the next chapter, will intro-
duce the learning-augmented framework for online algorithms.

2.1 Competitive Analysis

The standard framework used to analyze and evaluate the performance of online algorithms is
competitive analysis, which was introduced by Sleator and Tarjan [64]. The performance of an
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online algorithm is compared to that of the optimal offline algorithm which has knowledge of
the entire input sequence in advance. The comparison is done using the notion of competitive
ratio.

Formally, the input of an online problem is a sequence of requests ¢ = o1,09,...,07.
When a request is received our algorithm has to perform some actions to serve that request.
Note that our algorithm has access only to previous requests and not to future requests. An
algorithm that solves an online problem is called an online algorithm. On the other hand, an
algorithm that receives the entire input in advance is called an offline algorithm.

For the rest of this thesis we will only consider minimization problems. The definitions
for maximization problems are analogous. Let P be a minimization problem and Z be the
set of all valid inputs of the problem. We denote by OPT the optimal offline algorithm for
problem P and by OPT (o) the cost of the solution produced by OPT on an input sequence
ocel.

Definition 2. (Competitive ratio) We say that an online algorithm ALG for a minimization
problem P is c-competitive if for every input o there exists a constant a > 0 such that

ALG(c) < cOPT (o) +a.
We say that algorithm ALG attains a competitive ratio c.

If constant a is zero, we might say, for emphasis, that algorithm ALG is strictly c-
competitive.

Sometimes it is useful to think of an online problem as a game between an online player
and a malicious adversary. The online player runs an online algorithm on the input generated
by the adversary. The goal of the online player is to minimize the total cost incurred. On the
other hand, the goal of the adversary is to generate the worst possible sequence of requests for
the online player and at the same time the best sequence for the optimal offline algorithm.
We sometimes refer to the adversary and the optimal offline algorithm as one entity: the
offline player. For deterministic algorithms the adversary knows in advance what will be the
response of the online algorithm to every request. For randomized algorithms, however, we
define the following types of adversaries [17].

e Oblivious adversary: The adversary knows the online algorithm, but not its random
choices. Moreover, it has to construct the entire input sequence in advance. In this
case, the competitive ratio ¢ of a randomized algorithm ALG is defined as

E[ALG(0)] < ¢ OPT(0) + a,

where the expectation is taken over all possible realizations of the randomized algorithm
ALG.

e Adaptive-online adversary: The adversary knows the online algorithm and its random
choices. However, the adversary must also serve the requests online. In this case, the
competitive ratio C' of a randomized algorithm ALG is defined as

E[ALG(0)] < ¢ ADV (o) + a,
where ADV (o) is the cost of the online adaptive algorithm.

e Adaptive-offline adversary: The adversary knows the online algorithm and its random
choices. Moreover, it serves the requests offline. In this case the competitive ratio C' of
a randomized algorithm ALG is defines as

E[ALG(0)] < ¢ OPT (o) +a

The oblivious adversary is the "weakest” adversary, while the adaptive-offline adversary is
the “strongest” adversary. It has been shown that randomization does not give an advantage
against an adaptive-offline adversary.
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2.2 Paging

We are now going to examine the paging (caching) problem, which is a canonical example
of an online problem and has been extensively studied. We will present the basic results
of paging since it is a fairly simple problem illustrating the fundamental techniques used in
competitive analysis. For a detailed analysis we refer the reader to chapters 3 and 4 of [19].

We are given a two-level memory system comprised of a cache (small and fast) memory
and a main (large and slow) memory. The cache is divided into k sections called pages, while
the main memory contains N pages. When a page is requested we have to load it to the cache
in order to be accessed by the CPU. If the page is already in the cache, we have a cache hit.
If the page is not in the cache, we have to evict a page and load the requested page. In this
case, we have a cache miss or a page fault. The goal is to devise an eviction policy such that
the number of page faults is minimized.

If we knew the entire request sequence in advance, the optimal strategy would be to evict
the page that will be requested again furthest in the future. This policy is known as Belady’s
rule [16].

2.2.1 Deterministic paging algorithms

There exist many deterministic algorithms for the paging problem. The LRU (Least Recently
Used) algorithm, which evicts the page whose most recent request was earliest, is the most
popular and widely used in practice. Another policy is the FIFO (First in First out) algorithm
which evicts the page that has been in the cache the longest.

We will now prove that every deterministic algorithm is k-competitive.

Theorem 2.2.1. The competitive ratio of any deterministic algorithm ALG for the paging
problem is at least k.

Proof. Consider an instance of caching where there exist k41 pages in total. In the beginning,
the cache contains pages p1,p2,...,pr. The adversary makes the following request sequence.
First, it requests page pr11 and ALG incurs a cache miss. In order to serve the request ALG
has to evict a page p; from the cache. Then the adversary will request this page and ALG
will again suffer a cache miss. The adversary will continue this strategy for T requests. Thus,
ALG will pay a total cost of T. We claim that the optimal algorithm will pay at most % The
optimal algorithm OPT evicts the page that will be requested furthest in the future. Thus,
after a page fault OPT is guaranteed to serve the next k-1 requests without suffering a page
fault. Therefore, the total cost of OPT is at most % O

We will now define a family of algorithms called the M ARKING algorithm. Initially, all
the pages of the cache are in the unmarked state. When a page fault happens the MARKING
algorithm evicts an unmatched page and marks the requested page. If it is a cache hit, the
algorithm marks the requested page (if it is unmarked). When all the pages are marked and
a page fault happens the algorithm unmarks all the pages and starts from the beginning.

Depending on which unmarked page the M ARKING algorithm evicts we have different
algorithms. Algorithm LRU is an example of a MARKING algorithm. We state the following
theorem regarding the competitive ratio of the MARKING algorithm.

Theorem 2.2.2. The MARKING algorithm is k-competitive.

2.2.2 Randomized paging algorithms

Using randomization one can achieve a better competitive ratio. In this section we will assume
an oblivious adversary.

First, we state the following lower bound about any randomized online algorithm for the
paging problem.
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Theorem 2.2.3. The competitive ratio of any randomized online algorithm for the paging
problem is at least Hy, where Hy is the k-th harmonic number.

We now define the MARK ER algorithm, which is a modification of the MARKING
algorithm we presented in the previous section. When a page fault happens MARKER a
evicts an unmarked page not based in a deterministic criterion but uniformly at random. We
state the following theorem regarding the competitive ratio of the MARKER algorithm.

Theorem 2.2.4. The MARKFER algorithm is 2H}-competitive against any oblivious adver-
sary.

2.3 Metrical Task Systems

In this section we are going to present the Metrical Task Systems (MTS) problem, which
was proposed by Borodin, Linial and Sacks. [20]. The MTS problem captures many online
problems including paging, list accessing and k-server. It serves as a unifying framework for
the analysis of online algorithms. In the early stages of competitive analysis most problems
were analyzed in a rather ad-hoc way. With the introduction of the MTS problem a more
rigorous approach was possible.

First, we have to define the notion of a metric space

Definition 3. A metric space is defined as a pair (S,d) where S is a set of points and
d: S xS — R that satisfies:

e d(i,j)>0,Vi#£j, i,j€S
o d 0,vie S
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We may think of the points as states or different "configurations” the online player can be
situated in. The metric d is the transition cost between these configurations.

In order to model online algorithms we have to define the input sequence. At each timestep
a task arrives and has to be processed by the online player. A task is an N-ary vector of costs
r = (r(1),r(2),...r(IN)) where each r(i) is the cost of processing the task while in state i. The
online player may choose to move from a state i to a different state j before processing the
task and pay d(i,7) 4+ r(j). The objective is to minimize the total cost.

The optimal competitive ratio for deterministic algorithms is 2V — 1. For randomized
algorithms the optimal competitive ratio is O(log? N loglog N) and Q(log N) [20].

Usually, we study special cases of the MTS problem where the metric space has some
specific structure. For a detailed analysis of the MTS problem we refer the reader to [19]. In
this thesis, apart from the definition of the problem no other knowledge is required.

We will now model the paging problem, we examined in the previous section, as an MTS
problem. The states of the MTS will be all the different k-subsets of N pages. In order to
move from one cache configuration s; to another another s we have to evict elements of s;
that are not in so and load the respective elements of so. That is, the distance of two states
is the number of different elements between them. Formally, d(s;,s;) = k —[s; Ns;|. It is
easy to see that d is indeed a metric. We now have to define the tasks. When a page request
happens we have to include the requested page, say p; in the cache. Thus, we define the cost

vector as
0, p;€sj
ri(55) :{ 0o, pi & ng
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2.4 Combining online algorithms

A very powerful technique that will be used extensively in this thesis is the combination
of online algorithms. That is, if we have many online algorithms for an online problem we
can construct an online algorithm that is approximately as good as the best of them. We
will state two theorems regarding the deterministic [32] and randomized [18| combination of
online algorithms for the metrical task systems problem. We will present them with respect
to the MTS problem - see section 2 in [9], but they can be used in other settings as well.

Theorem 2.4.1 (Deterministic combination). Given m online algorithms Ao, ..., Apm—1 for
an MTS, there exists a deterministic algorithm achieving cost at most % -min;{cost4,(I)},
for any input sequence I.

,ym

The optimal choice for «y is 5. Then % becomes 9 for m = 2.

Algorithm 4 MIN
choose 1 < v <2
=0
repeat
i=/¢ mod m
while cost(A;) <~' do

follow A;
end while
=0+1

until the end of the input

Algorithm 4 works in a cyclical pattern. It follows an algorithm for some time and then
changes to the next algorithm. When all algorithms have been used, MIN switches back
to the first algorithm completing the circle. The algorithm takes advantage of the fact that
the cost of switching between A; and A;y1 can be bounded by the cost so far of A; plus the
cost so far of A;;1. For the proof we refer the reader to Appendix A of [9]. Next, we state a
theorem regarding the randomized combination of online algorithms.

Theorem 2.4.2 (Randomized combination). Given m online algorithms Ay, ..., Am—1 for
an MTS with diameter D and € < 1/2, there is a randomized algorithm, such that for any
instance I, its expected cost is at most

(I+¢) miin{cost(Ai(I))} + O(D/e) In(m).
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Chapter 3

Basics of Learning-augmented Analysis

In this chapter we will examine two well-studied online problems, Ski rental and Non-
clairvoyant job scheduling, as well as their respective learning-augmented versions. Through
the analysis of these problems we will introduce the basic concepts and key-ideas of learning-
augmented online algorithmic analysis. This section is based on the results of Kumar, Purohit
and Svitkina [49] which was one of the first papers in the field, along with [51] which will be
examined in the following chapter.

In all learning-augmented online algorithms we assume that along with the input of the
problem which is revealed to us in an online fashion, we are given a predictor that can predict
something useful about the input. Using the prediction, we hope to inform our decisions and
achieve better results than those of classical online algorithms. However, it might be the case
that the predictions are inaccurate or even misleading and thus we should trust the predictions
in a careful manner. We note that our algorithms do not have access to the inner workings of
the predictor. The predictor is treated like a black-box oracle without any guarantee about its
accuracy. If the predictions prove to be accurate, we want to obtain performance comparable
to the optimal offline algorithm (i.e. consistency). On the other hand, if the predictions
are inaccurate we wish to achieve a performance similar to the optimal online algorithm (i.e.
robustness).

We note that in general the predicted parameter is problem specific. Many times it seems
obvious what the predictor should predict, but in many cases it not clear whatsoever. To
measure the accuracy of the predictor we define the error of the predictor. The error is a
function of the predicted parameter(s) and the actual instance that captures how ”good” or
"bad” is the predictor. The definition of the error is also problem specific.

Moreover, issues of practicality as well as learnability naturally arise since it might be
the case that a "natural” predictor, that intuitively makes sense, is not learnable or that
an "unnatural” and maybe impractical predictor is indeed learnable. We, again, emphasize
that the choice of the predictor is ad-hoc and we do not have a formal model classifying the
different types of predictors along with their respective errors.

Summing up, an online algorithm using predictions should satisfy the following desiderata.
First, the predictor should be treated as a black-box oracle. That is it has no access to the
inner workings of the predictor and there is no guarantee about the accuracy of the predictor.
Second, the algorithm should be consistent. That is, if the predictions are accurate (i.e. the
error is zero) the performance of the algorithm should be close to that of the best offline
optimal algorithm. Third, the algorithm should be robust. That is, even if the predictions
are inaccurate, the performance of the algorithm should be close to that of the optimal online
algorithm without predictions.

Finally, in order to evaluate the performance of a learning-augmented online algorithm, we
use the notion of the competitive ratio as it was discussed in chapter 2 of this thesis. However,
the competitive ratio ¢ of a learning-augmented algorithm is a function of the predictor A
and the error and thus we write ¢ = ¢(h, ).

We will now formally define all of the above. Let n be the error of the predictor h and
¢(h,n) be the competitive ratio of a learning-augmented algorithm using the predictor h. We
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usually ommit the predictor A and write the competitive ratio only as a function of n - that
is, ¢ = ¢(n). We say that the algorithm is y-robust if ¢(n) < . Moreover, we say that the
algorithm is S-consistent if ¢(0) < b.

3.1 Ski rental

In this section we introduce the well-known ski rental problem, which is a paradigm problem in
the class of rent /buy problems. In these problems, one has to either pay a small repeating fee
or pay a one-time large amount of money eliminating the fee. Imagine a company that needs
certain computing resources so as to support its clients. Every day a potentially different
amount of customers need to be serviced and thus the demand in computing resources might
vary. The company may rent machines on the cloud for a small fee, but for a limited amount
of time, or otherwise buy its own machines for a large amount of money. Each day there is
a specific demand for servers and the company must decide whether to rent or buy machines
so as to handle the demand. This is a generalization of the Ski rental problem (see [44]), but
the results we are going to present for Ski rental can easily be applied to this more general
setting. Another extension of the Ski rental problem is the Parking permit problem [54]. We
will examine the Parking permit problem in chapter 6 of this thesis. Rent or buy problems
are very common in practice and thus the design of efficient algorithms is of great significance.

3.1.1 The problem

Imagine a skier facing the following dilemma. At the beginning of winter, the ski center opens
and the skier skis everyday. Of course, he should either rent the skis or buy them. He may
rent skis for $1 per day or buy the skis for $b. However, the skier does not know when the
ski center will close and thus when he will have to stop skiing. The goal is to minimize the
total money spent. What is the optimal strategy for the skier?

Suppose that the skier is going to ski for T days and then stop. The optimal offline
algorithm OPT buys the skis if T' > b. Otherwise, OPT rents skis each day. Thus OPT =
min(T,b)

In the online setting, the skier does not know in advance the number of skiing days T.
Each day, he has to decide whether to rent or buy skis. The optimal deterministic strategy
is the break-even algorithm. Rent skis for the first b-1 days and buy them on day b. If
T < b, then our algorithm pays the same as the optimal offline algorithm. If 7" > b, then
our algorithm will rent for the first b-1 days and buy skis on day b paying a total of 2b-1.
The optimal offline algorithm buys the skis on the first day paying a total of b. Thus, our
algorithm is 2-competitive. One can prove that there is no better deterministic algorithm.
There exists, however, a randomized algorithm that yields a competitive ratio of %5 [43].

3.1.2 Ski rental with predictions

The essence of the problem lies in the uncertainty of the skier about the future. Namely, the
skier does not know the number of skiing days. In practice, however, the skier can make a
reasonable guess, for example, based on weather forecasts or past behavior of other skiers.
Suppose that he is given access to a black-box oracle predicting the number of skiing days T.
Is it now possible to achieve a better competitive ratio than the break-even algorithm?

Formally, let x be the actual number of skiing days and y be the predicted number of
skiing days. We define the error of the predictor as n = |y — z|. Let OPT denote the optimal
offline algorithm, B the algorithm following the predictor and A the break-even algorithm
discussed in the previous section. We sometimes abuse the notation and denote by OPT, B,
A the respective costs of the algorithms.
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First, we note that B, although consistent, is not robust. That is, if n = 0, the algorithm
pays the same as OPT, but if > 0 the cost of B is unbounded. For example, if y > T > b
then B pays T, while OPT just pays b.

We now present the algorithm of Kumar et al. [49] that is both consistent and robust.

Let A € (0,1) be a tunable hyper-parameter capturing our trust in the predictor. As
A — 0, our trust in the prediction is increased.

Algorithm 5
if y > b then
Buy on the start of day [Ab]
else
Buy on the start of day [b/\]
end if

A simple case analysis shows that the competitive ratio of Algorithm 5 is bounded by

(1 n
1+ min ()\’)\+(1—)\)0PT>'

Thus, Algorithm 1is (14 %)-robust and (1 + A)-consistent.

What Algorithm 1 actually does is the following. It modifies algorithm A to cautiously
take into account the prediction of the oracle. If the oracle predicts that the skier will ski for
more than b days, Algorithm 1 buys the skis a bit earlier than A. On the other hand, if the
oracle predicts that the skier will ski for less than b days, Algorithm 1 waits a bit longer than
A. Thus, Algorithm 1 moves the buying threshold of A from b to [Ab] or [b/\] respectively
depending on the prediction.

Another equivalent way to interpret the above algorithm is as follows. We simulate the
execution of algorithms A and B (in parallel). Each day we choose to follow one of them.
In this way, we effectively combine the two algorithms. This interpretation will reveal a key
idea commonly used in the analysis of online algorithms. Namely, we can combine online
algorithms as long as we can simulate their execution and bound the cost for switching
between them. For a more detailed analysis see [32], [18]. We give an equivalent algorithm
to Algorithm 1 that demonstrates the above idea. We note that switching from an algorithm
ALG; to another algorithm ALG9 in the problem of Ski rental simply means that if ALGo
has already bought skis in the past, the combined algorithm should also buy the skis.

Algorithm 6

if y > b then > B buys skis on the first day.
Follow algorithm A.
Switch to B when A > [\b].

else > B rents each day.
Follow algorithm B.
Switch to A when B > [2].

end if

It is easy to see that Algorithm 6 is actually identical to Algorithm 5. Thus, Algorithm
6 is also (1 + %)-robust and (1 + A)-consistent.

Except for deterministic algorithms one may also design randomized algorithms using the
prediction. In [49], they present a randomized algorithm achieving a competitive ratio of at

. 1 A U]
most mm{l_ei(k%), =1+ 7))}

Another model for learning-augmented Ski rental will be presented in chapter 6 where we
introduce the primal-dual method [12]. We should also note [45] where they use an oracle
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providing an estimate of the probability that there will be less than a threshold number of
ski-days, and [5] where they consider a different model.

3.1.3 Robustness-consistency trade-off

An important aspect of Algorithm 5 is that it implies a trade-off between robustness and
consistency. Setting A close to zero yields a better competitive ratio when 7 is small. On the
other hand, setting A\ closer to one yields a more robust algorithm when the predictions are
inaccurate.

The question of whether such trade-offs are necessary arises naturally. And if so, what
are the optimal trade-offs? This question is answered in [67]. Specifically, they prove the
following theorems:

Theorem 3.1.1. Let A € (0,1) be a fized parameter. Any (1 4+ \)-consistent deterministic
algorithm for ski-rental with predictions is at least 1 + %—mbust.

Theorem 3.1.2. Any (randomized) algorithm for ski-rental with predictions that achieves
robustness v must have consistency

1
> 1+ —).
B = ~log( +,Y_1)

3.2 Non-clairvoyant job scheduling

In this section we will use predictions to solve the Non-clairvoyant job scheduling problem.
The Non-clairvoyant job scheduling problem has been extensively studied and there exist
numerous extensions of this problem ([14], [15]). We will examine the most basic variation of
the problem and provide learning-augmented algorithms to achieve better performance than
the classical online algorithms.

3.2.1 The problem

Suppose we have a single machine on which to run n jobs with unknown completion times.
A job can be preempted at any time and resumed later. The goal is to minimize the sum
of completion times of the jobs. The optimal offline algorithm is to schedule jobs in non-
decreasing order of job lengths, i.e. shortest job first (SJF). The optimal deterministic offline
algorithm is running jobs in equal portions and in circular order. This algorithm is called
round-robin and achieves a competitive ratio of 2 [58].

3.2.2 Non-clairvoyant job scheduling with predictions

Suppose that x1,x9, ..., T, are the actual processing times of the n jobs and we have an oracle
predicting these processing times. Let y1, s, ..., yn be the predicted lengths of the jobs. We
define the prediction error for the i-th job to be n; = |y; —x;|. The total error of the predictor
is 1 = 2?21 ;-

To incorporate the predictions we will combine round-robin with the algorithm following
blindly the prediction. In [49] they name this algorithm Shortest Predicted Job First(SPJF).
Before we present how to combine the two algorithms, we define the notion of monotonic
algorithms.

We call a non-clairvoyant scheduling algorithm monotonic if it satisfies the following
property: given two instances with job lengths (x1,x9,...,x,) and (33/1,3:/2, ...,x,,) such that
x; < x;, for all i, the sum of completion times for the first instance is less than the second
one. We note that both RR and SPJF are monotonic.

We now present the lemma allowing us to combine algorithms for the non-clairvoyant job
scheduling problem.
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Lemma 3.2.1. Given two monotonic algorithms with competitive ratios o and B for the
minimum total completion time problem with preemptions, and a parameter A € (0,1) one
can obtain an algorithm with competitive ratio min{%, %}

Proof. Let A and B be the two algorithms. The combined algorithm runs the two given
algorithms in parallel. Algorithm A is run at a rate of A and B at a rate of 1 — A. Thus, A
becomes §-competitive since all times increase by a factor of % Similarly, B becomes 1? -
competitive. We note that the fact that some jobs are concurrently being executed by both
A and B only decreases the above competitive ratios. Thus, the combined algorithm has a

competitive ratio of min{§, %} O

Next, we bound the performance of SPJF with respect to 7.
Lemma 3.2.2. The SPJF algorithm has competitive ratio at most 1 + %’7

Proof sketch. For simplicity assume that x1 < x5 < ... < z,. Let ALG denote the sum of
completion times of jobs when running SPJF. We define d(i, j) as the amount (in time units)
of job i that has been completed before job j. We have that

ALG = sz > (dli, §) + d(j,4)).
(4,5):i<g
If i < j and y; < y;, then the shorter job is scheduled first and d(i,j) + d(j,7) = z; + 0. If,
however, i < j and y; > y;, then the longer job is scheduled first and d(4, j) +d(j,i) = 0+ z;.
Using these observations one can prove that

ALG (n—1)n
< — el VI AL
ALG S OPT+ (n— 1)y = 552 < 1+~
O
Finally, using the fact that all jobs have length at least 1 and thus OPT > "(”H) we

have that 9
ALG <oPT + 2.
n

Using Lemma 3.2.1 and Lemma 3.2.2, as well as the fact that RR is 2-competitive, we
have the following theorem.

Theorem 3.2.3. The preferential round-robin algorithm with parameter X € (0,1) has com-
petitive ratio at most min{}(1 + 277), 2} In particular, it is t25-robust and % -consistent.

We will return to this problem in chapter 7 viewing it from a dlfferent perspective. We
also note that there exists the work of Mitzenmacher [56] where an alternative model is
considered.

3.2.3 Robustness-consistency trade-off

As in Ski rental, we observe that there exists a trade-off between robustness and consistency.
That is, when A\ — 0 (we have confidence in the predictor) consistency is close to 2, while
robustness diverges to infinity. On the other hand, when A — 1 (we do not trust the predictor)
consistency diverges to infinity, while robustness is bounded.

In [67] they prove the following lower bound: Any (1 + A)-consistent algorithm for non-
clairvoyant scheduling with predictions must have robustness

n+n(n+1)A
YT Ant Dnr2)/2

This bound is tight when A = 0 and when A = 1. We note that in the case of n = 2 there
exists a better algorithm achieving the optimal trade-off. See [67] for a detailed analysis.
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3.3 Designing learning-augmented algorithms

It is now clear that we can use predictions to augment classical online algorithms so that we
harness the power of accurate predictions and at the same time remain robust to inaccurate
predictions. More examples of problems solved using predictions will be presented in the
following chapters, however, here we want to point out a common pattern present in the
design of almost all learning-augmented online algorithms. This pattern serves as a general
method for designing learning-augmented online algorithms.

First, we have to decide what to predict. To answer this question we have to consider
the offline optimal online algorithm. What is the parameter that enables the offline optimal
algorithm to make its decisions? This is usually the parameter we want our predictor to
predict. In the case of Ski rental this parameter was the number of skiing days, while in the
case of Non-clairvoyant job scheduling this parameter was the processing times of the jobs.

Next we have to design the learning-augmented algorithm. Let B denote the algorithm
following blindly the predictor. We bound the competitive ratio of B with respect to 7.
Finally, we combine B with the optimal online algorithm for the problem of interest. While
both steps are usually problem specific, this surprisingly simple pattern seems to apply to
almost all problems studied so far in the literature.
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Chapter 4

Paging with predictions

In this chapter we are going to use predictions in order to augment classical online algorithms
for the paging problem. This chapter is based on the work of Lykouris and Vassilvitskii [51],
which initiated this line of research, Rohatgi [60], Wei [67] and the survey of Mitzenmacher
and Vassilvitskii [57] .

The paging problem is a canonical example of online problems and has been extensively
studied as we discussed in chapter 2 of this thesis. Specifically, we proved that any optimal
deterministic algorithm for the paging problem achieves an O(k) competitive ratio, while any
optimal randomized algorithm is O(log k) competitive [31, 53, 1].

However, there is a well-known discrepancy between the theoretical performance of vari-
ous algorithms (even with the same competitive ratio) and their empirical performance. For
example, LRU outperforms almost all other algorithms (even randomized) in practice, due
to the temporal and spatial locality of data present in almost all applications. Nonetheless,
through the lens of worst-case analysis it was impossible to distinguish between these algo-
rithms and explain their empirical performance since we had to be overly pessimistic about
our algorithms and guard against any possible adversarial input. In practice, however, most
instances of the paging problem follow a predictable pattern. Exploiting this pattern yields
algorithms with better performance in most of the instances. Thus, the need for beyond-worst
case analysis was born [61].

Such approaches include Parameterized algorithms [61](chapter 1), Resource augmen-
tation [62], Bijective analysis [7], and many other beyond-competitive analysis approaches
[46, 42].

The approach we examine in this thesis is that of learning-augmented algorithms. That
is, along with the input of the problem we have access to an oracle predicting something
useful about the input. How can we inform our decisions using the prediction?

Recall the paging problem. We have a slow memory of N pages and a fast memory (cache)
of k pages. We have to answer a series of page requests. If the requested page is not in the
fast memory (cache miss) we have to evict one of the k pages in cache to make space for the
requested page. If the requested page is already in the cache (cache hit) we do not have to
evict a page. The goal is to minimize the number of evictions.

In order to identify what the predictor should predict let us consider the optimal offline
algorithm for the paging problem, which is known as Belady’s rule [16]. Each time we have
a cache miss the optimal strategy is to evict the page that will be requested furthest in the
future. Thus, it will be logical that the predictor predicts the next time each page will be
requested.

We will now proceed to formally define our model and present efficient learning augmented
algorithms for the paging problem.

4.1 Paging with predictions

Assume that along with each requested page we have a prediction about the next time it will
be requested again. Formally, let next(z;) be the next time page x; will be requested. We
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use h(x;) to denote the prediction for next(x;). We define the error as the ¢;-norm between
the actual and the predicted values for each page. That is, n = > |h(z;) — next(xz;)|.

Notice that the error grows with the input length. For example, if we duplicate a request
sequence and the predictions, the error doubles but the competitive ratio of any reasonable
algorithm would remain the same. One might be tempted to divide by the input length to
fix this issue, however this also leads to a pathological case. One could increase the length
of the sequence without changing the value of the optimum solution, or the impact of the
predictions. For example, imagine after the last requested page we added many requests to the
last page. All of these requests will be cache hits and the cost of any algorithm will remain the
same. If the predictions are accurate the error will also remain constant but the normalized
error will be smaller since the length of the sequence will be greater. Normalizing by the cost
of the optimal algorithm addresses both of these problems. Thus, the critical parameter in
bounding a learning-augmented algorithm for the paging problem is %, where OPT is the
cost incurred by the optimal (offline) algorithm.

The fist approach one might try is to blindly trust the predictor and evict the page with
the furthest in the future predicted next arrival time. We call this algorithm B since it tries
to follow Belady’s rule. If the predictions are accurate B is optimal, thus we have consistency.
However, B is not robust. Formally, the competitive ratio of B is Q(g5p7)-

Consider the simple case of a 2-page cache and three elements a, b, ¢. Initially, we have in
the cache pages a and c. The request sequence will be ¢, a, b, a, b, ..., a, b, c. The predictions
for elements a and b will be correct, but the prediction for ¢ will always be at time 0. Hence
7 is the length of the sequence. In this way, B will suffer a cache miss every time except for
the last request. On the other hand, the optimal algorithm will only miss once in the last
request. One might be tempted to fix the issue by evicting element (page c in our example)
whose predicted times have passed. However, this algorithm has similarly bad performance.

4.1.1 Marking algorithms

For the first two learning-augmented algorithms we are going to present, we need to dive
deeper into the analysis of Marking algorithms, which were presented in chapter 2 of this
thesis. Marking algorithms form a family of algorithms working in a similar way. These
algorithms run in phases. At the beginning of each phase all pages of the cache are considered
"unmarked”. When there is a cache miss an unmarked page is evicted and the requested
element is "marked”. When a cache hit occurs the element is also "marked”. When all
elements of the cache are marked and a cache miss occurs, a phase ends and we unmark all
elements. The Marker algorithm evicts randomly an unmarked element.

We will partition the elements of each phase into two categories. We will say an element
is clean in phase 7 if it appears in phase i, but not in phase ¢ — 1. If an element appears
both in phase 7 and in phase 7 — 1 it is called stale. The following two theorems relating the
performance of the optimal and marker algorithm to the number of clean elements hold [31].

Theorem 4.1.1. Let QQ be the number of clean elements. Then the optimal algorithm suffers
at least % misses.

Theorem 4.1.2. Let Q@ be the number of clean elements. Then the expected number of cache
misses of the marker algorithm is Q) - Hy,.

4.2 Predictive Marker

We are now ready to examine the Predictive Marker algorithm proposed in [51]. We will
describe the basic concepts of the algorithm and its analysis, but we will omit the rigorous
proof of the results. The basic idea is the following.
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We will use the predictor to decide which unmarked element to evict. If predictions
prove inaccurate we are going to switch to the classical Marker algorithm evicting unmarked
elements uniformly at random.

In order to analyse the Predictive Marker we have to understand the reason behind cache
misses in terms of clean and stale elements. Suppose an element e is evicted during a phase.
We will construct a blame graph as follows. Element e was evicted either because a clean
element c arrived - we add a directed edge from e to ¢, or because a stale element s arrived,
but s was previously evicted - we add a directed edge from e to s. This graph is a set of
chains, which we call eviction chains. Every chain begins with a clean element and the rest
of the elements are stale. The total length of the chains is equal to the total number of
cache misses incurred by our algorithm. Thus, bounding the length of these chains will aid
us bounding the overall cost of our algorithm.

Eviction Chain

A
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%,_) L J
T
clean element stale elements

Figure 4.1: Eviction chain

When a stale element arrives we will evict a new element based on the prediction if the
chain containing it has length less than H. Otherwise, we will evict an element uniformly at
random following the classical Marker algorithm. Switching to the classical Marker algorithm
can only augment a chain by at most Hj elements. One can prove that using this strategy
the eviction chains have length O(min(,/7, Hy)). Using Theorem 4.1.1, we have constructed
a learning-augmented algorithm achieving an min(2 + 4,/ 57, 4Hy) = O(min(y/ o7, Hi))
competitive ratio.

It turns out that a simpler approach suffices to obtain the same competitive ratio. We may
trust the predictor only once at the beginning of each chain. That is, if the requested element
is clean, evict the element with the furthest in the future predicted time of arrival. If the
requested element is stale, evict an unmarked element uniformly at random. This modification
of the Predictive Marker is called LMarker and is analysed in [60]. Furthermore, in [60] they
design algorithm LNonMarker that achieves a competitive ratio of O(1+min(1, z557) logk).
In order to prove this competitive ratio for the LNonMarker a technique used and discussed
in chapter 3 is utilized. That is, the combination of two online algorithms to get the best
of both. This technique will also be used in the BlindOracle algorithm, in the following
paragraph.

4.3 BlindOracle

We are now going to present the results of [67]. In this work, they prove that a surprisingly
simple approach yields optimal results for deterministic algorithms. To be more precise, we
can combine the algorithm blindly following the predictions, called BlindOracle, with the best
online algorithm without predictions (for example LRU).
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4.3.1 Combining online paging algorithms

The combination of multiple online algorithms was first considered in [31] as we discussed in
chapter 2. In the special case of two online algorithms for the paging problem we have the
following theorem.

Theorem 4.3.1. Given any two algorithms A and B for the online caching problem, there
exists an algorithm C such that:

ALG¢(0) < 2min(ALG s(0), ALGR(0)) + O(1).

Algorithm C is actually very simple. We just use a "follow the leader” approach. That is,
we simulate both algorithms (in parallel) and at each timestep we evict any page that is not
in the cache of the better performing algorithm so far. We note that if algorithms .4 and B
are deterministic, then C is also deterministic.

Furthermore, using a multiplicative weights approach one can design a randomized com-
binator [18].

Theorem 4.3.2. Given any two algorithms A and B for the online caching problem, and
any 0 < e < 1/4, there exists an algorithm C such that:

ALGc(0) < (14 €) min(ALG 4(0), ALGB(0)) 4+ O(e k).

4.3.2 Analysis of BlindOracle

We will now give a sketch of the analysis of the BlindOracle algorithm. First, we have to
define the notion of inversions.

Definition 4. We call a pair of elements (x;,x;) an inversion if t; < t;, but h; > h;, where
t; and h; is the actual and the predicted time of next arrival for element x;.

We denote by M = M (h,t) the total number of inversions until time t. In our analysis
we will use the following lemma from [60]:

Lemma 4.3.3. Let n = n(h,t) be the total error and M = M(h,t) the total number of
inversions until time t.

n = o

Let A denote the optimal algorithm OPT and B denote the BlindOracle algorithm. We
use A; and B; to denote the elements in the cache of the respective algorithms. Throughout
our analysis we will maintain a matching &; between A; and B; at all times. The matching
X, consists of pairs of elements (a,b) € A; x B; such that the next arrival of b is no later
than the next arrival of a. Intuitively, element b is "better” than element a since it will be
requested later in time and thus algorithm A will incur a cache miss first (considering only
those two elements).

We will now define a potential function ® = ®(t) = ®(A;, By, Xy) as the number of
unmatched pages in B;. Using the above definitions one can prove the following theorem.

Theorem 4.3.4. There exists a valid matching X, such that

B+ ®(t) < OPT + M.

The proof requires detailed case analysis and is omitted since it does not offer any further
understanding. Using lemma 4.3.3 we have the following theorem:

Theorem 4.3.5. The competitive ratio of B is at most 1 + 5.
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Using a different (and more complicated) potential function we can get a better depen-
dence on the error. Specifically, one can prove the following theorem.

o . . 4
Theorem 4.3.6. The competitive ratio of B is at most 2 + H#'

Thus, we have proven the following theorem.
Theorem 4.3.7. For learning-augmented online caching, BlindOracle obtains a competitive

ratio of
. n 4 n
142 2 .
mm( 20T +k;10PT>

Combining LRU with BlindOracle using theorem 4.3.1 we have the following theorem.

Theorem 4.3.8. There exists a deterministic algorithm for learning-augmented online caching
that achieves a competitive ratio of

: . n 4
2 min <m1n <1+20PT,2—|— k:—lOPT) ,k:).

Finally, combining BlindOracle with an optimal randomized algorithm such as the Marker
algorithm, we have the following theorem.

Theorem 4.3.9.

4

In [67] they prove that the competitive ratio of any deterministic algorithm for the
learning-augmented online caching problem must be at least 1 + €2 (min (%#, k:)) Thus,
BlindOracle is optimal up to constant factors.

Once again, as in chapter 3, we were able to use the power of predictions to improve the
classical online algorithms for the paging problem. It is important to note that the general
technique that we presented in the conclusions of chapter 3 - i.e. the combination of the
optimal online algorithm with the algorithm blindly following the predictor - stems from
the work Wei [67] and the BlindOracle algorithm. We will see in the next chapters that
this technique is ubiquitous in the field of learning-augmented online algorithms and can be
applied to even more complicated problems.

In chapter 5 we are going to examine the paging problem as a special case of the more
general metrical task systems problem [9]. In chapter 8 we are going to present a novel proof
of the above bounds that circumvents the tedious case analysis of [67] and provides a deeper
insight through the study of learning-augmented algorithms on matroid bases.

Furthermore, learning-augmented analysis has also been applied to the more general prob-
lem of weighted caching [40].

Finally, a worth reading comparative study of all known learning-augmented algorithms
for the paging problem based on real-world datasets can be found in [27].
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Chapter 5

Metrical Task Systems with predictions

In this chapter we will develop learning-augmented algorithms for the Metrical task systems
(MTS) problem [20]. This chapter is based on the work of Antoniadis, Coester, Elias, Polak
and Sinon [9]. As we discussed in chapter 2 of this thesis, the MTS problem generalizes many
fundamental online problems, including caching, list-accessing and k-server, and has many
practical applications - see [64, 52, 28, 39|.

Recall the problem. We are given a metric space M of states. We start at an initial
state xg. At each timestep ¢ = 1,2,... we are given a task ¢, : M — R U{0,+o00}. We
have to decide whether to stay at z;—1 and pay ¢;(x;—1) or move to another state x; and pay
dist(xi—1, ) + li(x¢), where dist(xi—1,x¢) is the cost of moving from state z;—1 to state x;.
The goal is to minimize the overall cost.

Once again the difficulty of the problem lies in the uncertainty about the future. We do
not know neither the future tasks nor the underlying costs for staying at each state since
these costs might change over time. What prediction would be helpful in this setting?

To answer this question we usually consider what the optimal offline algorithm does.
However, in the case of MTS the optimal offline algorithm is not as simple as it was in
the previous problems we tackled such as the ski rental problem or the paging problem.
The optimal algorithm is not a greedy algorithm that makes decisions based on a simple
parameter of the input that could be predicted. On the contrary, it has to consider the entire
time horizon and have knowledge of the entire instance to make optimal decisions. Thus,
the prediction of a simple parameter of the problem will not suffice. We have to consider a
different approach.

Imagine we have a predictor predicting the next state we have to move to. Ideally, if
the predictor is accurate it will predict all the states that the optimal algorithm selects and
thus our algorithm will also be optimal. The error at time t will be the distance between the
optimal state o; and the predicted state p;. In this way, we have embedded the intricacies of
the optimal algorithm into the predictor.

Now we are ready to apply our general strategy. We will analyze the cost of the algorithm
following the predictor (although this time with some caution) and then combine it with the
best online algorithm to achieve the best of both.

Formally, the error 7 is defined as follows:

T

n= Znta m = diSt(pbOt)a
t=1

where o; are the states of some offline algorithm OF'F.

Note that the offline algorithm OFF' can be the optimal algorithm, but it can also be a
near-optimal algorithm or a heuristic that performs well in practice.

Furthermore, we will normalize the error n with the cost of the offline algorithm OFF,
as we discussed in the previous chapter.

Note that even if the error is low, the cost of the solution following the predicted states
P1,D2, ..., pr may be much higher than the cost of OF F', since ¢;(p;) can be much larger than
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l(oy), even if dist(pg, o) is small. This is why we have to twist our algorithm and follow the
predictor with caution.

5.1 Follow the Prediction

We will now formally define the Follow the Prediction (FtP) algorithm and analyze its per-
formance. Let X be the set of all the states in our MTS. We define the Follow the Prediction
(F'tP) as follows: at time t, after receiving task ¢; and prediction p;, FtP moves to state

Xy < arg Héi)]g{ft(:c) + 2dist(z,pt)}-

Intuitively, we trust the predictor unless it is better to move from the predicted state to
another state, pay the service, and return back to the predicted state. Notice that in the case
of uniform costs ¢;(x), we always follow the predictor.

We will prove the following lemma regarding the performance of FtP.

Lemma 5.1.1. Algorithm FtP achieves a competitive ratio of 1 + O—ZF, where 1 is the
prediction error with respect to OFF.

Proof. We define A; to be the algorithm which agrees with FtP in its first t states xg, x1, ..., T;
and then agrees with the states of OFF o¢11,...,0r. Notice that cost(4y) = OFF and
cost(Ar) = FtP, where we have abused the notation and OF F and F'tP denote the respective
costs of the algorithms. We will prove that cost(A4;) < cost(Ai—1) + 4n;, for each t, where
ne = dist(py, 0;). Summing up over all timesteps ¢t = 1,2, ..., T will give us

cost(FtP) < cost(OFF) + 4n.

The algorithms A; and A;_1 are in the same configuration at each time except t, when Ay is
in xy, while A;_1 is in o;. By the triangle inequality we have that

cost(Ay) < cost(Ai—1) + 2dist(og, x¢) + i(xy) — Li(or) =
cost(Ar) < cost(Ai—1) + 2dist(oy, pr) — C(o0r) + 2dist(py, z¢) + £(xt)
Using the definition of x; we have that
2dist(py, xy) + C(zy) < 2dist(pg, 01) + £i(or)

Thus, we have
cost(Ar) < cost(Ai—1) + 4dist(os, pt)

O]

Combining algorithm FtP with an online algorithm A with competitive ratio a, using the
results techniques for the online combination of algorithms presented in chapter 2, we get the
following theorem.

Theorem 5.1.2. Let A be a deterministic a-competitive online algorithm for an MTS problem
P. There is a learning-augmented deterministic algorithm for P achieving competitive ratio

4n
-min{a. 1
) ina, OFF

against any offline algorithm OFF, where n is the prediction error with respect to OFF.

One can prove that this bound is tight up to constant factors (see theorem 9 in [9].
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5.2 Caching

For some specific instances of MTS the dependence on O% can be improved. In particular in
the case of caching, one can achieve logarithmic dependence on it In [9] they develop an
algorithm, which they call TRUST&DOUBT that achieves competitive ratio of O(min{l +
log(1 + 7% ),logk}). The interesting characteristic of TRUST&DOUBT, which is unique
compared to previous approaches, is that it is able to gradually adapt the level of trust in
the predictor throughout the instance. For a detailed analysis of TRUST&DOUBT we refer
the reader to section 4 of [9].

Furthermore, in [9] they prove that the predictions used in the traditional learning-
augmented framework for paging are not sufficient for more general problems such as the
weighted caching problem. That is, predicting the next arrival time of each element does
not yield better algorithms than the classical online algorithms without predictions. The
learning-augmented weighted paging problem is considered in [40].

In chapter 8, we are going to explore a more general problem than caching which is also
a special case of MTS. Namely, we will examine the problem of maintaining matroid bases
with uniform costs and show that the traditional framework of caching can generalize to that
case.
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Chapter 6

The Primal-Dual method with predictions

In this chapter we are going to examine the primal-dual method, which is a powerful technique
widely used in the design of online algorithms. Then, using predictions we will augment this
method to the learning-augmented primal-dual method.

The primal dual method has been successfully used to tackle various problems such as
the ski rental problem, the online set cover problem [4], the paging problem [13], the routing
problem [24], network optimization problems [3| and many others. For a detailed analysis see
[25].

In the learning-augmented setting we will present a novel approach different from what
we have encountered so far. To be more precise, the predictor will not predict a single
parameter of the instance nor the states of the optimal algorithm. Instead, it will predict
the entire solution for the given instance. While this prediction might seem unrealistic it is
abstract enough to capture numerous problems. Moreover, experimental results suggest its
applicability to real-world problems. This chapter is based on the work of Bamas, Maggiori
and Svensson [12].

6.1 The primal-dual method

First, we are going to demonstrate the primal-dual method in the standard case of online
algorithms without predictions. This section is based on the results of [25]. For a gentle
introduction the read is encouraged to see chaptes 1-3 of [25]. In this section we will state
the basic results presented in chapter 4 of [25] concerning the online set cover problem.

In the set cover problem we have a universe of elements U and a collection of sets S.
Each set in S covers some elements of i and has an acquisition cost. Our goal is to cover all
elements of U while minimizing the total cost.

In the online version of the problem, the elements of U are revealed in an online fashion.
That is, at each timestep a new element is revealed along with the sets that cover it. The
objective is again to cover all elements while minimizing the total cost.

The set cover problem is a paradigm covering problem and can be formulated as an LP
as follows.

The primal linear program is the following.

n
minimize Z CiT;
i=1
subject to Z x; > 1,5
1€5(5)
ZT; Z 0, Vi
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The corresponding dual program is the following.

m
maximize E Y

7j=1
subject to Z y; < c,Vi
Jli€S ()

In the online setting the constrains of the primal program are given one-by-one as new
elements are revealed. Moreover, any valid online algorithm is only allowed to increase the
variables x;. In the online packing problem the values ¢; are not known in advance. In the
j-th round a new variable y; is introduced to the algorithm, along with the set of packing
constraints it appears in. Moreover, the algorithm may increase the value of y; only in the
round it is first given. This means that each packing constraint is gradually revealed to the
algorithm.

Notice that we consider fractional solutions of the set cover problem. Having a fractional
solution we can apply rounding techniques to get an integral one [2].

We will now present an online algorithm for the set cover problem.

Let S(j) be the sets that cover element x;.

Algorithm 7
Whenever a new primal constraint ;. Sy Ti = 1 and the corresponding dual variable y;

appear:
while } ;g2 <1 do
for each i € S(j): =i < (1 + ;11) + m
yj <y + 1
end while

We will assume that each ¢; > 1. Moreover, let d = max; |S(j)| < m be the maximum
number of sets that cover a single element. We prove the following theorem.

Theorem 6.1.1. Algorithm 7 produces:
e A fractional covering solution which is O(logd) competitive.

o An integral packing solution which is 2-competitive and violates each packing constraint
by at most a factor of O(logd).

Proof. Let P and D be the values of the objective function of the primal and the dual solution
the algorithm produces respectively. Initially, P = D = 0. Let AP and AD be the changes
in the primal and dual cost, respectively, in a particular iteration of the algorithm. We prove
the following claims:

1. The algorithm produces a primal (covering) feasible solution.
2. In each iteration: AP < 2AD.
3. Each packing constraint in the dual program is violated by at most O(logd).

Proof of (1): Consider a primal constraint ;. ;) #; = 1. During the j-th iteration the
algorithm increases the values of the variables x; until the constraint is satisfied. Subsequent
increases of the variables cannot make the solution infeasible.
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Proof of (2): Whenever the algorithm updates the primal and dual solutions, the change
in the dual profit is 1. The change in the primal cost is

3 cdmi= > ci<z+|5(1j)): 3 (:cﬁw(lj)')gz

i€S(4) i€S(4) i€S(j)

Proof of (3): Consider any dual constraint }_,cq(;y% < ci. Whenever we increase
some y; such that ¢ € S(j) be one unit we also increase the variable x;. Thus, variable z;
is bounded from below by the sum of a geometric sequence with a; = d%i and r = (1 + 1).

ci
That is,

1 1\ Ziliese) Yi
7> <1+O> —1). (6.1)

Next, observe that the algorithm never updates any variable x; > 1, since it cannot be in
an unsatisfied constraint. We have that

1 1
i <zi(l+—)+-—<1(1+1)+1=3
z; < a4 +Ci)+dci (1+1)+
since ¢; > 1 and d > 1.

Using inequality 1 and solving for > jlies() Vi we have that

> yj <cilog(3d+1) = ¢;0(log d).
ilies()

6.2 Learning-augmented primal-dual method

In this section we are going to extend algorithm 7 using predictions. This section is based on
the results of Bamas, Maggiori and Svensson [12].

Formally, let A be a predicted solution, Z the instance we are solving, a robustness param-
eter A and carg(A,Z, \) the output of our algorithm. Intuitively, the robustness parameter
captures our trust in the predicted solution. As A — 0 our trust in the predictor grows. We
indicate by S(A,Z) the cost of the output solution on input Z if our algorithm blindly follows
the prediction A.

We will now define the concepts of consistency and robustness in this setting. Given a
robustness parameter 0 < A < 1, we say that algorithm ALG is C()\)-consistent and R()\)-
robust if the cost of the output solution satisfies:

carc(A,Z,\) < min{C()\) - S(A,T), R(\) - OPT(Z)}.

If the prediction A is accurate and we trust the prediction (A — 0), we want our perfor-
mance to be close to the optimal offline algorithm. On the other hand,if our confidence in
the prediction is low (A — 1), then we want our algorithm to be close to the online optimal
algorithm.

We are now ready to extend Algorithm 7 to take advantage of the prediction A.

For simplicity we assume that the predicted solution is feasible - i.e. it covers all the
elements. Formally, we have that [S(j) N A| > 1, for every element e;. The general idea
of the extended algorithm is the following. If a set s; is in the predicted solution A, then
its corresponding primal variable z; is updated more aggressively. If the set s; is not in the
predicted solution, the update is more conservative. The primal-dual learning-augmented
algorithm (PDLA) is the following.
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Algorithm 8

Whenever a new element e arrives do the following:

while > o)z <1 do
for s; € S(e) and s; € A do > aggressive update

2 i1+ 3) + 2 + asoa

end for
for s; € S(e) and s; ¢ A do > conservative update
end for

end while

For the performance of Algorithm 8 the following theorem holds.

Theorem 6.2.1. Assuming A is a feasible solution, the cost of the fractional solution output
by Algorithm 8 satisfies

crpia(A T\ < min{O <1_1A) - S(A,T),0 <log <2>) . OPT(T)}.

The proof of this theorem is very similar to the proof for the classical online algorithm.
To prove robustness we mimic the original proof for algorithm 7. To prove consistency we
split the primal increase into AP, which denotes the primal increase due to the aggressively
updated sets (i.e. sets in the predicted solution .A) and AP, for the sets not in the predicted

solution. Thus, AP = AP, + AP,.. Then we prove that AP < O (ﬁ) AP,. Since AP, is

due to the predicted sets, we can charge this increase to S(A,Z). We refer the reader to [12]
for the full proof.

6.3 Applications

The learning-augmented primal-dual method can be used to solve the ski rental problem, the
Bahncard problem [33] and the dynamic TCP acknowledgement problem [41]. See [12] for a
detailed analysis.

We are now going to present an application of the learning-augmented primal-dual method
to the Parking Permit Problem [54|. The parking permit problem is in the broad category of
leasing problems, see [59] and [8]. Relevant is the buy-at-bulk problem [11]. Moreover, the
parking permit problem can be seen as a generalization of the ski rental problem where we
can rent the skis for different periods of time, instead of just having to either rent for one day
or buy them.

6.3.1 The Parking permit problem

Imagine that on certain days we have to drive to work. Whether we will drive to work is
not known in advance since it is influenced by unknown factors such as the weather or our
employer’s orders. If we drive to work, we have to buy a parking permit in order to park
our car. There are many available permits for different periods of time, for example daily,
weekly, monthly, yearly. Of course the permits for the longer periods of time are cheaper per
day. Our goal is to minimize the total cost for buying parking permits.

Formally, we are given K different types of permits which we can purchase. Permit k has
cost C) and duration Dy. Its day we are announced whether we have to drive to work or not.
The goal is to minimize the total cost.

We can consider an equivalent model of the problem, which we call the interval model,
where each permit is only available during a specific time period. Moreover, we partition the
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entire time horizon T into smaller intervals of time Dy, for each type of permit k. Thus, each
time is covered by exactly K different permits.

r [JJ; 1

r DJ; ar ;2 A

r - hlg - a0 - Al - |
D1 D4 Dy D4

0 T

Figure 6.1: An instance of the parking permit problem with 3 different types of permits in
the interval model.

Using this model it is obvious that every instance of the parking permit problem can be
seen as an instance of the online set cover problem. Driving days are the “elements” that we
have to cover and the permits are the sets. Each driving day should be covered by a set - i.e.
permit. Thus, the results of the previous section also hold for the Parking permit problem.
Note that any fractional algorithm for the parking permit problem gives rise to a randomized
algorithm with expected cost within ©(1) of the fractional cost (see section 4 of [54]).

6.3.2 Extensions to leasing problems on graphs

The result can be further extended to the following variant of the online steiner forest problem
as discussed in section 5 of [54]. In this problem we are given weighted graph G = (V, E).
Pairs of communicating nodes announce themselves over time and we have to connect them
via a path. Our algorithm is allowed to rent edges for different periods. Similarly to the
parking permit problem we are given K such types of leases where lease ¢ has cost C; and
duration D;. We pay C;w(e) to rent edge e for time D;.

If G is a tree then each pair of nodes is connected via a unique path and thus we have to
the rent the edges of this path. Using the same approach as the algorithm for the parking
permit problem we can again formulate the problem as a covering problem. In this case
the elements will pairs of days and edges. That is, if edge e is in a path connecting two
communicating nodes that were announced at day t, we have to "cover” edge e for all the
days after day t. Thus, the learning-augmented algorithm still applies for this variant of the
steiner tree problem.

Finally, these results can be further extended in the case where G is any graph using the
results of [30] incurring a factor of O(log|V|) in the competitive ratio.

An interesting research direction would be to apply the learning-augmented primal-dual
method to other covering problems as well as packing problems such as revenue maximization
in ad-auctions [23].
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Chapter 7

Job-Scheduling revisited

In chapter 3, we introduced the non-clairvoyant job-scheduling problem and provided a frame-
work to incorporate predictions. Let us recall the problem. We have a set of jobs that need to
be scheduled on a single machine with the goal of minimizing the total completion time of all
jobs. The jobs sizes are not known in advance. It is a well-known fact, that the Round-Robin
(RR) algorithm that runs all the jobs in equal portion in a cyclical fashion is the optimal
online algorithm. The optimal offline algorithm is the Shortest-Job-First (SJF) algorithm
that schedules the jobs in non-decreasing order of their sizes.

In chapter 3, we saw that combining the Shortest-Predicted-Job-First (SPJF) algorithm
with the Round-Robin (RR) algorithm yields an algorithm that satisfies both of the two
desiderata we have for any learning-augmented algorithm. That is, if the predictions are per-
fect, our algorithm performs close to the optimal offline algorithm (SJF) and if the predictions
are inaccurate our algorithm performs close to the optimal online algorithm (RR).

In this chapter, we will define a new property that we want our error function to satisfy.
Then, we will define a new error function for the job-scheduling problem that satisfies that
property. This chapter is based on the recent work of Im, Kumar, Purohit, Qaem [37].

In the previous setting, the oracle predicted the sizes of the jobs and the error was defined
as the sum of the absolute difference of the predicted and true sizes of the jobs. As we will see,
this formulation fails to distinguish between good and bad predictions since it might be the
case that a larger error yields a better solution or that a smaller error yields a worse solution.
Moreover, small perturbations in the predictions might lead to large changes to the optimal
solution. We will address these problems by introducing a new Lipschitz-like property that
we want our error function to satisfy.

7.1 Prediction error

Formally, let J be the set of all jobs and {p;};es and {p; }jes be the actual and the predicted
sizes of the jobs. We want our error ERR({p;}jes, {P;}jes) to satisfy the following properties.

Property 3 (Monotonicity). For any I C J,

ERR({p;j}jer {P}jens Uipitjer) < ERR({p;}jet, {1 }jer)

That is, if more job sized predictions are correct, then the error must decrease. This
property was also true in the framework of chapter 3.

we will now define a Lipschitz-like property stating that the optimal solution of the pre-
dicted instance should be close to the optimal solution of the original solution if and only
if the prediction is "good”. To be more precise, if |[OPT ({p;}jes) — OPT({p}}jes)| is large,
then we must have a large error.

Property 4 (Lipschitzness).
|OPT({p;}jer) — OPT({p}}jes)l < ERR({p;}jer, {P}}jer)-
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For simplicity, we write p = {p;}jes. The prediction error defined in chapter 3, ¢1(p,p") =
> j lpj — p;] does not satisfy the Lipschitz property. Let the true job size be p; = 1 + € and
pj = 1,7 € J\ {1}. Now consider the following two predictions. Let pj = 1 + 3¢ and
Py =17 € J\{1}. Let ¢ =1—eandq; = 1,7 € J\{l}. For the ¢, error it holds
that ¢1(p,p') = 2¢ = ¢1(p,q’). However, we have that OPT(p') — OPT({p}) = 2¢, while
OPT(p) — OPT(¢') = (n + 1)e. Intuitively, the predictions ¢’ are much worse than p’, but
subjected to the ¢; error it is impossible to distinguish them.

One might be tempted to define the error as ERR(p,p’) = |OPT(p) — OPT(p')|, but
this error does not satisfy the monotonicity property. Imaging predicting a permutation of
the true job sizes i.e. the job sizes are accurate but correspond to different jobs. In this
case, |OPT(p) — OPT(p')| = 0, but improving any of the predictions will lead to a different
optimum value and thus greater error.

We will now define a measure of error that satisfies all the required properties.

Definition 5 (Prediction Error). For any instance of the non-clairvoyant scheduling problem
with predictions the prediction error is defined as

v(J,p,p') = OPT({p}}jes, U{pj}ies,) — OPT({p;j}jct, U{ri}jct.)

where J, = {j € J|pj > pj} and Jy, = {j € JIpj < pj} are the sets of jobs whose size is
overestimated or underestimated respectively.

The above definition arises from the following two inequalities that we want our error to
satisfy.

v > OPT({p}}jes, U{pj}ties.) — OPT({p;j}jecs, U{pi}jct.):

if the underestimated job sizes were predicted correctly.

v > OPT({p;j}jes, U{pj}jes,) — OPT({p;j}ject, U{D;}jet.)

if the overestimated job sizes were predicted correctly.

If we add the RHS of these inequalities, we get our error measure.

We will now briefly discuss the error measure we used in chapter 6. The error can be
defined as the cost of Shortest Predicted Job First (SPJF) algorithm minus the cost of the
optimal algorithm. It is clear that this error is neither monotone nor Lipschitz, since SPJF
produces an optimal solution if and only if the order of the predicted jobs is accurate.

Finally, we note that the error measure has to consider job identities since the cost of the
optimal algorithm will be the same on every permutation of the true job sizes, but the error
will change.

7.2 Job-scheduling with predictions

In this section we will present the learning-augmented algorithm proposed in [37]. The
algorithm works in rounds. Let Ji be the set of remaining jobs at the beginning of round &,
ny := |Ji| and g ; the amount of processing done on job j in round k. We also define py,
and pﬁe, ; as the true and the predicted remaining size of job j at the beginning of round k.

The algorithm makes use of the following procedure to estimate the median my of the
true remaining size of jobs in Jj.

Algorithm 9 Median-estimator(Jg,0, n)
Let S be a uniform random sample, with replacement, of size %5—35.
Run Round-Robin on S until half of the jobs in S complete; let ji be the job that completed
last.
Return my = py j, -
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Furthermore, the algorithm makes use of the following procedure to estimate if the pre-
dictions are accurate for the remaining jobs in round k.

Algorithm 10 Error-estimator(J,e, n, my)

Let P be a uniform random sample, with replacement, of size %logn from a family Q :=
{7, 9))7 € Tk} U{(i,j)|i < j € Ji} of unordered pairs.

For every sampled job j, calculate d ; by running j up to (1 + €)my, units.

Return 7, := |Q\ﬁ > (j)ep min{dyi, dij }.

The main idea of the algorithm is the following. If we have enough jobs remaining, we
estimate the median and the error. If the error is big, the we run the Round-Robin algorithm.
We process each job at most 2my units. If the error is small, we run the SPJF algorithm.
We process each job at most 3ermy units. Finally, when we do not have enough jobs for our
estimators, we run the Round-Robin algorithm to complete all remaining jobs.

We are now ready to present the algorithm for the scheduling problem with predictions.

Algorithm 11 Scheduling with predictions

k< 1and d < z.

while nj; > C% logn do
my, < Median — estimator(Jy, 6,n)
Nk + Error — estimator(Jy, €,n, my,)

if 7 > e6*myn3/16 then > RR (big error) round
Process each job in J; up to 2m; units with Round-Robin.
else > Non-RR (small error) round
Process jobs j with p;w. < (14 e)my up to p?m + 3emy, units in increasing order of
P
end if
k+—k+1
end while
Run Round-Robin to complete the remaining jobs > Round K+1

The analysis of the algorithm is fairly complicated and is omitted. We refer the reader to
[37] for a detailed analysis.
We quote the following result regarding the performance of the above algorithm.

Theorem 7.2.1. Algorithm’s 11 objective is at most min{O(1)OPT, (14¢)OPT+20PT (Jx+1)+
O(1/€*)v} with high probability, where |Jx 1| < e%log n.

That is, Algorithm 11 is O(1)-robust and (1 + €)-consistent, for any ¢ > 0 with high
probability, if no subset of O(% logn) dominates the objective.

It would be interesting to apply the above framework to other problems and see how
previous results might change. We note, however, that although the Lipschitz property is
desirable, it complicates the analysis and the design of learning-augmented algorithms.
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Chapter 8

Changing Bases with predictions

In most combinatorial optimization problems one is concerned with solving an instance frozen
in time and usually the goal is to minimize the total cost incurred. However, in real-world
problems one has to solve an instance of the same problem repeatedly. Moreover, the under-
lying costs might change over time. One approach is to resolve the new instance from scratch,
however, in most cases there is a transition cost between the old and the new solution. Thus,
it might be better to start with the old solution and carefully transform it to a solution for
the new instance.

Imagine having to solve the minimum spanning tree problem in a graph where at each
timestep some edges died and some new edges were born. Finding the minimum spanning
tree at each timestep separately may lead to more costly solutions. It might be better to
retain the spanning tree of the previous timestep and add the necessary edges to complete the
new spanning tree. It is thus a game of balance between acquiring new edges and retaining
the edges of the old spanning tree. This is the problem we are to going to examine in this
chapter.

More formally, we will examine the Multistage Matroid Maintenance problem (MMM),
where the underlying structure is a base of a matroid. We will formally define what a base
of a matroid is in the next section. For now, it suffices to think that a matroid base is a
generalization of the notion of the spanning tree of a graph. We encourage the reader to think
in terms of spanning trees of graphs (or graphical matroids) in order to intuitively grasp the
ideas we are going to present.

In this chapter, we will briefly examine the main results of [35] and then design learning-
augmented algorithms for the MMM problem. We will also see how we can obtain previous
results in the learning-augmented paging problem, through a more intuitive and simple ap-
proach.

Related work is that of [22], where they consider unified approached between Online learn-
ing and Competitive analysis to solve the problem of Metrical task systems. Furthermore, the
work of [65], where they consider re-optimization problems - i.e. how one can start with an
initial solution and adjust it to a new instance balancing the transition costs and the cost of
the instance. Moreover, there related work is that of [36] where they examine algorithms for
maintaining spanning trees in dynamic graphs. Along these lines is the problem of dynamic
Steiner tree maintenance [38, 34].

8.1 Preliminaries

8.1.1 Matroids

Matroids are abstract structures generalizing the notion of linear independence in vector
spaces. Formally, they are defined as follows: a finite matroid M is a pair (F,Z), where E is
a finite set (called the ground set) and Z is a family of subsets of E (called the independent
sets) with the following properties:

e The empty set is independent, i.e., () € Z.
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e Every subset of an independent set is independent, i.e., for each A C AC E, if A € T,
then A € Z. (hereditary property)

e If A and B are two independent sets (i.e., each set is independent) and A has more
elements than B, then there exists © € A\ B such that BU {z} is in Z. (augmentation

property)

A maximal independent set - that is, an independent set that becomes dependent on
adding any element of E - is called a basis for the matroid. A set S C F such that a base
is subset of S is called a spanning set. A circuit in a matroid M is a minimal dependent
subset of E - that is, a dependent set whose proper subsets are all independent. In graphs
(graphical matroids), bases are spanning forests (or spanning trees, if the graph is connected)
and circuits are simple circles.

Using the axioms of the matroids one can prove that any two bases of a matroid have
the same number of elements. This number is called the rank of the matroid M. We define
the rank of an arbitrary set S to be the cardinality of the maximum cardinality independent
subset of S. In a graphical matroid G(V, E), the rank is r = |V| — 1.

For the following we assume basic familiarity with matroids. For a detailed examination
of matroids we refer the reader to [63].

8.2 Multistage Matroid Maintenance (MMM)

In this paragraph we formally define the problem of Multistage Matroid Maintenance (MMM)
and briefly examine the results of [35].

8.2.1 The problem

Given reals c(e) for elements e € E and a set S C E, we use ¢(5) to denote ) .gc(e). We
use [T] to denote {1,2,...,T}.

An instance of the Multistage Matroid Maintenance (MMM) problem consists of a matroid
M = (E,I), an acquisition cost a(e) > 0 for each e € E, and for every timestep ¢t € [T] and
clement e € E, a holding cost ci(e). The goal is to find bases {B; € I}, to minimize

Z(Ct(Bt) +a(Bi\ Bi-1)),

t

where we define By = ()

An equivalent problem, as we will see in 8.2.1, is the Multistage Spanning set Maintenance
(MSM) problem, where instead of a base we want to maintain a spanning set S; C E at each
timestep. The cost of the solution {5 };cir) (with So = 0) is

D (e Se) + alSi\ Si-1))-

t

We state a key lemma that will be useful both in the development of online algorithms
for the MMM problem and in the learning-augmented analysis.

Lemma 8.2.1 (Maintaining Bases vs Maintaining Spanning Sets). For matroids, the optimal
solutions to MMM and MSM have the same costs.

Proof. Any solution to MMM is also a solution to MSM, since a base is also a spanning set.
We will now show that a solution to MSM can be transformed to a solution to MMM with
the same cost. Let {S;} be a solution to MSM. We set B; to any base in Sj. In order to
construct By, we extend the (independent) set B;_1 N S; to any base By of S;. This is possible
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due to the matroid properties. Notice that this process can be performed online and thus the
equivalence of MMM and MSM also holds in the online case.

Of course, the cost of {B;} is no more than that of {S;}, since B; C S;. Moreover, let
D := B, \ Bi—1 be the elements we added at time t. Consider any element e € D and let
t* <t be the time it was most recently added to the spanning set of MSM. The MSM solution
paid for including e at time t* and we charge our acquisition of e into B; to this pair (e,t*).
Observe that we will not charge this pair again, since the procedure to create {B;} ensures
we do not drop e from the base until it is dropped from S; itself. O

8.2.2 The interval model

We now provide an equivalent definition of our problem: suppose each element e of the
matroid has only an acquisition cost a(e) and is available only during an interval I, = [l., r.].
There are no holding costs. When an element’s interval starts, we say that the element is
born. Accordingly, when an element’s interval ends, we say that the element dies. This
model, which we call the interval model, is equivalent to the original model.

e Offline (exact) reduction. Given an instance of the MSM problem, create (parallel)
elements ¢ for each e € F and 1 < [ < r < T, with acquisition cost a(e,) =
a(e) + >, ci(e) and interval I, = [I,7].

e Online (approxzimate) reduction. For each element e € E define ¢ty = 0. Create parallel
copies {e;} such that the copy e; has interval I, = [t,—1+1,t;], where t; is set to t;_1+1
if ¢, ,+1(e) > ale), else it is set to the largest time such that Z?:ti_l—l-l ce(e) < afe).
The acquisition cost of e; is a(e;) = a(e) + ¢,_,+1(e).

Notice that in the online reduction the intervals for an original element e partition the
time horizon [T] and thus at each timestep we have only |E| = n elements alive.

8.2.3 Offline MMM

In order to develop efficient algorithms for the MMM problem which is a packing-covering
problem it easier to use lemma 8.2.1 and instead consider the MSM problem which is a
covering problem. One could use algorithms for submodular set cover [68] to get an O(logT)
approximation. Furthermore, the greedy algorithm also yields an O(logT) approximation
(see appendix B of [35]). In [35], they give an LP-rounding algorithm which is an O(logrT)
approximation in the general case and an O(logr) approximation in the case of uniform costs.
This algorithm will be extended to be used in the online instance of the problem. Finally, we
state the following theorem regarding the hardness of approximating the MMM and MSM
problems.

Theorem 8.2.2. The MSM and MMM problems are NP-hard to approximate better than
Q(min{logr,logT}) even for graphical matroids.

8.2.4 Online MMM

In the online setting the acquisition costs a(e) are known up-front, but the holding costs ¢;(e)
for time t are not known before time t. Recall that the equivalence between MMM and MSM
still holds in the online setting and thus we can work with the MSM problem. In the interval
model, at each time the elements whose time intervals have ended are announced. Moreover,
the new elements along with their acquisition costs are announced. The goal is, again, to
minimize the total cost.

In [35] they give an O(log |E|log rT')-competitive algorithm, by extending the LP-rounding
algorithm used for the offline case. In the case of uniform costs the above ratio becomes
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O(log|E|logr). In chapter 8.5, we will use this algorithm to make our learning-augmented
algorithm robust.

8.2.5 MMM with uniform costs

For the following, we assume that all elements of the matroid have unit costs and that at
most one edge dies at each timestep. We will examine the problem without these constraints
in section 8.8. Furthermore, at each timestep exactly n = |E| elements are alive (see the
online approximate reduction in the previous paragraph).

We use lemma 8.2.1 to prove the following lemma regarding the cost of the optimal
algorithm when run on two bases differing in k elements.

Lemma 8.2.3. Suppose we have two bases with the same elements expect for k elements,
0 < k <, where r is the rank of the matroid. We run the optimal algorithm on both instances
(in parallel). We denote by OPT1 and OPT4 the execution of the optimal algorithm on the
two instances respectively. Let OPTy and OPTs be the respective costs of the two solutions.
Then,

OPT, < OPT5 + k.

Proof. Using lemma 8.2.1, OP7 1 can form a spanning set buying the k different elements
and be at least as good as OPTs. O

Now we extend lemma 8.2.3 for the case where instead of OPT we run an algorithm A
which is c-competitive.

Lemma 8.2.4. Suppose we have two bases with the same elements except for k elements. We
run algorithm A on both instances (in parallel). We use Ay to refer to the cost of executing
A on the first instance and A on the second instance. Then,

A1 <c (AQ + k‘),
where c is the competitive ratio of A.

Proof. We use OPT; and OPT5 to refer to the cost of executing OPT on the first and the
second instance respectively. We have that 41 < ¢ OPT; and OPT, < As. Moreover, from
lemma 1.2 we have that OPT} < OPT5 + k and thus

A1§C(OPT2—|—]€)§C(A2+]€)
]

Despite their simplicity, the above lemmas will prove extremely useful in the learning-
augmented setting.

8.2.6 The greedy algorithm

We will now define a natural greedy algorithm G for the MMM problem with uniform costs
where at each time at most one element dies. The greedy algorithm is semi-online. That is, it
makes decisions in an online fagshion, but it has knowledge of the death times of all available
elements. However, at each timestep t, G only considers elements available at this timestep
and not elements that will be available in the future.

Algorithm G works as follows. Each time an element of our base dies, we buy the element
dying furthest in the future such that our set remains independent. Note that the greedy
algorithm is not optimal even in the case of graphical matroids.

It is easy to extend algorithm G in the case where multiple elements may die at each
timestep. Namely, G will be the analogous of the famous Kruskal’s algorithm for spanning
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trees in graphs [48]. That is, we buy the edge dying furthest in the future such that our set
remains independent. We continue this process until we have formed a base.

Algorithm G is known to be an O(logT') approximation of the optimal algorithm, even
in the case of non-uniform acquisition costs. In the case of uniform costs, it is conjectured
to be a constant approximation of the optimal algorithm (see appendix B in [35]). We do
not know of an instance with uniform costs where G is not a constant approximation of the
optimal algorithm. Furthermore, for different types of matroids a different bound may exist.
For example in uniform matroids, G is optimal.

We will examine the cases where algorithm G is optimal.

8.3 Combining online algorithms

In this section we will restate the results of [9], which are in turn based on [32] and [18], that
will enable us to combine multiple online algorithms and get the best of them. These are the
same results we used in the previous chapter of this thesis.

Note that the MMM problem is a special case of the MTS problem. Let r be the rank of
the underlying matroid in MMM. Imagine having a state s; for each set of r elements. If the
s; corresponds to a valid base at time ¢, we have that ¢;(s;) = 0. Otherwise, ¢;(s;) = +o0.
The distance of two states can be defined as the cost of the distinct elements between the
respective bases.

Theorem 8.3.1 (Deterministic combination). Given m online algorithms Ay, ..., Apm—1 for
an MTS, there exists a deterministic algorithm achieving cost at most % -min;{cost4,(I)},
for any input sequence I.

Theorem 8.3.2 (Randomized combination). Given m online algorithms Ay, ..., Am—1 for
an MTS with diameter D and € < 1/2, there is a randomized algorithm, such that for any
instance I, its expected cost is at most

(14 ¢€) min;{cost(A;(I))} + O(D/e€) In(m).

In our setting the diameter D of the metric space is the maximum cost for changing from
one state to another. Since we will only consider the case of uniform unit costs D =1 .

8.4 The learning-augmented setting

Suppose we have an oracle predicting the death time of each element. We define the error of
the prediction n = > .y [te — he|, where ¢, and he are the actual and predicted death times
of element e. We call a pair of elements (e;, ;) an inversion if t; < t; but h; > h;. We denote
by M = M(h,t) the total number of inversions until time t. In our analysis we will use the
following lemma from [60]:

Lemma 8.4.1. Let n = n(h,t) be the total error and M = M(h,t) the total number of
inversions until time t.

>M
n= 5

Let B = BlindOracle be the algorithm blindly following the predictor - that is, it buys
(when needed) the element predicted to die furthest in the future.
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8.5 Analysis of B

Notation: We use OPT to denote the (offline) optimal algorithm. We use G to denote
the (offline) greedy algorithm buying (when needed) the edge dying furthest in the future.
Finally, we use B to denote the online algorithm buying (when needed) the edge predicted to
die furthest in the future.

We will examine the case where G is optimal.

Theorem 8.5.1. It holds that
B <G+ 2,

where G is the cost of the greedy algorithm G and n the total error of the predictor.

Proof. We define A; to be the (meta)algorithm running B for the first t timesteps and then
running G. Note that Ag is the greedy algorithm G and Arp is algorithm B. We will prove
that

Ay < Aj g+ My,

where we have abused the notation and used A; to denote the cost of algorithm A;. We note
that A; and A;_1 run the same policy expect for step t, when A; runs B and A;_1 runs G.
The configurations (bases) and the costs of the two algorithms are the same until timestep
t-1.
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Figure 8.1: States of algorithms A; and A;_; and the respective algorithms run at each
timestep

If no edge dies at timestep t, then the configurations will remain identical and thus
Ay = Ap—q. If an edge dies at timestep t, then we have the following cases:

e 3 buys the edge dying furthest in the future: A; = A;_1, since both algorithms buy the
same edge.

e 3 buys element e; while G buys element e2: There exists an inversion between elements
e1 and eo and thus M > 1. After timestep t both A; and A;_1 run algorithm G. Using
lemma 1.2 we have that Ay < A;—; + 1. Charging the difference to the inversion we
have that A; < A;_1 + M.

Note that we do not double charge since if we buy an edge it cannot reappear in a future
inversion. Summing over all timesteps t=0,1,...,T and using lemma 8.4.1 we have that

B <G+ 2.
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For uniform matroids a better dependence on 7 is possible as we will prove in the following
section. For general matroids the question remains open.

By combining algorithm B with an online algorithm A, using the results we presented in
section 3, we have the following theorem.

Theorem 8.5.2. Let A be an a-competitive online algorithm for the MMM problem with
uniform costs. There is a learning-augmented online algorithm achieving competitive ratio

. 2n
0] <m1n (a, 1+ OPT>> ,

where ¢ is the competitive ratio of G and OPT the optimal offline algorithm.

8.6 Uniform matroids

In the case of uniform matroids with uniform costs the greedy algorithm G is optimal. Thus,
c =1 and theorem 8.5.1 yields:
B <OPT + 2.

Furthermore, we can obtain an asymptotically better (in k) bound. A more careful anal-
ysis shows that an upper bound with a 1/k coefficient on the ratio 57+ is possible.

Theorem 8.6.1. For the cost of B in the case of uniform matroids it holds that

4n
B<20PT + —"—
< N

where 1 is the total error of the predictor.

Proof. The proof can be found in [66]. It is a rather complicated proof involving the use
of an intricate potential function. The proof is given in terms of the caching problem. In
the following section we will establish the connection between the caching problem and the
problem of maintaining a base of a uniform matroid with uniform costs where at most one
element dies at each timestep. It remains an open question whether the simple proof we
presented can be modified to prove this bound as well. ]

Combining Theorem 8.5.1 and Theorem 8.6.1 we have the following theorem:

Theorem 8.6.2. In the case of uniform matroids algorithm B pays at most:

—r

min <OPT + 2, 20PT + N4” > .

As we will see in the next section the above result is tight up to constant factors.

8.7 Caching

The above analysis can be applied to the problem of learning-augmented caching yielding a
surprisingly simple proof. The results are identical to those of [66] but we avoid the tedious
case analysis and the use of complicated potential functions.

The k-caching problem consists of a fast memory containing k-pages and a slow memory
containing N pages. At each timestep a page is requested. If the page is not in the fast
memory (cache miss), we have to evict a page from the cache to make space for the requested
page. In this case, the algorithm incurs a cost of 1. If the requested page is already present
in the cache (cache hit) the algorithm incurs no cost. The goal is to achieve the least possible
cost.
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We will now argue that k-caching is a complementary problem to MMM for uniform
matroids and actually when we solve a k-caching instance we simultaneously solve an instance
of MMM for uniform matroids where the rank of the underlying matroid is N-k.

Suppose we have an instance of the MMM problem for uniform matroids with N ele-
ments/pages alive at each timestep (see the online approximation in section 2) and that at
most one element dies at each timestep.

We partition the elements/pages into two distinct sets S and S’. Set S (the cache set)
contains k elements/pages, while set S’ (the base set) contains the rest N — k of the ele-
ments/pages. Terms page and element can be used interchangeably in this setting. We will
use the term element.

When a page request occurs then an element from the base set S’ moves to the cache
set S. The element that we evict from the cache, to make space for the incoming element,
is moved to the base set S’. From the perspective of k-caching, we pay 1 for the cache miss
and we evict a page to make space for the requested page. On the other hand, from the
perspective of the MMM problem an element has died and we have to buy a new element so
as to form a base. A subtle difference between the two settings is that the requested element
at timestep t has to stay in the cache until timestep t+1 and thus cannot be acquired by the
MMM algorithm until timestep t+1.

Furthermore, the optimal algorithm for k-caching is to evict the page that will be requested
furthest in the future (Belady’s rule). From the MMM perspective the optimal algorithm is
to buy the element dying furthest in the future. Thus, the two algorithms select the same
element. Finally, observe that the two algorithms have the same costs since when the one
evicts a page and pays 1, the other one buys the element and also pays 1.

It is now clear that when we solve an instance of k-caching we simultaneously solve an
instance of (N-k)-MMM where the underlying matroid is uniform and the acquisition cost for
every element is 1.

Replacing N — r with k in the results of the previous section yields the optimal bounds
proved in [66].

Theorem 8.7.1. For the learning-augmented caching problem, algorithm B pays at most:

4
min (OPT + 2, 20PT + :) .

Moreover, we state the following lower bound, which is proved in [66] (Theorem 1.4):

Theorem 8.7.2. The competitive ratio bound of any deterministic learning augmented online
caching algorithm must be at least

This theorem also implies a lower bound for the case of uniform matroids we examined
in the previous section.

8.8 Generalization

In this section we will remove the assumption that at most one element dies at each timestep.
We will show that our results still hold when multiple elements die at each timestep.

In this scenario we have to consider the extended versions of G and B. That is, we buy
the elements that will die (or are predicted to die) furthest in the future such that our set
remains independent. We continue this process until we have formed a base. Basically, we
run the famous Kruskal’s algorithm either with the true death times or with the predicted
death times.

70



We will now extend the proof of theorem 8.5.1. Suppose that k elements die at timestep
t. We have to buy k new elements to form a base. Suppose algorithms G and B choose j < k
different elements in order to form their bases. We add the k£ — j common elements in the
bases and consider those j different elements. Using theorem 8.2.3 we have that

Ay <A1+

We will prove that at timestep t we had at least j inversions, i.e. M; > j.

Let us consider an element e; that B bought, but G did not buy. If we add element e; to
the base of G, a cycle is formed. We consider only the newly added elements of the cycle.
We claim that one newly added element of G in the cycle forms an inversion with element
e;. Indeed, the true death time ¢; of element e; has to be less than all the respective times of
the newly added elements of G. Otherwise, algorithm G would have chosen e;. Furthermore,
the predicted death time ¢ of e; has to be greater than that of the newly added elements
otherwise algorithm B would have chosen one of these elements. Thus, element e; forms an
inversion with at least one of the newly added elements of G.

This is true for all elements and thus we have M; < j.

Thus, it holds that

Ay < Ap1 + M.

Summing over all timesteps t = 1,...,T we have that
B<G+ M.

Finally, we note that in the case of elements with non-uniform acquisition costs it has
been proven that our predictions cannot aid us to go beyond the classical online algorithms
even in the case of uniform matroids [9].

8.9 Conclusions

In this chapter we extended the learning-augmented framework we used in chapter 4, to solve
the paging problem, for the more general case of the MMM problem. Since the optimal
algorithm for the MMM problem is not a simple greedy algorithm as is the case for the
paging problem we had to modify our general approach. In the previous chapter of this
thesis, we argued that in such cases one might rethink what the predictor should predict. In
this chapter, however, we chose a different approach. The predictor remained the same and
we tried to mimic the decisions of the greedy offline algorithm which is a good approximation
of the optimal algorithm. The greedy algorithm based its decisions on the death times of the
elements and thus we identified that this was these were the predictions we needed.

The basic idea is that since we have an offline greedy algorithm that is a good approxi-
mation of the optimal algorithm we will try to use the predictions in order to be as good as
the greedy algorithm. As a result, our algorithm will also be a good approximation of the
optimal algorithm.

The next crucial idea was the trick with the (meta-)algorithm A;, which was also used
in the analysis of the learning-augmented algorithms for the MTS problem in the previous
chapter. By comparing algorithm A; to algorithm A;_; we were able to isolate one timestep
and concentrate our analysis to what happens in this specific timestep. Using the equivalence
of the MMM and MSM problems we were able to bound the difference of these two algorithms
using the error 7.

The question of whether our bounds are tight remains open for the general case. It would
be interesting to provide such bounds for different types of matroids such as the graphical
matroid. Finally, an important result would be to prove that algorithm G is a constant
approximation of the optimal algorithm in the case of uniform costs.
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