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Amayopeveton ) avtrypagn, arodrkevon kot Staevopn Tng mapovoag epyaciog, €€ OAOKAPOU 1} THIHATOG
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IlepiAnym

To toawtdypova dévdpa avalriTnong eival piot otd TIG Lo eVPEWS X PTCLHOTTOLOVHEVES dOpEG de-
Sopévev yio v amobnkevon kot avakTnon dedopévwv oe GUYXPOVES TTOAVVIHATIKESG EPAPHO-
vég. Hoapd tov ToAD peydho dyko oXeTikNG SOVAELRG, TTOUPOHEVEL AKOPO GTHAVTLKT] TTPOKANGT)
1 vAomoinon tawtdxpovev dévEpwv avalntnong vinAov emddcewy. Avtd opeiletar Kuplwg
070 YeYOVOG TG T000 oL kAaoolkég pébodol cuyypovicpoo (SnAadn n xprion kAelSOpPATOV KoL T
XPNOT] ATOULKGOV AELTOLPYLOV) OG0 Kot oL Lo Tpdcpartes (dnAadn n texvikr Read-Copy-Update
ko 1) Transactional Memory) dev elvol apkeTég otd HOVES TOUG MOTE VA TTPOCPEPOLY AVGELG
7oL Ot elvarl yeviég kot eDKoAx LAoTToLoLpeg aAAG kot TNV it oTLypr) 8o Tpoc@épouv vYNAEG

emd00ELS Oe SLPOPETIKA GEVAPLO EKTEAECTIG KOl ETTLTTEd X GLHPOPTIONG OTH SOpT).

Ye avtr] TNV epyocic eEeTalovpe TOVG TPOTOLG e TOLS OTTOLoVG PItopel var xproipomotnel 1)
Transactional Memory yio tnv vAomoinon tavtdypovev dévdpwv avalrtnong vymAing eridoorng.
Mo cuyxkekppéva, mapovoidlovpe tnv RCU-HTM, pia texvikr) cuyXpoviopHol tov cuvivalel Tig
texvikég Read-Copy-Update (RCU) ko Hardware Transactional Memory (HTM) kou: o) vro-
otnpilel TV vAomoinon TawTdYpovng £€kdoorg omolovdnote TOTOL dévEpou avalrTnonGg, Ko
B) emituyyaver moAd vYnAég emdooelg yia éva peydho e0pog cevapiny ekTéAeonc. YAomolodpe
Kot aElohoyolpe éva onpovTikd oplBpd dévdpwv avalnnong pe xpnorn tov RCU-HTM kou cu-
ykpivoupe tnv enidoot toug pe éva TAH0g avTaywvioTik®Y Tarutdypovev dévdpwv. H aklodo-
ynon pog detyvel mwg ta dévdpa tov xpnotpomolovy to RCU-HTM éxouvv vymAdtepeg emidooelg
OTTO TOUG ALVTOLYWVLOTEG TOUG, KL KOLO KOl OTLG EAXYLOTEG TTEPUTTWCELS TTOL deV elval TaL Ka-
AUtepa, 1 entidoot] Tovg eival TOAD KOVTA otV KaeAbTepr vAomoinoT. Avtd, 6e GUVOLAGHO He

TNV gVKoAX TPOYPOUHATIGHOD TTOV TpoocPépet 1) texvik) RCU-HTM tnv kabiotodv tnv mpdTn

vii



viil

TEXVIKT) GLYXPOVIGHOD OV PITOPEL CYETIKX VKOA VO eQapHOCTEL o€ KBe TOTTOL dévEpov avar-

(Mtnong xwpig va emnpedleton oe peyaho Pabpd n exidoon toug.

AgEerg kAerdud: dopég dedopévav, Tavtdypoveg dopég dedopévmv, dEvdpa avaltnong, CLGTHHAT

ToPOAANANG ene€epyaciag, TOAVTOPNVA CUGTHHATA, TEXVIKEG GLYYPOVIOHOD



Abstract

Concurrent search trees are one of the most popular and widely used family of data structures.
They are used in applications where it is necessary to store a large volume of sorted data with the
ability to efficiently search, insert, remove, as well as more advanced operations, such as range
queries. Due to their importance, a large amount of research has led to many different types of
search trees with different characteristics such as, for example, the max allowed length of a path
of the tree. Each search tree provides different performance guarantees for each tree operation

and each tree is chosen based on the needs of the specific application.

With the proliferation of multicores, where multiple threads execute concurrently and access
shared data, concurrent data structures have become a critical component of parallel applications.
In concurrent data structures it is necessary to coordinate the concurrent accesses by multiple
threads in a way that guarantees the integrity of the data structure and the correctness of the
operations. This coordination is achieved using some kind of synchronization mechanism such
as, locks, hardware-provided atomic operations, Read-Copy-Update (RCU) and Transactional
Memory (TM).

Despite the high amount of prior work, it still remains challenging to implement highly effi-
cient concurrent search trees. This is mainly due to the fact that both traditional synchronization
methods (i.e., locks and atomic operations) and more novel ones (i.e., Read-Copy-Update and
Transactional Memory) fail to provide solutions that are generic and at the same time able to

attain high performance under diverse execution scenarios.

Until recently, TM was mainly implemented in software and used through a library. How-

ever, recently two of the biggest processor manufacturers, Intel and IBM, have added support
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for Transactional Memory in the hardware level, allowing TM to be used without the large over-
heads imposed by the software implementations. In this work, we explore how HTM can be used
to implement highly efficient concurrent search trees. More specifically, we present RCU-HTM,
a synchronizatiom mechanism that combines RCU and HTM, and: a) supports the implementa-
tion of a concurrent version of any type of search tree, and b) achieves high performance across
all execution scenarios.

In RCU-HTM threads that modify the tree structure in any way work in copies of the affected
part of the tree. Once their local copy is ready, they use HTM to validate that the part of the tree
that will be replaced has not been modified in the meanwhile and, if this is true, to replace the
old part of the tree with their new modified version.

To showcase the capabilities of our technique, we implement and evaluate multiple RCU-
HTMtrees and compare their performance with several state-of-the-art competitors. More specif-
ically, we apply RCU-HTM to 12 different types of binary, B+-trees and (a-b)-trees and com-
pare against several state-of-the-art implementations that use 4 different synchronization mech-
anisms, namely locks, atomic operations, RCU, and HTM. We evaluate the trees under multiple
different execution scenarios by varying the size of the keys stored in the tree, the size of the trees,
the operations mix, and the number of threads, for a total of 630 execution scenarios for each
implementation. We also evaluate the search trees using two well-known real-life benchmarks,
namely TPCC and YCSB, which are widely used for the evaluation of database management sys-
tems. Our evaluation shows that in the majority of executions, RCU-HTM trees outperform their
state-of-the-art alternatives, and even in the few cases where they do not, their performance is

very close to that of the best performing implementation.

Keywords: data structures, concurrent data structures, search trees, parallel processing systems,

multicores, synchronization techniques



Extevng [lepiAnym ota EAAnviKa

To dévdpa avalritnong amoteAody pio ord TIG o KAXACOLKEG Kot eVPEWG Stodedopéveg dopég
dedopévav. Xpnopomolovvtol o epappoyég Omov artatteiton 1) dwatripnon peydiov tofivo-
pnpévov oykov dedopévev pe duvatdtnTa Ypryopng avalntnong, eLloaywyng, dloypogng Ko
EMUTAE0V AELTOLPYLOV, OTTKG eivar 1) avalrjtnorn ebpoug TGOV, AdYw TNG oNHACING TOVG, Eva
peyaAo mANB0g epeLVNTIK®OV epYaoLOV £XeL TPOTELVEL TOAAODG SLarpopeTLKoDS TOTOVG GEVIPWV
HE SLaUPOPETLKA XOPOKTNPLOTIKG OTTWG ELvaL, Yo TopASELYHO, TO HEYLOTO HIKOG IOV PItopel var
éxeL éva povomartt péoa oo dévdpo. Kébe timog dévdpou mpoopépel ko Sraupopetikég eyyvrioetg
emidoong yl tnv k&be Aettovpyio ko k&Be dévdpo emidéyetan pe Baor TIg vayKeg NG ekAoTOTE
eQappRoyng otnv omoia Ba evowpatwdei.

Me NV ek pATNON TOV TOALTTOPTVOV ETTEEEPYAGTOV, OTTOL TTOAAXTAX VIHATA EKTEAODVTAL
Tavtoypova kol TBoveg mpoomeladvouy Kowvd dedopéva, oL Tawtdypoveg dopég dedopévav
EXOLV YiVeL ONHOVTIKO HEPOG TOV EPAPHOYDV QVTMOV. XTLG TOLTOYPoveS dopég dedopévav eivor
oVoyKaiog 0 GUVTOVIGHOG TWV TAVTOYPOVOY TPOCTEAATEMV ATTO SLALPOPETIKR VIHATX pe TPOTO
7oL va dtatnpeltal 1 akepatdTTa TNG Sopng Ko va eEac@aiiletal 1 opOn exktédeot) OAwV TV
eMPEPOLG AeLTOLPYLOV. O GLVTOVIGHOG UTOG ETLTLYYXAVETAL JLE TT) XPTOT] KAITOLOL HIXOVIGHOD
OLYXPOVIGHOD OTIWG YL TTOUPADELYHA TO KAELOMUATA, OL EVTOAEG ATOMLKTG TIPOCTEANGCTG VNG
IOV TOPEYOVTOL OTTO TOVG GUYXPOVOUG emtekepyaoTés, 1) texvikt AudPace-Avtiypae-Avavéwoe
(Read-Copy-Update) ko n pvipn docoAnyicdv (Transactional Memory).

To tawtdypova dévdpa avalritnong elval pia oartd Tig Mo eVPEWG X PTOLHLOTOLOVHEVES SOpEG
dedopévwv yio tnv amodrkevor) kot avaktnor deSopévwy o GUYYPOVES TTOALVIIHATLKEG EQOPHO-
vég. Hopd tov moAD peydho dyko oxetikig SovAeldg, mapapével akoOpa oNHOVTIKT TPOKANON

1 vAomoinon Tawtdypovwy dévipwv avalntnong VYNAGV enddcewy. Avtd o@elAeTal KUPLWG
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0TO YEYOVOG TG TOGO oL kKA aLkég péBodotL uyyxpovicpo (dnAadn 1 xpron KAELSWHAT®Y KaL T
XPNOT) ATORLKOV AELTOLPYLOV) 660 Ko oL Lo Tpdcpoartes (dnAadn n texvikn Read-Copy-Update
ko 1 Transactional Memory) dev eivon apkeTég outd HOVES TOUG DOTE VA TTPOCPEPOLY AVGELS
7oL Bt elvat yevikég kot e0KoAx LAoToopeg aAAd ko TNV idix oTiypr) Bo tpoc@épouy vPnAEg
emdO0ELS e SLUPOPETIKA GEVAPLOL EKTEAEGTIG KOl ETLTEd )L GLHPOPTIOTG GTH SOpT).

MéxpL mpdopata, 1 Transactional Memory ypnoipomotodTay Kupinwg péow kdmoag PLpAto-
Brkng ov v vAomolovoe ot entinedo Aoylopikot. QoTdoo, Ta TeEAevTaia X poVLIa VO Ao TIG pe-
YoAUTepeg eTaupeieg mopaywyng enekepyoostdv, 1 Intel kon 1) IBM, éxovv tpocBécet vootripén
yia Transactional Memory o entimedo vALKOD, apaLpdVTAG pe auTd TOV TPOTO TIG peYdheg kobu-
OTEPNOELG TTOL ELCAYOVTOV OTTO TIG VAOTIOLOELS ¢ EMImedOV AOYLOHIKOD. Xe auTH TNV epyocic
e€eTAlOVpE TOVG TPOTOUG e TOVG 0TTolovg Hropel va xproworoinBet 1) Transactional Memory
ytoe TNV vAomoinom tavtoypovev dévdpwv avalritnong vPning eridoong. Ilo cuvykekpyéva,
nopovodlovpe tnv RCU-HTM, pia texvikn ouyxpoviopod mov cuvdvalel tig teyvikég Read-
Copy-Update (RCU) xou Hardware Transactional Memory (HTM) kou: o) vwootnpilet tnv vAo-
moinon tawtdxpovng ékdoong omotovdfmote tHmov dévdpouv avalntnong, kat ) emTuyydvel
TOAD LYNAEG emidOoelg Y éva peydAo e0pog cevapinv eKTENEOTG.

v RCU-HTM to vijpota Tov Tpomomotody 1) dopr) tov dévdpou pe omolodriote Tpdmo
dovAebovv o€ avtiypapa Tov THRHATOG Tov dévdpou Tov emnpedlovv. MOALG TO TOMLKO TOVG
avtiypago eival étoipo, xpnowormototv tnv HTM wote va emiPePocddoovv mwg 1o pépog tov
Sévdpouv mov B avtikatacTabel dev éxel oTo petakl tpomomownbel amd kAo GAAO VipX
EKTENEOTG KaL, oV WTO LoYVEL, VA AVTIKOTOGTHGOUY TO TTOALO AVTLYPAPO HE TO TOTLKO TOUG,
T0 07m0l0 TEPLAAPPAVEL TIC KATAAANAEG TPOTOTOLOELS.

T va deikovpe TIg SuvaTOTNTEG TG TEXVIKNG HAG, DAOTOLOOHE Kol a€LOAOYOVHE évat OT)-
povTikd apBpod dévdpwv avalntnong pe xpnon tov RCU-HTM kou cuykpivoupe tnv enidoot)
ToUG pe éva TA00G avTaywvieTik®OV Tavtdypovev dévdpwv. TTo cuykekpéva, epoppolovpe
v texvikny RCU-HTM o¢ 12 Swopopetikog thmoug dvadikmdv dévdpwv, B+ §évdpwv kat (a-b)-
3évdpwv ko cuykpivoupe pe TANB0G AAAWV LAOTOLOE®Y TTOL Y PTCLHOTOLOVV 4 SLaPpopPeTLKODG
HNXOVIGHOVG GUYXPOVIGHOD, Ta KAEWOWHaTa, TG atopkég Aettovpyieg, To RCU kol to HTM.
A&oloyovpe T $évdpa avalnTnong kdtw ard TOAAR StopopeTikd cevapla eKTEAEGTG HETOL-
BaAhovtag to péyeBog Tov kAeSL00 oL atoBnKkeveTa 6TO §évEpo, TOV aPLORd TV KAELSLOV
1ov atoBnkevovtal oto 3évdpo, To pelypo amd Aettovpyieg mov exteAodvton kab®G Kol Tov
aplOpd twv vpdTov Tov ekteAovV Tavtdypova Aettovpyiec. OAot o Stapopetikoi cuvdvaopol
QUTOV TV TUPUPETPOV HaG divouy 630 StapopeTikd oevapla ekTédeong Yo k&Be dévdpo ava-
{itnong. Emniong, akloloyodpe ta Sévdpar xpnoLpomoldvtag S00 HETPOTPOYPAUUATO TTOV XPT)-
OLHOTTOLOVVTAL KaTa KOPOV Yl TNV a&loAdynong cvotnpudtov Baoewv dedopévwv, ta TPC-C
kot YCSB. H a€lohdynon pog deiyvel g otnv TAELOVOTNTH TV TELPOUATOV Tow dEvEpar oV

xpnowomnotovv to RCU-HTM éxovv vymAdtepeg emdOCELS Al TOUG OVTOYWVLOTEG TOVG, KoL
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OKOH KO OTLG EAGILOTES TLEPLILTOGELS TTOL JeV elval TaL KAADTEPQ, 1) ETLSOGT] TOVG €ival TOAD
KOVT& 6TV KaAUTepT LAOTOINGT. AUTO, 68 GLUVSVAGHO e TNV EVKOALR TPOYPAHPATIONOD TTOV
npoc@épel N texvikr) RCU-HTM tnv kablotodv TNV TpadTr TEXVIKN GUYXPOVIGHOD TTOL HITOpPEL
OXETIKG eVKOAQ va epappooTel oe k@be TOTOL Sévdpou avalritnong xwplg va ennpedletal oe

peyao Pabpod 1 emidoon toug.
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Evyaplotiecg

Me v oAokApwon g ovyypaeng g mapovoag datplPrg, Eva ToAD opoppo takid evvéa
ETAOV PTAVEL 6TO TENOG TOVL. MECa G€ QUTA TAL XPOVIX EXW YVWOPITEL, CLVAVOGTPAPEL KOl GLVEP-
yaoTtel pe Topo ToA& aEloloya dtopo kabéva ex TV omoiwv pe Bor)Onoe pe Tov TpdmTo TOL Var
ovtaneEEABw otig LYMAég amautroelg tng SteEaywyng evog didaktopiot arAd kot va e€eAty 0
oav epevVNTAG XAAA KLpiwg oav dvBpwiog. H cuvidmapén kot 1 kabnpepivi) cuvavactpo@r| pe
oTOVG TOLG OBPHOITOVS Ty TTOL £kave OAN aTH TNV TTopeiat TOG0 artoAavaTiki tov de Ba tnv
aAAalo pe timota!

Apykd, B ifeda va evyaplotiow auto ta B&dn tng kopdidg pov Tov emPAémova kabnynTh
pov, Tidpyo Tkovpa, yio tn ovvexn kaBodriynon tov 6o awvtd T xpoévie. H wavotnta tov
Voo Hov divel ouvex®dg KivnTpo yur v ouveyilw Tnv mopeiot Hov TPOG TNV OAOKAPWGT) TOU
Sidaktopkov frav kabopiotikr. Hrav mavta kel yio va tpoo@épel Mooelg oto adié€oda mov
TPOEKVLITTALV KOL VoL HOL divel dBnon va cuveyilw, oe mepLOSOLS TOL 1) EPELVE OV PALVOTALY VAL
Bpioketon oe TéApa. ‘Eva tepdotio evxaplotd opeilw otov petadidoktopikd epevvntr Koot
Niko. H 6pe€n kou 1 duaBeot) tov va fondnioel, eite péoa amo moAdwpeg TeXVIKEG KoL U ouln-
TNoELS, eite yphpovtog o idlog Kkeipevo, eivar ov Tov k&vouv Eexwplotd. Ae Ba Eexdow moté
ta EevoyTia ov épiée dote vao mpoldfoupe va viofdAlovpe evtog tng doplag epyacieg oe
ouvédpla.

Oeppég evyaplotieg opeilw emiong otov kOpLo Nektdapro Kolvpn o omoiog amd tow tpomtu-
XLotkd pov xpovia pov pPeTESLOE TNV KITIGTELTN EVEPYELAL KOL OLYATTY) TOU YLOL TO GLVTLKEIHEVO TNG
EMLOTHUNG TWV LITOAOYLOTOV. AKOHA, TOV EVYXAPLOTH eTeLd pov £dwoe TNV evkapion var Yive
HEAOG TOU ePYAOTNPLOL LITOAOYLOTIKGOV GLGTNHATWV. Evxaplotd Oeppd tor vtdOowrta pédn tng

eNTOPEAODG HOU eTLTpOmnS, Tov KUpLo [avayiotn Toavaka, Tov kOpto Atovior Ilvevpartikdro,
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v kupia Havayiodta Patodpov, Tov kpLo Kovotavtivo Saydva kabodg kot tov kdplo Xprioto

KotoeAidn yuo tov xpdvo toug ko yio T TOADTIHA GXOALO TOUG GXETIKK JLE TV EPYOTi HOV.

3T0 €PYAOTIPLO LITOAOYLOTIK®OV GUGTHHATOV, OAX QUTA TOL XPOVLAL, YVOPLOA TAPA TTOAAK
aELOAOYOL ATOHAL KOl TOUG EVYOPLOT® OAOUG Evay TTPOG EVay Yol OAES TIG OTLYHEG TTOL (Hjoale.
Olot ovveloPépave OOTE Vo HETATPEYOLY T XPOVLXL TOL SISAKTOPLKOD POV Qo pia emimovn
dwdikaoia oe éva aoravotikd Ta€idl mov Ba pov peivel yio vt a€éyacto. Euvyapiotd
o tépwg ta ordid pe ta omoia fpBa o KovTd, TNV mapéa Twv nAekTpordywv tov Taptodeou,
tov Avtpéa, Tov Anuiten, tnv lodvva, tov Kootr, tnv Nuéia, tov Opéatr, tov Havayuotn, Tov
Stphto ko v XAom. Agv Bo prropodoa var povTtaoTd KOAVTEPT) Topén YO VO TTEPAGL VT
o xpovia. Or ateleiwteg ovlntoelg emL Tavtdg EMLOTNTOL KOL TO APETPYTA YEALQL PG TV
N koaAbtepn amopdpTiot dtav T paypata dvokdievav. Emiong, evyxapiotd aitepa tov
Taoo Névo o omolog fjTav mavta ekel, Omote Tov Ypealdpovy, yio va fondrjoel eite oe Tex VKA

{nTpota eite oe TPOCWMLKO emimedo.

Axopa, Bo Bela va euyoplotnon T TodL e Ta 0ol GLVLTTAPEXE GTNV SLaYELPLOTIKT
opada Tov epyacTnpiov. Jvykekpipéve, Tovg BayyéAn Ayyélov, Zté@avo Tepayyero, [dvvn
TNoavvakomovro, Kwotr Hoanalageipdmovio, Navvn Hamaddkn ko Xprioto Katoakidpn. Mag
OULVEDEGE 1) ALYQUTN HOG YLot TOUG LITOAOYLOTEG Ko 1) emttBupior pag va SovAeouv Ta pyovrpoTo
TOv epyaotnpiov Omwg mpémel. Ae B Eexdow moTé TIg atelelwteg TeXVIKEG cL{NTHOELS Ko
dpwvieg pog, tig dbokodeg vOXTEG TOL EMEPTAV T PEVHATA Ko émpere var avéfouvpe 6To

EPYALOTIPLO YL VO TOL ETTOVALPEPOLE Kal O doa {rioae oo opddo avtd T YpovL.

Evyapioto eniong ta moudid ta omoio ékovay tn Sumhwpatiky toug pali pov, tov Xapd-
Aopto EtvAtovomovro, tnv Xpiotiva Tavvodra, tov Kwvetavtivo Kaloatln, tov Havayuotn
MmtiAAn, tov Mdapro Kapdapa, tov Zwtnpn Apaydva kot tov T'opyo Anpntpakdmovro. H
ovvepyaoio pe Tov kabe vy NTay eEonpetikr) kot 1 SovAeld mov ékavay e forifnoe mopo TOAD

Yl TNV 0AOKAN pwGT) TOL SLSAKTOPLKOD HOv.

Oa 11feda va eLYAPLOTHOW KoL KATTOLOUG TTOAD oTHavTIKOUG arvBpiditovg ot {wr pov. Evyoa-
pLoTo Waitepa Tov Baoiin Mmodyla, o omoiog fTay 0 GvOpwitog ov pov petédwoe Tnv oyt
YLOt TOUG LTTOAOYLOTEG, OTOV QtkOHA OV PLIKPOG KoL UTOG epYalOTAV GTO YPAPELO TOL TOTEPXL
HoU, Kot e €kave vo BEAw var aoyoAnBo pe avtd to avtikeipevo. Tov evyoplotd mapo TOAD yio
60 Tov Xpdvo oL aPLEPWGE TOTE Yl var Hov deiel Twg SovAeDEL £vag LITOAOYLGTHG, Vo Tilel
poli pov oy vidior 6TOV VTOAOYLGTI TOL YPAPELOL KO VO ETLOKEVALEL TOVG LITOAOYLOTEG TTOV
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CHAPTER 1

Motivation

As Steven Skiena states in his bookfl, the dictionary abstract data type (ADT) is one of the most
important data structures in computer science and search trees are the most common data struc-
tures used for its implementation. A dictionary, also known as map or associative arra)f], stores
key-value pairs and supports four operations, namely, lookup(key), insert(key, value), delete(key)
and range_query(key1, key2).

With the proliferation of multi-core systems the need for concurrent data structures has be-
come even more intense. Related research around simple data structures such as linked lists, hash
tables, etc, has resulted in several efficient implementations that scale well for high numbers of
threads. In such simple data structures, whose operations typically involve a very limited num-
ber of modifications, it is relatively easy to apply fine-grained synchronization schemes, using
either locks or hardware-provided atomic operations, and allow multiple threads to efficiently
access the data structure concurrently.

On the contrary, search trees may need to support complex operations such as rebalancing
the tree and replacing a node in the high levels of the tree with one that lays in the last level
of the tree. These operations may affect a large number of tree nodes and make the application

of fine-grained synchronization challenging. For this, proposed fine-grained approaches do not

*The abstract data type “dictionary” is one of the most important structures in computer science. Dozens of data
structures have been proposed for implementing dictionaries, including hash tables, skip lists, and balanced/unbalanced
binary search trees. This means that choosing the best one can be tricky., The Algorithm Design Manual, by Steven S.
Skiena

https://en.wikipedia.org/wiki/Associative array
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(d) Balanced B+-tree

Figure 1.1: Different types of search trees.

support these operations and resort to trees that are unbalanced or relaxed-balanced and external
(i.e., store all the data in the last levels of the tree) or partially-external (i.e., mark nodes instead
of physically removing them). On the other hand, coarse-grained synchronization mechanisms,
such as locking the whole tree or using transactional memory, which can easily support bal-
anced and internal trees, lead to excessive serialization of tree operations even when these oper-
ations modify different parts of the tree. In this work we propose a synchronization mechanism,
called RCU-HTM, which closes the gap between coarse-grained and fine-grained synchroniza-
tion mechanisms and provides applicablity (i.e., can be applied to any search tree) along with

high performance across a wide variety of execution scenarios.
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1.1 Serial Search Trees: no one-size-fits-all

Search trees come in many different flavors depending on the number of keys stored in each
tree node (i.e., binary trees and (a-b)-trees), the balancing guarantees (i.e., unbalanced, relaxed-
balanced and balanced) and the way data is stored in the nodes of the tree (i.e., internal, partially-
external and external). Four examples of different search trees are shown in Figure [I.1. Apart
from the above three basic parameters that categorize a search tree, there can be other character-
istics that also differentiate one from another. Some examples include: the splay tree which keeps
the most commonly accessed elements on the top levels of the tree for faster acquisition [ST85];
the treap, a combination of a tree and heap where each node has a weight and the nodes with
the largest weights are placed at the top levels of the tree [AS8].

All these different variations of search trees, along with many more, make it hard for the
designers of applications to choose the appropriate search tree for their use case. Each search
tree is appropriate for some workloads but may not be a good choice for another. We validate this
with a simple set of experiments with Figure [[.4 presenting the results. We evaluate 9 different
search trees under 90 execution scenarios with different key sizes, number of keys in the tree and
operation mixes. For every scenario we normalize the throughput of all trees to the throughput
of the best performing tree. As the figure shows, all trees have high variance and can be the best

in some cases while in others are up to 15% close to the best execution.

e

40 1

20 1 J_

Mormalized performance (%)

Figure 1.2: Normalized performance (compared to the best in each case) of 9 serial search trees
in a single-threaded execution. For each search tree we have 90 different execution scenarios.
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1.2 Concurrent Search Trees: making things even worse

In multi-threaded environments we need to implement concurrent search trees, i.e., trees that
allow multiple concurrent threads to execute operations on them without compromising the
integrity of the data structure. This adds an extra parameter on the different possible execution
scenarios, i.e., the number of threads, which significantly increases the difficulty of choosing the
appropriate search tree for a specific application. Even worse, the design and implementation
spectrum of concurrent search trees is much larger than the serial one since we now also have
to choose between several different synchronization mechanisms. When a programmer needs to
find the best concurrent search tree candidate for an application he/she has the following choices

regarding the synchronization mechanism to use:

+ Locks (lock-based trees). Locks can be applied on search trees in coarse-grained, medium-
grained or fine-grained way depending on the size of the parts of the tree a single lock may
protect. In coarse-grained implementations we only have a single global lock to protect
the whole tree. Coarse-grained locking is trivial to implement for any type of search tree,
however, the excessive serialization of operations does not allow concurrent threads to ex-
ploit the available parallelism that trees provide through their multiple disjoint tree paths.
Contention-adaptive locking [SW15] is a medium-grained application of locks, in which a
baseline serial data structure is used and is split accordingly when high levels of contention
are observed. Contention-adaptive trees allow multiple threads to work concurrently on
disjoint paths of the tree but they have two disadvantages. First, they require from the un-
derlying serial data structures to support join and split operations, which for some types
of search trees is difficult to implement efficiently. For example, in balanced trees, such
as AVL, it is very challenging to join and split trees while at the same time maintaining
their balancing guarantees. Second, contention-adaptive trees require an additional tree
structure on top of the baseline search trees, which in high contention cases induces high
traversal overheads. State-of-the-art lock-based search trees [BCCO10, DVY14, CGR13]
use fine-grained locking schemes where each tree node is protected by a different lock.
While these approaches allow for maximum concurrency between threads, which typi-
cally translates to higher performance, they are hard to design and implement because the
programmer has to manually add code to lock/unlock a large number of locks per oper-
ation. This complexity is the main reason why these trees do not support complex tree

operations such as rebalancing.

« Hardware-provided atomic operations (lock-free trees). Lock-free search trees ex-
ploit the hardware-provided atomic instructions, such as Compare-and-Swap (CAS) and
Load-Linked-Store-Conditional (LL/SC), either directly [EFRvB10, HJ12, NM14, CDT14,



1.2. Concurrent Search Trees: making things even worse 33

RM135] or indirectly with higher level primitives, such as Double-Compare-Single-Swap
(DCSS) and Load-Linked-Store-Conditional-Extended (LLX/SCX), both implemented on
top of CAS [Brol17, BPA20]. The first category provides very high performance but the
direct use of low-level atomic primitives makes it hard to support complex operations such
as rebalancing. When using higher level primitives more complex operations can be sup-
ported, such as local rebalancing steps in relaxed-balanced trees, but each operation is

translated in multiple CAS instructions, thus inducing severe overheads.

« Read-Copy-Update (RCU-based trees). In RCU-based search trees threads that need
to modify the tree first create a copy of the affected subtree and then replace its old ver-
sion with their new modified one. This replacement is performed in a single atomic step
and this allows reader threads to traverse the tree without using any kind of synchro-
nization. However, updaters still need to be synchronized in some way, and this is done
using either coarse-grained locking or fine-grained locking. In the fine-grained locking
approach [HW14] updaters use a single lock and only one of them can access the data
structure at any time. This design is simple to implement but serializes all operations that
modify the tree. A fine-grained locking scheme can be used along with RCU [AA14] to
allow for concurrent updates, but this complicates the implementation of complex tree

operations such as rebalancing.

« Transactional Memory (TM-based trees). Transactional Memory is either implemented
in software as a library (STM) or provided by the hardware (HTM). In this work we only use
HTM since STM implementations typically induce very high runtime overheads [CBM ' 08].
HTM can be applied on search trees in either a coarse-grained or a fine-grained way. In the
first case, tree operations are simply enclosed in an HTM transaction in a way similar to
the coarse-grained locking approach. In contrast to locking, HTM optimistically executes
concurrent operations, and serializes them only when they conflict with each other. This
serialization is achieved using a non-transactional fallback path, that is executed when a
transaction has repeatedly aborted for a number of times, in which a global lock is ac-
quired causing all concurrent operations to halt. This coarse-grained HTM approach is
easy to implement and provides high performance under certain circumstances. However,
such coarse-grained transactions are large, both in terms of memory size and time dura-
tion, and are thus prone to transactional aborts. Brown et. al [Bro17] have proposed the
3-path HTM approach, which, instead of resorting to a global lock upon repetitive trans-
actional aborts, uses a middle transactional path and a lock-free non-transactional fallback
path. The middle and fallback paths can execute concurrently, thus avoiding the serializa-
tion of operations that occurs in the classic 2-path coarse-grained approach. Consistency-

Oblivious programming (COP) [AAS11, |AK14] uses smaller transactions by splitting the
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tree operations in two parts: a read-only prefix and an updating suffix. Only the updating
suffix is enclosed inside a transaction. Although COP indeed reduces the transaction size
relatively to the coarse-grained HTM synchronization, it still has two drawbacks; first,
lookup operations need to use transactions and hence pay their overhead, and second, the
whole update operation is enclosed in a single transaction, leading to a large transactional

write set which results in a high probability of conflicts.

All these different synchronization mechanisms cause the design and implementation space
of search trees to expand significantly. However, things get more complicated from the fact that
not all synchronization mechanisms are actually applicable to all serial search trees. For example,
fine-grained mechanisms such as fine-grained locking and CAS-based lock-free can not be ap-
plied to strictly balanced search trees, because the rebalancing operations require multiple nodes
to be modified in a single atomic step. This limitation can lead to contradicting situations, where
a serial search tree works well for a serial application but when parallelizing this application the
appropriate synchronization mechanism may not be applicable to this search tree.

Figure [L.3 presents how close each concurrent search tree performs to the best performing
tree for the different execution scenarios. Each boxplot includes 630 different execution scenarios
for each search tree. The results validate that no search tree provides sustainably high perfor-
mance across all the different execution scenarios as there is large variation for every single one.

It is thus not possible to choose a single best implementation.

1.3 The programmability-performance tradeoff

As explained, choosing the right synchronization mechanism for a given workload is not an easy
task. Another property to consider is the programmability effort required for each synchroniza-
tion mechanism.

Coarse-grained synchronization is trivial to implement; each operation is simply enclosed
inside a critical section and the programmer does not need to know the implementation details
of the data structure. Coarse-grained synchronization can thus be implemented on top of any
serial data structure. However its downside is the excessive serialization of operations as only
one thread can be in the critical section at any time. Even if reader-writer locks are used, the
serialization of the writers induces very high overheads. According to Amdhal’s lawf], this se-
rialization puts an upper limit on the performance of the data structure; when a large part of
the application time is spent on accesses on the data structure, coarse-grained implementations

become the bottleneck for the whole application. In general, coarse-grained strategies are easily

Shttps://en.wikipedia.org/wiki/Amdahl's law
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applicable but typically fail to exploit concurrency. Only locks and HTM can be applied in such
a coarse-grained way.

On the other hand, fine-grained synchronization enables higher parallelism, thus achieving
higher performance, but is commonly tailored to a specific version of a data structure. For less
complex data structures than search trees, such as linked lists and hash tables, fine-grained strate-
gies are able to provide high performance with relatively simple and generic implementations.
Unfortunately, this is not the case for complex data structures such as search trees, mainly for
two reasons. First, for some search trees, an operation may need to modify multiple memory
locations, a fact that greatly complicates fine-grained approaches. Second, the large variety of
different search tree implementations make it challenging to come up with an approach generic
enough to be applicable on all these versions.

This creates a programmability-performance tradeoff. Figure [L.4 presents the different syn-
chronization mechanisms that can be currently leveraged for concurrent search trees and where
they stand in the programmability-performance spectrum. We should note here that programma-
bility is too hard to quantify, so we qualitatively assess it based on our experience with under-
standing and implementing these methods. It is not our intention to strictly rate each method,
but rather show the greater picture and the pattern that emerges.

Coarse-grained synchronization lies at the top left corner of the spectrum, being the most
straightforward to apply on any serial search tree with absolutely no knowledge of its internal
details. Coarse-grained locking, however, is the worst performance-wise even when reader-
writer locks are used. HTM allows some degree of parallelism by allowing multiple transactions
to execute concurrently and only serializes them in case of conflicts. The problem with coarse-
grained HTM is that tree operations typically read and modify several memory locations, making
the occurring transactions large both in terms of memory space and time duration; this leads to
large number of transactional aborts and low performance.

Moving to the right of the spectrum, the synchronization mechanisms become more fine-
grained, requiring more programming effort but providing higher performance. We first en-
counter techniques that combine RCU with locks, namely rcu-sgl and rcu-fgl. In rcu-sgl updaters
are serialized using a single lock, which, similarly to coarse-grained locking, leads to poor per-
formance. In rcu-fgl, updaters are synchronized using fine-grained per-node locks. Consistency-
oblivious programming (COP) uses HTM in a fine-grained way. Rather than enclosing the whole
tree operation in a transaction, it splits the operation in three steps; traversal, validation of the
traversal and modifications phase. Only the last two phases need to be enclosed in an HTM
transaction and while this gives some performance benefits, it still requires large transactions.

Fine-grained locking and lock-free implementation lie at the bottom right end of the spec-
trum. Fine-grained locking techniques use one lock per tree node. This greatly complicates the

design and implementation of these trees, because the programmer is required to get into the
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details of the tree operations and add the logic for acquiring and releasing all these locks. Re-
garding lock-free trees, there are two categories based on the atomic primitives that are used;
those that directly exploit the low level atomic instructions, such as CAS, and those that use
higher level primitives, such as Double-compare-single-swap (DCSS) [HFP03] and load-linked-
store-conditional-extended (LLX/SCX) [BER13]. The first category is the most difficult to design
and implement. This is due to the fact that hardware-provided atomic instructions can only
work on one, or at most two consecutive, memory locations. It is thus very difficult to imple-
ment advanced operations of trees, as for example, the rebalancing of a tree. Double-compare-
single-swap (DCSS) [HFP03] and load-linked-store-conditional-extended (LLX/SCX) [BER13] are
implemented on top of CAS and provide a more flexible way to the programmers to perform
atomic operations that include more than one memory locations. These two techniques facil-
itate the design and implementation of a lock-free concurrent search tree but they incur very

high overheads.

1.4 Our approach: RCU-HTM

This thesis focuses on concurrent search trees and aims to improve the programmability-perform-
ance tradeoff. More specifically, we propose, implement and evaluate a novel synchronization
technique that targets the top right corner of the programmability-performance spectrum. We
call this technique RCU-HTM, since it is a combination of RCU and HTM. RCU-HTM can be ap-
plied to any kind of search tree and provides high and robust performance. It leverages both RCU
and HTM to implement concurrent search trees that exhibit the benefits of both schemes, namely
asynchronized read-only operations and optimistic concurrent execution of updaters. To demon-
strate the gains of combining these two synchronization mechanisms, we compare in Figure [.5
the performance of an RCU-HTM internal AVL tree (avl-int-rcu-htm) with the two coarse-grained
implementations that use RCU with coarse-grained locking (avl-int-rcu-sgl) and coarse-grained
HTM (avl-int-cg-htm). In the left, read-only case the three implementations achieve similar per-
formance. The advantages of RCU-HTM become evident when update operations are performed.
Even when only 20% of operations are updates, the performance of both RCU and HTM drops
for different reasons; RCU serializes updaters with a global lock and HTM encounters a high
number of conflicts. On the other hand, RCU-HTM maintains its high performance on all three

contention levels.
In a nutshell, RCU-HTM exploits RCU and HTM in the following way:

- RCU: Readers enjoy the properties of RCU-based implementations, that is, they are com-
pletely asynchronized and unaffected by concurrent updates. This is achieved by having updaters

perform their modifications on copies of the affected nodes rather than directly on the shared
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Figure 1.5: Comparison of HTM-based, RCU-based and RCU-HTM based internal AVL trees.

tree. The copies are then atomically installed in the tree by modifying a single node’s child
pointer.

- HTM: Updaters enjoy the properties of HTM-based implementations, that is, they are opti-
mistically executed concurrently and serialize only when conflicts are present. To exploit HTM,
we modify the RCU-based coarse-grained implementation in the following ways: first, we aug-
ment the traversal phase to store the state of the traversed nodes as we need it to validate later
that no other updater has modified them in the meanwhile; second, when the copy is ready to be
installed in the shared tree, we execute an HTM transaction where we atomically perform two
steps: 1. we validate that the nodes to be replaced have not been modified since they were read,
and, 2. we install the copy in the tree.

The contributions of this thesis are the following:

« We create a library of concurrent search trees which contains several C and C++ implemen-
tations and can be used through a well-defined API. This is, to the best of our knowledge,
the most complete library of concurrent search trees since it contains a very large number
of implementations both from related research papers and the ones that are presented in

this thesis. The library is publicly available at the author’s github pagefl.

« We propose, implement and evaluate the RCU-HTM synchronization technique describing
all the necessary details to implement an RCU-HTM search tree. We use an internal AVL
tree and a B+-tree as examples, but we provide all the necessary guidelines for the same

procedure to be used for any type of search tree.

« We implement RCU-HTM versions of 12 types of search trees, showcasing the applicabil-
ity of the RCU-HTM technique. We implement 3 unbalanced binary search trees (internal,

partially-external and external), 6 balanced binary search trees (internal, partially-external

‘https://www.github.com/jimsiak/concurrent-maps-cpp
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and external versions of both AVL and Red-Black trees), 1 relaxed-balanced partially-
external AVL tree, a B+-tree (i.e., the external version of a B-tree) and an (a-b)-tree (i.e., a

relaxed-balanced variant of a B+-tree).

« We evaluate RCU-HTM search trees and compare their performance with several state-
of-the-art implementations that use 4 different synchronization methods, namely, locks,
atomic operations, RCU and HTM. Our evaluation includes three benchmarks, one arti-
ficial microbenchmark and two real-life benchmarks, namely, TPC-C and YCSB. Our ex-
perimental results show that RCU-HTM is able to provide sustainable performance under

various execution scenarios.

« We incorporate DEBRA, a state-of-the-art epoch-based memory reclamation scheme [Bro15],
in the RCU-HTM trees to make them practical to use in large-scale, long-running applica-
tions. We then evaluate the overheads induced by this memory reclamation scheme, and
show that RCU-HTM based trees are able to maintain their high performance even when

reclamation is performed.

« We implement range query operations for the RCU-HTM based trees. Range queries are
very popular operations for the map ADT especially when they are used as indices in

database management systems.

1.5 Structure of the thesis

The rest of this thesis is structured in the following way; Chapter || provides all the necessary
background information and Chapter | performs an overview of the state-of-the-art approaches
that currently exist for concurrent search trees. In Chapter i, we analyze the proposed synchro-
nization mechanism, namely RCU-HTM and in Chapter § we present the experimental evaluation
results. In Chapter [, we explain how we can add support for efficient range query operations
in RCU-HTM. Finally, Chapter [] summarizes the findings of the thesis along with some future

extensions of the work.
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CHAPTER 2

Background

In this chapter we provide the necessary background information. We first present the interface
provided by our search tree implementations and then explain some basic concepts around search
trees. Finally, we explain how we use the hardware transactional memory (HTM) instructions

that are provided on the Intel processors we used in our experiments.

2.1 The Map Interface

As mentioned in Chapter [l, we use search trees to implement the map ADT which stores key-
value pairs and supports insertions, deletions, lookups and range queries on these pairs. In our
library a map is represented by the Map class that is shown in Listing R.1. All search trees inherit
this base class and implement their own specific versions of the four methods. In this thesis
we mainly focus on the lookup(), insert() and remove() operations and dedicate Chapter  to the
efficient implementation of range queries with RCU-HTM. Lookup() searches for the given key
and returns either the value associated with it, in case the key is found, or a special value object
called NO_VALUE. Insert() adds the given key-value pair in the map if the key is not already
present; otherwise, NO_VALUE is returned to indicate the the new key-value pair was inserted.
Remove() removes the given key and its associated value from the map and returns its value; if
the key was not found in the map, NO_VALUE is returned.

41
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1 template <typename K, typename V>

2 class Map {

3 public:

4 V lookup(K& key);

5 V insert(K& key, V& val);

6 V remove(K& key);

7 int rangeQuery(K& lo, K& hi, vector<pair<K,V>> Kkv_pairs);
8

}s

Listing 2.1: The Map interface.

2.2 Search Trees

The most popular data structures to implement maps are search trees, such as binary search trees,
B-trees, (a-b)-trees, radix trees, splay trees, and others. Each tree has different characteristics and
thus is a better candidate for different execution scenarios. Nevertheless, they all share some
basic characteristics presented in this section. These common characteristics allow us to devise
a synchronization mechanism that can be applied to any type of search tree. More specifically,

in all search trees each operation is split into two phases:

» Traversal phase: A read-only phase in which a set of nodes is being traversed until the
appropriate node is reached. This set of nodes is called the access path of the operation. In

a range query operation the traversal phase may need to extend to more nodes.

« Modification phase: A read-write phase in which the tree is modified according to the
given operation, i.e., a key-value pair is inserted or removed from the tree. This phase also
includes the rebalancing of the tree in the case of a balanced search tree, such as AVL or
a B-tree. Read-only operations, such as lookups and range queries, do not include this

modification phase.

Algorithm [l shows the generic structure of an update operation, i.e., an insertion or a re-
moval of a key-value pair, in a serial search tree, and Figure P.1 depicts the execution of up-
date_and_rebalance() of an internal AVL tree. While some details of the implementation may
vary for different search trees (e.g., AVL, B+-trees, balanced/unbalanced), the general procedure
remains the same and follows the two phases discussed before. During the traversal we store the
access path in the accpath array with top indexing the last node accessed to enable the reverse
traversal of the tree if rebalance needs to be performed.

The most complex operations that can be encountered in a search tree are the following:

1. Balancing the tree. The perfomance of search tree operations depends highly on that of
the traversal phase [DGT15], which in turn depends on the length of the access path. In
unbalanced trees, access paths can become too long, leading to poor performance. Balanced

trees, such as AVL, Red-Black and B+-trees, eliminate such long paths by rebalancing the
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Figure 2.1: An example insertion of key 1 followed by the rebalance phase in a serial internal
AVL tree.

ALGORITHM 1: Update operations in serial search trees.

int st_update_seq (st *st, K& key, V& value)
// Traverse the access path.
st_traverse(st, key, &accpath, &top);

// Returns 0 if tree has not been modified, 1 otherwise.
ret = update_and_rebalance(st, key, value, accpath, top);

return ret;

tree, when necessary, after insertions and deletions. Rebalancing is a complex operation
because it modifies several nodes and in a concurrent search tree exclusive access to all
of them needs to be granted prior to modifying them. Relaxed-balanced trees stand in the
middle between unbalanced and balanced. In this case, the rebalancing is split in multiple
local steps which can be performed independently. This decreases the complexity of the
rebalancing operation and the synchronization overheads, but long traversed paths can

still be observed, that negatively affect the performance of the search tree.

2. Removing an internal node. To remove an internal node (e.g., a node with two children
in the case of a binary search tree) from an internal search tree, we first need to replace
its key with the key of its successor node, that is the node that contains the first key that
is larger than the key of this node. After this replacement, we remove the successor node
from the tree. While this kind of internal node removal is common for serial search trees,
in a concurrent search tree extra care needs to be taken. Otherwise traversals that search
for the successor’s key may be led astray to the previous position of the successor instead
of the new one. To avoid such incorrect executions, traversals need to synchronize with
concurrent updaters. External trees overcome this complexity by storing the actual data on
external nodes. This way deletions always take place at the lowest levels of the tree, thus
requiring less synchronization. External trees, however, have two drawbacks; first, they
require more nodes, i.e., twice the nodes of an internal tree, and second, the traversal paths
are longer due to traversing the routing nodes. Partially-external trees [BCCO10] require

less nodes than external ones but still more than internal ones. In these trees, internal
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nodes are not physically removed from the tree but are only marked as deleted. Deleted

nodes are still traversed, thus increasing the length of the access paths.

All the different combinations of the above search trees, combined with the various struc-
tures of tree nodes (e.g., B+-trees versus binary trees) result in a large design and implementation
space for search trees. Different trees are appropriate for different execution scenarios. As dis-
cussed in Chapter [, for concurrent search trees things get more complicated since fine-grained
synchronization schemes, which exploit parallelism, can not be applied to all search trees while
coarse-grained schemes are generic but provide poor performance. In many cases this makes it
extremelly difficult to choose the appropriate type of search tree for a specific application and
combine it with a high performing synchronization scheme. Our RCU-HTM technique moves the
synchronization scheme out of the decision path, as it can be applied to any search tree while

maintaining high performance under all the workloads of our evaluation methodology:.

2.3 Transactional Memory (TM)

Transactional Memory (TM) [HM93] is a synchronization mechanism based on the idea of trans-
actions in database management systems (DBMS). A transaction is a block of code that is guar-
anteed to execute atomically. In the context of a DBMS, a transaction accesses database records,
while in the context of low-level synchronization a TM transaction accesses memory locations.
The main goal of TM is to remove the burden of synchronization from the programmer and
delegate it to the TM system, which can be either implemented as a software library (STM) or
integrated in hardware (HTM).

Since 2013, most research has focused around STM and HTM implementations integrated in
simulators. Although STM approaches [ST97, HLMS03, HLM06] have provided some encour-
aging results, they typically incur very high overheads compared to the corresponding serial
data structures severely harming their popularity. The overheads mainly arise from the need
to track each and every memory access and maintain the read- and write-sets of the transac-
tions. Simulator-based HTM approaches on the other hand [TPK 09, FSBA11] have shown very
promising results, but the lack of support on real hardware discouraged further research efforts.
This changed when Intel and IBM released processors with HTM support. Intel added their
Transactional Synchronization eXtensions (TSX) in processors based on the Haswell architec-
ture and all their successors. Similarly, IBM’s Power8 provides support for assembly instructions
which enable HTM.
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The experiments of this thesis have been executed on an Intel Broadwell processor which
supports TSX and provides the following assembly instructions to manage hardware transac-

tions f|:

« XBEGIN: Starts an HTM transaction. This instruction returns a status code which indi-
cates whether a transaction has just started or a transaction has been aborted, as when a

transaction aborts, the execution flow returns to the point where XBEGIN was called.
o XEND: Commits an HTM transaction.

« XABORT: Explicitly aborts a transaction. A representative code can be passed to the abort

instruction to enable the distinction among different abort reasons.

« XTEST: Returns true or false depending on whether the code currently executes in trans-

actional mode or not.
The basic TM characteristics of the TSX implementation are the following:

« Lazy data versioning: TSX uses lazy versioning. All memory writes performed inside a

transaction become visible to other threads only after the transaction successfully commits.
« Eager conflict detection: Upon the detection of a conflict the transaction immediately aborts.

« Cache line granularity: Conflicting operations are detected at a cache line granularity. This

can result in false conflicts when concurrent threads modify disjoint parts of a cache line.

« Strong isolation: TSX provides strong isolation, meaning that a conflict is detected even if

the conflicting access occurs in non-transactional code.

« Best-effort: TSX is a best-effort HTM. This means that no forward progress is guaranteed
using only transactional mode, and a transaction may always fail to commit. It is therefore

necessary that the programmer implements a non-transactional fallback path.
In general, a transaction may fail to commit (abort) for various reasons including:

« Data conflict: When another thread, executing in transactional or non-transactional mode,

writes to a memory location that belongs to the transaction’s read or write set.

+ Capacity abort: When the transaction’s footprint has exceeded the size of the transactional
buffers that are used to store the read- and write- set of an HTM transaction. Table P.1

presents their size for the Broadwell processor used in our experiments.

'IBM’s HTM implementation is very similar
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Read set (Total / Per HW thread)

Write set (Total / Per HW thread)

4MB / 2MB

22KB / 11KB

Table 2.1: The size of the transactional buffers provided in our Broadwell server.

o Explicit abort: When the programmer explicitly aborts the transaction.

« Other: A transaction may abort due to several other reasons including interrupts, unsup-

ported instructions, system calls etc.



CHAPTER 3

Concurrent Search Trees: State-of-the-art

In this chapter we provide an overview of the current state of concurrent search trees. The aim
of this chapter is to summarize all the different synchronization mechanisms that can be applied
on search trees and discuss the advantages, disadvantages, limitations and the implementation
challenges of each mechanism. In the following sections we provide snippets of C++ code that
facilitate the understanding of our main points. The reader can access all implementations in our

library’s github repository f.

3.1 Lock-based Search Trees

3.1.1 Coarse-grained Locking

Coarse-grained locking is the easiest approach to allow concurrent access to search trees. The
programmer needs only to enclose each one of the four operations inside a critical section pro-
tected by a single lock. There is no need for the programmer to have any knowledge of the
internal implementation details and can use the serial search tree as a black box. Listing B.1
shows the C++ class that wraps a serial search tree with coarse-grained locking. The same code
is used for the coarse-grained HTM implementations that we discuss later. All operations are
simply wrappers of the corresponding serial search tree operations, executed inside a critical

section, which is either a lock-based critical section or an HTM transaction. Although trivial

thttps://github.com/jimsiak/concurrent-maps-cpp
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to implement, these coarse-grained locking approaches do not provide high performance since
they serialize all operations, thus hindering concurrency.

1 template <class K, class V>
2 class cg_st : public Map<K, V> {
3 private:

Map<K,V> *serial_st;

cg_sync *sync_mechanism;

cg_st(Map<K,V> *prot, string& sync_type) {

4
5
6 public:
7
8 serial_st = prot;
9

10 if (sync_type == "cg-htm") sync_mechanism = new cg_sync_htm();
11 else if (sync_type == "cg-rwlock") sync_mechanism = new cg_sync_rwlock();
12 else if (sync_type == "cg-spinlock") sync_mechanism = new cg_sync_spinlock();

15 V lookup(K& key) {

16 sync_mechanism->cs_enter_ro();
17 V ret = serial_st->lookup(key);
18 sync_mechanism->cs_exit();

19 return ret;

20 )

22V insert (K& key, V& val) {

23 sync_mechanism->cs_enter_rw();

24 V ret = serial_st->insert(key, val);
25 sync_mechanism->cs_exit();

26 return ret;

27}

29 V remove(K& key) {

30 sync_mechanism->cs_enter_rw();
31 V ret = serial_st->remove(key);
32 sync_mechanism->cs_exit();

33 return ret;

34}

35 33

Listing 3.1: A search tree protected by coarse-grained synchronization.

3.1.2 Contention-Adapting Locking

Contention-Adapting (CA) search trees were proposed by Sagonas et. al [SW15]. The structure
of CA trees is shown in Figure B.1l. The actual data is stored in sequential data structures and on
top of these data structures an additional tree based structure is maintained, which consists of
a set of routing and base nodes. When searching for a specific key, they locate the appropriate
sequential data structure, i.e., find the corresponding base node by following a path of routing
nodes. Each sequential data structure is protected by the base node’s lock.

Every base node maintains statistics about the contention level in its sequential data struc-
ture, i.e., the times that its lock was found to be already acquired. Under certain circumstances
when the contention level is found to be very high or very low, the sequential data structure is
either split to two base nodes or joined with a sibling base node sequential data structure respec-
tively. Thus, for CA synchronization mechanism to be applicable to a sequential data structure,

the data structure must support split and join operations. The interface of the methods that
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should be implemented by the sequential data structure is shown in Listing B.d. If these two
methods are available, the implementation of the Map methods is straightforward. Listing B.3

presents the implementation of the insert() operation; lookup() and remove() are identical.

Sequential data structures
(E.g. AVL trees, skip lists, etc.)

Figure 3.1: The structure of a CA tree. The image was taken directly from the
authors’ original paper [SW15].

1 template <typename K, typename V>
2 class Map {

3 public:

4

//> Methods necessary to support Contention-Adapting locking
void *split(woid **right_part);
void *join(wvoid *other_ds);

}s

© ® N G

Listing 3.2: Additions to the Map interface to enable support for Contention-Adapting locking.

1 void adapt_if needed(base_node_t *bnode, route_node_t *parent, route_node_t *gparent) {
2 if (bnode->lock_statistics > STAT_LOCK_HIGH_CONTENTION_LIMIT) {

3 split(bnode, parent);

4 bnode->lock_statistics = 0;

5 } else if (bnode->lock_statistics < STAT_LOCK_LOW_CONTENTION_LIMIT) {

6 join(bnode, parent, gparent);

7 bnode->lock_statistics = 0;

8 3

9}

11 V insert (K& key, V& value) {
12V ret;

13 base_node_t *bnode;

14 route_node_t *parent, *gparent;

16 while (1) {

17 bnode = find_base_node(&parent, &gparent, key);
18 bnode->lock();

19 if (!bnode->is_valid()) {

20 bnode->unlock() ;

21 continue;

22 }

23 ret = bnode->serial_st->insert(key, value);
24 adapt_if needed(bnode, parent, gparent);

25 bnode->unlock() ;

26 return ret;

27}

28 }

Listing 3.3: Insert operation for a contention-adapting search tree.
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3.1.3 Fine-grained Locking

Several fine-grained locking search trees have been proposed [BCCO10, DVY14, CGR13] and all
use one lock for each tree node. There are two major problems with fine-grained locking. First,
the design and implementation procedures are complex and error-prone since the programmer
needs to manually write all the code to acquire and release multiple locks. Second, complex tree
operations, such as rebalancing, would require a very large number of nodes to be locked, stoping
other concurrent operations from accessing large parts of the tree for a large time duration.
Also, specifically for rebalancing, the reverse traversal of the tree performed during rebalance,
increases the risk of deadlocks with conflicting operations that traverse the tree in the typical
root-to-leaves direction.

In order to avoid locking large parts of the tree, all current fine-grained locking trees [BCCO10,
DVY14, CGR13] are based on relaxed-balanced AVL trees, where the rebalancing procedure fol-
lows the algorithm presented by Bouge et. al [BGMS98]. This splits a rebalancing operation
which may span a large subtree, in multiple independent rebalancing steps, which affect only
a set of two or three nodes. These rebalancing steps can either be triggered immediately after
an insertion or removal of a node [BCCO10, DVY14], or can be delegated to a thread that is
responsible only for rebalancing the tree [CGR13].

Another problematic case with fine-grained locking when applied specifically to binary search
trees, is when an internal node needs to be removed from the tree fl. In this case, the node will be
replaced by its successor, i.e., the leftmost node in its right subtree. The successor may be found
several levels lower and all the nodes leading to the successor need to be locked, otherwise op-
erations that search the successor’s key may be led to the wrong direction. Current fine-grained
locking implementations avoid this problematic case by using two different techniques. Bron-
son’s [BCCO10] and Crain’s [CGR13] search trees use a partially external tree structure, where
each node has a marked field which indicates whether its key-value pair is currently present in
the map or not. Marked nodes are still present in the structure of the tree but their key-value
pair does not actively participate in the map data structure. To avoid these marked nodes, which
lead to increased traversal times, Drachsler’s tree [DVY14] uses two additional pointers on each
node to point to the predecessor and the successor node respectively. These pointers are then

used by traversals to locate the correct location of a node that has been displaced.

3.2 Lock-free Search Trees

Lock-free search trees exploit the hardware-provided atomic instructions, such as Compare-and-

Swap (CAS) and Load-Linked-Store-Conditional (LL/SC). These two variants are used in a very

*This is not a problem in B+-trees since it is never the case that an internal node needs to be removed.
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similar way, so from now on we will only refer to CAS. Several lock-free search trees have
been proposed [EFRvB10, HJ12, NM14, CDT14, RM15, Bro17, BPA20, WPL™ 18], which either
use CAS directly (CAS-based) or use Double-Compare-Single-Swap (DCSS) and Load-Linked-
Store-Conditional-Extended (LLX/SCX), two high level synchronization primitives that are im-
plemented on top of CAS.

3.2.1 Compare-And-Swap (CAS)

In CAS-based lock-free trees [EFRvB10, HJ12, NM14, CDT14, RM15], it is challenging to support
operations that typically modify multiple nodes, such as rebalancing and internal node deletion.
The problem arises from the restriction of CAS instruction to a single memory location and it is
the reason why these lock-free binary search trees are unbalanced. For the same reason, lock-
free search trees are either external trees [EFRvB10, NM14] or partially-external [HJ12, CDT14,
BER14, RM15], which may lead to long traversal paths, especially for large trees.

3.2.2 High-level lock-free primitives

High-level lock-free primitives, such as DCSS and LLX/SCX provide extended CAS operations
which validate that multiple locations have not been modified (instead of only one when using
the typical CAS operation), and modify a single one. These two techniques have been applied
on search trees but they incur high overheads. DCSS augments each memory location with a
tag field which is manipulated using bitwise operations. This is very expensive in the case of
complex search tree operations, where multiple memory locations need to be read and validated.
LLX-SCX adds an SCX record on each tree node, and requires multiple CAS operations to execute

a complex search tree operation.

3.3 RCU-based Search Trees

Read-Copy-Update [MS98] is a synchronization mechanism ideal for mostly-read workloads. It
is widely used in the Linux kernel and on several production libraries. Two RCU-based trees
can be found in the literature, specifically for search trees, one by Howard et. al [HW14] and
one by Arbel et. al [AA14]. In RCU, read-only operations do not use any synchronization and
are never affected by concurrent operations. To enable this, update operations create copies of
the appropriate parts of the search tree prior to modifying them and, when their private copy is
ready, they install it in the shared data structure by changing only a single node’s child pointer.
This change is performed in a single atomic step, allowing concurrent readers to safely read either

the old or the new version of the specific subtree.
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While read-only operations can safely run concurrently with other read-only and/or update
operations, update operations still need to be synchronized in some way. The two aforemen-
tioned search trees [HW14, AA14] use locks to synchronize updaters, the first one uses coarse-
grained locking, i.e., a single updaters lock for the whole data structure, while the second one

uses fine-grained locking, i.e., one lock per tree node.

3.3.1 RCU with coarse-grained locking

Relativistic programming [HW14] uses RCU with a single lock to synchronize updaters (we will
refer to this implementation as RCU single-global-lock, RCU-SGL). Its implementation is sim-
ple and shown in Listing B.5. The rcu_sgl class wraps a serial search tree. For a serial search
tree to be used with RCU-SGL, three methods need to be implemented which are shown in List-
ing B.4. The advantage of RCU-SGL is that these three methods can be implemented relatively
easily. As an example, Listing B.q presents the implementation of insert_with_copy() for an ex-
ternal AVL tree. Traverse_with_stack() and install_copy() are omitted since their implementation
is trivial. The first one is similar to a serial search tree traversal, with the only addition that
the pointers followed by the traversal are stored in the provided stack. install copy() simply
changes the appropriate child pointer of connection_point to point to the newly created private
copy, i.e., priv_copy. As already mentioned, the lookup() method simply calls the correspond-
ing lookup() method of the serial search tree. The insert() method uses traverse_with_stack(),
insert_with_copy() and install_copy() methods after the acquisition of the updaters_lock.
1 template <typename K, typename V>

2 class Map {
3 public:

S

V traverse_with_stack(K& key, wvoid **stack, int *stack_top);

5

6 //> Methods necessary to support RCU-SGL

7

8 void *insert_with_copy(K& key, V& val, woid **stack, int *stack_top,

9 void **priv_copy);
10 void *delete_with_copy(K& key, wvoid **stack, int *stack_top,
11 void **priv_copy);

12 void install_copy(K& key, woid *connection_point, wvoid *priv_copy);
Listing 3.4: Additions to the Map interface to enable support for RCU-SGL

1 template <typename K, typename V>
2 class rcu_sgl : public Map<K,V> {
3 private:

4 pthread_spinlock_t updaters_lock;

5 Map<K,V> *serial_st;

6 public:

7 rcu_sgl(Map<K,V> *serial_st) {

8 this->serial_st = serial_st;

9 pthread_spin_init (&updaters_lock, PTHREAD_PROCESS_SHARED) ;
10 3

12V lookup(K& key) { return serial_ st->lookup(key); }

14 V insert(K& key, V& val) {
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void *stack[MAX_STACK_LEN];
void *connection_point, *priv_copy;
int stack_top;

LOCK (&updaters_lock);
V ret = serial st->traverse_with_stack(key, stack, &stack_top);
if (ret != NO_VALUE) {

UNLOCK (&updaters_lock) ;

return ret;
}
connection_point = serial st->insert_with_copy(key, val, stack, &stack_top,

*priv_copy);

serial_st->install_copy(key, connection_point, priv_copy);
UNLOCK (&updaters_lock) ;
return NO_VALUE;

//> remove() is exactly similar to insert(), except for the call to
//> insert_with_copy() which is replaced by delete_with_copy().
V remove(K& key) { ... }

Listing 3.5: A search tree with RCU-SGL synchronization.

void *insert_with_copy(const K& key, const V& value, void **stack, int *stack_top, wvoid **privcopy)
node_t *connection_point;
node_t **node_stack = (node_t **)stack;

//> Initiate the private copy with the new node.
*privcopy = new node_t(key, value);
connection_point = *stack_top >= 0 ? node_stack[*stack_top--] : NULL;

//> Empty tree case
if (*stack_top < 0) return connection_point;

while (*stack_top >= -1) {
//> If we've reached or passed root of the tree, return.
if (!connection_point) break;

//> If no height change occurs we can return.
if ((*privcopy)->height + 1 <= connection_point->height) break;

//> Copy the current node and link it to the local copy.
node_t *curr_cp = node_copy(connection_point);

curr_cp->height = (*privcopy)->height + 1;

if (key < curr_cp->key) curr_cp->left = *privcopy;
else curr_cp->right = *privcopy;
*privcopy = curr_cp;

// Move one level up
connection_point = *stack_top >= 0 ? node_stack[*stack_top--] : NULL;

// Get current node's balance
node_t *sibling;
int curr_balance;
if (key < curr_cp->key) {
sibling = curr_cp->right;
curr_balance = node_height(curr_cp->left) - node_height(sibling);
} else {
sibling = curr_cp->left;
curr_balance = node_height(sibling) - node_height (curr_cp->right);

if (curr_balance == 2) {
int balance2 = node_balance((*privcopy)->left);

if (balance2 == 1) {
*privcopy = rotate_right(*privcopy);
} else if (balance2 == -1) {

{
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(*privcopy)->left = rotate_left((*privcopy)->left);
*privcopy = rotate_right(*privcopy);
}
break;
} else if (curr_balance == -2) {
int balance2 = node_balance((*privcopy)->right);

if (balance2 == -1) {
*privcopy = rotate_left(*privcopy);
} else if (balance2 == 1) {

(*privcopy)->right = rotate_right((*privcopy)->right);
*privcopy = rotate_left(*privcopy);

}
break;

}
3

return connection_point;

}

Listing 3.6: Implementation of insert_with_copy() for an internal AVL tree.

3.3.2 RCU with fine-grained locking

Arbel et. al [AA14] introduced Citrus, an RCU based search tree which uses fine-grained lock-
ing to synchronize updaters. This way updaters can run concurrently allowing for much better
performance. However, the problem with fine-grained locks is the difficulty to support complex
operations such as rebalancing. For this reason, Citrus is an unbalanced tree.

int validate(node_t *prev, node_t *curr, int direction) {
int result;

result = ! (prev->marked);

if (direction == 0) result = result && (prev->left == curr);
else result = result && (prev->right == curr);
if (curr != NULL) result = result && (!curr->marked);

return result;

}

int do_insert(const K& key, const V& value, node_t *prev, node_t *curr,
int direction) {
node_t *new_node;
LOCK (&prev->lock) ;
if(!validate(prev, curr, direction)) {
UNLOCK (&prev->1lock) ;

return 0;
}
new_node = new node_t(key, value);
if (direction == 0) prev->left = new_node;
else prev->right = new_node;
UNLOCK (&prev->lock) ;
return 1;

V insert (K& key, V& value) {
node_t *prev, *curr, *new_node;

while(1) {
rcu_read_lock();
int direction = traverse with_direction(key, &prev, &curr);
rcu_read_unlock();

// Key already in the tree
if (curr != NULL) return curr->value;
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36 if (do_insert(key, value, prev, curr, direction) == 1) return NO_VALUE;
37}

38 }

39

40 int do_remove(node_t *prev, node_t *curr, int direction) {

41 LOCK (&prev->lock) ;

42 LOCK (&curr->1lock) ;

43 if(!validate(prev, curr, direction)) {

44 UNLOCK (&prev->1lock) ;

45 UNLOCK (&curr->1lock) ;

46 return 0;

47 }

48

49 if (!curr->left) {

50 curr->marked = true;

51 if (direction == 0) prev->left = curr->right;
52 else prev->right = curr->right;
53 UNLOCK (&prev->lock) ;

54 UNLOCK (&curr->1lock) ;

55 return 1;

56 } else if (!curr->right) {

57 curr->marked = true;

58 if (direction == 0) prev->left = curr->left;
59 else prev->right = curr->left;
60 UNLOCK (&prev->1lock) ;

61 UNLOCK (&curr->1lock) ;

62 return 1;

63 )

64

65 node_t *prevSucc = curr;

66 node_t *succ = curr->right;
67 node_t *next = succ->left;
68 while (next != NULL)({

69 prevSucc = succ;

70 succ = next;

71 next = next->left;
72}

73

74 int succDirection = 1;
75 if (prevSucc != curr){
76 LOCK (&prevSucc->lock) ;
77 succDirection = 0;
78}

79 LOCK(&succ->1ock) ;
80 if (validate(prevSucc, succ, succDirection) && validate(succ, NULL, 0)) {
81 curr->marked=1;

82 node_t *new_node = new node_t(succ->key, succ->value);
83 new_node->left = curr->left;

84 new_node->right = curr->right;

85 LOCK (&new_node->1lock) ;

86 if (direction == 0) prev->left = new_node;

87 else prev->right = new_node;

88 urcu_synchronize();

89 succ->marked = true;

90 if (prevSucc == curr) new_node->right = succ->right;
91 else prevSucc->left = succ->right;
92 UNLOCK (&prev->1lock) ;

93 UNLOCK (&new_node->1lock) ;

94 UNLOCK (&curr->1lock) ;

95 if (prevSucc != curr) UNLOCK(&prevSucc->lock);

96 UNLOCK (&succ->1ock) ;

97 return 1;

98 1}

99 UNLOCK (&prev->lock) ;

100 UNLOCK (&curr->1lock) ;

101 if (prevSucc != curr) UNLOCK(&prevSucc->lock);
102  UNLOCK(&succ->lock);

103 return 0;

104 }

105

106 V remove (K& key) {
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node_t *prev, *curr;
int direction;

while(1) {
rcu_read_lock();
direction = traverse_with_direction(key, &prev, &curr);

rcu_read_unlock();

// Key not found
if (!curr) return this->NO_VALUE;

const V del_val = curr-s>value;
if (do_remove(prev, curr, direction) == 1) return del_val;
}
}
Listing 3.7: Implementation of Citrus, a concurrent unbalanced internal search tree with RCU

and fine-grained locking.

3.4 HTM-based Search Trees

3.4.1 Coarse-grained HTM with single lock fallback

The most straightforward way to apply HTM on a search tree is to enclose each operation in an
HTM transaction, essentially replacing the single global lock of the coarse-grained locking im-
plementation. As already discussed in Chapter J, HTM provides no guarantees that a transaction
will commit, it is thus necessary for the programmer to provide an alternative non-transactional
fallback path that executes after a number of transactional aborts. In coarse-grained HTM im-
plementations this fallback path simply acquires the lock, aborting any other concurrent trans-
actions, and serializes the operation. Although trivial to implement, these coarse-grained ap-
proaches do not provide high performance since they suffer from large numbers of transactional
aborts due to the large size of their transactions, both in terms of memory locations and time

duration.

3.4.2 3-Path HTM

The classic coarse-grained HTM approach consists of 2 execution paths for each operation; the
transactional path, which executes the operation inside a transaction, and the non-transactional
fallback path which acquires a single global lock. When an operation enters the fallback path, no
other operation can run concurrently, which greatly degrades performance. Brown et. al [Bro17]
introduced 3-path HTM, where each operation consists of 3 execution paths, the fast, middle and
slow paths. The fast path is the same as in the classic 2-path approach and executes the opera-
tion in a transaction. The middle path still uses a transaction but it is modified so as to be able
to execute concurrently with the slow path. Finally, the slow path uses the lock-free LLX/SCX

primitive to synchronize concurrent operations. The 3-path HTM approach allows concurrency
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between operations that execute the middle and slow paths, thus avoiding the excessive serializa-
tion of operations in the non-transactional fallback path of 2-path HTM. The advantage of 3-path
HTM is that it adapts the high performance of 2-path HTM under low contention scenarios and

still allows concurrent operations to execute under high contention.

3.4.3 Consistency Oblivious Programming with HTM

Consistency-Oblivious programming (COP) [AAS11, AK14] provides a way to use HTM with a
smaller footprint than the coarse-grained HTM synchronization. A search tree operation in COP
is divided into two parts: a read-only phase, and an updating read-write phase. The read-only
phase runs without any synchronization and includes the traversal of the tree. This traversal may
lead to a false location due to concurrent modifications on the path that the operation follows.
The updating phase starts an HTM transaction with two objectives; it first validates that the
traversal has led to the right location, and perform any writes needed by the operation.
Although COP indeed reduces the transaction size relatively to the coarse-grained HTM syn-
chronization, it still has two drawbacks; first, lookup operations need to use transactions and
hence pay their overhead, and second, the whole update operation (including the rebalance step)
is enclosed in a single transaction, leading to a large transactional write set, which results in a

high probability of conflicts.
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CHAPTER 4

RCU-HTM

This chapter presents the main contribution of this thesis, i.e., RCU-HTM, a novel synchronization
mechanism that can be applied to search trees to create highly efficient concurrent implemen-
tations. We first give a high level overview of RCU-HTM and then provide all the necessary
information about how RCU-HTM can be used, together with two examples of RCU-HTM based
search trees. We also provide an informal correctness proof by defining the linearization points
of the RCU-HTM operations. Finally, we explain how we applied a memory reclamation scheme
on RCU-HTM, which helps avoid excessive use of memory and makes RCU-HTM practical to use

in real-life long-running parallel applications.

4.1 High Level Overview

RCU-HTM combines Read-Copy-Update (RCU) with Hardware Transactional Memory (HTM) in
a novel way and takes advantage of their key performance characteristics, i.e., asynchronized
read-only operations, and, optimistic concurrent execution of updaters, respectively. At the same
time, RCU-HTM mitigates their limitations, i.e., serialization of updaters and large transaction
sizes. RCU-HTM is, to the best of our knowledge, the first synchronization mechanism that sus-
tains high performance over a wide range of execution scenarios, as our experimental evaluation
validates, and combines it with wide applicability on all types of search trees.

RCU is used in the exact same way as in RCU implementations with coarse-grained lock-

ing [HW14]. Updaters perform their modifications on private copies of the appropriate nodes,

59
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Figure 4.1: Insertion of key 1 followed by rebalancing in an RCU-based internal AVL tree.

instead of in-place, as depicted in Figure .. When the private copy is ready, updaters install it in
the shared tree in a single atomic step by modifying one child pointer of a single tree node, called
the connection point. In this way, readers can safely traverse the tree without synchronization,
as they will observe either the previous unmodified or the new modified version of the affected
nodes; both cases produce correct results as they can be successfully linearized (the correctness

proof can be found in Section [.4).

While RCU already provides asynchronized read-only operations, the novelty of RCU-HTM
lies in leveraging HTM to optimistically synchronize updaters. The most straightforward way
of using HTM is to replace the updaters’ global lock used in the coarse-grained locking ap-
proach [HW14], with an HTM transaction. However, this solution has two drawbacks: first, it
creates large transactions which are subject to conflict and capacity aborts, and second, update
operations that do not modify the tree, still pay the overheads of using transactions. To avoid
these, RCU-HTM performs the traversal phase and the creation of the private copy of update
operations outside of its transactions. It encloses only the installation of the private copy, i.e.,
the update of a single child pointer, along with a validation step that is necessary to ensure that

the modified nodes can safely be replaced by their new version.

To illustrate why the validation step is necessary, Figure .4 presents an erroneous concurrent
execution of two insert operations when no validation is performed. In Figure both threads
execute insert_and_rebalance_with_copy() and create their private copies. Thread T1 executes
install_copy() first and replaces 3 nodes. Afterwards, thread T2 installs its copy under the original
node 5, since this is the version of the node it read during its traversal phase. However, the node
with key 5 has been replaced in the meanwhile by T1’s new modified version and the modification
of T2 is thus discarded. We avoid such erroneous executions in RCU-HTM by adding a validation
step which ensures that the nodes to be replaced have not been modified since they were read.
To achieve this, when we traverse the tree and create the modified copy, we maintain a validation
set which contains the pointers of the access path plus the sibling pointers of the copied nodes.
We then validate that all these pointers have not been modified in the meanwhile. In the example
of Figure .9, thread T2 would fail in the validation step, because the left pointer of node 9 (which
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T1:insert(1) fZ \
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1@ 1 0 ; /@ T2:insert(7)
(a) Both threads execute in- (b) T1 executes install_copy(). (c) T2 executes install_copy().

sert_and_rebalance_with_copy().

Figure 4.2: An erroneous execution of two threads inserting keys in an AVL tree. Thread T2
installs its copy on a removed node so its modification does not become visible to other threads.

is part of its access path) has changed. This would cause T2 to restart its operation instead of

installing its copy on the removed path of the tree.

RCU-HTM is able to deliver two key properties of concurrent data structures: a) applicability
to multiple types of search trees, and, b) high and sustainable performance accross different
execution scenarios (i.e., different combinations of key size, tree size, mix of operations and

number of concurrent threads). These properties are further analyzed below:

Applicability of RCU-HTM. RCU-HTM can be applied to any search tree where RCU is appli-
cable; that is, any search tree whose update operations can be performed by copying the affected
set of nodes and then installing the modified copy by swapping a single child pointer. Exam-
ples of such types of search trees are binary search trees (unbalanced/relaxed-balanced/balanced,
internal/partially-external/external), B-trees, B+-trees, (a-b)-trees and radix trees. In our current
implementations of RCU-HTM search trees, we do not use parent pointers to perform the reverse
traversals of the trees but we store the access path in a stack. This is not restrictive, since all the

search trees we encountered could easily be implemented in such a way.

Another advantage of RCU-HTM is that the procedure of applying it, is very similar across
different types of search trees, enabling a programmer who has implemented one RCU-HTM
based search tree to use a very similar procedure for any other type of search tree. This facilitates
the easy and timely implementation of multiple concurrent RCU-HTM trees. This is not true for
other highly efficient fine-grained synchronization mechanisms, such as fine-grained locking
and lock-free approaches, where each type of search tree requires a complete rethinking of how
and when should locks be acquired or which pointers can be swapped using CAS operations.
Performance of RCU-HTM. The main performance benefits of RCU-HTM come from its com-
pletely asynchronized read-only operations, both lookups and unsuccessful updates, i.e., inser-
tions that find the key already in the tree and deletions that do not locate the key to be deleted.
Lookups do not lock any node or perform any CAS operation or HTM transaction nor do they
perform any additional checks during the traversal of the tree. Their performance is thus similar

to their serial counterpart. Unsuccessful update operations are also completely asynchronized.
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The only added overhead compared to the serial version, is that we store the traversed point-
ers in the validation set. Although this is not used, since unsuccessful updates do not need to
perform the validation step, we do not know this a priori and therefore still need to store those
pointers. On the other hand, successful update operations pay the overhead of copying nodes
and validating the stored pointers. The validation overhead though is low, since these pointers
have been recently accessed and can be found in the highest levels of the cache hierarchy with
high probability. As our evaluation shows, these overheads are outweighed by the performance
benefits of RCU-HTM.

4.2 How touse RCU-HTM

An RCU-HTM based concurrent search tree is represented with the rcu_htm class which is a
subclass of our main Map class. Listing jt.1] presents a simple example of creating and using an
RCU-HTM AVL tree. Any other search tree that implements the methods presented in section .3
can be used in the same way. The only difference, in comparison to any other Map object, is that
the constuctor of the RCU-HTM tree takes as argument an instance of a tree which needs to
implement the methods that we describe in the following sections. Apart from that, an instance

of the rcu_htm class can be used in exactly the same way as an instance of the base Map class.

#include "rcu-htm.h"
#include "avl.h"

wvoid main()
{
avl<int, void*> *avl_tree;

rcu_htm<int, void*> *rcuhtm_tree;

avl_tree = new avl<int, void*>();
rcuhtm_tree = new rcu_htm<int, void*>(avl_tree);

for (int i=0; i < 1000; i++)
rcuhtm_tree->insert (i, (wvoid *)i);

void *ret = rcuhtm_tree->find(100);
assert(ret == (void *)100); // Value found

rcuhtm_tree->remove(100);
void *ret = rcuhtm_tree->find(100);

assert(ret == NO_VALUE); // Value not found

Listing 4.1: An example using an AVL RCU-HTM tree.

4.3 The RCU-HTM class

The source code of rcu_htm class is shown in Listing #.d. Two private fields are added; up-
daters_lock is the lock that is used by the updater threads when they need to enter the non-

transactional fallback execution path, and, seq_ds is the data structure that is protected by the
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RCU-HTM technique. For the two methods contains() and find(), RCU-HTM just calls the re-
spective serial method, since RCU-HTM traversal operations do not use any synchronization.

Regarding the rangeQuery() method we explain how it can be implemented in Chapter §.

1 template <typename K, typename V>

2 class rcu_htm : public Map<K,V> {

3 private:

4 pthread_spinlock_t updaters_lock;
Map<K,V> *seq_ds;

rcu_htm(Map<K,V> *seq_ds) {

5
6
7 public:
8
9 this->seq_ds = seq_ds;

10 pthread_spin_init(&updaters_lock, PTHREAD_PROCESS_SHARED) ;

1}

12

13 bool contains (K& key) { return seq_ds->contains(key); }

14  pair<V,bool> find(K& key) { return seq_ds->find(key); }

15 dint rangeQuery (K& keyl, K& key2, vector<pair<K,V>> kv_pairs);
16 \Y% insert (K& key, V& val);

17 pair<V,bool> remove (K& key);

18 };

Listing 4.2: The RCU-HTM class.

V traverse_with_stack(K& key, wvoid **stack, int *stack_indexes, int *stack_top);

void install_copy(void *connpoint, wvoid *privcopy, int *stack_indexes,
int connpoint_stack_index);

void validate_copy(void **stack, int *stack_indexes, int stack_top);
void *insert_with_copy(K& key, V& value,

void **stack, int *stack_indexes, int stack_top,
10 void **privcopy, int *connpoint_stack_index);
12 void *remove_with_copy (K& key,
13 void **stack, int *stack_indexes, int *stack_top,
14 void **privcopy, int *connpoint_stack_index);

Listing 4.3: The methods that need to be implemented by any data structure that will be used
with RCU-HTM.

The methods insert() and remove() of rcu_htm require that the underlying sequential data
structure implements a set of methods. The exact interfaces of these methods are presented in

Listing }t.3 and are the following:

« traverse_with_stack() : This method performs the traversal of the tree. It is very similar to
the classic tree traversal with the addition that we also maintain a stack of pointers to the
nodes that have been accessed during the traversal (i.e., the stack argument) as well as the

index of the child that has been chosen on each node (i.e., the stack_indexes argument).

o insert_with_copy() : This method generates a private copy of the part of the tree that will
be affected by the insertion of the given key-value pair. It does not modify the tree in any
way as any node that needs to be modified is copied. The private copy is a subtree which
is pointed to by privcopy. The method returns a pointer to the connection point, i.e., the

node of the original tree where the generated private copy will be attached.
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« remove_with_copy(): This method, similarly to insert_with_copy(), generates a private copy

of the affected part of the tree with the given key removed.

« validate_copy(): This method validates that the part of the tree that will be replaced by the
operation has remained unchanged since the copy was created. If some part of the tree

has changed, the operation is aborted and starts again.

« install_copy() : This method is responsible for installing the copy of the subtree that has
been generated by the call to either insert_with_copy() or remove_with_copy(). It is as sim-

ple as changing a single node’s child pointer.

These methods are not hard to implement and can be debugged in a serial manner without
the need to take into account concurrent threads’ interleavings. The programmer needs to ensure
that the node copies are created when necessary and that the validation set contains all the nodes
that will be replaced by the operation. In our future work we aim to facilitate this even further
by creating a library or a compiler plugin to make this procedure automatic.

With these five methods available, the insert() and remove() operations of the respective
RCU-HTM concurrent search tree are implemented as presented in Listing f.4. We only show
insert(), since remove() is implemented in exactly the same way by just replacing the calls to in-
sert_with_copy() with remove_with_copy(). The RCU-HTM update operation performs the traver-
sal and the creation of the private copy without any synchronization (lines 14-23). Then val-
idate_and_install_copy() validates, in a single atomic step using an HTM transaction, that the
nodes to be replaced have not been modified by another concurrent updater and installs the pri-
vate copy in the shared tree. If RCU-HTM continuously fails to complete the operation (i.e., the
operation has been restarted for MAX_OPERATION_RETRIES times due to transactional aborts),
we fallback to the plain RCU-based algorithm, to ensure forward progress, where updaters are
serialized using a single global lock (lines 33-48).
template <typename K, typename V>

V rcu_htm<K,V>::insert (K& key, V& val)
{
void *node_stack[MAX_STACK_LEN];
int stack_indexes[MAX_STACK_LEN], stack_top, index;
void *connection_point, *tree_cp_root;
int retries = -1;
int connection_point_stack_index;

//> First try with the RCU-HIM way ..
while (++retries < MAX_OPERATION_RETRIES) {
ht_reset(tdata->ht);

//> Asynchronized traversal. If key is there we can safely return.
V ret = seq_ds->traverse with_stack(key, node_stack,
_stack_indexes, &stack_top);
assert(stack_top < MAX_STACK_LEN) ;
if (ret != this->NO_VALUE) return ret;

connection_point = seq_ds->insert_with_copy(key, val,
node_stack, stack_indexes, stack_top,
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22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50 }
51

&tree_cp_root,
&connection_point_stack_index);

bool installed = validate_and_install copy(connection_point, tree_cp_root,

node_stack, stack_indexes,
stack_top,
connection_point_stack_index);

if (installed) return this->NO_VALUE;

//> ...otherwise fallback to the coarse-grained RCU
ht_reset(tdata->ht);
pthread_spin_lock(&updaters_lock);

V ret = seq_ds->traverse_with_stack(key, node_stack,

assert(stack_

stack_indexes, &stack_top);
top < MAX_STACK_LEN);

if (ret != this->NO_VALUE) {
pthread_spin_unlock(&updaters_lock);

return ret;

}

connection_point = seq_ds->insert_with_copy(key, val,

node_stack, stack_indexes, stack_top,
&tree_cp_root,
&connection_point_stack_index);

seq_ds->install_copy(connection_point, tree_cp_root,

pthread_spin_

stack_indexes,
connection_point_stack_index);
unlock (&updaters_lock);

return this->NO_VALUE;

52 template <typename K, typename V>
53 bool rcu_htm<K,V>::validate_and_install_copy(void *connpoint, wvoid *tree_cp_root,

54
55

56 {

57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80 }

unsigned int

void **node_stack, int *stack_indexes,
int stack_top, int connection_point_stack_index)

status;

int validation_retries = -1;

while (++validation_retries < MAX_VALIDATION_RETRIES) {
while (updaters_lock != LOCK_FREE) ;

status = TX_BEGIN(0);

if (status

== TM_BEGIN_SUCCESS) {

if (updaters_lock != LOCK_FREE)
TX_ABORT (ABORT_GL_TAKEN) ;

seq_ds->validate_copy(node_stack, stack_indexes, stack_top);
seq_ds->install_copy(connpoint, tree_cp_root,

TX_END(0)

stack_indexes,
connection_point_stack_index);

5

return true;
} else if (ABORT_IS_EXPLICIT(status) &&

ABORT_CODE (status) == ABORT_VALIDATION_FAILURE) {

return false;

}

return false;

Listing 4.4: Template code for all RCU-HTM implementations.
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4.4 Correctness

In this section we discuss the correctness of the RCU-HTM synchronization mechanism. We
use the well-known correctness condition of linearizability [HW90] and define the linearization
point for each operation, i.e., the point at which the operation’s modifications become visible to
other threads. The linearization points of the RCU-HTM technique are similar for any type of
search tree that is applied to, constituting one more advantage relative to other synchronization
mechanisms that may require a different lengthy correctness proof for different search trees.
The only thing a programmer who implements an RCU-HTM search tree needs to do, is to make
sure that all the necessary pointers have been added in the validation set. We focus on the AVL
example given in Section [£.5 but the same correctness reasoning stands for any RCU-HTM search

tree.

Lookup operation. The reasoning about the linearizability of lookup in RCU-HTM is identi-
cal to other RCU-based implementations [AA14, HW14]. In all RCU-based algorithms, including
RCU-HTM, updaters commit their copies by modifying a single memory location, i.e., the ap-
propriate child pointer of the connection point. Since single-word reads and writes are atomic,
readers observe either the old or the new version of the data structure. Moreover, because RCU-

HTM avoids performing any rotations directly on the tree, traversals never follow a wrong path.

RCU-HTM lookups are identical to those of the serial version of the tree. A lookup operation
that observes an empty tree is linearized at the point where the root of the tree is read as NULL.
When the tree is not empty, the linearization point is at at the point when we read the appropriate
child of the parent of the leaf node that contains the key. There is a time window between the
read of this child pointer and the point at which the lookup operation returns, during which the
leaf node may have been removed from the tree by some concurrent insertion or deletion. Even
then, however, the lookup is safely linearized before this update operation.

Update operations. We can easily prove the correctness of the update operations if we
consider the main three characteristics of RCU-HTM design. First, HTM guarantees that all op-
erations enclosed inside a transaction are executed atomically, i.e., the validation and installation
of the modified copy in the shared tree (lines 6371 of validate_and_install_copy() in Listing §.4)
can be seen as one indistinguishable operation, which greatly facilitates our proof. Second, when
an updater resorts to the fallback path with the updaters’ lock (due to multiple consecutive failed
transactional attempts), no other updater executes concurrently. This is guaranteed by lines 61
and 65 of validate_and_install_copy(). At line 61, an updater waits until the updaters’ lock is
released before starting a transaction, and at line 65, the updaters’ lock is checked and, if it is
locked, the transaction immediately aborts. By reading the value of the updaters’ lock at line
65, we add it in the transaction’s read-set in order to trigger a conflict abort, in case another

updater acquires the updaters’ lock during the transaction’s lifetime. Such a conflict abort will
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cause any updater that executes a transaction to retry from line 60 and will consequently spin at
line 61 until the updaters’ lock is released. Third, operations executed by one thread can never
be observed by other threads “half-done”, i.e., a thread will never read a node which is being
concurrently rotated. This is true because updaters install their copies by changing a single child
pointer and the modification of a single memory word is atomic. Thus, a thread will see either
the whole result of another operation (i.e., the whole modified subtree copy) or nothing (i.e., it
will read the old version of the subtree). This allows RCU-HTM to avoid problematic situations
in the asynchronized reverse traversal performed by updaters. During this reverse traversal, an
updater may observe a different tree than the version it observed during the root to leaf traversal.
Despite this inconsistent view of the tree, the updater will safely proceed (e.g., without causing a
segmentation fault due to reading a stale sibling pointer) to the validation step, which will then
fail and cause the updater to restart its operation.

Unsuccessful update operations (i.e., inserts that find the key in the tree and deletes that do
not find it) do not modify the tree structure and are linearized similarly to a lookup operation,
i.e., at the point when the node containing the searched key is read. Successful update operations
(i.e., inserts that do not find the key in the tree and deletes that do find it) modify the tree and are
linearized in one of two points depending on whether they managed to complete their operation
using transactions or resorted to the fallback path. As already mentioned, an updater that resorts
to the fallback path by acquiring the updaters’ lock does not allow concurrent updaters and its
operation is linearized at the time when the lock is acquired, i.e., inside the insert() in Listing .4
atline 33. An updater that executes the common transactional path runs concurrently with other
updaters; however, since HTM guarantees that all the accesses inside a transaction are atomic,
these update operations are linearized at line 72 of Listing f.4, when a hardware transaction

commiits installing the private copy of the operation in the tree.

4.5 RCU-HTM Search Tree Examples

In this section we present two example implementations of RCU-HTM based trees. The first is
an internal AVL binary search tree and the second one is a B+-tree. The full C++ code of the two

search trees along with all the other RCU-HTM trees can be found in our library’s github repo fi

4.5.1 Example 1: Internal AVL binary search tree

The code for the internal AVL binary search tree is presented in Listing .5,
Traverse_with_stack() follows the classic tree traversal procedure with the only addition that

we store the traversed nodes in the stack array as well as the direction that was taken on each

thttps://www.github.com/jimsiak/concurrent-maps-cpp
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node (i.e., left or right child pointer) in the stack_indexes array. stack_top indicates the length of
the traversal path.

Install_copy() is also very simple. It just checks whether connection_point is NULL. If this is
the case, the root of the tree needs to be updated to point to the private copy. Otherwise, the
private copy is attached as the appropriate child of the node that is the connection_point.

Validate_copy() performs the validation of the nodes to be replaced. The validation in our
implementation is split in two phases. In the first one in lines 44-50 we validate that the access
path of the operation has not been modified. This ensures that no other concurrent operation
has in the meanwhile removed any of the nodes in this path. The second validation in lines
52-59 ensures that all the nodes that have been added in the validation set have also remained
unmodified. We implement the validation set as a simple statically sized hash table, with HT LEN
buckets each of a predefined size. For all our search trees we found that a hash table with 16 64-
length buckets suffices. Each thread has its own hash table which is stored as the htfield of a per
thread global structure called tdata.

Insert_with_copy() proceeds in the following way. It initiates the private copy with a new
node that contains the key-value pair (lines 70-73). It then traverses the tree in the opposite
direction (i.e., from the reached node up to the root) to perform the appropriate rebalancing
actions. At each step of this reverse traversal, it copies the current node and attaches this copy
to the private copy (lines 90-98). Then it performs any necessary rotation on the private copy
(lines 115-139). The reverse traversal ends in three cases: a) when it reached the root of the tree
(lines 83-84), b) when it encounters a node whose height has not been updated (lines 86-88),
and, ¢) when a rotation has been performed which means that no further rebalancing is required
(lines 126 and 138). When the operation is finished privcopy points to the new modified version
of the affected part of the tree.

V traverse_with_stack(K& key, void **stack, int *stack_indexes, int *stack_top)

node_t *parent, *leaf;
node_t **node_stack = (node_t **)stack;

parent = NULL;
leaf = root;
*stack_top = -1;

while (leaf) {
node_stack[++(*stack_top)] = leaf;
stack_indexes[*stack_top] = (key <= leaf->key) ? 0 : 1;

if (leaf->key == key) break;

parent = leaf;

leaf = (key < leaf->key) ? leaf->left : leaf->right;
}

if (*stack_top >= 0 && node_stack[*stack_top]->key == key)
return node_stack[*stack_top]->value;

else
return NO_VALUE;

}
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25 void install_copy(void *connpoint, wvoid *privcopy, int *stack_indexes,
26 {

27 node_t *connection_point = (node_t *)connpoint;

28 node_t *tree_copy_root = (node_t *)privcopy;

29 if (connection_point == NULL) {

30 root = tree_copy_root;

31 } else {

32 int index = stack_indexes[connpoint_stack_index];

33 if (index == 0) connection_point->left = tree_copy_root;
34 else connection_point->right = tree_copy_root;
35 )

36

37 }

38

39 void validate_copy(wvoid **stack, int *stack_indexes, int stack_top)
40 {

41 node_t **node_stack = (node_t **)stack;
42 node_t *nl1, *n2;

int connpoint_stack_index)

43

44 for (int i=0; i < stack_top; i++) {

45 nl = node_stack[i];

46 int index = stack_indexes[i];

47 n2 = (node_t *)((index == 0) ? nl->left : nl->right);
48 if (n2 != node_stack[i+1])

49 TX_ABORT (ABORT_VALIDATION_FAILURE) ;

50 )}

51

52 for (int i=0; i < HT_LEN; i++) {

53 for (int j=0; j < tdata->ht->bucket_next_index[i]; j+=2) {
54 node_t **np = (node_t **)tdata->ht->entries[i][j];
55 node_t *n = (node_t *)tdata->ht->entries[i][j+1];
56 if (*np != n)

57 TX_ABORT (ABORT_VALIDATION_FAILURE) ;

58 3

59 )}

60

61 }

62

63 void *insert_with_copy(K& key, V& value, void **stack,

64 int *stack_indexes, int stack_top, wvoid **privcopy,
65 int *connpoint_stack_index)

66 {

67 node_t *tree_copy_root, *connection_point;
68 node_t **node_stack = (node_t **)stack;

70  //> Start the tree copying with the new node.

71 tree_copy_root = new node_t(key, value);

72 *connpoint_stack_index = stack_top;

73 connection_point = stack_top >= 0 ? node_stack[stack_top--] : NULL;

75 //> Empty tree case
76  if (stack_top < 0) {

77 *privcopy = (void *)tree_copy_root;

78 return (void *)connection_point;

79}

80

81 while (stack_top >= -1) {

82 //> If we've reached and passed root return.

83 if (!connection_point)

84 break;

85

86 //> If no height change occurs we can break.

87 if (tree_copy_root->height + 1 <= connection_point->height)
88 break;

89

90 //> Copy the current node and link it to the local copy.

91 node_t *curr_cp = node_new_copy(connection_point);

92 ht_insert(tdata->ht, &connection_point->left, curr_cp->left);
93 ht_insert(tdata->ht, &connection_point->right, curr_cp->right);
94

95 curr_cp->height = tree_copy_root->height + 1;
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96

97 else curr_cp->right = tree_copy_root;

98 tree_copy_root = curr_cp;

99

100 // Move one level up

101 *connpoint_stack_index = stack_top;

102 connection_point = stack_top >= 0 ? node_stack[stack_top--] : NULL;
103

104 // Get current node's balance

105 node_t *sibling;

106 int curr_balance;

107 if (key < curr_cp->key) {

108 sibling = curr_cp->right;

109 curr_balance = node_height(curr_cp->left) - node_height(sibling);
110 } else {

111 sibling = curr_cp->left;

112 curr_balance = node_height(sibling) - node_height (curr_cp->right);
113 }

114

115 if (curr_balance == 2) {

116 int balance2 = node_balance(tree_copy_root->left);

117

118 if (balance2 == 1) { // LEFT-LEFT case

119 tree_copy_root = rotate_right(tree_copy_root);

120 } else if (balance2 == -1) { // LEFT-RIGHT case

121 tree_copy_root->left = rotate_left(tree_copy_root->left);
122 tree_copy_root = rotate_right(tree_copy_root);

123 } else {

124 assert(0);

125 }

126 break;

127 } else if (curr_balance == -2) {

128 int balance2 = node_balance(tree_copy_root->right);

129

130 if (balance2 == -1) { // RIGHT-RIGHT case

131 tree_copy_root = rotate_left(tree_copy_root);

132 } else if (balance2 == 1) { // RIGHT-LEFT case

133 tree_copy_root->right = rotate_right(tree_copy_root->right);
134 tree_copy_root = rotate_left(tree_copy_root);

135 } else {

136 assert(0);

137 }

138 break;

139 }

140 3}

141

142 *privcopy = (void *)tree_copy_root;

if (key < curr_cp->key) curr_cp->left = tree_copy_root;

143 return (void *)connection_point;

144 }

Listing 4.5: The methods necessary to apply RCU-HTM for an internal AVL binary search tree.

The remove_with_copy() method is implemented in a similar fashion to insert_with_copy() and

we omit it here for brevity.

4.5.2 Example 2: B+-tree

The code for the B+-tree is presented in Listing .. Install_copy() and validate_copy()are identical

to the respective methods in the internal AVL trees. In fact, these two methods could be part of
the generic code of RCU-HTM, instead of being search tree specific. However, the RCU-HTM base

class would then need to be aware of the internal structure of the node of the search tree it is
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applied to. Therefore, to keep the RCU-HTM base class as generic as possible, we leave these two
methods in the implementation of each different search tree.

Similarly to the internal AVL tree, traverse_with_stack() here follows the classic B+-tree
traversal procedure; the only addition is that we store the traversed nodes in the stack array
together with the direction that was taken on each node (i.e., the index of the child that was
chosen on each node) in the stack_indexes array. stack_top indicates the length of the traversal
path.

In the B+-tree, insert_with_copy() is simpler than the one in the AVL case, because here re-
balancing is done only when a node is full. This method performs a reverse traversal of the tree
until it either reaches the root (lines 76-83) or encounters a node where splitting is not necessary
(lines 97-102). While reverse traversing the tree, the appropriate nodes are copied and attached
to the private copy (lines 88-92).

V traverse_with_stack(K& key, void **stack, int *stack_indexes, int *stack_top)
{

node_t **node_stack = (node_t **)stack;

int index;

node_t *n;

*stack_top = -1;

n = root;

if (!n) return NO_VALUE;

while (!n->leaf) {

index = n->search(key);

node_stack[++(*stack_top)] = n;

stack_indexes[*stack_top] = index;

n = (node_t *)n->children[index];

}

index = n->search(key);

node_stack[++(*stack_top)] = n; stack_indexes[*stack_top] = index;

if (*stack_top >= 0 && index < n->no_keys && n->keys[index] == key)
return (V)n->children[index+1];

else

return NO_VALUE;

}

void install_copy(void *connpoint, woid "privcopy, int *stack_indexes, int connpoint_stack_index)

{

node_t *connection_point = (node_t *)connpoint;

node_t *tree_copy_root = (node_t *)privcopy;

if (connection_point == NULL) {
root = tree_copy_root;

} else {
int index = stack_indexes[connpoint_stack_index];
connpoint->children[index] = tree_copy_root;

3
}

void validate_copy(void **stack, int *stack_indexes, int stack_top)
{

node_t **node_stack = (node_t **)stack;

node_t *nl1, *n2;

for (int i=0; i < stack_top; i++) {
nl = node_stack[i];
int index = stack_indexes[i];
n2 = (node_t *)nl->children[index];
if (n2 != node_stack[i+1])
TX_ABORT (ABORT_VALIDATION_FAILURE) ;
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49 3

50

51 for (int i=0; i < HT_LEN; i++) {

52 for (int j=0; j < tdata->ht->bucket_next_index[i]; j+=2) {
53 node_t **np = (node_t **)tdata->ht->entries[i][]j];

54 node_t *n = (node_t *)tdata->ht->entries[i][j+1];

55 if (*np != n)

56 TX_ABORT (ABORT_VALIDATION_FAILURE) ;

57 }

58 )}

59 }

60

61 void *insert_with_copy(K& key, V& val, wvoid **stack,

62 int *stack_indexes, int stack_top, wvoid **privcopy,
63 int *connpoint_stack_index)

64 {

65 node_t **tree_copy_root = (node_t **)privcopy;

66 node_t **node_stack = (node_t **)stack;

67

68 node_t *cur = NULL, *cur_cp = NULL, *cur_cp_prev;
69 node_t *connection_point;

70 int index, 1i;

71 K key_to_add = key;

72 void *ptr_to_add = val;

73

74 while (1) {

75 //> We surpassed the root. New root needs to be created.
76 if (stack_top < 0) {

77 node_t *new_node = new node_t();

78 new_node->insert_index (0, key_to_add, ptr_to_add);

79 new_node->children[0] = cur_cp;

80 *tree_copy_root = new_node;

81 break;

82 }

83

84 cur = node_stack[stack_top];

85 index = stack_indexes[stack_top];

86

87 //> Copy current node

88 cur_cp_prev = cur_cp;

89 cur_cp = cur->copy();

90 for (i=0; i <= cur_cp->no_keys; i++)

91 ht_insert(tdata->ht, &cur->children[i], cur_cp->children[i]);
92

93 //> Connect copied node with the rest of the copied tree.
94 if (cur_cp_prev) cur_cp->children[index] = cur_cp_prev;
95

96 //> No split required.

97 if (cur_cp->no_keys < 2 * BTREE_NODE_DEGREE) {

98 cur_cp->insert_index(index, key_to_add, ptr_to_add);
99 *tree_copy_root = cur_cp;

100 break;

101 }

102

103 ptr_to_add = cur_cp->split(key_to_add, ptr_to_add, index, &key_to_add);
104

105 stack_top--;

106}

107

108 *connpoint_stack_index = stack_top - 1;

109 connection_point = stack_top <= 0 ? NULL : node_stack[stack_top-1];
110 return (wvoid *)connection_point;
111 }

Listing 4.6: The methods necessary to apply RCU-HTM for a B+-tree. The remove_with_copy()

method is implemented in a similar fashion to insert_with_copy() and we omit it here for brevity.
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4.6 Memory Reclamation

Several approaches have been proposed to reclaim the memory used by concurrent data struc-
tures that allow optimistic readers, i.e., where concurrent threads read parts of the data structure
which may have been deleted by other threads in the meanwhile [MS98, Mic02, Fra04, HLMMO05,
HMBW07, Bro15, BGHZ16, WIC " 18]. This is a challenging task which is typically considered or-
thogonal to the research around concurrent data structures and is usually omitted from related
work. However, since RCU-HTM stresses memory with its node copies, we augment our ap-
proach with memory reclamation to validate that any benefit from RCU-HTM is not cancelled by
excessive memory use. In this section we explain how an epoch-based reclamation scheme can
be integrated with RCU-HTM without compromising its high performance, as our experimental

results validate.

More specifically, we integrate DEBRA [Bro15], a state-of-the-art epoch-based reclamation
technique with low overhead. Alternative techniques like EBR [Fra04], QSBR [MS98], QSense
[BGHZ16] and IBR [WICT 18] can also be integrated to RCU-HTM. In future work we intend
to integrate and evaluate these techniques as well. To make this work more self-contained, we
describe the necessary concepts of DEBRA herein. DEBRA defines four operations: leaveQstate(),
enterQstate(), retire() and isQuiescent(). leaveQstate() is invoked before the execution of each tree
operation and enterQstate() at the end of the operation. These two function invocations define
the end and start of a thread’s quiescent period respectively. A thread tis quiescent when it does
not execute some tree operation, thus not accessing any tree nodes. In DEBRA each thread has

a quiescent bit which indicates whether the thread is in a quiescent state or not.

An epoch is defined as a time window during which each and every thread has been in a
quiescent state at least once. To keep track of epochs, DEBRA has a global variable which stores
the current epoch number e. Whenever a thread leaves a quiescent state, it reads e and stores it
in a local variable. Next, it attempts to determine whether the global epoch e can be advanced,
which is the case if each thread is in a quiescent state or its locally stored epoch is less than
or equal to e. Thread ¢ incrementally checks all the other threads, amortizing the cost over n
leaveQstate() invocations. A local variable checked keeps track of the number of threads that ¢
has already checked and once all threads are checked, thread t performs a CAS to increment the

current epoch.

To remove a node from the tree, a thread t invokes the retire() function. Each thread has three
private bags of nodes that have been recently removed from the tree. At any point, one of these
bags is the currentBag and whenever ¢ removes a node from the tree, it adds it to the currentBag.
When ¢ observes an epoch change (i.e., its locally stored epoch is less than the global one) it

changes its currentBag to the oldest of the three bags. The previous contents of this bag can
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be freed to the operating system since it is guaranteed that no other thread holds references on
them. More details about the correctness of DEBRA can be found in the original paper [Bro15].

The bags of tree nodes that each thread occupies are implemented as singly-linked lists of
blocks. Each block contains up to B pointers to tree nodes and a next pointer that points to its
successive block in the list. In our experiments we have set B to 256 as also indicated by the
authors in the paper [Bro15]. Moreover, each thread has a private allocation bag which is used
for allocating tree nodes. When the contents of a reclamation bag are safe to be freed (i.e., when
the epoch has advanced) we move all its blocks to the allocation bag to allow the nodes that
they include to be re-used. If the allocation bag exceeds a threshold we free its contents. In our
experiments we have set this threshold to 6MB per thread. When allocating a tree node, if the

allocation bag is empty we allocate more memory from the operating system.



CHAPTER 5

Experimental Evaluation

5.1 Experimental Setup

We conduct all our experiments on an Intel Broadwell-EP server with an Intel Xeon E5-2699 v4
processor with 22 physical cores and 44 hardware threads. We set the processor to run at a fixed
frequency of 2.2GHz with TurboBoost mode disabled. Each core has private 32KB L1 and 256KB
L2 caches, while a 56MB L3 cache is shared by all cores. The server has 256GB of RAM running
at 2134MHz. The OS is Debian 8.3 with kernel version 4.7.0. In order to manage hardware
transactions, we use the processor’s transactional synchronization extensions (TSX) fl. We only
use the restricted transactional memory (RTM) mode of TSX, which provides more flexibility

and allows us to retry a transaction a number of times before resorting to the non-transactional
fallback path.

5.2 Search Tree Implementations

Our library of search trees includes several implementations which can be found in the author’s
github page . We use 9 serial search trees as our baseline, which are shown in Table .1, and we

implement concurrent versions of them using the aforementioned synchronization mechanisms,

thttps://en.wikipedia.org/wiki/Transactional Synchronization Extensions
https://www.github.com/jimsiak/concurrent-maps-cpp
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] Serial Search Trees ‘

# | Name Node Type Balancing Type

1 | btree B-tree Yes External

2 | abtree B-tree Relaxed External

3 | bst-unb-int Binary Unbalanced Internal

4 | bst-unb-pext Binary Unbalanced | Partially External
5 | bst-unb-ext Binary Unbalanced External

6 | bst-avl-int Binary AVL Internal

7 | bst-avl-pext Binary AVL Partially External
8 | bst-avl-ext Binary AVL External

9 | treap Binary internal / Fat leaves | Unbalanced External

Table 5.1: Baseline serial search trees used in our experimental evaluation.

including RCU-HTM. The full list of concurrent search trees used in our experiments are pre-
sented in Table p.4. Coarse-grained locking and HTM mechanisms are applied on all the serial
implementations. The same is true for RCU with coarse-grained locking and for our RCU-HTM
mechanism, yet we do not include the RCU-HTM treap in our evaluation since it does not provide

any additional useful insights.

5.3 Benchmarks

We use three benchmarks; one artificial microbenchmark and two macrobenchmarks which re-
semble the way that concurrent search trees are used as indexes on database systems. For all

benchmarks the following are true:

« We pin each software thread on a dedicated hardware thread in such a way as to first
utilize all the physical cores of the machine, i.e., up to 22 threads, and only for more than

22 threads we utilize the processor’s hyperthreads.

« We validate that the tree structure is in a consistent state, after the end of any benchmark
execution, by checking first that the keys are ordered properly and then performing any
other appropriate structural checks depending on the type of the tree (e.g., in an AVL tree
we check whether the AVL variants still hold for every node). Moreover, we validate that
the number of elements in the tree is correct given the total number of insertions and

deletions that were performed.

« We use the scalable memory allocator call jemalloc [] since the standard libc memory allo-

cator does not perform well under multi-threaded workloads.

Shttp://jemalloc.net/
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Name #serial \ Node Type \ Balancing \ Type
Coarse-grained Locking
One version for each serial search tree.
Contention-Adapting Locking
bst-unb-int-ca-locks 3 Binary Unbalanced Internal
bst-unb-pext-ca-locks 4 Binary Unbalanced | Partially External
bst-unb-ext-ca-locks 5 Binary Unbalanced External
treap-ca-locks [SW15] 9 Binary internal / Fat leaves | Unbalanced External
Fine-grained Locking

bst-unb-hohlocks 5 Binary Unbalanced External
avl-int-drachsler [DVY14] 6 Binary Relaxed AVL Internal
avi-pext-bronson [BCCO10] 7 Binary Relaxed AVL | Partially External
avl-pext-cf [CGR13] 7 Binary Relaxed AVL | Partially External

Lock-Free
abtree-llxscx [Bro17] 2 B-tree Relaxed External
ist-brown [BPA2(] 2 B-tree Relaxed External
bst-ext-natarajan [NM14] 5 Binary Unbalanced External

| bst-ext-ellen [EFRvB10] 5 Binary Unbalanced External
bst-ext-llxscx [Bro17] 5 Binary Unbalanced External
RCU with coarse-grained locks
One version for each serial search tree, except from 9.
RCU with fine-grained locks
reu-fgl [[AA14] 3 \ Binary \ Unbalanced Internal
Coarse-grained HTM
One version for each serial search tree.
3-Path HTM

abtree-3path [Bro17|] 2 B-tree Relaxed External
bst-ext-3path [Bro17] 5 Binary Unbalanced External

COP-HTM
avl-int-cop [AK14] 6 Binary AVL Internal
avi-ext-cop [AK14] 8 Binary AVL External

RCU-HTM

One version for each serial search tree, except from 9.

Table 5.2: Concurrent serial search trees used in our experimental evaluation. We also exper-
imented with coarse-grained locking trees with reader-writer locks, but the results were very
similar to when using a spinlock. In total, our evaluation includes 52 concurrent search trees.

+ We perform no memory reclamation during our experiments, similarly to prior work [[AA14,
NM14, Bro17] on concurrent data structures. In Section @ we evalute the performance of

our RCU-HTM trees when an epoch-based memory reclamation scheme is applied.

« We run every experiment in our evaluation 10 independent times and report the geometric

mean. We did not observe a significant variance for any of our experiments.
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l Microbenchmark parameters |

Parameter Values

Size of keys 8, 64 and 256 bytes

Number of keys in the tree 100, 1K, 10K, 1M, 10M keys

Mix ofoperations 100-0-0, 90-5-5, 80-10-10, 50-25-25, 20-40-40, 0-50-50
Number of threads 1,2, 4, 8,16, 22, 44

Total execution scenarios | 3% 56 * 7 = 630

Table 5.3: The parameters of our artificial microbenchmark. In the operations mix parameter,
l-i-r indicates percentage of lookup(), insert() and remove() operations respectively.

5.3.1 Microbenchmark

We have implemented an artificial microbenchmark to evaluate the performance and scalabil-
ity of the concurrent search trees using various configurations of key size, number of keys in
the tree, mix of operations and number of threads, for a total of 630 different execution scenar-
ios for each search tree. The various configurations of these parameters are given in Table 5.3,
Although this is not a real-life benchmark, it allows the analysis and evaluation of the different
search trees under various execution scenarios and is a benchmark that is very commonly used in
related work on concurrent data structures [BCCO10, Bro17, AM15]. The benchmark execution

comprises the following:

« A warmup phase, during which a single thread inserts random keys into the tree until it
is filled with half of the keys of the key range. Since, in all our operation mixes, insert and
remove operations are performed with the same probability, the size of the tree does not

significantly fluctuate during our executions.

+ An execution phase, during which we spawn the worker threads, which repeatedly per-
form lookup, insert or remove operations with randomly selected keys. The execution
phase lasts for a predefined time duration, which we currently set to 5 seconds. We have

validated that longer time durations produce similar results.

5.3.2 TPC-C

TPC-C is a realistic on-line transaction processing (OLTP) benchmark fl. It simulates the oper-
ation of an order-entry system where a population of terminal operators executes transactions
against a database. These transactions include entering and delivering orders, recording pay-
ments, checking the status of orders, and monitoring the level of stock at the warehouses. We
use the TPC-C implementation of the DBx1000 database management system [YBPT14] f| and

have modified their code to use our concurrent search trees as index to the tables.

‘http://www.tpc.org/tpcc/
https://github.com/yxymit/DBx1000
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l TPC-C tables and indexes |

Table Name | Index Name #elements Access pattern

Warehouse WAREHOUSE_IDX W Read-only

District DISTRICT_IDX W %10 Read-only

Customer CUSTOMER_ID_IDX W x 30K Read-only
CUSTOMER_LAST_IDX W x 30K Read-only

Item ITEM_IDX 100K Read-only

Stock STOCK_IDX W x 100K Read-only

Order-line ORDERLINE_IDX > W % 300K | Insert-only
ORDERLINE WD _IDX > W % 300K | Insert-only

Order ORDER_IDX > W 30K Insert-only

New-order NEWORDER_IDX - Unused

History - - Unused

| TPC-C transactions

Transaction | Index accesses Transaction Index accesses
read from WAREHOUSE_IDX read from WAREHOUSE_IDX
read from DISTRICT_IDX read from CUSTOMER_ID_IDX
read from CUSTOMER_ID_IDX read from DISTRICT IDX

or for 10-15 times:
Payment read from CUSTOMER_LAST IDX | NewOrder read from ITEM_IDX

read from STOCK_IDX

insert into ORDER_IDX

insert into ORDERLINE_IDX
insert into ORDERLINE_ WD _IDX

Table 5.4: The tables with their respective indexes and the transactions executed in the TPC-C
benchmark. In our experiments we set W to 10.

The database consists of 9 tables for which 10 indexes are created. The complete list of tables,
indexes and the transactions that are executed in our implementation are presented in Table .4,
This is a very insightfull benchmark for our experimental evaluation for two reasons; first, it
is a classic database benchmark and closely resembles a real-life application, and, second, the
different access patterns and sizes of the indexes represent different kind of workloads for the

underlying data structure.

5.3.3 YCSB

The Yahoo! Cloud Serving Benchmark (YCSB) f| is a benchmark that represents a single table
database with a single index on top of it. The information about the table, the index and the
executed transactions is given in Table b.5. YCSB includes a single transaction which executes
only lookups in the index, so it does not provide much additional insights in our evaluation,
however we included it since it is a very commonly used benchmark. Similarly to TPC-C, we

use the YCSB implementations of the DBx1000 database management system [YBP™14].

https://en.wikipedia.org/wiki/YCSB
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l YCSB tables and indexes |

Table Name Index Name #elements | Access pattern
MAIN_TABLE MAIN_INDEX | 24M Read-only

‘ YCSB transactions |

Transaction Index accesses

for 16 times:

Read-only Transaction read from MAIN INDEX

Table 5.5: The tables with their respective indexes and the transactions executed in the YCSB
benchmark.

5.4 Experimental Results: Microbenchmark

The microbenchmark allows us to evaluate the concurrent search trees under several different
execution scenarios using various combinations of the four parameters, namely, the size of the
keys, the number of keys in the tree, the mix of operations and the number of concurrent threads.

We analyze our results in two directions. The first one evaluates RCU-HTM when the un-
derlying baseline serial search tree is predefined. The aim of this kind of evaluation is to assess
whether RCU-HTM can provide a concurrent version of any type of search tree without incurring
high overheads when compared to the other synchronization mechanisms that can be applied to
the specific serial search tree. The second direction evaluates whether RCU-HTM provides high
performance on each and every one of the execution scenarios under consideration. Given that
RCU-HTM can be relatively easily applied to all search trees, our aim is to validate that, for every
execution scenario, there is at least one RCU-HTM based search tree that performs better, or at

least very close to, the other alternatives.

5.4.1 Evaluation of RCU-HTM with a predefined baseline serial search tree

We aim to show that RCU-HTM is a competitive synchronization mechanism regardless of the
baseline serial search tree on which it is applied. This, in tandem with the simplicity of applying
RCU-HTM on different search trees, makes RCU-HTM, to the best of our knowledge, the first
synchronization mechanism that is widely applicable and at the same time highly efficient.

To compare RCU-HTM with the other synchronization mechanisms, we find the maximum
achieved throughput, for each execution point and for each baseline serial data structure, and
normalize all other throughputs to this maximum. This gives us a percentage of how close to the
best each implementation performs. Figure b.1 presents the results in boxplots which summarize
multiple execution scenarios.

B+-trees. Regarding B+-trees we have 5 concurrent implementations, three that use coarse-
grained locking and HTM synchronization, one with RCU-SGL and one with RCU-HTM. In this

case, RCU-HTM provides the most stable performance and in the majority of executions its
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Figure 5.1: Evaluation of the synchronization mechanisms when applied to a specific baseline
serial search tree. For each execution scenario we find the synchronization mechanism with the
highest throughput and use it to normalize the rest throughputs. This way, the y axis shows the
percentage difference of the throughput of each synchronization compared to the best achieved
throughput for the specific serial search tree and execution scenario. Every boxplot include 630
execution scenarios.

throughput is more than 80% close to the best one achieved. There are some outliers where RCU-
HTM is up to 40% close to the best; all these outlier points are executions with a small number of
threads, i.e., one or two threads, where RCU-HTM performs worse that the coarse-grained imple-
mentations due to the overheads of copying nodes and validating the private copies. However,
for more than two threads RCU-HTM allows more concurrency than coarse-grained B+-trees and

outperforms them.

(a-b)-trees. In the case of (a-b)-trees we have more synchronization mechanisms that can
be applied. Apart from the coarse-grained implementations, we also have three lock-free ap-
proaches by Brown et. al [Bro17, BPA2(]. In this case, RCU-HTM implementations perform
between 33%-100% relative to the best implementation at each execution point. Similarly to B+-
trees the cases where RCU-HTM performs much worse than the other implementations is in cases

with a small number of threads.
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Unbalanced binary search trees. When applied to unbalanced versions of binary search
trees RCU-HTM is highly performant and competitive with other synchronization mechanisms
in most of the execution scenarios. The three versions of RCU-HTM based binary search trees
(i.e., internal, partially-external and external) have throughput more than 70% in the 75% of the
cases.

AVL binary search trees. In all versions of AVL binary search trees (i.e., internal, partially-
external, external) RCU-HTM implementations are clearly among the best ones on the vast ma-
jority of execution points. In the internal version RCU-HTM is 40%-100% close to the best one,
however, in the majority of executions it is more than 70% close. The same is true for partially-
external versions. In the external AVL trees RCU-HTM performs even better, achieving perfor-
mance more than 90% close to the best one in the majority of execution scenarios.

Overall RCU-HTM evaluation. Overall, RCU-HTM is a competitive synchronization mech-
anism for each and every baseline serial data structure. Other synchronization mechanisms
either fail to provide robust performance over all the different execution scenarios (i.e., coarse-
grained synchronization mechanisms) or are limited to specific serial data structures and are hard
to be implemented (i.e., fine-grained synchronization mechanisms). RCU-HTM is a solution that
is both applicable to any serial search tree and also maintains high performance on all execution

scenarios.

5.4.2 Overall scalability evaluation of RCU-HTM

In the previous section we compared RCU-HTM with the other synchronization mechanisms
when the baseline serial data structure was predefined. In this section we perform an overall
scalability evaluation to show that by exploiting RCU-HTM, we can provide an efficient concur-
rent search for every execution scenario.

Figures b.4 and b.3 present the performance of the five best performing search trees for differ-
ent combinations of the size of key, number of keys in the tree and operations mix. We omit some
of the plots for brevity as they do not provide any additional insights. As all search trees scale at
least up to 22 threads, we nominate as best performing implementations those that exhibit the

highest throughput for 22 threads. We make the following observations:

1 RCU-HTM is among the five best performing trees in the majority of cases. No other compet-
itive concurrent search tree or other synchronization mechanism is more consistently among
the top five implementations. The only cases where RCU-HTM is not among the best imple-
mentations are in the 64 byte keys with 0% lookups. In these situations the size of nodes is
increased and copying such large nodes slows down the performance of RCU-HTM. However,
since keys are immutable in RCU-HTM, it is possible to avoid storing the keys in the node, by

storing pointers to these keys. This way, we can decrease the size of the node and avoid the
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Figure 5.2: Scalability evaluation of concurrent search trees with 8 bytes key size. Each plot
includes the five best performing search trees. The rows represent different tree sizes and the
columns different mix of operations. Notice the differences in the y-axis range between the
figures.
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Figure 5.3: Scalability evaluation of concurrent search trees with 64 bytes key size. Each plot
includes the five best performing search trees. The rows represent different tree sizes and the
columns different mix of operations. Notice the differences in the y-axis range between the
figures.
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overheads of copying the whole keys. Some preliminary experiments have shown that this

can greatly reduce these performance overheads.

2 In read-only scenarios, with 100% lookup operations, RCU-HTM either provides the best per-

formance or very close to it. Only in the cases with 64 bytes keys for 1M and 10M keys it

is somewhat slower than ist-brown. The reason for this is that ist-brown uses interpolation

search inside the nodes, and thus performs fewer key comparisons on average. It is trivial

to use interpolation search in our RCU-HTM trees and we indeed tried this and got similar

throughput to ist-brown. We do not report these results in this thesis since we consider such
kind of optimizations orthogonal to RCU-HTM.

3 Inread-write scenarios, RCU-HTM maintains its very high performance. In the five cases with

64 bytes keys and 0% lookups where it is not among the top five implementations, it still

is competitive and performs at least 60% close to the best implementations in all execution

scenarios.

Overall, our scalability results validate that for every execution scenario we can exploit

RCU-HTM and implement a concurrent search tree with very high performance. This makes

RCU-HTM, to the best of our knowledge, the first synchronization mechanism that manages to

combine programmability/applicability with high performance for a wide spectrum of execution

scenarios.
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Figure 5.4: Performance of concurrent B+-trees and (a-b)-trees for YCSB and TPC-C benchmarks.

5.5 Experimental Results: TPC-C and YCSB

In this section we evaluate RCU-HTM in two benchmarks that resemble real-life database ap-

plications and are widely used for the evaluation of database management systems. In both
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benchmarks the keys that are stored in the trees are 8 bytes long. Figure 5.4 presents the perfor-
mance of lock-free and RCU-HTM based B+-trees and (a-b)-trees since these are the best ones in

both benchmarks.

In YCSB, where only lookups are performed in a search tree that contains 25M keys, ist-
brown performs slightly better than RCU-HTM B+-tree thanks to the interpolation search that
we described earlier. However, even without the interpolation search optimization, RCU-HTM
B+-tree achieves a throughput of 60 Mops/sec, very close to the 64 Mops/sec of ist-brown. The

results in YCSB are similar to those in the microbenchmark, in the case of 10M trees and 100%

lookups.
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Figure 5.5: Scalability of concurrent B+-trees and (a-b)-trees for each index of the TPC-C bench-
mark.

In TPC-C, which uses 9 search trees with different sizes and mix of operations, the RCU-HTM
B+-tree provides the highest throughput. The more complex access pattern of TPC-C requires a
search tree that consistently provides high performance across various tree sizes and mix of oper-
ations. Figure b.9 presents the performance of concurrent B+-trees and (a-b)-trees on each index
of the TPC-C benchmark. RCU-HTM maintains its performance on all indexes, thus leading to
increased high aggregated performance for the whole benchmark. ist-brown, which was the top

performing tree in YCSB, provides high performance on the three large indexes with a read-only
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access pattern (i.e., CUSTOMER_ID_IDX, ITEM_IDX and STOCK_IDX) but its performance de-
grades in small indexes (i.e., WAREHOUSE_IDX, DISTRICT_IDX and CUSTOMER_LAST_IDX)
and in indexes where only insert operations are performed (i.e., ORDERLINE_IDX, ORDER-
LINE_WD_IDX and ORDER_IDX). This performance variation under different access patterns
results in poor aggregated performance.

Overall, the evaluation with YCSB and TPC-C validates that RCU-HTM can be used in real-
life applications and provides high performance for a wide variety of execution scenarios. It is
consistently among the top performing implementations and this results in high performance
even in applications that have multiple search trees with different access pattern for each one,
as was the case for the TPC-C benchmark.

5.6 Experimental Results: Memory Reclamation

In this section we evaluate the performance of RCU-HTM with the DEBRA memory reclamation
scheme integrated. Although, we have applied DEBRA to all RCU-HTM based search trees, we
limit our evaluation here to an internal AVL tree, namely avi-int-rcu-htm as for all other cases
we drew similar conclusions. Figure b.d presents the performance of avl-int-rcu-htm with and
without memory reclamation enabled for three tree sizes and three operation mixes. The two
omitted tree sizes (2K and 2M keys) do not offer any different conclusion. As already mentioned,
each thread occupies up to 6MB of space at any time.

As expected, and visualized by read-only workloads, lookup operations are only slightly af-
fected by the reclamation scheme, since they do not allocate or reclaim any nodes; the only action
they perform is to modify the quiescent bit and, infrequently, increase the global epoch counter.
In the other two workloads, with update operations taking place, the reclamation scheme adds
overhead which reaches up to 30% in the case of 20K keys with 0% lookups. However, as the
figure showcases, in most cases the tree with the memory reclamation scheme enabled performs

very close to the one without it.
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CHAPTER 6

Range Query Operations in RCU-HTM

There has been plenty of research around concurrent maps, however most of the related work
lacks support for range queries (RQs). Only a rather small number of concurrent maps provide
linearizable RQs [Chal7, ASS13, BCCO10, SW16, Win17, BBB™ 17, BA12]. The design and im-
plementation of a concurrent map that supports RQs is challenging due to the difficulty to guar-
antee their correct execution when interleaved with concurrent update operations, i.e., inserts
and deletes. The results of an RQ typically span several parts of the underlying data structure
and the access to all of them needs to use some kind of synchronization, such as locks and/or
atomic operations. Concurrent maps that use fine-grained locking are hard to efficiently support
RQs due to the high overheads of obtaining locks on all the nodes included in the range. Non-
blocking approaches, which use atomic operations such as Compare-And-Swap (CAS), are even
more challenging since the hardware provided atomic operations can only be used to synchro-
nize the access to a very limited number of memory locations, typically one or two. Transactional
memory (TM) [HM93] and Read-Copy-Update (RCU) [MS98] can facilitate the implementation
of RQs, however, they both incur high overheads both on the RQs and on the update operations.

RCU-HTM can be easily extended to support efficient concurrent RQs. In this chapter we
augment an RCU-HTM based B+-tree with support for RQs and show that along with its perfor-
mance benefits, RCU-HTM also greatly facilitates the support for RQs. This is achieved thanks to
the use of node copying for performing the B+-tree modifications and through the use of HTM

that allows multiple memory operations (reads and/or writes) to be performed in a single atomic
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Figure 6.1: Example of a B+-tree. Only a part of the tree is depicted. Gray nodes are the internal
nodes that are used only for directing traversals to the appropriate leaves.

step. With RCU-HTM, updaters work on copies of the affected parts of the underlying data struc-
ture rather than modifying them in place. When their modified copy is ready they install it in
the shared data structure in a single atomic step using an HTM transaction. This allows readers
to proceed safely without using any synchronization. As we show in our work, this also allows
RQs to use an HTM transaction to quickly get a snapshot of the leaf nodes that are to be included
in the RQ’s result.

In a nutshell, an RQ in our RCU-HTM based B+-tree proceeds with the following steps. First,
we traverse the tree until we reach the leaf node that includes the lowest key in the searched
range. Then, we start an HTM transaction, which uses the leaves’ sibling pointers to locate all the
leaves that contain keys inside the range. During this transaction we only store pointers to these
nodes and we do not have to copy them, since the keys of a node in our tree never change (when
a node’s key needs to change a copy is created which replaces the old node). As our evaluation
reveals, apart from their simplicity, RQs in our B+-tree provide high performance even under
workloads with high percentage of update operations. More specifically, we evaluate our B+-
tree implementation under different execution scenarios and against state-of-the-art concurrent
maps that also support RQs. We find that RCU-HTM greatly facilitates the implementation of

linearizable and efficient RQs.

6.1 Background

6.1.1 Range Queries

A range query (RQ) operation in a map data structure returns the set of key-value pairs whose
key is between a range of keys [low K ey, highK ey]. RQs are typically met and are of significant
importance in database and key-value store systems. Maps with RQ support can be implemented
with a wide variety of underlying data structures, such as hash tables, singly-linked lists, skiplists,
binary search trees, B+-trees, etc. Each data structure has different performance characteristics

regarding RQs. Hash tables, for example, achieve low performance because the key-value pairs
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are not kept in sorted order, so an RQ translates into a lookup operation for each and every key
in [lowKey, highK ey]f.

Data structures like lists, skiplists and trees maintain the set of key-value pair in sorted order
and can support simpler and more efficient RQs. Lists and skiplists perform well when the stored
set of key-value pairs is relatively small, but for large sets, trees typically provide higher perfor-
mance due to the lower worst-case performance guarantees. Search trees support RQs either
by performing a breadth-first traversal of the tree or by augmenting each node with a sibling
pointer which leads to the node with the key that is immediately higher than this node’s key and
scanning this chain of sibling pointers starting from the first node with key higher or equal to
lowK ey and ending at the last node with key lower or equal to high K ey. External trees, which
keep the key-value pairs only in the leaves and internal nodes contain only keys to be used for
routing purposes, simplify the addition of sibling pointers since they only need to be added to
the leaves. Moreover, trees with fat nodes, i.e., nodes that contain more than one key-value pairs,

offer an advantage for RQs due to the improved locality of accesses for keys in the same node.

6.1.2 B+-trees

B+-trees are balanced external trees with fat nodes which makes them very good candidates for
implementing a map with RQ support and for this they are used as indexes in several database
management systems and in key-value stores. An example B+-tree is depicted in Figure .1l
B+-trees are external trees; the data is stored in the leaves and the internal nodes contain only
keys and are used for routing the traversals to the appropriate leaves. They support efficient
implementations of the three basic map operations, namely, lookup, insert and delete as well as
very fast and simple RQs. To facilitate RQs, every leaf contains a sibling pointer to reference its
right sibling. RQs start with a traversal to locate the leaf that contains the first key in the range.
Then, it horizontally scans the leaves, using the sibling pointers, until a key that is out of the

requested range is reached.

6.1.3 Concurrent RQs in B+-trees

While RQs in a serial version of a B+-tree are simple, in a concurrent setup the correct imple-
mentation of an RQ is challenging. Concurrent updaters may modify keys that are in the way
of the horizontal scan of the RQ and this may lead to inconsistent execution. An example of an
erroneous execution of two RQs, concurrently with two updates, is given in Figure .. Threads
T1 and T2 perform an RQ for the same range of keys, [32-54]. Threads T3 and T4 insert keys

42 and 53, respectively. T1 and T2 follow the same path of leaves, however, the order in which

'For some key types, e.g., strings, it is not possible to enumerate all the possible keys inside a given range. In these
cases hash tables are incapable of supporting RQs
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T1: rquery(32, 54) T3: insert(42)
T2: rquery(32, 54) T4: insert(53)

range query current set:

T1: {}
T2: {}
// /// \\
[zof1s] [ [—[20[25[27[32[}>[35[a0[ T T}>[ae[s2] [ [}-
T1 T3 T4

T2

@ All threads have reached the appropriate leaves

range query current set:

T1: {32}
T2: {32}
— // T
v e \ N
[zof1s] T [>[20[25[27[32[}>[35[a0[ T [—[ae[s2] [ [}-
T T3 Ta
T

@ T1 and T2 read key 32 and move on to the sibling node

range query current set:
T1: {32, 35, 40}
T2: {32, 35, 40, 42}

— — ~

s O\ N
[to[1s] T [—[20[25]27[32f—[35]40[42] [} >[ae[s2[ | [+

T3 T1 T4
T2

@ T1 reads keys 35 and 40 and moves to the sibling node

@ T3 inserts key 42

@ T2 reads keys 35,40 and 42 and moves to the sibling node

range query current set:
T1: {32, 35, 40, 46, 52, 53}
T2: {32, 35, 40, 42, 46, 52}

o — ~ ~

P e N N
[1o[1s] [ [—{[20]25[27[32]}35]40[«2] [} >[a6[52[53] [}~

T3 T1 T4
T2

@ T2 reads keys 46 and 52 and finishes RQ

@ T4 inserts key 53
T1 reads keys 46, 52, 53

Figure 6.2: A non-linearizable execution of two RQs that run concurrently with two updates.
The two RQ threads observe the two updates in different order. We only show the leaves that
are involved in the four operations.

they read the sibling pointers of each leaf, causes them to observe a different ordering of the
two inserts. RQs that use our proposed approach use an HTM transaction to get a consistent

snapshot of this path of leaves. This way they avoid such inconsistent executions.
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6.2 Previous Approaches

The importance of concurrent map data structures with RQ support resulted in a significant
amount of research efforts towards this direction. The related work can be split in two cate-
gories, namely, hand-crafted data structures, that is data structures that were carefully designed
and implemented to support RQs, and, general techniques that can be applied to several data
structures and be extended with RQ support. Our approach to use RCU-HTM stands in the mid-
dle of the two categories; each and every RCU-HTM based data structure can be augmented with
an RQ enclosed in an HTM transaction, as we explain in Section f.3 for the case of B+-trees.
However, we believe that in some of these data structures (e.g., binary search trees) the large
memory footprint of the transactions will lead to low performance.

Hand-crafted data structures with RQ support. K-ary trees [BH11] are similar to B+-trees, in
that multiple keys are stored in each node and the actual data is stored in the leaves. In contrast
to B+-trees, the internal nodes are always full and the leaves can even be empty. Moreover, k-ary
trees are unbalanced which makes them a good choice for applying lock-free synchronization.
In [BA12] k-ary trees are augmented with RQ support.

Snaptree [BCCO10] is a partially external relaxed-balance AVL tree that uses fine-grained

locks and supports snapshot operations, that is, getting a consistent snapshot of the whole tree,
which can then be used to execute an RQ. As shown in [BA12], the snaptree adds high overhead
to both updates and RQs since while taking the snapshot all concurrent updates are blocked.
Another downside of snaptree is the necessity to take a snapshot of the whole data structure,
even when the RQ concerns only a subset of the keys.
General techniques for supporting RQs. Transactional memory can be used in a straight-
forward way to implement a concurrent map with RQ support. All the operations, including the
RQ, are executed inside a transaction and the TM system guarantees safe and correct concurrent
execution. The problem with this approach is that software TMs (STMs) introduce very high
overheads [ASS13] and hardware TMs (HTMs) have limitations that make transactions more
likely to abort as they access more memory. Such coarse-grained TM concurrent maps are thus
rarely satisfactorily efficient.

Read-Copy-Update (RCU) [MS98] is a technique that allows readers to traverse the data struc-
ture without using any synchronization. Updaters create copies of the parts of the data structure
they need to modify and install their updated versions in a single atomic step. Readers can run
concurrently with updaters, however, in the original RCU implementations updaters are serial-
ized using a single lock. RQs can easily be executed if they also acquire this lock. However, this
approach significantly decreases the concurrency of updaters and RQs.

Read-Log-Update (RLU) [MSFM15] combines locking, RCU and some techniques from STM
and mitigates some of the limitations of plain RCU. With RLU, readers always see a snapshot of
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the data structure, so RQs can be easily implemented. However, as in RCU, updaters must block
waiting for all concurrent operations to finish.

Contention-adaptive (CA) search trees [SW15] use a dynamically regulated number of locks
to protect different parts of the data structure. The number of locks fluctuates depending on
statistics about the contention which are collected at runtime. The data structure is split in
dynamically sized sequential data structures and each lock protects one of these parts. When
increased contention is observed in some individual part, this is split in two. Respectively, when
decreased contention is observed, two parts are joined together. In order to keep track of the
multiple sequential data structures, an additional tree structure is kept on top of them. CA trees
were extended to support RQs [SW16], however they have two downsides. First, the additional
tree structure increases the number of nodes that need to be accessed during a tree traversal.
Second, an RQ may span several different sequential data structures, and locks need to be held
for all of them. In [Win17] an optimization is proposed which uses immutable sequential data
structures. This reduces the time during which an RQ must hold the appropriate locks.

The snap-collector [PT13] provides an object, which multiple threads can use to collabora-
tively build a snapshot of the data structure. A RQ can then use this snapshot to locate the keys
that are inside the requested range. As was the case for snaptree, snap-collector is inefficient
for small RQs since the snapshot includes the entire data structure. Moreover, it is not clear if
snap-collector can be applied to more complex (and more efficient, at least regarding RQs) data
structures than lists and skip-lists.

In [ARBM18] the authors exploit some characteristics of epoch-based reclamation techniques []
to implement an RQ provider which can be used by threads to execute consistent RQs. They pro-
vide three implementations of the RQ provider, a lock-based, a lockfree and one that uses HTM
transactions. Their approach can be applied to a variety of data structures. The downside is the
use of a global timestamp counter which is incremented by each RQ. As our evaluation shows,

data structures that use this approach perform worse than our RCU-HTM based B+-tree.

6.3 ROQs in an RCU-HTM B+-tree

6.3.1 Overview

We build on top of an RCU-HTM based B+-tree and extend it to support very simple, linearizable
and efficient RQs. We exploit the fact that in an RCU-HTM B+-tree the keys of a leaf, and their
associated values, never changefl; when a key needs to be added/removed from a leaf, a copy of

that node is created and replaces the old one. Based on that characteristic, an RQ can quickly take

%this is true for internal nodes as well, but this is irrelevant to our work
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a snapshot of all the leaves involved in the RQ and then, without the need for synchronization,

read all their key-values pairs.

Our RQs proceed in the following way. First, we traverse the tree until we reach the leaf
node that includes the lowest key in the requested range. Then, we start an HTM transaction,
which uses the leaves’ sibling pointers to locate all the leaves that contain keys inside the range.
During this transaction we only store pointers to these nodes and we do not have to copy them,
as explained before. Inside the transaction we walk the list of sibling pointers and at each leaf
we compare the highest key in the request range with the highest key of the leaf. By doing this,
we avoid reading the whole array of keys which, for large node sizes, would result in adding
multiple cache lines in the transactional read-set. By reading only the highest key, we add one

cache line per leaf, thus we greatly decrease the memory footprint of the transaction.

6.3.2 Implementation

The C++ code for the RQ operation in our RCU-HTM B+-tree is given in Algorithm . The helper
function get_leaves() starts from a leaf node and performs a horizontal scan of the leaves using
the sibling pointers until a key larger than keyZ2 is encountered. To minimize the duration and
the memory footprint of this scan, we do not scan all the keys on each node, we only compare
key2 with the highest key of the node. The helper function get keys() scans all the leaves that
contain keys inside the range and store the keys and their associated values in an array that can

be returned to the caller of the range query operation.

The function bptree_rcuhtm_rquery first performs a traversal of the tree in line 24f] to find the
leaf that contains the first key in the requested range (or the leaf that would contain this key, if
the key is not present in the map). If the reached leaf contains all the keys in the requested range,
we can safely read and return the keys and their associated values without using transactions
(lines 25-28). Otherwise, additional leaves need to be scanned, and to do so safely and guarantee
linearizable execution this scan needs to be done atomically with respect to concurrent update
operations. We achieve this atomicity either with HTM transactions (lines 29-33) or with a
global lock that prevents the execution of concurrent updaters (lines 34-37). In lines 38-39, the
array rquery_leaves stores pointers to all these leaves that contain keys in the requested key
range. Since the keys (and the associated values) inside these leaves can never be modified, we

can safely use get_keys() to scan these leaves without using any synchronization.

*bptree_traverse() performs a typical traversal of the B+-tree following child pointers until the appropriate leaf is
reached.
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ALGORITHM 2: Range Query operation in RCU-HTM B+-tree and helper functions.

// Per-thread heap-allocated data
__thread int *rquery_keys;

__thread void *rquery_values;

__thread bptree_node_t *rquery_leaves;

int get_keys (bptee_node_t *leaf, int keyl, int key2)
int i, j, nkeys = 0;
for i = 0; i < nnodes; i++ do
bptree_node_t *c = rquery_nodes[i];
for j = 0; j < n->nkeys; j++ do
if keyl < n->keys[j] && key2 >= n->keys[j] then
‘ rquery_keys[nkeys] = n->keys[j]; rquery_values[nkeys++] = n->values[j];

return nkeys;

int get_leaves (bptree_node_t *leaf; int key2)
bptree_node_t *c =leaf; // Currently examined leaf
int nleaves = 0; // Number of leaves examined

while ¢ && c->keys[c->nkeys-1] < key2 do
rquery_leaves[nleaves++] = c;
¢ = c->sibling;

if ¢ then
‘ rquery_leaves[nleaves++] = c;

return nleaves;

int bptree_rcuhtm_rquery (bptree *bpt, int keyl, int key2)
int nleaves, nkeys;

int tx_retries = TX _MAX RETRIES;

bpt_node_t *leaf = bptree_traverse(bpt, key1);

// If only one leaf is involved we can
// avoid transactions

if key2 < leaf->keys[leaf->nkeys-1] then

rquery_leaves[0] = leaf;

nkeys = get_keys_from_leaves(key1, key2, 1);

return nkeys;

// First try with HIM transactions
while tx_retries—— > 0 do
if TX_BEGIN() == TM_BEGIN_SUCCESS then
nleaves = get_leaves(leaf, key2);
TX_END();
break;

// If necessary, resort to the global lock
if ix_retries <= 0 then

lock_acquire(bptree->lock);

nleaves = get_leaves(leaf, key2);

lock_release(bptree->lock);

// Now we can read the keys from the leaves.
nkeys = get_keys_from_leaves(key1, key2, nleaves);
return nkeys;
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Label Type RQ synchronization
btree-rcuhtm  RCU-HTM B+-tree HTM

treap-ca Contention-adaptive treap [SW16] Contention-adaptive locks [SW14]
k-ary K-ary tree [BA1Z] Non-blocking

skiplist Fine-grained locking skip-list [HS08] Lock-free RQ provider [ARBM1§]
citrus Citrus internal BST with fine-grained locking and RCU [AA14]  Lock-free RQ provider [ARBM1§]
1fbst Lock-free external BST [BER14] Lock-free RQ provider [ARBM1§]
abtree Lock-free external (a,b)-tree Lock-free RQ provider [ARBM1&]

Table 6.1: Concurrent map implementations that were used in our evaluation.

6.4 Experimental Evaluation

We conduct our experiments on a dual socket Intel Broadwell-EP server with two Intel Xeon
E5-2699 v4 processors each with 22 physical cores and 44 hardware threads, for a total of 44
and 88 physical cores and hardware threads respectively. We set the processors to run at a fixed
frequency of 2.2GHz with TurboBoost mode disabled. Each core has private 32KB L1 and 256KB
L2 caches, while a 56MB L3 cache is shared by all cores. The server has 256GB of RAM running
at 2134MHz. The OS is Debian 8.3 with kernel version 4.7.0.

For our evaluation we used the C++ version of the benchmark code that was used in [ARBM18]
which the authors have made publicly available . Apart from the already provided concur-
rent maps, we implemented our RCU-HTM based B+-tree as well as the non-blocking k-ary
tree [BA12] and the contention adaptive treap [SW16]. The complete list of concurrent map
implementations that we used in our evaluation is presented in Table p.1. All implementations
were compiled using GCC 4.9.2 with -O3 optimizations enabled.

The benchmark methodology consists of the following:

+ In the warmup phase a single thread inserts random keys into the data structure until it is
filled with half of the keys of the key range.

+ In the execution phase we spawn a number of worker threads, which repeatedly perform
lookup, update (insert or delete) and RQ operations with randomly selected keys. The
execution phase lasts for a predefined time duration, which we currently set to 5 seconds.

We have validated that longer time durations produce similar results.

« We use different operation mixes and label each workload with L%-U%-R% where L, U and R
are the proportions of lookups, updates and RQs, respectively. Updates are equally divided
between inserts and deletes, thus the size of the data structure does not vary significantly
throughout the execution. Our evaluation includes three different operation mixes; 0%-
0%-100%, 20%-40%-2% and 0%-50%-50%.

*https://bitbucket.org/trbot86/implementations
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« We use different key ranges which also determine the size of the data structure and, con-
sequently, the level of contention. Our experiments include ranges with 20K, 2M and 20M

keys.

« We used different RQ sizes, i.e., sizes of the requested key range. We execute experiments
for 100, 1K, 10K and 100K RQ sizes.

« For the already provided implementations of skiplist, citrus, bst and abtree [ARBM18§] we
present the results of the lock-free RQ provider since this provided the best results.

« For the (a-b)-trees we set a = 6 and b = 16, as indicated by the authors in [Bro17] and
in [[ARBM1§]. This means that a node may contain 6 to 16 keys. For the contention-
adaptive treap we set the maximum number of keys a leaf can contain to 64 as indicated

in [SW14]. For the k-ary tree we have set the k parameter to 32 as indicated in [BA12].

« We pin each worker thread on a single hardware thread. The first 22 threads occupy the
22 physical cores of a single socket, 44 threads span two sockets and 88 threads use hyper-
threads.

+ All reported results are the average of 10 independent executions with no significant vari-

ance.

6.4.1 Impact of B+-tree node size

In this set of experiments we aim to analyze what is the impact of the order of the B+-tree. The
order of the B+-tree defines the minimum and maximum number of keys a node is allowed to
have. More specifically, each node in the tree includes order up to 2 x order keys. The size of
the node impacts our implementation in the following way. An RQ uses a transaction to get a
set of pointers to the appropriate leaves, the memory footprint of which is proportional to the
number of leaves and not to the number of keys inside the range. This is true because as we
traverse the list of sibling pointers, we only read the maximum key from each node and not the
whole array of keys. For this reason, RQs in our B+-tree benefit from larger nodes. However, as
the size of the node increases, the depth of the tree becomes more dense (i.e., uses less nodes to
store the same set of keys), thus increasing contention. This is the tradeoff we seek to analyze
and understand in this evaluation section.

Figure .3 presents the performance and the abort rate for RCU-HTM B+-trees with different
node sizes and for varying RQ sizes. The key range is set to 2M and the operation mix to 50%
updates and 50% RQs. For a small RQ size of 100 keys, the smaller the tree node the highest the
performance. For 44 and 88 threads, the trees with order 64 and 128 have a high abort ratio, thus

lacking in performance from the other trees with smaller nodes. This is attributed to the higher
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contention imposed in a tree with fewer leves. For 10K RQ size larger node sizes are better due to
the smaller transaction sizes for the RQs. For 100K RQ size all our trees suffer from high number
of aborts. In our future work we aim to explore ways to execute RQs with smaller fine-grained
transactions, or ideally without executing any transaction, to overcome this limitation.

0%-50%-50% - rqsize: 100 0%-50%-50% - rgsize: 10000 0%-50%-50% - rgsize: 100000
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Figure 6.3: Performance of RCU-HTM B+-trees with varying B+-tree node sizes (i.e., order of the
tree). The top row shows the throughput and the bottom row shows the associated percentage
of aborted transactions.

6.4.2 Overall scalability

In this set of experiments we present the performance of our RCU-HTM B+-tree and compare
it with the state-of-the-art concurrent maps with RQ support. Figures p.4 and .9 present the
throughput of all concurrent maps for RQ sizes of 100 and 100K keys. For the small RQ size,
our RCU-HTM B+-tree outperforms its competitors on almost all cases. Its high performance is
attributed to the low abort ratio for the HTM transactions that RQs execute. Only in the 20M
key range with 100% RQs, the k-ary tree outperforms it. In this case the k-ary tree benefits from
the absence of contention. Our implementation also suffers a performance drop for 44 and 88
threads on the 20K keys case with 40% and 50% updates. This is attributed NUMA effects due
to RCU-HTM’s node allocating and copying mechanism which stresses the memory subsystem
more than the other implementations.

For the large RQ size with 100K keys in the requested range our implementation is still the
best for the 20K and 2M cases. In the 20K case, the RQ size is actually 10K since this is the
size of the whole data structure. For this range size, our RCU-HTM B+-tree provides very high
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performance and scalability since it has very low transactional abort rates. On the larger trees,
where the majority of RQ transactions abort, its performance drops. Although, in the 2M case,

it still outperforms its competitors.
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Figure 6.4: Performance of concurrent maps with RQ support for RQ size 100.
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CHAPTER 7/

Conclusions & Future Work

In this work we proposed, implemented and evaluated RCU-HTM, a generic synchronization
mechanism for implementing efficient concurrent search trees of any type (i.e., binary/B+-tree,
internal/external, balanced/unbalanced). By leveraging two well known synchronization meth-
ods, RCU and HTM, RCU-HTM manages to combine their benefits and avoid their limitations.
To the best of our knowledge, RCU-HTM is the first technique that is widely applicable to any
search tree and provides high performance under any execution scenario. Further, we make it
practical to use in large long-running applications by applying and evaluating a low-overhead
epoch-based memory reclamation scheme. Finally, we added support for range query opera-
tions which are of critical importance for applications that use concurrent dictionaries, such as
database management systems.

In our future work we plan to focus mainly on three directions. The first one is to automate
the process of parallelizing a serial search tree using RCU-HTM. As shown during the presenta-
tion of RCU-HTM implementations, most parts of RCU-HTM are re-used. We believe therefore
that it is possible to have a library and/or a compiler do all this repetitive work removing this
burden from the programmer. Our second direction is to apply RCU-HTM on transactional data
structures, that is data structures that can perform multiple operations in an atomic step. Finally,
we are also interested in exploring whether RCU-HTM can also support range updates, that is

operations that modify multiple key-value pairs in the data structure in an atomic way.
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