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Iepinyn

Al0OTNUIKA AVTIKEIPHEVA OTIWG LETEWPITEG, KOUNTEG KA1 AOTEPOEISEIG EXOVV TPOYIEG O1 OTOIEC

Slaoyidouv 10 NAOKO pag CLOTNUA KAl TNV TPOXIA TNG yNnG, AMoTteAwvtag evav mbavo
kivGuvo yia texvntovg Sopu@opovg, Slaotnuika oxnuata mov Ppiokovral e TpoxIa Kal
aotpovavtes. H atpudooeaipa tng yng mapeEXel MPOOTAciA AMEVAVTIL OTA OMUATA AUTA,
®WOTOOO OTNV EMPAVELN TN TEANVNG, AOY® TNE ATOVCIAS ATHOOPAIPAS YUP® TNG, LITOPOUV
va dnuiovpyodvtal IPOoKPOVOELS HECK TWV OOV UTOPOLV va peAeTnBolv ta Staotnuika
avtikeipeva. Ta Toug 0KOmovg autovg, avamtuXONKe To TPMTO AOYIOUIKO AvolXToU KMSKa
Yld TOV EVTIOMIOUO KAl TNV avAALON EKAAUWPEWDV IOV TTPOKAAOUVTAL QIO JTIPOOKPOVOELS
S100TNUIKOV AVTIKEIPHEVOVY OTNV emupavela g ZeAnvng. To Aoylopikd autod amoteleital amo
TPla PEPT, €K TV OMOIWV TO TIPOTO ATOTEAEL LA eMEKTAOT] Yia TO tpoypaupa FireCapture
Kal 1 Aertovpyla Tou €ival 0 oUYXPOVOG EVIOMOUOG EKAQUWPEWV KATA TN Slapkela Twv
nmapatnpnoewyv. To devtepo uEPoG eival eva aolyXpovo EPYAAELO Yl TOV EVTOTIOUO KAl TNV
AVAALOT] TWV YEYOVOT®WV AUTQOV KAl HE TN XPTOTN TOL TPITOV UEPOVE TOL AOYIOUIKOU eival
SuVaTOG 0 EVTOMOUOC TWV CEANVIAKGOV CUVIETAYUEVOV TV EKAAUPEDV.

Ag€e1g kAe181a

Exhauypelg, mpdokpovon, OSlaoTnuUIKA OQOUATA, ZeANVi, EVTOTMOUOG, OEANVIOKEG
OUVTETAYUEVEG, AOYIOUIKO AVOLYTOU K®Sika






Abstract

Near-Earth Objects have orbits that cross into the inner Solar System and intersect the
Earth's trajectory, thus posing a potential hazard to artificial satellites, orbiting spacecratft,
and astronauts. The atmosphere of the Earth provides protection against these objects, due
to the fact that they burn up as they enter the atmosphere. However, the surface of the Moon,
due to the absence of an atmosphere around it, remains susceptible to impacts by small
NEOs and can be used to study their properties. On the grounds of this, we developed the
first open-source Lunar Impact Flash Detection program for NEO detection, image analysis,
and pattern recognition. The first part of the tool, built as a plugin in FireCapture, can
capture impact flashes in real time. Afterwards, in a standalone application, it can
characterize them by applying machine learning techniques and extract helpful information
such as the impact flash shape, brightness and the exact lunar coordinates of the event.

Keywords

Impact flashes, Near-earth-objects, NEO, lunar surface, detection, localization, open-source
software
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Evyaplotieg

ATOTEA®VTAG TO EMOTEYAOUA T®V TIPOTTUXIAKOV LoV OTovdmV 0To TUnUa HAektpoAdywv
Mnyavikov kot Mnyavikov Ymoloylotwv tov EBvikod Metoofov IloAvteyveiov, 1)
SuTAwpaTikr) epyacia autn katagpepe va mepatwdel pe tm cupPoAn mToA®V avOpoOImV Tovg
omoiovg Ba NBeAa va evxaploTHO.

Apywkad, Ba nBeda va ek@paow Tig Bepuég pov evyaplotieg oty oudda tov EOvikov
Aotepookomeiov ABNvav kal ouykekpluEva otnv K. AAknot Mmovavov, otov k. AAEE
Awaxo, otov k. Imavvn BéMa BeAhidn kalt @uotkd otov K. ZTeE@avo AYAATH, Le TOUG 0TT010VG
elya TV TIUN VO OLVEPYAOT® O€ £va TO00 evilagepov Bepa kat Twv omoiwv v kabodnynon
extiunoa Padvtata. Zvykekplueva, Ba nBeda va ekppacm v 181aiTteEPN EVYVOUOOUVT LOV
TIPOG TOV K. AYAdTn, 0 omoiog pe BonBnoe kal pe evemveLOe OLOIACTIKA, AITO TV APYXT] LEXPL
TO TEAOG TNG AVATITUENG TOL KOOIKA KAl TNG OUYYPAPNG TNG EPYATIAG, 08 OAOVUC TOVUG TOLEIC,
LE TIG KAIPIES TTAPATIPTIOEIS KAL TNV AUEPLOTN KaOnuepv vtootpi&n tov. Emumpoobeta, Oa
neda va evyapoton Pabd ™ ovpgortpia pov 'HPn Xatdy, pe v omoia
OUVEPYAOTNKALE OTO TTPOYPALLA QUTO KAl TNG 07toiag tn ouuPoAn ekTiu® Kal oefopal.

duowka, Oa 1beda va evXaPIOTHOM TNV OIKOYEVEIN LOV YA TNV CUUIAPACTAOT) KAl TNV

EVKAIPIA TTOV HOV TTAPELXE OAA AVTA TA XPOVIA V1A VA KATAPEP® VA OAOKANPOOW TIG OTTOVOEG
pov otov topea avto. Emiong, Ba nbela va evyxaplomom EeExmplotd OAd Ta KOVIIVA HOU
ATOA TTOV UE TNV LITOOTHPIEN TOLG e Porfnoav va emMTUY® TOUg OTOXOVG LOV.

TeAlog, Oa NBeda va evyapoton tov empPAemovta kabnynt pov k. Iavaywwtn Toavaka
TOV 071010V 1) emifAeyn NTav KABOPIOTIKN YA TNV TEPATWOT) AVTOV TOV EPYOU.

Tewpyia N. Xp1oto@idn

ABnva, ZenteuPfprog 2022
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Chapter o - Extetapevn EAnven IepiAnyn
0.1 Ewcaywyn

Al0OTNUIKA OOUATA ONTWG UETEMPITEG, KOUNTEG KAl AOTEPOEISEIS TPOTEAKDOVTAL QIO TIG
Baputikeg SLVAUEIS KOVTIVOV TAAVINT®OV KAl UITOPOVV VA TIANCLACOUV TI) YI], AITOTEAQVTAG
egvav mbavo kivduvvo. Qotoco, emeldn n atuoo@aAlpa TG yng JAPEXEL UIA TPOOTACIA
QITEVAVTL OTA OOUATA AUTA, YIA TNV TAPAT PO TOUG EMAEYETAL 1) EMPAVELA TNG ZEAT|VNG,
OTNV 07ola UIToPOLV VA TTPOCKPOVOLV TPOKAAGVTASG ekAauyelg. H peAetn toug pmopel va
TTAPEYEL TANPOPOpPieg Y TN pada toug, 0 peyebog Tovg, T0 VAIKO TOUG KAl AAEG PUOIKEG
TAPAUETPOVE TOV APOPOLV TA 181 TA avTiKeipeva, 000 KAl yla TV TPOCKPOLOT), TNV
Oepuokpaoia NG KAl TOVG KPATNPeg Tov Snuovpyel otnv emepavela g ZeAnvng [1]. Me tig
AN PO@OPIEC AUTEC, WITOPOLV VA OXeSAOTOUV KATOAANAQL KAl VA JPOCTATELTOLV T
Staotnuika oxnuata kat ot otaduot ov tiBevian oe tpoyid. H emPefaiwon twv ekAapypenv
JIOV JIPOKOAAOUVTAL QIO JIPOOKPOVOELS OlAOTNUIK®V AVTIKEUEVOV OTNV EMPAVEIA TNG
YeAnvng mapovoladel 18aitepeg TPOKANOELS, AOY® TNG QITOLOiAg KOwvov, amodoTikov
epPyaAeiov TOL VA ITOpel va XPNOIUOTOIEITAl YA JTAPATNPNOES KAl AVAALOT TOV
XAPAKTNPLIOTIKMV TOUE QUITO ETTAYYEALATIEG KA1 EPACITEYVES AGTPOVOLOUG [2].

Me 0Komo TV av&non TV wP®V TAPATNPTOEMV KAl TNV Snuiovpyia pag kowvng faong ya
Tov Sapolpacpo kal v emPefainon Twv ATOTEAEOUATOV, avamtuxOnke &va AOYlIOHIKO
avOYTOL K®MAKA, OTNV YAWooA TPOYPAUUATIONOD Java, TO OTol0 aoTeAEiTAl OVOIAOTIKA
arto Tpia Stakprtd pepn. To TPOTO HEPOG ETMTPENEL GTOV XPNOTN VA EKTEAEL TOV EVTOTOUO
TV EKAAUPEDV OLYXPOVWG UE TIG TAPATNPNOELS, €v@ TA SVO ETOPEVA QTOTEAOVV €va
OLYXPOVO EPYAAEIO EVTOTMIOUOD, AVAALOTC KAl EVPECTC TWV CUVIETAYUEVOV TOV EKAALPEDV
IOV TIPOKAAOVVTAL QIO TIG TIPOOKPOVOELS OTNV EMPAVELA TNG ZEANVNC.

0.2 OewpnTuko YoBabpo - Tyetkr) Biioypapia
0.2.1 Aotpomapartnprnon

EXTOG ato TIg IPAYUATIKEG EKAQUWPELS TTOV TTPOKAAOVVTAL AITO TNV TTPOC0KPOLVOT) S1A0TNUIKGOV
OWOUATOV OTNV €mM@PAvEId NG ZeANVvng, KATd TIG TTAPATNPNOELS WIOPEL VA KATAYPAPOVV
yeyovota Jov va oxetifovial pe v kKivinon Sopu@opwv, KOOUIKEG OKTIVEG, Kappeva
EIKOVOOTOLYEIN T] AOTEPIA KOVTA OTaA Opla NG ZeAnvng. ‘Otav evag Sopupopog Sraoyidel 1o
neblo TNG MapaATPNONG, ELPAVICETAL AV EVA KOUUATL PWTEIVIC YPALUTG TTOV S1aypagel i)
tpoY1d Tov. H S1akpion toug amd Tig ekAauypelg eivan e0koAn Aoym tng Stapopdg petald tov
oXNUATOg, S10TL OTNV MEPINMTWOT TOV SOPLPOPWV TO CYNUA OV TAPATNPEITAL gival o
TEMAATUOUEVO ATIO TIC OTPOYYVAEG EKAQUWPELG. TTNV TEPITTOOT TOV KOOUIK®V AKTIVWV IOV
JIPOOTIIITOVV JIAVK OTOV (PAKO TOL alodnTpa, 1 S1apopd POTEWVOTNTAS TTOV TAPATHPEITAL
elvatl ovvnBwg o ayvr kot 1o oynpa mo akafopoto, efartiag g yoviag mpoontmwong [3].
MapddnAa, ta kappéva eikovootolyeia, avtd SnAadn mov Aaufdavovv tn péyrotn dvvartr
TIUT TOUG KAl JPOKAAOLVTAL QIO TA OJTIKA OTOLXElA MItopovv va StakpiBovv emedn a
TPAYUATIKT) EKAQUYPT] A@opd Olyovpa A JEPIOYT] 7OV Katalaupavel mave amo Eva
EIKOVOOTOIYEI0 TOU KAPE OTO OO0 JapaATnpPeital. A0 TNV GAAN, TA AOTEPIA JTOU
eUPAVIOVTAL KOVTA 0Ta Opla TNG ZeANVNG, eV eKelvn petakiveital oto medio mapatnpnong
UITOPOVV VA KATAYPAPOUV E0MPUAUEVA WG EKAAUWELS. META TOV EVIOMOUO TOV EKAAUWPEWDV,



UITOPOLV va PEAETNOOUV 01 (PUOIKEG TOVG TTAPAUETPOL KAl O1 TTAPAUETPOL TWV AVTIKEIUEVHOV
JIOV TA TTPOKAAOVV, LLE OKOITO TNV AVAALOT] TNG CLOXETIONG LETAED TOVG.

Katd v aotpomapatrpnon mpaypatonoleital  enefepyaoia Twv €KOV@V  TOU
KATAYpAPOVTAl XPNOUOTOIOVIAS TPV E0MV €1KOVEC, TNV €KOva avrotaduiong, tnv
E1KOVA OKOTOVG KAl TNV e1kOva amokplong [6]. H kataypagn g mpmng yivetan oe ovvOnkeg
QITOAVTOV OKOTOUG, XPNOILOTOIMVTAS UIKPO XpOovo €kBeong kal e€umnpetel otnv agpaipeon
TOL AVTIOTAOUICHATOG TTOV TPOOTIOETAL Y1 TNV HEIWOT) TOV OTATIOTIK®V SIAKVUAVOEWY TOU
PWTOG OTNV TEAIKT) E1KOVA TTOL Ypa@eTal. I'a tnv Afyn g e1kOvag 0KOTOUE, 0 POTOPPAKTNG
™mg Kauepag dratnpeital KAE1oToOg Kal Ue TNV a@aipeon g amd Td TApATPOVUEVA KAPE,
artaAeipeTan o Bepuikog B0pvPog TG KAUEPAS KATA TNV OTIYUn g mapatpnong [6,7]. H
€1KOVA ATTOKPLONG, LE TNV 0TTola Stapeitar 1) TeAIKT) elkova Tov AauBAveTal, Xprolomoteitat
Yot TV a@QAipeoT) TOV ATOTEAEOUATWV TNG OKESAONG TOV PWTOS AOY® TNG OKOVNG KAl TV
EEVOV AVTIKEWWEVWV 7OV WITOpel TuXOV va PBplokovtal otnv KAUEPA 1) OTOV (PAKO TOU
TNAEOKOTTIOV KAl OTA PIATPA, OTTKE KA1 OTTOIACOT|TTOTE AVOLOIOUOPPLAG TTOV PITOPEL va apopa
OTOV PWTIOUO [7].

INa mv aotpomapatrpnon £xel avammtuybel Eva ¥prolo AOylIopKO avolytoly KmSiKa ov
mapeyel my idia Siemagr) ya Stagpopetikovg TOTTOVE Kapepwy kat ovopadetal FireCapture.
To epyaieio autd mapexel oto ¥pnotn OStagopetikeég SuvatdOTNTEG TOLV APOPOLV OTNV
TIPOPBOAT NG E1KOVAG, TA PIATPA KA1 TNV TTPOETEEEPYATIA TTOV UITOPEL VA EPAPUOOTEL.

0.2.2 Ene€epyacia etkOvev

H ene€epyaoia twv ekOVOV pmopel va yivel pe v e@apuoyn mAnbovg @idtpwv, petadd
avtov 10 ['kaovolavo @idtpo kar 1o @idtpo Sobel. Ta I'kaovowava @idtpa pmopovv va
xpnotposmonBovv yia v amaiowgr) Tov HopUfov kal TwV AETTOUEPELOV ATTO TIG EIKOVES KAL T
evpeia xpnomn tovg ogeiletal PeTafy AM®V Kol 0NV EVKOALA NG e@apuoyng toug [8]. Ao
™mv aMn, ta @idtpa Sobel pmopovv va xpnolomomBolv yia v aviyvevon akU®V OTig
EIKOVEG, UEIWVOVTAG TNV EVTAOT] TOV LITOAOITI®WV XAPAKTNPIOTIK®V [9].

'Evag moAd ypnolpuog aAyoplfpuog yia Tov LITOAOYIOUO TOV TTUKVOTHTOV TV KATACTAGEWDV
€VOG (PLOIKOD CLOTHUATOG elval 0 aiyopiBuog Wang-Landau, o omoiog Bpiokel epapuoyeg
Kal oy opaon vmoloywotov [13]. Ta mapdderypa, umopel va ypnoiposmondetl yua tov
VITOAOYIOUO TOU KEVIPOL €VOG KUKAOL O€ U1d €1KOVa, 8e80UEVOV OVOTAS®WV EIKOVOOTOIXEIDV
mov PBplokovianl mavw oy aktiva tov. Eneldn o aiyopiBuog avtog Paoidetar oe evav un
Mapkofiavo tuxaio mepimato, 1 oUykAon tov Sev eivan SeSopevn oe kabe mepinmtwon),
apolo mov ovvnBwg emruyyavetal. [a va efac@aliotel 1 Tapaywyr AIOTEAECUATOC,
pmopet va cuvdvaotel pe tov alyopiBpuo RANSAC o omoilog vitoAoyidel Tig TapapeTpovg evog
povteAov Paoctfouevog otny tuxaia derypatoAnypia amo eva cvvolo deSopevwv. Aoyw ng
QITAOTNTAG TOU, OUYKAIVEL mAVTIA Sivovtag 1KAVOTONTIKA QItOTEAEOUATA Yl JtAn00g
epappoyov [15].

I[MapaA\nAa, kpivetar yprnowo va avagepBei 1n  xprion Tov  akyopiBuov
Levenberg-Marquardt, o omoiog AUvel To un ypappiko spofAnua eAAXioTwV TETPAYDV®YV,
onAadn g eAay10Tomoinong Tov afpPoioHATOg TWV TETPAYOVROV TWV S1apPOPOV HETASD TOU
HOVTEAOL Kal TOV ouvolov dedouevav [16, 17]. Xpnowwomolel ovvévaouod Twv pefodwv Twv
Gauss-Newton kat g pefodov twv mapaywywyv, TEVOVTAG /o JTOAD 0T pid 1) OTNV AAA
pueBodo avaroya LE TIQ TIHESG TOV TAPAUETP®Y TOV HOVTIEAOL [20].



0.2.3 Tyetikn Biaoypagia

ITapopola epyacia pe 10 AOYIOUIKO oV avammtuxOnke ota mAaiola avtng g SUTAWUATIKNG
exel vdomomnBel petalh awv amod 1o mpoypaupua NELIOTA, 1o omoio xprnuatodoteitan amd
tov Evpwmnaikd Opyaviopud Alaotnuatog kat Aapfavel xopa oto EOvikd Aotepookormeio
ABnvov [1]. O 0KomOg AUTOV TOL TIPOYPAUUATOC €IVAL O EVIOMIOUOG KAl 1) UEAETN TWV
TIPOOKPOVOEMV OLA0TNUIK®V AVTIKEIUEVOV OTNV EMPAVEIA TNG ZeANvng, Ue XPTron &vog
TNAEOKOTTIOV 1.2 PETPpWV oV Ppioketan oto Kpvovepy, otnv Iledomovvnoo. Ta kprtrpla sov
tifevian ya v emPefaimon Tov TPooKkpoLoE®V Elval 0 EVTOMOUOG TOV Ao kabe pa amo
Tigc dvo kauepeg SCMOS OV ¥PNOUOTOIOVVTAL ATO TO TNAECKOIO, O1 OTIOIEG AVIXVEVOLVV OE
Stagpopetikd paocua [2]. Méypt tov ZenteéuPplo Tov 2022 £xovv eviomoTel kat emPefainbet
149 eKAQUWPELS XPTOUOTOIMVTAS TO AoY10LKO Tov NELIOTA.

[MapddAnAa, to Aoylopikd MIDAS avantiooetal atd T0 2009 HE OTOXO TOV AUTOUATO
EVIOMOUO EKAQUPEMV IOV JTIPOKOAAOUVTIAL QIO TNV JPOOKPOVOT] UETEMPOEIOOV OTNV
Yehviakn emepavewa. Emiong, yivetal pa QoTOUETPIKT) AvAALOT] TRV EKAAUPE®V, T®V
omoiwv 1 emPePfaiwon Tovg yivetar eav mapatnpnBovv amd §Vo TMAEoKOTA KAl TAVE ATTO
avtd mov Bpiokovtal 0to diktvo. MOAG payuatomonfel o TPOTOG EVIONMOUOG, TO YEYOVOG
avePaiver oe pa xkown Paon Sedopévwv, otnv omoia yivetalr kal 1 emPefaiwon Twv
ovupaviwv [21]. O aAyopiBuog Tov Adoyiopikol Baciletal otnv Heyan Sia@opd g TIUNG TG
POWTEWVOTNTAG U0 TTEPLOXTNE EIKOVOOTOLYEIWV TNG EIKOVAG KA1 IEPLOPILETAL OTNV TTEPLOYT) TTOV
opifetal artd Ta Op1A TNG ZeANvng, UEOK NG Snuovpylag pulag HAoKAS IOV AITOKAEIEL TNV
TIEPLOYT] TNC EIKOVAC TTOV AVTIOTOIXEL 0TOV ovpavo. H pdoka avtn propel va mpooappootel
a7t0 TOV XPTOTIH, OMWG KAl TO KATO@AL IOV XPNolpooleital yia va aviyvevdel n Stapopa
HETAED TV TGOV TwV eikovooToxeinv [5]. EmumAéov, pmopolv va xpnolpomowmBovv girtpa
yla TNV TPoeneepyaoia Twv eIKOVMV, TV ataAoipr) tov Bopvov kat TNV peiworn Tov xpovou
IOV XPEAdeETAl Yyl TNV ANYn kat v kataypaen tovg [23]. Meta v emPefaiwon tov
EVTOMOUOL TOV CLUPBAVI®V, WTopel va yivel 1 eDPEOT] TOV TPAYUATIKGOV CUVIETAYUEVOV
TOVG, OTWG KAl VA LITOAOYIOTEL 1| eveEpyeld tov eAevBepwbnke katd TNV mTPOCKPOLON T N
S1aueTpog Tov Kpatnpa ov dnuiovpyrOnke.

'Eva akoun Aoyiopiko mov e€umnpetel v 161a katevBuvon eivan to the Flash Project sov
Aaupavel yopa ot F'aAda kal evtomidel T eKAQUWPELS, TI CUVIETAYUEVEG TOUC OTNV
emepavela g ZeAnvng kar 1o Bepuikd touvg amotédeopa [25]. O evromopog kat o
VITOAOYI0UOG TWV CUVTETAYHEVMV YIVETAL AUECA KA AUTOUATA, OTTOTE HETA AVTEG LITOPOVV VA
xpnoosonBovv ya v €E€TAO0T TOL VEOOUOTATOU KPATHNpA ad SaoTnuikd OXnua Tng
NASA. Zvykekpuéva, pmopet va mapatpnbet n Beppoxpacia tov, n didpeTpog Tov kKAl va
YIVEL QUTOTIEIPA VA OUVOYETIOTEL 1) TPOEAELON) TOL UE KAOlA evepyn Opaotnplotnta
petempoeldwyv. I'a Tov eviomouo TG EKAAUYPNG, TPOTA APALPEITAL TO AVOLOIOYEVES POVTO
NG €1KOVAC KAL 1) AVTAVAKAAOT] POTOS A0 TO AAUITEPO KOUUATL TNG TEATVNG. TN OUVEXELQ,
elTe ePAPUOZETAL VA KATAOMAL TOV OTTOI0V 1 TIUN av EEMEPATTEL ATO KATOI0 EIKOVOOTOIKEIO
Bewpeitan OTL €xel evromotel ekAauyn, eite epapuoletar eva I'kaovolavo @IATpo ov
UEIOVEL TNV EVIAOCT] TV LITOAOITI®WV XAPAKTNPLOTIKGOV Kal Tov Bopvfo. Ta v avaivon g
TIPOOKPOVOTG, LITOAOYIeTal L1 HAOKA IOV QUTOKAEIEL TNV TEPLOXT] TIOV AVTIOTOLKEL OTOV
ovpavd Kal XPNOWOTO®VTIAS &vav dvadikd yaptn tng 7mpofoAng g ZeAnvng tnv
OUYKEKPIUEVT] OTIYUT], AVTIOTOLKI{OVTAl TA XAPAKTNPIOTIKA TNG IOV (PAIVOVTAL OTNV EKOVA
7oL €xel kataypagel [26]. Ta amoteAéopata ov Sivel To AOYIoUIKO avto Exouv eleyyDel e
Baon ta dedopeva mov mapayel 1o NELIOTA.



0.3 To AoyloH1KO GUYYPOVOV EVIOTNOUOU EKAALPEDV

[Ma Ttovg OKOMOUG TOU AUTOUATOV, CUYXPOVOU UE TIG TTAPATNPNOELS EVIOMOUOD T®V
EKAQUPE®V avamTuxOnke €va AOYIoHIKO TToU Aertovpyel g €MEKTAOT) OTO TSN LITAPYOV
npoypauua FireCapture, enekteivovtag Tig SuvATOTNTEG TOL UE AVTO TO XAPAKTNPIOTIKO KAl
LUEIOVOVTAG OTUAVTIKA TOV XPOVO TTov Xpeladetal yia va amobnkevTolv o1 JIANPOPOopIeS Tov
APOPOVV TA CLUPAVTA TTOL TAPATNPOVVTAL.

H enéktaon avtr mapexel to S1kd g ypa@ikod mepilfAAAov, 7OV €vepyomoleiTal Ko
emAeyetal peoa atd v diemagr) tov FireCapture. Tuykekpluéva, Ipoo@EPETAl 0TOV XPNOTI
N SuvatotnTa va ara&el, petafh aAwv, Tov aplBuo twv kape mov Ba amodnkevtovv mpv
Kal HeTd amd o oupPav mov Ba kataypagel, v pHop@n mov Ba Eouv AVTA KAl TO KATMPAL
JIOV XPTOUOTOIEITAL YA TOV €VIOMOUO. TTapdAAnAa, 000 1) eMEKTAOT €ival og Aertoupyia,
eu@avideTal va mapabupo oV EVILEPOVEL TOV XPNOTI YA TO Tt oUUPAivel 0TO TAPATKNVIO,
Yyl apadelypa 1o otadlo NG KATAYPAPNG, AV EXEL EVTOTIOTEL KATOIA EKAQLYPT, OTTKS KAl
NV WPaA 10V GLVERN.

H eicodog Tov AoylopikoU eival 1 aAAnAovyia Kapé sov IPoEPXOVTAL A0 TNV KAUEPA TTOV
gxel ovvdebel xar epgavidovral oto mapabupo g Siemtagng Tov FireCapture, eva 1 €§o08og
TOU glval &vag (pAKEAOG LEGA GTOV OTTO10 LITAPXOVV 01 EIKOVEC TTOL £XOVV KaTtaypapel, padi pe
Eva apYEL0 KEUEVIKTIG LOPPTIC TTOV TTIEPIEYEL OXETIKEG XPTO1LLEG TTAN poopieg. [a kaBe nuepa
mapatnpnoemv Snuovpyeital Sl1a@opeTikog @AKEAOG, HECA OTOV 070io Ppiokovial ot
VITOPAKEAOL TTOV AVTIOTOIXOVV 0TA GUUPAVTA.

Ewkova 0.1: Katayeypappevn ekAauyn amo Ty eXEKTAOT Tov ipoypaupatog FireCapture oe
Bivteo mov mpoépyetar aso ta dedopeva tov NELIOTA.

O aiyopiBuog oLPU@®VA HE TOV OO0 AEITOUPYeEl TO TPOYPAUUA AEITOVPYEL OMWG
TEPTYPAPETAL TTAPAKATK. APYIKA, HETA TN O1EAELON TOV TPOTWV KAPE TNG TAPATHPNONC,
Onuovpyeital é&va UECO KAPE TO OO0 EVIUEPOVETAL OLVEX®MG KAl yld TO OIolo
XPTNOLOITOI0VVTAL TA TEAELTALA OEKA KAPE. APOV 0 XPTOTNG TTATNOEL TO KOVUITL EVapENG auTo
TO KAPE APAIPELTAL ATTO TO TPEYOV OTUIOVPYDVTAS AVTO JTOV ATOKAAELTAL TO Kape “Srapopd’.



e auTnVv TNV €Kova, &xel apaipedel To POVIo kAl mapapevel povo kdamolog Bopvfog, 1
KATAavoun Tov omoiov e€aptdtal amd v KAUEPQ, TNV ATUOO@AIPA KAl TOV omvOnplopd tov
PWTELVOL KopPaToy g ZeAnvng. Eav n Tiurn kAsmolov e1kovooTotyeiov 0To TEAIKO KAPE LETA
mv agaipeon &emepvael €va KATO@AL, TO 00lo opidetal amd To XPNOoTn Kal pmopel va
TPOOAPUOOTEL KAOE OTIyUT), TOTE EVEPYOTTOIEITAL O EVTOTIONOG TNG EKAAUWYNG KAl EEKIVAEL 1)
Sadikacia kataypapng tov. To mAnBog Twv eikdOvmv ov Ba kataypagovv €xel kabopiotel
a7t0 TOV XPNOTI KATA TNV EVAPEN NG XPTONE TOL AOYIOUIKOD KAl QTOTEAEITAL OUYKEKPIUEVA
a7t0 S1aPOPETIKO AP1OUO KAPE TPV KA UETA TO CLUPAV.

Ewova 0.2: To kape “Srapopd” petadd Tou mapamave KapE oL TEPLEYEL TNV EKAQPT KL
TOV AVTIOTOL(OV UECOV KAPE.

EmuntpooOeta, 10 AOYIOHIKO QUTO UITOPEL VA EVTOTOEL EMTUXMG NALAKEG KNAISES, OTAV TO

meblo g mapatnpnong UHetafaAleTal amd Hia NAIAKN Jeployn mov Sev mEPIEXEL O a
meployn) mov epgavidovral. Avtd cvpfaivel AOyw Tng avTioToyiag Tov mpofAUaTog twv
OEANVIOKQOV EKAAUWPEDV QIO TTPOOKPOVOEIC UE TIG NAAKEG KNAideg kal S10T1 autd 7ov
aVIXVEVETAL OLOIACTIKA €ival N amOAVT TIUn TG Sa@opdag g TIUNG TG PWTEWVOTNTAG
HETAED TTEPLOXDV EIKOVOOTOLYEIWV.



0.4 To AOY1o01IKO acVYYPOVOU EVIOTGUOV KAl AVAAVOT|G EKAALNPERDV

MeTd 10 AOYIOUIKO GUYXPOVOU EVIOMIOUOV KAl KATAYPAPTS EKAAUPEDV, TO OTT010 YPAPEL TA

ovuPavia oTov (PAKEAO T®V TAPATNPNOE®Y, pmopel va xpnoilpomowmnfel 1o aveaptmto
EPYOAAEID AOVYYXPOVOL EVTOTIOUOD KAl AVOAVOTG TOV EKAAUWE®V. TO CUYKEKPIUEVO TUTUA
TOV AOYIOUIKOU UTTOPEL VA KATNYOPLOTONOEL Ta €161 Twv ouufavtov kot va amo@aviel eav
TPAYLATL EXEL KATAYPAPEL KATTOIA EKAQUWYT) A0 TTPOCKPOLOT S1a0TNUIKOD OMUATOS 0TV
EMPAVELA TNG ZEATVIC.

H &iemtagr tov Aoyiopikov €xel oxediaotel pe KATtaAANAO TPOTO OV EAAYIOTOTOIEL TOV
XPOVOo oL ¥pelddeTal o Xpnotng yw v efokelwon padl g, kabodnywviag tov kal
kabot®vTag v 600 To Suvatov o amAn. Qg eicodo Séxetan v €§o8o mov £xel Tapa&el To
online plugin 1 x@moo paxkelo mov va €xel Vv 181 pop@r). Zvykekpiueva, pmopet va deytel
Eva @AKEAO TOL TEPIEXEL pa aAnAovyia Kape kal &va apyelo pe ta petadeSopeva mov
a@opovV TO oLUPAV ToV ep@avifeTal OTIC €1KOvVeg. Akoua, umopel va Oeytel kal evav
VIIEPPAKEAO TIOU TIEPIEXEL TTOAMOVUG pakelovg ovpPaviov. Eav o ypnotng dev €xel
XPNOLOITIONNOEL TO OUYXPOVO EPYAAEID EVTIOMOUOV, UMTOPEl 0e KAOE MePIMTWOon va mapagel
XEIPOKIVITA VAV TTAPOUOI0 PAKEAO KAl va TOV emnefepyaotel ywpig mpofAnua. Meéow tng
YPAPIKNG S1EMAPNG, 0 XPNOTNG UITOPEL EMITAEOV VA ENMEEEPYAOTEL OAEG TIG TTAPAUETPOVC TTOV
XPNOUOTOI0VVTIAL Yl TNV KATNYoplomoinon twv oupufavtov, va opilel 1o peyebog tng
meployng evolapepoviog mov Ba avaivBel yia kabe ovpufav, 6mwg ko va emAe€el v
eneSepyaoia Twv KApE oL E10AYEL IE EIKOVES OKOTOVG KAl ATTOKPIOTC.

Ewkova 0.3: ITapaderyua mpaotov kape ouuPAavtog To ommoio umopet va avaivbet
XPNOLOTTOIOVTAG TO ACVYXPOVO EPYAAEIO EVTOTIOUOV KAl AVAAVOTC.

H £€080g Tov AoylouikoV asmoTteAeital amtd Evav PAKEAO TTOV YpAPeTAl HEoa 0 KAOe pakelo
ovppavtog mov €xel eloayBel 010 AOYIOUIKO Yla HEAETT, O OTTOI0G TTEPIEXEL TA ATOTEAECUATA
NG KATNYOPLOTOINONG, TO HECO KAPE JTOV YXPNOIUOTOIEITAL YiA TNV AVAALOT], TV TP®OTN



elKova oty omoia &£xel mapatnpndei 1o ocvpPav, to kapé g Srapopdg HeTald TwV
JPONYOUUEV®V SVO KAl [1a E1KOVA TNE TTEPLOXT) EVOIAPEPOVTOC,.

Ewxova 0.4: ITapaderyua tng meploxng evolapepovtog oto Kape g Stapopdg petald g
TPOTNG EKOVAG TOL CLUPBAVTOC KA1 TOV HECOV KAPE IOV AVTIOTOLXEL 0e avto. H elkdva avtn
AVTIOTOIYEL OTNV EKAQUYPT] TNG EIKOVAG 0.3.

O aAyopBuog mov vAormoleital amd TO TUNUA TOU ACUYXPOVOL EVTOTIOUOV TEPLYPAPETAL
TTAPAKAT®. APYIKA, VITOAOYIZETAL 1] HEOT] EIKOVA ATTO OAEG TIG EIKOVEG IOV EXOVV KATAYPAPEL,
T 07TOlal APALPEITAL ATTO TNV TPWTI EKOVA OTNV 0Told evTomidetal T0 CLUPBAV. ETO KAPE IOV
artelkovideTal n Sla@opd avTr), SMUIOVPYELTAL 1) TTEPLOYT] EVOLAPEPOVTOC, ] OTTOlA Elval Eva
TETPAYOVO OTOV OTOI0L TO KEVTPO PPIOKETAL TO TTO PWTEVO EIKOVOOTOLKEIO TOV oLuufBavTog.
OTIWC KATAYPAPNKE QMO TO JPONYOVUEVO TUNUA TOV AOYIOUIKOU. Av 1o ocvufdav Sev
meplopidetal o &va HOVO €1KOVooTolyeio, dnAadn av Sev mpokelrtal yla KAmolo KAUUEVO
EIKOVOOTOLYEIO0 TIOV €XEL MTPOKAAETEL TOV EVIOMIOUO, SNUIOVPYEITAl LA HAOKA 0TI ZeAT|vn,
TIPOKEIUEVOL va kKaBoploTel av o cupfav avto evtomidetal peéoa n €§w amo ta opla me. la
TOV OKOTIO aUTO e@appolovial SVo I'kaovolava @IATpA KAl OTNV €1KOVA TTOV TTPOKVITTEL LETA
NV €@apuoyn tovg, Bpioketar to Oplo g ZeAnvng, XPNoLomowvTIag eva @irtpo Sobel.
TeAkd, TO KEVIPO TOL KUKAOL PBploketal peow Twv aAyopiBuwv Landau kot RANSAC kot pe
QAUTOV TOV TPOTO, EAV TO CLUPBAV EVTOMIETAL LECA OTA OPLA TNG ZeANVNG, emPePaiwvetal 0Tl
avTo Sev avtioTolyel o KATO10 A0TEPL.

IMa v katyoplomoinon tov cuuPAavtog, av avto §ev AVIKEL 08 Kapia astd TIg TAPATAV®
Katnyopieg, epapuoletal o aiyopiBuog Levenberg-Marquardt otnv steploxr evoia@Epovtog
TOV Kape NG S1apopdag. Amd TIg TEAIKEG TAPAUETPOUS TOV HOVTEAOV, KPIVETAL TO OYTLA TOV
KAl 1] QOTEWVOTNTA TOV OMOTE S1AKPIVETAL AV AVTIOTOIXEL O JPAYUATIKT EKAAUPN Qo
TIPOOKPOVOT), 0 S0PLPOPO, 0 KOOUIKI] AKTIiva 1] av gival T000 axvo sov dev umopel va
avaAvBet.



0.5 To AOYIOMIKO EVIOMOUOV TWV CUVIETAYUEVOV TWV EKAALPEDV

YT0 TEAELTAIO TUTMUA TOVU AOYIOHIKOV, O XPTOTNG UITOPEL va €10AYEL TIG KATAYEYPAUUEVEG
EKAQUYELG UE OKOTTO TNV EVPECT] TV TIPAYUATIKOV CUVIETAYUEV®V TOUG OTNV ETPAVELA TNG
YeAnvne. H Siemtagn tov amotelel HEPOC TOU ACVYXPOVOU EPYAAEIOV YA TOV EVTOMIOUO KAl
v avaivon Twv ekhapypewv. Kata myv ekkivinon mg Stadikaoiag, o xpnotng kaAeital va
€10AYEl TANPOPOPIES TTOL APOPOVV TNV ToTofecia ard TV ooia yivoval o1 TapaTnproelg,
evo drafadovtan o1 TANPOPOPIES NUEPAS KA MPAS ATTO TO APXEL0 TV pHeTadedouevwy.

H eiocoSog tov pmopel va eivar eite évag (pakelog pe KAmowo ovufdav eite KAmTo10g
VIEPPAKENOG TIOV TEPLEXEL SrapopeTika ovupavta. H £€odog tou Aoylopikov amoteleitan
a7t EVav PAKEAO LEe Ta amoteAéouata g Stadikaoiag, 0Tov 07Toio ePIEXOVTAL EIKOVEG TTOV
Snuovpyolivtal KAt TNV €KTEAEOT Tov aAyopiBuov kaBwg kal &va KeYevikO apyeio pe
TN POPOPIEG TTOV APOPOVV AETITOUEPELES TNG S1ad1KATIAG, OMWG TO KEVIPO KAL 1 AKTIVA TNG
STV TTOL LITOAOYICETAL, TTAPAUETPOL TOV TNAECKOIIOV, 1] NUEPA KA GMPA JTIOV EKTEAECTNKE
n Stadkaoia kat, PLOIKA, 01 CUVTIETAYUEVES TNG TIPOOKPOVOTGC.

SOupwva pe tov aiyopifuo mov meptypagel v diadikaocia, mpota evromidetal To 0plo
petady TeAnvig kat ovpavov. Auto vitoloyiletal, epappoloviag dvo 'kaovolava giltpa oto
UECO KAPE TTOV TEPLYPAPEL TO OUUPAV, YA TNV APAIPECT] TOL PWTOG Kat Tov Bopvov, pe v
JTOPAUETPO Olyud 10M HE 25 KAl 5 AVTIOTOIKA. ZTNV €1KOVA JTOV JIPOKVIITEL QIO QUTN TN
Sadikaoia epapuodetan eva @iktpo Sobel, oe cuvSuaopod e Eva KATOEAL OTEVOTNTAG e
OKOJIO TNV S1aTnpnon TV o POTEIVOV EIKOVOOTOLXEIWV TNG €1KOVAC, T OTTold elval autd
70V BploKOoVTAl TAV® OTO OP10 PETASL TNG ZeANvig Kal Tov ovpavov. Meow tov alyopiBuov
Landau o€ ovvSvaouo pe tov aryopiBuo RANSAC yivetal SetypatoAnyia ota e1KovooTolyeia
avtd yia va Bpedei To kEVTpo Tov KUKAOL Tov avTiotolel otn SeSouévn mepipeTpo.

Ewova 0.5: ITapaderypa evpeong opiov petaly ZeAnviakng emgavelag kat ovpavov. H
TEPIUETPOC TOV KUKAOL JTOV £XEL VITOAOYIOTEL OTUEIOVETAL IUE KOKKIVO.



>t ovvéxela, peow evog artnuatog HTTP oto JPL Horizons API tng NASA, ue Bdaon tig

mANpo@opieg mov &xovv 1ebel wg eicodog, dnuiovpyeitan pa opBoypa@ikr) tpoBoAn g
YeAnvng, MAV@ OTNV OTold AVTIOTOIideTal 1) €kova mov &xel mapatnpnbel amd Tto
TNAEOKOTTIO TOL XpNoTh. A&idel va onueiwbel 0T 0 xprotng umopet va eneuPerl oe kabe otadlo
g Sadikaciag, peTABAAOVTIAG TIC TTAPAUETPOVE KAl EKTEAMVTAS TIPOCAPUOYES YA TNV
avénon g akpifelag Twv amoTeAEoUATWY.

Ewova 0.6: ITapaderypa tov Svadikot xaptn g mpofoArg Tng TeArvng mov dnuiovpyeitat
puéow tov JPL Horizons.

Ewova 0.7: [Tapaderypa avtiotoiylong g e1kovag tng IpOOKPOVOTNG UE TNV TTPOPOAT) TNG
SeAnvng.



Chapter 1 - Introduction and Thesis Outline

1.1 Near-earth objects and lunar impact flashes observation

Near-Earth Objects (NEOs) are comets and asteroids that have been attracted by the
gravitational forces of nearby planets into orbits that allow them to approach the Earth,
comprising a potential threat. Meteoroids are objects that range in size from dust grains to
one meter in diameter and are cometary or asteroidal or cometary debris. The moon is
bombarded with a rate of 7.5 meteoroids per hour that cause impact flashes, while Earth with
a rate of approximately 100 meteoroids per hour [1]. The benefit of the detection of lunar
impact flashes is, firstly, the calculation of the meteoroids’ mass, size and other physical
parameters in addition to those of the impacts themselves, such as temperature and craters
on the surface. As for the meteoroids that reach the atmosphere and pass close to the Earth's
orbit, the goal of those calculations is the protection of human civilization. The mid-term
objective is about analyzing the frequency and the sizes of the meteoroids and small NEOs to
conclude essential information for the protection of space vehicles and stations that could be
affected or destroyed by large impacts. This can also contribute valuable information to the
current and the future space missions to the Moon. In recent years, there has been a growing
interest on behalf of European and international space agencies in Moon observations and
lunar missions that may include manpower and robots.

The observation’s results can be used to estimate the meteoroid time and space distribution
on the moon and help space agencies acquire the tools to select the coordinates for building
the first lunar space in a way that is less likely to be perturbed by a meteorite. Moreover,
calculating the temperatures of the impact flashes and the kinetic energies of the objects that
cause them will be crucial to the structural engineers for the armouring of space vehicles,
regarding the shield that should be used for any permanent infrastructure on or beneath the
lunar surface [2]. Hence, regular observations of the moon could be critical for the protection
of the Earth and the development of space missions.

As many cameras and telescopes are used for the observations, the cross-validation of
impact events across users is not an effortless task. Each camera provides a different
Interface, has distinct write and read times, frames per second rate that it can capture, and
along with the different telescope types, these all impose various hardware limitations on the
computers.

Furthermore, each detected event could be a cosmic ray hit, a satellite passing in front of the
moon, a field star very close to the lunar limb or an impact flash. The distinction between
those is not clear to the eyes of an amateur and it is time consuming even for an expert user,
having to examine the events one by one to validate them.

The storage limitations are a challenge as well, due to the fact that one night of observations
could result in about 100GB of data and there is no simultaneous observation and detection
of potential events, so everything is stored in the disk until it is analyzed [1].



Image 1.1: A validated impact flash, captured by the Krioneri Telescope of the National
Observatory of Athens.

Image 1.2: A satellite outside of the lunar limb, captured by the MEADE telescope of the
National Observatory of Athens in Penteli during the observation hours of the FDS team.

The optimal observation conditions depend on the phase of the moon, the atmosphere and
the position of the telescope and camera. Firstly, the quality of image and the observation
process is increased if the sunlit part of the moon is not contained in the field of view, as it
affects the observations by increasing the contrast and causing false detections if the
telescope is not stable and, therefore, sets observational burdens in terms of the lunar phase
during which the observations can be performed. The minimum duration of the observations
is approximately 20 min (at low brightness lunar phases, such as 0.2), while the maximum is
approximately 4.5 hr (at lunar phases near 0.45) and between those phases of the Moon are
the total available nights for lunar observations each month [3]. Also, the sky has to be as



clear as possible, without clouds and pollution and the humidity must be below 90% in order
to safely use the equipment.

Image 1.3: The phases of the moon and the area that can be observed in each phase.

An open-source tool for lunar impact flash detection would result in more observation hours

and it would provide a common ground for professionals and amateurs to share and validate
their results. A dedicated software pipeline has been developed for the purposes of all the
above. This open source software is fully developed in Java and performs the Observation
and Online Detection simultaneously and the offline detection and classification and the
localization of the events on the lunar surface. In the online domain all the frames that
include events are stored in separate directories along with a certain number of previous and
successive frames. Moreover, the software creates a directory that includes the events of each
night of observations in chronological order, for each of them can perform a classification
and find their coordinates on the lunar surface.

Number of events

Image 1.4: Distribution of detected events in relation to time for the NELIOTA software.



Observed hours

Image 1.5: Distribution of observed hours in relation time for the NELIOTA software.

1.2 Thesis Outline

Chapter 2: Theoretical Background, provides background knowledge to set the stage for the
subsequent chapters, introducing the reader to concepts such as meteoroids, impact flashes
and astrophotography. Relevant state-of-the-art works are mentioned.

Chapter 3: Technical Background, presents the observation and the testing conditions, as
well as the programs and frameworks used to develop the software.

Chapter 4: Online Detection, introduces the online plugin that was developed for the
purposes of live detection of lunar events.

Chapter 5: Offline Detection, presents the standalone tool used for the offline classification of
lunar events.

Chapter 6: Localization, delves into the localization part of the standalone tool that provides
the user with the actual coordinates of each event on the lunar surface.

Chapter 8: Conclusions, contains the results of the thesis, summarizing and providing an
outlook into the future work.



Chapter 2 - Theoretical Background
2.1 Astronomy and astrophotography
2.1.1 Space objects and lunar events

Besides true impact flashes that are caused by comets, asteroids and meteoroids, the events
that can be falsely recorded may refer to satellites, cosmic rays, hot pixels or stars, due to
their resemblance to impact flashes. In the case of true impact flashes, the origin of the flash
is the impact, which is caused by the fall of a projectile as those mentioned above on the
surface of the moon. Because of the lack of atmosphere of the moon, even small meteoroids
can collide at increased speeds [4]. Additionally, the distribution of the projectiles that
collide with the lunar surface can vary as the Earth orbits the Sun due to the crossing of our
planet through cometary/asteroidal debris or meteoroid streams [1].

Meanwhile, satellites are artificial space objects which are placed into orbit in outer space
and communicate with some ground stations. When a satellite crosses the field of view of a
telescope, a sudden change of luminosity is observed in the form of a line that marks the
satellite trajectory. In each frame, only a part of this line appears, making the satellite
resemble an impact flash. On the other hand, cosmic rays are high-energy protons and
atomic nuclei that navigate in outer space at about the speed of light and can hit the
telescope and camera lens, causing sudden changes in the brightness of small areas of pixels
[12]. Mainly, cosmic rays bounce on the sensors of the telescope at different angles, so the
shapes of the pixel areas that the change of luminosity is noted, differs largely from that of an
impact flash that has a round shape and they can be quickly discarded. However, in some
cases that can bounce on the lens with an almost perpendicular angle making their shape
almost round, resembling more to stars and flashes [3].

Besides the above, that can be falsely detected as flashes caused by impactors on the lunar
surface, hot pixels can also cause sudden changes in the value of the pixels. In this case, a
single pixel temporarily reaches the maximum value it can take, due to electrical charges that
leak into the sensor wells. They are more common during seasons with warmer weather and
they cannot be predicted. The crucial difference from impact flashes is that a hot pixels refer
to only one pixel at a time, as opposed to impact flashes that occupy several pixels in the
frames that they appear. The last category of the events that can be commonly mistaken as
impact flashes are stars occurring near the lunar limb, which is the term to refer to the edge
of the visible lunar surface as observed from the Earth. It should be noted that the lunar
observations occur to the hemisphere of the Moon that is facing towards Earth and especially
on the non-sunlit part of this hemisphere, due to the fact that in this area, which is darker,
impact flashes are more visible [1]. Also, the terminator area, the line that divides the
illuminated from the non-sunlit part of the moon should be avoided during the observations
as the glare from the sunlit part of the moon can affect the quality of the images obtained.



Image 2.1: Example of a cosmic ray. Image taken from NELIOTA data.

After the detection of the flashes, their physical parameters can be calculated. These can be
the mass of the impactor, its density, its radius, as round objects are assumed, its velocity,
and kinetic energy at the time of the impact. This kinetic energy when the impactor strikes
the lunar surface is converted to luminous energy that generates the flash while some
material of the projectile and the lunar surface melts and the temperature of the droplets
increases. Another parameter that can be studied is the energy that causes a possible
excavation of a crater, its temperature at the time of the creation and its diameter [2].

The energy that is radiated at the time of the flash has been correlated with the masses of the
projectiles. More specifically, impactors of bigger size produce brighter flashes. However,
until now there has been no similar correlation between the masses of the impactors and the
temperature evolution and development of the collisions, for the reason that this also
depends on the heat capacity and the thermal conductivity of the materials of the projectiles
and the surface of the moon [5].

2.1.2 Astrophotography - Photo calibration

Firstly, an attempt to clarify some terms related to astrophotography will be realized and
then, a mention to the calibration of the images will be made. The term gain refers to the
magnitude of amplification a system can reach, meaning the constant factor that the received
signal will be multiplied by. In addition, the term exposure time that can also be found as
shutter speed is the amount of time that the camera gathers light from the observed sample.
What’s more, the frames per second (fps) is the rate at which a camera can display or capture
consecutive frames.

The image processing that is performed on the images obtained by a CCD camera contains
three stages. Dark, bias and flat field images are captured and then the first two are
subtracted from the frame and this image is divided by the third one to obtain the final
image.

The bias frame is captured in complete darkness, with a very little exposure time before and
directly after the observations. To eliminate the statistical fluctuations of light on the final
image, a constant is added to it that has to be subtracted afterwards. As a bias image for the
calibration, the median of several exposures is taken, to reduce the noise induced during
their capturing [6].



Image 2.2: An example of a bias frame. [diplomatiki aleksi]

The dark frame is captured with the dew shield of the telescope closed, with the same
exposure time as the frames that need to be calibrated. This image corresponds to the
thermal noise of the camera and it is proportional to the temperature. For the calibration to
be strictly correct, after each frame that is captured, a dark frame should be captured too, in
order to have the exact thermal noise at all times [6]. Obviously, this cannot be done,
because it would result in a significant loss of observation time, thus, a number of dark
frames is recorded before or after the observations, with the same exposure time that is used
throughout the observations and their mean frame is used. This average dark frame is then
subtracted from all the recorded frames of the observations. It is recommended not to use
dark frames for calibrations for exposure times smaller than 5 sec, in order not to induce
noise to the images [7].

Image 2.3: An example of a dark frame. Image obtained from the NELIOTA data.



The need for calibration with a flat field image arises from the fact that not every pixel in an
CCD camera has the same sensitivity nor the same response time. Some pixels produce more
photoelectrons than others, resulting in diverse brightness in the image. In the flat field
image the results of the light scattering due to grains of dust on the surface of the optics of
the telescope, such as the filters and the camera lens can be noted that deteriorate the quality
of the image [6]. Moreover, the uneven lighting of the field of view, which is called
vignetting, causes the brightness of the image to reduce from the center to the edges of the
image. The way to obtain the flat images is the following.

Numerous flat field images are obtained, with the dew shield of the telescope closed, so that
each pixel is located in the exact same place during the sky observations and the flat image
capturing. An evenly illuminated surface must be captured, with the appropriate exposure
time so that the noise is insignificant and no pixel reaches its maximum value [7]. This
exposure time usually ranges from 2 to 3 seconds. An ideal surface that resembles the one
described is for example the sky during pre-dawn when no stars appear, with the same
telescope focus that is used during the observation, while the camera is cool so that no extra
thermal noise appears, for each filter that will be used. Flat field images should be obtained
for each night of observations, but if the target doesn’t change, the same images can be used
for some consequent different observation sessions [7].

Image 2.4: An example of a flat field frame. Image obtained during the observations that
took place for the testing of the FDS on the 8th of April using a ZWO ASI29g0MM camera.

2.1.3 The FireCapture Program

FireCapture is a free open source JAVA-based software package for planetary and lunar
image capturing. It is a feature-rich program for astrophotography for high speed digital
video imaging of the planets and other solar system objects that provides a common
interface from which the user can control the operation of many different types of cameras.
The latest version of the software can operate for Windows, Linux, Mac and Raspberry Pi.
Through its interface, the user can capture planetary images at specific directories with the
format that they wish, choosing between AVI and SER for videos and BMP, FIT and JPEG
for images. There are options for each planetary body that is observed. Via the control panel,
the gain and the exposure time of the image can be adjusted, in order to alter the received
signal. The focus of the image can also be changed, along with some settings regarding,



among others, the applied filters and the performance of the tool. In the preprocessing area,
the user can choose from a variety of plugins that have already been developed. The variety
of the features that this software provides, as well as the ability to enhance it with custom
plugins, make it a very popular software among both experienced and amateur astronomers.

2.2 Image Processing Filters and algorithms

2.2.1 Gaussian Filter

Gaussian filters play an important role in filtering different kinds of images to produce a
blur effect and eliminate noise and detail. They are general-purpose filters that the simplicity
of their algorithm, the ease of implementation, and the robustness of the results makes them
the first choice for filtration in many applications. Gaussian filters provide an approach for
the separation of the roughness and waviness components from a primary surface and they
can be applied to the input surface by convolving the measured surface with a Gaussian
weighting function [8]. The Gaussian weighting function has the form of a bell-shaped curve
as defined by the following equation, where x, y are the two-dimensional distance from the
center (maximum) of the weighting function and o is the standard deviation of the
distribution.
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In one dimension, the Gaussian function is:
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The mean of the distribution is assumed to be equal to zero. The standard deviation (sigma,
sd) of the Gaussian function has a crucial role in its behavior. The blur effect increases as the
standard deviation takes larger values. When working with images the two dimensional
Gaussian function is used that is simply the product of two 1D Gaussian functions, one for
each direction. Another very important value of the Gaussian fit is the full width at half
maximum (FWHM), which is the width of a spectrum curve at the point between those
points on the y-axis where the amplitude has half of its maximum value. The FWHM and the
standard deviation have the following relation.

FWHM = 2+/2In2 o = 2.355 0.



2.2.2 Sobel Filter

The Sobel filter is used in image processing to perform edge detection, resulting in an image
with emphasized edges and the other features significantly eliminated or smoothed. This
operator performs a two dimensional spatial gradient approximation on the image’s intensity
function, meaning that it is a discrete differentiation operator [9]. The Sobel edge detector
uses two of 3 x 3 convolution masks, one for measuring the gradient in the x dimension and
the other respectively for the y dimension. It is based on the assumption that the edges of the
grayscale images can be found in places where there is a discontinuity in the brightness of
adjacent pixels or a very abrupt intensity gradient in the image. This is called the gradient
method for edge detection which marks the edges by searching for the maximum and
minimum in the first derivative of the intensity value of the frame. This method is influenced
by noise in pictures, in the sense that it highlights it as an edge. Other filters that use this
method, such as Roberts and Prewitt also have this property, while the detected features on
the images have sharp edges [10].

Through the detection of an image’s edges its features can be more efficiently understood, by
recognizing object boundaries. Furthermore, it can be used to discern areas of an image to
segment it to the different objects that appear in it. It also minimizes the amount of data that
is stored, reducing the size of the image by preserving only the most relevant information,
such as the structural properties of its features [11]. In the filtered images redundancies are
eliminated and important events are captured, without seriously affecting the quality of the
frames.

2.2.3 The Landau and the RANSAC Algorithm

The Wang-Landau (WL) algorithm is a Monte Carlo algorithm that estimates the densities
of states of a physical system required to perform a multicanonical simulation and it is also
designed to perform numerical integration in high dimensional spaces [13]. Its applications
contain a variety of systems. For instance, it could be used in computer vision to determine
the center of a circle, by obtaining standard samples of each connected component of points
that lie on the perimeter. Its convergence has been proved in certain cases and its rate is
strongly connected to the affinity properties of the underlying non-Markovian random walk.
In the challenging cases that the algorithm does not converge, it can be combined with the
RANSAC algorithm, to yield a result.

The RANSAC (RANdom SAmple Consensus) algorithm is a general parameter estimation
technique developed to cope with a vast number of extreme values that differ from each
other in the observed data. It is a learning technique based on random resampling that
generates candidate solutions by using the smallest set of data points required to calculate
the underlying model parameters and proceeds to enlarge this set with consistent data points
[14]. The steps of the algorithm are the following and they are iteratively repeated until it
converges [15].

e First step: Arbitrary selection of the smallest subset of points demanded to estimate
the parameters of the model.

e Second step: Fit of the parameters of the model based on the points selected during
step one.



e Third step: Assessment of the number of the points from the entire data set that are
consistent with the model given a certain tolerance.

e Fourth step: If the fraction of the number of data points which are not outliers over
the total number points in the set exceeds a predefined threshold value, recalculation
of the parameters of the model again using all the detected inliers and algorithm
termination.

e Fifth step: If not, loop through steps 1 to 4, having set a maximum number of
iterations.

2.2.3 The Levenberg-Marquardt Algorithm

The Levenberg-Marquardt algorithm is a widely used optimization technique that was
created to tackle the nonlinear least squares problems [16, 17]. Least squares problems can
appear when fitting a parameterized mathematical model to a given dataset by reducing the
sum of the squared difference between the model function and the input data points. The
LMA minimizes the sum of the squared errors between the fit function and the input by
performing a series of careful updates to the values of the parameters of the fit. It achieves to
outperform simple gradient descent and other conjugate gradient algorithms in many cases
by incorporating a merge of the gradient descent method and the Gauss-Newton method
[18]. In the first algorithm, the sum of the squares of the errors is reduced by updating the
model parameters in the steepest-descent direction [19]. According to the Gauss-Newton
technique, the sum of the squares of the errors is minimized by concluding that the least
squares function is locally quadratic in the parameters, and calculating the minimum value
of this quadratic. In the case the parameters have a big difference from their ideal value, the
LMA behaves in a way that resembles a gradient-descent technique more. To the contrary, if
the parameters’ values approach the optimal the Levenberg-Marquardt algorithm behavior is
closer to the Gauss-Newton method [20]. By studying the parameters of the fit, conclusions
about the distribution of the data set can be made.



Chapter 3 - Technical Background - Relevant Works

In this chapter, we will present some relevant works from the field of lunar impact flash
detection that have been developed internationally in the past years.

3.1 The NELIOTA project

NELIOTA is an ongoing project that takes place at the National Observatory of Athens
(NOA), is funded by the European Space Agency (ESA) and has the aim of determining the
distribution and frequency of small near-earth objects (NEOs) by monitoring lunar impact
flashes [1]. Until the end of August 2022, more than 2033 days since the start of observations
have passed and more than 224.31 hours of lunar observations have been realized. During
these observations, there have been produced and stored around 176.58 TB of lunar images,
while 149 NEO lunar impact events have been confirmed [1]. For all of the above the 1.2 m
Kryoneri telescope in Peloponnese, in Greece is used [3]. The telescope possesses two
sCMOS cameras (Andor Zyla 5.5), the first camera records in the red (Rc) and the other in
the near-infrared (Ic) passbands.

)

Image 3.1: The Krioneri telescope.

Whatever the detection domain of NELIOTA has achieved to detect, such as impact flashes,
satellites, cosmic rays or anything that crosses the field of view, is called an event. These
events are analyzed in order to be validated as impact flashes [1]. The first criterion that is
used to validate the flashes is that both cameras have detected it at the same pixel area and
the second one is the absence of movement of the event on successive frames. According to
the camera in which the event has been detected, and the above criteria, four cases can be
produced.

e Case 1: Both criteria are satisfied. The event is classified as a validated lunar impact
flash.

e Case 2: Neither criterion is satisfied. The event is detected in various frames of only
one camera. The event is discarded, as it is not a true impact flash.



Case 3: The first criterion is satisfied but the second is not. If there is movement it
means that a satellite, an airplane, or a bird is crossing the field of view. The event is
classified as false.

Case 4: The second criterion is satisfied, when the events consist of various frames or
the event is singleframe, but the first criterion is not fulfilled. When the event is
detected only by the R camera, Case 4R arises and similarly Case 41 for I camera. This
case is usual, due to the fact that cosmic rays are a subcase of it.

Case 4R: Due to the fact that the apparent magnitude of a flash in the I band
is always brighter than in R and that the flashes in I filter camera can be
detected more easily, due to Rayleigh scattering events that have been
detected only in the frame(s) of the R camera and not in the respective one(s)
of the I camera can be discarded. In this case, the event is characterized as
false.

Case 4I: Taking into account the second criterion regarding the
non-movement of the event between successive frames, the Case 41 has to be
split into two subcases, which are addressed below.

Case 4I-1: If the event has been detected in the same pixel area of multiple
successive frames and is of round shape it is identified as a cosmic ray hit,
because if it was a validated flash, it would be certainly detected in the frames
of the R camera too. Thus the event is considered a suspected lunar impact
flash with a high confidence to be considered as validated.

Case 4I-2: If the event is detected in only one frame of the I camera. This
could be a cosmic ray that hit almost perpendicularly the sensor, or an impact
flash. To make the distinction, the shape of the event is compared with that of
a standard star that has been observed between the lunar data chunks. If the
full width at half maximum between the star and the event varies within a
certain range, it is classified as a suspected lunar impact flash, with a low
confidence to be considered as validated.



Image 3.2: Location of the impact flashes detected so far by NELIOTA.

The detection domain of the NELIOTA software provides images before and after the event,

always seven frames before and seven after the event [1]. Using these images, a mean
background image is created that is subtracted from the frames that contain the flash, in
order to obtain an image without background that its main feature is the event. This
background image is called a ‘Difference’ image and after the subtraction it has a non
zero-level background,due to the fact that it contains a residual noise signal. The standard
deviation of this noise depends on the glare of the sunlit part of the Moon and the seeing
conditions.

3.2 The MIDAS project

The Moon Impacts Detection and Analysis System (M.I.D.A.S.) project is a software that has
been running since 2009 and its aim is to automatically detect flashes produced by the
impact of meteoroids on the lunar surface [21]. Those flashes have a very brief duration, so
they can be seen in no more than 2 or 3 frames, making their non-automatic detection a hard
task. Furthermore, this package achieves a photometric analysis of the flashes, can calculate
the value of their luminous efficiency and can confirm the flashes detected by different
telescopes within the same network by uploading them into a common database. Although it
is impossible to deterministically identify the origin of the meteoroids solely by observing the
moon, this software is also able to link the source of the impactors with a known meteoroid
stream with a high probability [5].

For using and testing purposes of this software monitoring of the non-sunlit lunar surface
with small telescopes and high-sensitivity CCD video cameras has been performed [5]. The
frame sequence from the telescope must be digitized and stored in a hard disk in order for
the images to be analyzed afterwards.



Image 3.3: An example of the lunar surface that the MIDAS software monitors.

The input of the MIDAS software can either be a live video streaming coming from the
telescope or, alternatively, a preprocessed AVI video file [21]. The user is allowed to see,
change, and even analyze potential impact flashes that haven’t been confirmed yet, while the
detection process is running.

The detection of an impact flash happens as follows: the software compares successive
frames, whose number is set by the user, in order to identify areas of pixels whose value has
changed more than a certain threshold that is set by the user. This threshold may depend on
the user’s criteria and the telescope and camera features and affects the process in a
significant manner [5]. The detection process only occurs in a certain region of interest of the
field of view whose limits are defined by the lunar limb. For this reason, a lunar mask must
be defined, indicating that the detection has to happen inside of the lunar surface, excluding
any stars or the sky. This mask can be optionally specified by the user, by marking the
regions outside of the lunar disk using the mouse. If the user wishes to do that, by clicking on
three or more points located at the lunar limb, an appropriate mask is created and applied on
the field of view.

Any flash detection is recorded in the format of a small AVI video file and stored on a
database also containing some useful information regarding the time and position that it
occurred. Every telescope in the network has its own database with the suspected impact
flashes, which are automatically cross-checked with the detections stored in other databases.
In the case that at least one more telescope in the system has recorded the same flash, the
event is confirmed. Consequently, the MIDAS software produces a list with the confirmed
events and any false positives that can be later analyzed or deleted by the user [21].

For the best analysis of the images, a variety of preprocessing methods can be applied by the
software. For instance, the frames can be averaged using a median filter that recalculates the
value of every pixel based on the brightness of the pixels around it, at a distance that the user



can specify. This could unfortunately have a blurring effect, along with the desired
smoothing. An alternative method for that is the video size reduction to 2:1 [22], where the
width and height of all the images that are received are divided by two and the video is
resampled to the new size [23]. In this way, the frame's noise is reduced along with the time
needed for the real time analysis of the images. This method is efficient due to the fact that
any true impact flash covers more than one single pixel in a frame, so it cannot disappear
after resampling [21]. Furthermore, to avoid noisy images, a transformation filter could be
applied instead to the video file, in a way that each frame is substituted by a weighted
composition of a number of frames around it, with a weight and the number of frames to be
taken into consideration each time selected by the user. Subsequently, larger weight can be
given to the current frame or the ones before or after, making their contribution bigger or
smaller. By default, the maximum allowed intensity difference between consecutive frames
for them to be taken into consideration is set to the average noise level in the images [24].
Thus, any differences occurring due to the background noise are evened out, but any
difference caused by an impact flash can still be seen [5].

In order to localize the events detected, the coordinates of the corresponding pixels on the
images are converted automatically to the coordinates of the flash on the lunar surface, by
correlating the lunar features that are tracked by the high resolution cameras to at least three
easily identifiable ones with known positions [24].

In the interest of estimating the diameter of craters created by the lunar impacts and
calculating the impact flux on the Moon and the Earth, a study of the kinetic energy of the
meteoroids is beneficial. For this purpose, a photometric analysis is performed, in order to
infer the evolution with time of the luminosity of the impact flashes and from that, obtain the
energy radiated as visible light by the flash [21].

The light curve of the event and a series of standard stars is plotted, where the brightness is
in pixel values that in 8-bit analog to digital conversion range from o0 to 255. Thus, a
magnitude versus time plot can be obtained for the impact flash by comparing its magnitude
to that of the stars observed and from this, the software calculates the energy released as
visible light on the Moon by performing a numerical integration of the radiated power P with
respect to time [5].

The MIDAS software has certain complementary functionalities such as a lunar calendar
display with the moon phases for each day of the month, the corresponding sunlit part of the
lunar disk and the local moonrise and moonset time that can help the user plan the lunar
observations, that can be performed when the lunar phase ranges from 0.1 to 0.6 [21].

3.3 The Flash Project: Lunar impact flashes from France

Conductive to the observation of the thermal emission of fresh lunar impact craters
observation, an automatic lunar impact flash detection and localization software has been
created in the Observatoire de la Cote d’Azur in France, called the flash project [25]. To
identify the flashes and their coordinates on the lunar surface live high speed image data of
the lunar surface are obtained. These coordinates can then be later used to attempt the
observation of newly created impact craters using NASA's Lunar Reconnaissance Orbiter
(LRO) and study their thermal data. As this detection and the localization is a live process,
the craters still retain a part of the heat of the impact when they are identified, making their
observation with the LRO’s thermal camera a useful process [26]. NASA’s LRO has been into
orbit around the Moon since 2009 and its mission concerns the mapping of the features of
the lunar surface and their respective temperature at all times.



The detection algorithm that this software uses works as follows: firstly, a master frame is
computed using the last ten frames that are received and it is subtracted from the current
one in order to eliminate the inhomogeneous background of the moon and the glare from the
sunlit part. Then, to detect the flashes, either a threshold is applied to the pixel values, and
any pixel value that exceeds that is recognised as a flash, or a Gaussian filter is applied to
eliminate the artifacts [26]. In the first case, there is a need for various filters in order to
eliminate the noise and confirm the flash, while in the second no extra filters of any kind are
necessary.

Image 3.4: Light gradient removed image with a pixel threshold applied for contrast. The
inner and outer edge of the lunar limb is marked with red. The average of these two
detections is used for the final location of the lunar limb, resulting in ~1 pixel accuracy.
Image taken from the NELIOTA website.

To analyze the flash, firstly the images are stacked, then the background is removed and the

limb is detected. According to the limb, a circle fit is performed and the LRO map is
generated. Then, using a binary map, the image from the fit is correlated to the lunar
projection that corresponds to the LRO map.



Image 3.5: An example of a circle fit, after the lunar limb identification. Image taken from
the NELIOTA data and analyzed by the flash project.

To calculate the impact coordinates after a successful detection two methods are used:
coordinate transformations or geolocating. In the first technique, the coordinates of the
pixels inside the image are transformed into corresponding lunar latitude and longitude,
using mathematical transforms. Using the geolocation method, well-known features of the
moon with given locations are detected within the recorded images in order to estimate the
impact coordinates [26]. Near the edge of the moon, neither of the above methods provide
accurate results. In any case, the coordinates found by this software for the impacts observed
during the testing phase were cross-checked using the impact coordinates of the NELIOTA
database.

After the detection and the localization of the flashes, an analysis of the events regarding the
source of the impactors takes place. To attempt to identify their origin, it is checked if there
is an active meteoroid stream at the time of the impact and the solar longitude difference
between the impact time and the max of each candidate stream is computed. Then, the
sub-radiant point of each candidate stream on the lunar surface is calculated and a small list
of candidate streams is extracted [28]. The impact speed for each stream is estimated and
the material of the impactor is observed so that the corresponding probabilities for the
impactor to belong to the stream are calculated.

Currently, for the observations at the Observatoire de la Céte d’Azur a MEADE ACF
telescope of 40 cm is used along with a CMOS ASI ZWO 183 camera that records with a 20
fps rate. Furthermore, a 50 cm custom Newtonian telescope is under operation with two
QHY 174 GPS CMOS cameras and a guider on the moon.



Image 3.6: The 50 cm custom Newtonian telescope used at the Observatoire de la Cote
d’Azur.

In conclusion, the main purpose of this software for automated detection and localization is
the monitoring of impact cratering and the analysis of their thermal signatures. Thus, the
cooling behavior for impact craters can be modeled as a function of the energy in the impact,

frictional and shock heating, crater size and in general the impact physics can be analyzed
[27].



Chapter 4: Online Detection

For the purposes of the live detection of events, a plugin for FireCapture has been
developed. This plugin extends the existing capabilities of FireCapture, enhancing them with
the simultaneous detection of flashes. This plugin has a graphical user interface as well as a
properties file for configurations, automatizes the detection process and significantly reduces
the amount of storage that is required for long hours of observations.

Image 4.1: The FireCapture GUI.

4.1 The Graphical User Interface (GUI)

In the graphical user interface of FireCapture, the plugin can be found in the
“Preprocessing” area, as all other plugins developed for this program. When the FDS plugin
is selected, the user will be able to see the GUI of the plugin that informs them about the
number of the frames that have already been received by the camera, the number of the
events captured in the current session and the time in milliseconds. Also, from there, the
user can specify a threshold for the detection and start the operation of the plugin.
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Image 4.3: The FDS plugin GUI.

Once the plugin has been initiated, a logger window appears with the information that has
been retrieved from the properties file, along with a configurations window that allows the
user to select how many frames before and after the event they would like to capture and
their frames format choosing from png, fits, or both. Moreover, the directory that the results
and the properties file will be written and whether threading is enabled or not. The necessary
parameters are externally configurable via the plugin's properties file. When the START
button is pressed the file is read and the parameters are imported. In the case of an
exception, due to mistakes in the properties file the button will not start the FDS. The
parameters that are not editable through the GUI, but only from the properties file are: the
alpha parameter, which is the new frame weight for the average image updating, the largest
allowed number of frames to record (before or after) and the smallest allowed number of
frames to record (before or after). When closing the dialog GUI, the parameters, if changed
are saved in the properties file and the frames processing starts.



Image 4.5: The configuration window.

When a detection has been realized, the user will be notified by the logger about the
timestamp of the event, the number of pixels that triggered the capturing and the time that
the recording has ended. The user can then check the records directory to inspect the results.

Image 4.6: The logger window when the 2nd event capturing has been completed.



4.2 Output

After the first detection has been realized a new folder will appear at the chosen location
under the name “observations”. For each day, another folder will be created inside the first
one, which will contain all the different events that occur in each session and time.
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7/8/2022 1:41 pp Dakerog opyEeiwv
13/8/2022 7:52 pp ¢ apyeiwv
10/8/2022 11:33 pp PAKEAOG apyEiwV
1/8/2022 2:51 pp Ddkehog apxEiwy

DaKerog apyeiwy

DéKerog opxEiwy
Dakehog opxeiwv
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Image 4.7: The observations folder.

event_1_2022.07.31.12.33
event_2_2022.07.31.12.33
event_3_2022.07.31.12.33
event 4 _2022.07.31.12.33
event 5 2022.07.31.12.33
event_6_2022.07.31.12.33
event_/_2022.07.31.12.34
event_8_2022.07.31.12.34

Image 4.8: An example of the contents of the folder of a specific day.
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Image 4.9: Example of the contents of an event folder (The number of frames recorded varies
according to the configurations made by the user).

Along with each event, a different metadata file is created that contains crucial event
information, camera details and time information that can be later used for the classification
and the localization of the event.

_| Event_Metadata - Notepad

File Edit Format View Help
Event Info:

The event occurred at: 2022-08-09 08:25:26.636.

The recording consists of 12 frames.

The event can be found at the 6th frame (filename: frame_605).
The number of pixels of the event is: 8.

The coordinates of the brightest pixel of the frame are:

% coordinate:161, y coordinate:336.

The threshold that was set from the user for capturing is: 99,
The average FPS of all the recorded frames is: 6.

Camera Info:

Camera Name: DummyCam.

Pixel Size: @5.6@(um).

Sensor Temperature in Celsius: 20.1e.

Max Image Size: java.awt.Rectangle[x=0,y-@,width-108e,height-12806].
Region of Interest Offset: java.awt.Point[x=e,y=e].

Is 16 bit: false.

Is bin2: false.

Is colour: true.

Is threading enabled: false.

Time Information:

The timestamp of each frame is (UTC):
Frame @: 2022-08-09 08:25:25,846.

Frame 1: 2022-08-09 ©8:25:25,998,
Frame 2: 2022-08-09 08:25:26.151.
Frame 3: 2022-08-09 08:25:26.304.
Frame 4: 2022-08-09 08:25:26.467.
Frame 5: 2022-08-09 08:25:26.636.
Frame 6: 2022-08-09 ©8:25:26.785.
Frame 7: 2022-08-09 ©8:25:27.100.
Frame 8: 2022-08-09 08:25:27.241.

Frame 9: 2022-08-09 08:25:27.379,
Frame 1@: 2022-08-09 ©8:25:27.516.
Frame 11: 2022-08-09 @©8:25:27.662.
The duration of the event in frames is: 2.

The coordinates of all the pixels that triggered capturing are:
% coordinate:161, y coordinate:336.

Image 4.10: The metadata file of an event captured using the “dummy” camera of
FireCapture.



4.3 Algorithm

The detection algorithm is implemented as follows:

For each session, the plugin begins by buffering the frames, in order to create a weighted
average image of those. For each frame that arrives, the last 5 frames before that are used to
create the average image (weight a = 0.35, hard-coded), using a copy of those frames in the
form and sequence exactly as the camera frames are parsed to the method by the
FireCapture. The detection process is activated by the START button of the plugin’s GUI.
When the detection is activated, for each frame that arrives, the average image is subtracted
from it, thus the difference image is obtained. In this image, if any pixel exceeds the value of
the threshold set by the user through the plugin’s GUI, the detection is triggered.

Image 4.11: A frame obtained by the Krioneri Telescope during the lunar observations.



Image 4.12: A frame containing a lunar impact flash obtained by the Krioneri Telescope.

Image 4.13: The difference image that has resulted from the subtraction of the above frame
and the average frame that corresponds to it.



Image 4.14: The difference image that has resulted from the subtraction of the above frame
that contains the flash and the average frame that corresponds to it. In this frame the flash
remains bright.

Setting a proper threshold value is important for the detection. The program will capture the
event only if at least one pixel of the difference frame has a value greater than that of the
threshold. At any point during the observation, this value can be adjusted according to the
events that are captured and the atmosphere conditions. On the one hand, setting a big
threshold may lead to some fainter events not being captured and on the other hand,
choosing a small threshold value could cause false positives. If more than 200 pixels (area
larger than 40x40 pixels) trigger detection at the same time, the threshold is not appropriate
and the user is prompted by the logger to increase it, in the case that there is no cloud
passing in front of the telescope.

The recording is saved in the directory specified by the user at the initialization of the plugin
and it consists of N frames before the event, the K frames that the event lasts and M frames
after (N and M is also specified by the user). The main requirement for the live detection
algorithm and for any other live process is rapidity, in order that the users cannot see the
program slowing down or stopping after the detection and thus, this algorithm is adequate
for this use.

The FDS processing consists of a few individual stages that determine the state of the plugin.
The stages are six, of which the first and the last are merely controls and only the second to
the fifth perform some processing of the current frame.

The stages are the following:

e Stage A:  This is the first stage of the plugin, that the user sees before the
initialization and before the activation of the detection. The detection here is passive
and this stage can be also entered after deactivating the FDS with the STOP button.
This means that in this stage, no detections can occur.



e Stage B: During this stage, the buffer arrays that are used for the detection process
are initialized. This happens immediately after the FDS activation with the START
button which lets the detection prepare to begin. This stage prepares initial values for
some FDS parameters (e.g. image size). The frames buffer array is also properly
initialized during this stage, by copying the first N frames and the initial "Average
Image Frame" is created. When the N-th frame is processed the detection is activated.

e Stage C: This stage is activated for the next frame immediately after the frame for
which an event has been detected. It is also applied to the following K + M -1 frames,
namely the frames of the event and the ones that have to be recorded after it,
excluding the last one. The frames buffer array is completed with the K + M -1 frames
following the candidate event frame. No other processing is applied to these frames.
The inclusion of the last, the M-th, frame ends with forming and saving a "Candidate
Event Record" with the frames and additional information and data to a storage in
proper format. Then, the detection for this event is considered finished. Note: the
averaged image is not updated by the M frames.

e Stage D: This stage terminates the current FDS activity if the detection is to come to
an end because the STOP button has been pressed. Note however, that in the case
that an event has just been detected, the process is not finished until the detection is
over and the stage "C" is finished. In this stage, the FDS resets some of its counters
and clears the memory used by the frames buffer array and by the average image
frame and the detection becomes passive.

e Stage E: This stage applies the candidate event detection algorithm to the current
frame. If no event is detected, the frames buffer array is updated with the current
frame where the oldest frame (the first) is replaced by the second in line, the second
by the third, etc. up to the N-th frame which is saved as N-1 and then the current one
is copied (First In First Out Queue). The average image frame is correspondingly
updated and thus, the current frame processing is completed. However, in the case
that a candidate event is detected, no updates occur, the current frame is copied as
new, the N+1, in the frames buffer array, a new detection is initiated and the counter
of detected events is increased.

e Stage F: This is an exceptional stage which the process should never reach. For this
reason, no action is implemented there.

Overall, if no event is detected in the current frame, the frames buffer array is updated by
removing the oldest saved frame, moving the other saved frames one position down, and
including the current frame as the N-th saved in the buffer. The average frame is updated
using a weighted average process, with weight a = 0.35, that is hard-coded and can be
changed only through the properties file. Otherwise, if an event is detected, the updating
processing is temporarily discontinued, the frames of the event (K frames) are included as
the next after the N already saved frames (frames before the event) in the buffer and the next
M frames (frames after the event) are simply added to the buffer. Then, the completed
frames buffer (that contains N+K+M number of frames) is saved to event storage and the
processing continues with the next frame.



If the threading is activated, the event record that is saved is implemented on a separate
thread, so the plugin continues to process the arriving frames independently of the saving
process. This could be a problem in the following cases:

e When the image of the moon that we receive is not stable due to bad weather,
telescope movements, or if any sunlit parts are included in the field of view. This may
lead to fake detections.

e When a satellite is crossing the image, then a lot of directories will be created, until it
is no longer visible inside of the image.

These problems can be solved by either not choosing threading or by temporarily stopping
the detection or significantly increasing the threshold when any of the above occurs. It
should be noted that those problems do not occur with true lunar impact flashes, nor when
the observation conditions are optimal, but also for their capturing, threading is not
necessary, due to the fact that the possibility of two impact flashes occurring almost at the
same time approaches zero. Although, if threading is enabled and the observation conditions
are satisfactory, the directories created by a satellite will be classified as such by the offline
standalone tool.

Image 4.15: Satellite captured by the Krioneri telescope during the lunar observations.

In order to use the software with a real camera, the camera needs to be connected with the
computer, after correct installation of its drivers and the type of the camera should be
specified when prompted by the menu when the FireCapture is opened. However, the
software does not necessarily need a real camera for its operation, as it is possible to use it
with an existing video of the moon and choosing the “DummyCam " from the FireCapture
menu. In both cases, after the camera setup, the process followed is exactly the same.



4.4 Software overview

The software takes input from:
e The user via the GUI
e The telescope or the video provided
e Online detection properties file

All output (recorded frames and metadata file) is stored inside the directory provided, in the
observations folder.
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Image 4.16: Diagram of the flow of the process that the operation of the plugin follows.

4.5 System Requirements

The functional requirements are:

Detection of lunar events.

Detection on images of low and high luminosity.

Detection of events recorded by different telescopes and cameras.
Parameters selection by the user through the GUI and an ASCII file.
Detection controlled by the START/STOP button of the GUI.

Recording in PNG and in FITS format.

Creation of metadata file containing the event details.

Operation for the 3 major operating systems (Windows, Linux, Mac OS).

PN p WD

The non-functional requirements are:

1. GUI logger with information regarding the capturing.



4.6 Online detection use case

A standard use case for the software is presented that refers to performing online detection
without threading using a real camera.

e Actor: User

e Goal: Initiate a session for the detection of lunar impact flashes using a real Camera
(e.g. QHY), select correct values for the FDS parameters, the threshold and the
recording directory and no other user interference, other than pressing the STOP
button for the session to end.

e Scope: This case is part of the online detection process, using the FDS plugin for
FireCapture. The necessary parameters and the frame sequence from the telescope
are provided, the detection process is activated and any results are written in the
assigned directory.

e Preconditions:

1. The camera provided is compatible with the FireCapture version that corresponds to
the user’s operating system and PC.

2. The parameters chosen (especially the threshold) are set to correct values (within the
limits provided by the algorithm).

3. The camera is stable and the weather conditions are appropriate for observations.

Normal flow:

1. Start FireCapture, select the type of the camera that is connected and select the FDS
plugin from the plugin list.

2. Set the threshold to an appropriate value given the observation conditions and press
the START button on the plugin interface.

3. Select the number of frames before and after the event that will be recorded, the
format of the frames, the recording folder and no to the threading option (meaning
that one event will be recorded at a time). Allow the detection to start, pressing the
OK button.

4. When the first event occurs, wait for the plugin to finish the saving of the frames and
the creation of the metadata file.

5. After the writing of the results, stop the detection process, using the STOP button and
finish the session in FireCapture, using the close button.

Quality attributes

1. The results of the detected event will be written in a sub-directory of the observations
folder.

2. The properties file will be updated with the last values for the number of frames
before and after the event that will be recorded.
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Image 4.17: Graphic representation of the workflow of the above use case.

4.7 Capturing dark spots on the solar surface

During the testing phase of the software, there have been attempts to connect the plugin to
the solar telescope (using a ZWO ASI120MC-S camera) during the day and observe the sun
using FireCapture. During these attempts it has been found that the developed software
could successfully detect sunspots due to their resemblance to lunar impacts. More
specifically, when the field of view was moved from a sun area that contained no sunspots to
an area that did, the detection was triggered. This happens because what our software

detects in this domain are sudden changes in the luminosity of small areas.



Image 4.18: Sunspots detected using the plugin from Penteli during the observations realized
by the FDS team.



Chapter 5: Offline Detection

After the online detection plugin has created the event folders in the observations directory,

the offline standalone tool can analyze and classify them. During this phase of the detection,
the already created events can be distinguished and organized, regarding their type and false
events can be recognised as such and can be discarded. With this part of the software, the
workflow is continued, as the offline detection’s input is the output of the online detections
plugin, this is to say, the directories of the detected events, containing the frames and the
metadata file.

5.1 The graphical user interface (GUI)

The graphical user interface allows the user to interact with the software in a
straightforward way, informs them about the folder that is being analyzed in each moment
and the progress of the detection and notifies them, when the procedure is completed.

Choose the operation you would like to perform

Event Detection Event Localization

Image 5.1: The standalone’s tool starting screen.

The process has ended, please close the window and consult log file.

Image 5.2: The pop-up window that notifies the user when the process is completed.



5.2 Input

In order for the software to work, proper input has to be given. In addition to this input, the
user can optionally adjust certain parameters regarding the calibration and the classification
phases of the process.

The obligatory input consists of a directory, produced by the online detection FireCapture
plugin that contains one or more properly recorded events. More specifically, the input can
be a single event directory, that contains a sequence of frames and a metadata file or a
directory containing multiple events. Each event consists of a specific number of frames of
PNG and/or FITS format and a metadata file, with all the event, camera and time
information. If the user does not have any events recorded using the online detection
FireCapture plugin, but wishes to analyze a specific event (or many of them) for which they
possess a sequence of frames that the event is shown and have the relevant information that
is contained in the metadata file, such as the coordinates of the pixels of the event in the
image, they can construct a file of the same format manually and analyze the event in the
same way.

Concerning the optional parameters that the user can adjust, all of them already have a
suggested value, that if it does not fit with the user’s preferences, can be changed through the
GUL Firstly, by clicking on the [Edit Parameters] button on the GUI starting screen, the user
may see the values that are used for the classification of the events. These parameters are
compared with some values that are produced by the algorithm and from this comparison,
the type of the event is concluded.

No event detected:

Case 1: sigma > param1 or sigma ratio > param2

Case 2: sigma ratio > param3 and sigma < param4

Case 3: sigma ratio > param5 and sigma > param6 and mean ratio < param7

Satellite detected:
sigma ratio > param8 and sigma > param9

Cosmic Ray or Impact Flash Detected:
param10 < sigma ratio < param11

Impact Flash Detected:
sigma ratio < param12 and sigma > param13

Cosmic Ray Detected:
sigma ratio > param14 and sigma < param15.

param1: 10( param2: 30.
param3: 3.0 param4: 10
param5: 2.7 paramb: 15
param7: 1.2 param8: 27
param9: 15 param10: 20
parami1: 1.5 parami2: 15
param13: 1.0 parami4: 15
param15: 2.0

Save Values

Image 5.3: The Edit Parameters window of the GUI.



Optionally, the user can select flat and dark images for calibration of the provided event
frames. If any of those files is selected, then the corresponding calibration is automatically
performed on all the event images provided.

From the starting screen of the offline detection, the user can also change the constant that
is used for the flat and dark calibration as well as the size of the region of interest (ROI)
image. The constant is used for the calibration of the images if a flat frame is provided, by
multiplying each pixel value with the constant and dividing by the value of the pixel in the
same position in the flat image. The ROI is a square around the event whose side is by
default 30 pixels and can be changed by the user through the corresponding text field.

Edit Parameters

Select Dark Image for Calibration (Optional)
No directory chosen

Select Flat Image for Calibration {Optional)
No directory chosen

Specify the constant for the flat and dark calibration (Optional)
100
Please choose a folder first and then start the process.
Select Directory

No directory chosen

Specify ROl Dimension (Optional)
30

Start Detection

Image 5.4: The offline detection starting screen.
5.3 Exceptions

If the user provides an invalid input or any other unforeseen actions are performed that lead
to Java exceptions, a pop-up window with an informative message will appear. The
exceptions can be related to the type of directory, for example if a user provides a directory
without any images or without a metadata file. Also, if the information or the format of the
metadata file is incorrect, or any frames are missing, an exception window will appear. It
could also be related to the position of the event in the image, due to the fact that if the event
appears on the edge of the image, a proper ROI cannot be created and the algorithm fails to
classify the event. In any of these cases, the user has to close the exception window and the
procedure will continue for the rest of the events, if any.



5.4 Output

If the input is a single directory, then the output is a folder named Detection_ Results in this
directory that contains the average image of the event frames, the first frame of the event, the
difference image between those two frames and the region of interest around the brightest
pixel, all the images being in the same format as the input images (ff in the event folder exist
frames of both types, then the result frames will be written in PNG format). Moreover, in this
folder two text files are contained, one in .txt and another in .csv format. The first one
contains only the classification final result (the type of the event) and its coordinates inside
of the image, as read from the already existing metadata file. The second one contains the
name of the folder provided, the full width half maximum values of x and y that are the
results of the Gaussian fit of the algorithm, the classification result and its coordinates inside
of the image.

If the input provided is a directory that contains the observations of an entire night, or more
than one events, then another file is created in addition to each specific one under the same
name but in the root folder that will contain the ROI images for each event and a .csv file
with the list of the above details for each event. In the specific folders, there are no ROI
images written.

The output is written according to the format of the images and whether the camera is 8-bit
or not (the same format is kept).

Image 5.5: An example of an event image from the NELIOTA data.



Image 5.6: An example of an average image from the NELIOTA data.

Image 5.7: An example of a difference image that is the result of the subtraction of the
average frame from the first event frame.



Image 5.8: An example of a ROI image.

5.5 Algorithm

The offline detection Standalone algorithm is implemented as follows:

For each event that is analyzed, if the user has selected flat and/or dark images, all the
frames are calibrated. Then, the coordinates of the event, the first frame of the event name,
the number of frames and the number of pixels of the event are read from the metadata file.
The average image of all the event frames is calculated, by adding all the pixel values in the
same position of all the frames and dividing by their number. The average frame is
subtracted from the first frame of the event and on the difference image, we create the region
of interest according to the user input. The ROI is a square that in the center of its surface is
located the brightest pixel of the event. If the ROI selected by the user exceeds the image
bounds, the ROT’s size is automatically adjusted. The creation of the ROI image is important
because the algorithm runs on this image, thus if the event appears on the exact edge of the
image and no ROI can be created around it, the algorithm cannot be applied.

If the number of pixels of the event is 1 and the average pixel value around the brightest
pixel is significantly less than its own (the difference is less than 30 on the difference image),
then the event is a hot pixel.

To determine if the event is inside the lunar limb, a lunar mask is created according to the
following process:

Furstly, a heavily blurred version of the event image is created (using a 0 = 150 gaussian
filter) to remove the light effect. A second gaussian filter is used (o = 54) to remove the noise.
Then a Sobel filter is applied for edge detection, followed by a brightness threshold to keep
only the brightest pixels of the image (that are those on the limb). A least-squares circle
fitting algorithm is used on a random sample of the limb pixels to find the center and radius
of the circle (in pixels) that fits the limb, applying the Landau and the RANSAC algorithm.

To check the results, the euclidean distance of all the limb pixels and the center of the circle
is calculated and is checked whether this number is between the 9o and the 110 percent of
the radius. If the pixels that their distance exceeds those limits are more than the pixels
whose distance does not, then the lunar mask algorithm cannot be applied, it cannot be
determined whether the event is inside or outside of the lunar limb and the algorithm
proceeds to the classification part. If not, then from this circle, a binary mask is created, with
the pixels outside of the limp being black and those inside of the limb being white. This
image is multiplied with the event frame. If in the multiplication image, the brightest pixel of
the event is black, then the event is outside of the limb.

To classify the event, if it is not a hot pixel nor outside of the limb, the Levenberg-Marquardt
Algorithm is applied on the ROI image. If the x, y coordinates of the brightest pixel of the
event obtained by the metadata file are correct, and the algorithm can be applied, the
parameters of the 2D-Gausian fit are obtained. Those are: the amplitude, the offset value, the
mean X position, the mean Y position, the sigma X value, the sigma Y value and the rotation
angle in rad. The classification algorithm, based on the LM results, finds the max sigma value



between the sigma X and sigma Y and calculates the sigma ratio as equals the max sigma to
the min sigma value. The classification is based on the following cases:

e Satellite detected:
sigma ratio > 2.7 and max sigma > 1.5

e Cosmic Ray or Impact Flash Detected:
2 < sigma ratio < 1.5

e Impact Flash Detected:
sigma ratio < 1.5 and max sigma > 1

e Cosmic Ray Detected:
sigma ratio > 1.5 and max sigma < 2

e No event detected:
Case 0: sigma ratio = 1
Case 1: max sigma > 100 or sigma ratio > 30
Case 2: sigma ratio > 3 and max sigma < 1
Case 3: sigma ratio > 2.7 and max sigma > 1.5 and mean ratio < 1.2 (mean ratio =
mean_Xpos/mean_Ypos, if mean_Xpos > mean_Ypos, else mean ratio =
mean_Ypos/mean_Xpos)

e Unknown/the event cannot be analyzed
The values of the fitted parameters are not inside any of the above limits.

All the above criteria are the result of thorough testing and all values for the parameters are
configurable through the GUI.

5.6 Software overview

The offline part of the software takes as input directories written by the online plugin and the
GUI and all output is written inside the directories provided.
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Image 5.9: Diagram of the flow of the process that the operation of the offline detection
follows.

5.7 System Requirements

The functional requirements are:

Classification of lunar events.

Classification on images of low and high luminosity.

Classification of events recorded by different telescopes and camera types.
Parameters and directories selection by the user through the GUI.

Classification for events in PNG and in FITS format.

Creation of .txt and .csv file containing the classification results.

Saving of the images used for classification in the same format and quality as the
event frames.

N oo ph b

The non-functional requirements are:

1. Progress window.
2. Pop-up messages for exceptions.



5.8 Use case

A basic use case for this part of the software is presented. All other use cases and actions that
a user can perform are based on that one that refers to performing offline detection on a
directory containing multiple events, of already calibrated images.

WP e

N e

Actor: User

Goal: Initiate a session of offline detection on a directory that contains the events
produced by the observations of an entire day.

Scope: This case is part of the offline detection process. For this use case, the input is
a directory named YYYY.MM.DD, produced by the online FireCapture plugin that
contains each event folder of that specific date. The output is a folder named
Detection_Results in each event folder containing the event, the stacked and the
difference image in the same format as the event frames (if the format is both PNG
and FITS, then the result images are of PNG type), a .txt file and a .csv file with the
results of the specific folder and in the root directory another folder named
Detection_ Results containing a .csv file with all the subfolder results and the ROI
images for each event.

Preconditions:

The frames provided in PNG or/and FITS format.

In the directory provided there is at least one subfolder containing a valid event.
Metadata file in each folder to be analyzed with all the information provided by the
plugin.

Normal flow:

Start the Standalone Tool, press the Event Detection Button.

Using the Select Directory Button, select the directory that will be analyzed and press
the Start Detection button to initiate the process.

Once the process has ended, as stated by the GUI, close the window and end the
program.

Quality attributes:

The results of the detection analysis will be written in a sub-directory of the root
folder and of each event folder.

During the process, any exceptions appear as pop-up windows with the
corresponding message and after the user closes them, the operation continues,
stating the percentage (%) of progress.

If the events are valid, no exceptions appear and after the end of the process, the user
is prompted to close the standalone tool and consult the files produced.
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Image 5.10: Graphic representation of the workflow of the above use case.



Chapter 6: Localization

This part of the software is the last component of the FDS pipeline and its goal is to calculate

the actual coordinates of the events on the lunar surface. It can be used after the offline
detection process and in this case the only events analyzed are the true impact flashes, or
directly after the online detection plugin and all the events are analyzed. Moreover, it can be
used without making use of the former parts of the flash detection software, as long as the
input for the software is in the exact same format as the output of the online detection plugin
for FireCapture. In each step, another input is asked by the user, hence the graphical user
interface and the input will be presented together for each step. The algorithm that this part
of the software uses is based on Avdellidou et al. 2021: Impacts on the Moon: Analysis
methods and size distribution of impactors paper.

6.1 The graphical user interface

Through the graphical user interface the user can interact with the software in various ways,
as the algorithm is performed in steps that need the user’s interference to continue.

The starting screen can be accessed by starting the DetectionStandalone application and
clicking on the [Event Localization] button to access the starting screen.

Please choose a folder first and then start the process.

Select Directory

No directory chosen

Enter observatory information:

Observatory longitude (deg): | 0.0
Observatary latitude (deg): | 0.0
Observatary altitude (km): = 0.0

(Optional) Telescope focal length (mm): | 0.0

Start Localization

Image 6.1: The localization’s software starting screen.



The first step in order for the software to operate is to input crucial observatory information
into the provided text fields, regarding the following:

e Longitude of observatory site (in degrees). This value must be between -360 and
+360.
Latitude of observatory site (in degrees). This value must be between -180 and +18o0.
Elevation of observatory site (in km). This value must be between 0 and 8.
Optionally, the focal length of the telescope (in mm). This text field may be left blank
and any non-positive number is considered blank.

The observatory information is stored into the localization_observer_info.properties file
after each use. Next time the application is opened, the input will initially be read from the
properties file. The file can also be directly edited.

;I localization_observer_info.properties - No.. — O x>

File Edit Format View Help
SITELONG: ©.@
SITELAT: @.@
SITEELEV: 9.0
FOCALLENGTH: ©.8@

Ln 4, Col 17 100%  Unix (LF) UTF-8

Image 6.2: The localization_observer_info.properties file.

On the same screen, the user has to click [Select Directory] and then choose a directory for
localization. After a directory is selected, its path will be displayed under the [Select
Directory] button.

The directory chosen may be either:

A single event directory containing frames and an Event_Metadata.txt file.
A single event directory only containing frames, without an Event_Metadata.txt file.
A directory containing multiple event directories. Localization will be performed
sequentially on all subdirectories containing an Event_Metadata.txt file.

e A directory containing multiple event directories and an OfflineDetectionResults.csv
file. Localization will be performed sequentially only on impact flash event
directories.



The frames inside all the directories can be either in png, jpeg or fits format and must be
named frame_000, frame_001, etc. After the directory input, the software can proceed by

clicking on the [Start Localization] button.

6.1.1 Event without metadata

If a directory containing frames but not an Event_Metadata.txt file is chosen, a pop-up
window will appear allowing the user to create a dummy Event_Metadata.txt file with all

data required for the localization.

Fill in the following information necessary for localization.

Date of event: ‘ i ‘

Time of event:

Mumber of frames:
Impact frame number:
Impact x coordinate (pixels):

Impact y coordinate {pixels):

Camera pixel size (microns):

Is the bit depth more than 8 bit?
Yes
® No

Is bin2 enabled?
Yes
® No

Create metadata file

Image 6.3: The pop-up window that allows the user to create a custom Event_Metadata.txt

file.

The necessary fields that need to be completed are the following:

Date of event (in any format, the calendar may also be used)
Time of event in format hh:mm:ss

Number of frames in the directory

Impact frame number in the sequence, starting from o

corresponds to 0,0 and top right to width-1, height-1)
Pixel size of camera in microns (um)
Bit depth of the camera used (more than 8bit or not)

Pixel coordinates of the impact flash in the first impact frame (bottom left pixel



e  Whether binning was enabled or not
When the information is completed the user can click on the [Create metadata file] button
and the file will be attempted to be written. If any of the input was incorrect an error pop-up
window is displayed and if not the program will return to the starting screen and the user can
now click on the [Start Localization] button to begin.

6.1.2 Circle fitting

After the start of the localization, the program pauses on the circle fitting screen, showing the
calculated circle.

View circle Hide circle View limb View impact frame

The following circle was found:

Undo Redo Past attempts

Reset to initial circle
Change circle color

W #{f2800 - AUTOMATIC CIRCLE FITTING

Change the parameters below and click Retry.
Center found (pixels):
X=1236.01, Y=048.74
Radius found (pixels): 1196.33

Change sd of gaussian filter:
-5 |+ Info
Pixel scale (arcsec/pixels): 0.78 Boost top and bottom % of image:

Suggested radius {pixels)
based on pixel scale: 1196.61

- | 0% | + Info

Retry
Click on the image to get the pixel

coordinates of the point: Reset to default

| Is):
mage (pixels) MANUAL CIRCLE FITTING

Physical (pixels):
Y P i Click on the image and then add point

to manually select limb pixels.

| t locati .
mpact location Click manual fit when ready:.

Physical {pixels): X=79, Y=543
See last 5 points
100%
Add point || Undo previous point
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Image 6.4: Localization circle fit screen.

In the middle of the screen, a filtered version of the event frames is displayed, with a red line
indicating the circle found that fits the limb. The color of the line can be changed using the
color picker on the top left part of the window.

On top of the image there are four buttons that provide the following options for viewing:

[View circle] displays the image with the red circle.

[Hide circle] removes the red circle.

[View limb] displays a binary image, where the detected limb pixels are white.
[View impact frame] displays the impact frame.

On the left side of the image information about the circle found is displayed, regarding the
pixel coordinates of the center of the circle, the length of the circle’s radius in pixels, the pixel



scale of the image in arcsec/pixels and the suggested radius in pixels, calculated using the
pixel scale. The last two are displayed only if the telescope focal length was given.

Clicking on any point on the middle images shows the image and physical pixel coordinates
of the point on the left side of the screen. The image coordinates correspond to the pixel
location on the displayed image, while the physical coordinates correspond to the pixel
location on the actual image, before it was resized to fit the screen. As stated before, the
bottom left pixel of the image corresponds to (0,0). The physical pixel coordinates of the
impact flash are also displayed.

On the bottom left part of the screen there is a slider to change the focus (zoom) of the
image. Adjust the slider (from 100% to 10%) then click [Change focus (zoom)] to zoom in or
out of the last pixel clicked inside the image. If no pixel has been clicked, it zooms in/out
centered at the impact flash location.

If the circle found is satisfactory, by clicking [Continue] on the bottom of the screen, the
program proceeds to the next step. It should be noted that the radius must not be smaller
than 3 pixels or larger than 4000 pixels. In these cases an error pop-up window is displayed.

6.1.3 How to judge circle

If the found circle is not satisfactory, there are options to fix it on the right side of the screen.

To understand if the circle is calculated correctly, the user may toggle the circle on and off to
see if it fits the limb well. Furthermore, if a correct telescope focal length was given, the
radius of the circle found should be as close to the suggested radius as possible. In addition,
this can be judged by observing the detected limb pixels, in order to make sure that they are
on the limb.

To change the circle, one way is to tweak some parameters and retry the algorithm, while
another way is to manually pick limb pixels. Both ways of handling a mismatched circle are
explained below.

On the top right of the screen there are some helpful buttons:
e [Undo] and [Redo]
Its action is to undo and redo one single circle fit attempt.
e [Reset to initial circle]
Its use is reset to the first circle found by the algorithm.
e [Past attempts]

Its action is to display information about the past 5 circle fitting attempts. For each
attempt, the radius is shown, and for the automatic attempts the parameters are also
shown.



The first way to change the cycle is called automatic circle fitting and it can be done from the
right part of the screen. In this section some parameters can be tweaked and when the user is
ready, the [Retry] button can be pressed to attempt the circle fitting algorithm with the new
parameters. The two parameters that affect the cycle can be changed by clicking the [-] and
[+] buttons. Clicking on the [Info] button next to a parameter displays useful information
about how it can affect our results. The sd parameter (standard deviation) can be changed
from 3 to 9, with a default value of 5. The boost parameter can be changed from o to 25, with
a default value of 0. Clicking [Reset to default] will set the parameters to their default values.
In the next sections, it is described in detail how these two parameters affect the circle.

The first parameter that can be changed is the standard deviation (sd) of a gaussian filter.
This filter is responsible for cleaning the image from noise and increasing the sd makes the
filter stronger. This parameter should be increased if the circle found is much smaller than
the moon, which is usually a consequence of too much noise.

Image 6.5: Example. The left picture shows a typical case of a smaller circle found due to
noise. The right picture shows the result after increasing the standard deviation from 5 to 8.

Another indicator that the sd parameter should be increased is if the limb image contains
stray white pixels inside of the moon. Clicking [View limb] on the top part of the screen will
display a black image where the detected limb pixels appear in white. Any white pixels inside
the moon are a result of noise and cause a smaller circle to be found.



Image 6.6: Example. Limb image of the above bad circle. The green circles indicate correct
limb pixels, while the red circles indicate noise pixels inside the moon. Increasing the sd
removes the noise pixels.

Note that the noisier the original image is, the stricter the limb detection will be, resulting in
sparser limbs. However, a sparse limb by itself is not an indication of failure. The problem is
if there are white pixels far from the limb regardless of limb density.



Image 6.7: Two examples of good limbs: one very visible, one sparser.

The second parameter that can be changed is the boost parameter. This parameter should be
increased if the circle found is wrong near the top or bottom part of the image.
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Image 6.8: Example. The left image shows a typical case where the circle found fails to follow
the limb near the edge of the image. The right image shows the result after increasing the
boost parameter from 0% to 10%.

This failure can also be detected by clicking the [View limb] button on the top of the window.
In these cases no pixels are detected near the edge of the image. Increasing the boost
parameter makes limb detection 15% less strict on the top and bottom part of the image (a %
of the total image size, equal to boost parameter), resulting in more pixels detected there.



Image 6.9: Example. Limbs detected on the above pictures. On the left, no pixels were
detected on the bottom part, causing the circle to fail. On the right, boosting the top and
bottom 10% caused multiple pixels to be detected there, resulting in a better circle.

The second way to change the circle is to perform a manual circle fitting by selecting limb
pixels in order to manually fit a circle, according to these pixels only. In this case, the user
can click on any point on the image and then click [Add point] to select the pixel. This can be
repeated until the user is satisfied. If any mistakes are made during the manual circle fitting,
the user can remove the last added point by clicking [Undo previous point]. Moreover, with
the [Clear all points] button all selected points will be removed and with the [See last 5
points] button the physical pixel coordinates of the last 5 selected points will be displayed.
When the user has finished all the adjustments, they can run the circle fitting algorithm on
the points selected by clicking [Manual fit].

When the user is satisfied with any circle that appears, whether it is the one produced by the
algorithm, the one after automatic adjustments or the one created as a result of a manual
fitting, they can proceed to the next step of the algorithm by pressing [Continue].

6.1.4 Select hemisphere and orientation

After circle fitting, in the next step of the software, which is the hemisphere and orientation
selection, it must be selected whether the observation image depicts the eastern or western
lunar hemisphere. If a larger part of the moon is visible, the non-sunlit hemisphere should be
selected. Also, it should be chosen whether the image has been flipped vertically.

On the top part of the screen are three buttons to help the user with their selection.

The [View filtered image] button, that displays the filtered observation image.

The [View impact frame] button, that shows the impact frame.

The [View reference], that displays a reference image of the moon to use for
comparison with the observation image.
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Image 6.11: Example. On the left, a filtered observation image. On the right, the reference
moon picture. In this case the observation image is of the western hemisphere, due to
Grimaldi crater being visible. The image is also flipped vertically, because Riccioli crater
appears to the south of Grimaldi crater in the observation image, instead of to the north.



Selecting a wrong orientation or hemisphere will cause the automatic algorithm to more
likely fail the next part, requiring more manual adjustments.

After clicking the [Continue] button, the next part takes a few minutes to complete,
depending on how large the observation images are and during this time a transition screen
is displayed. To continue to the next screen faster, the [Continue without automatic rotation]
can be selected, the rotation angle will be set to 0 and manual rotation has to occur.

6.1.5 Correlation

The program pauses on the correlation screen, which appears after the user continues from
the hemisphere and orientation selection. In the middle of this screen, the result of
correlation is displayed. If the user is satisfied, they can click [Complete localization] to
write the results to a file.

On top of the image there are three buttons:

e The [View correlation] button that displays the correlation image.
e The [View moon] button that displays only the black and white moon background.
e The [View rotation] button that displays only the rotated observation image.
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Image 6.12: The correlation screen.



Image 6.13 (a): Correlation image Image 6.13 (c): Rotation image

Image 6.13 (b): Moon image

The correlation image is created by coloring the rotation image and imposing it onto the

moon image. By default, matching black pixels between the rotation and the moon are
colored blue, while pixels that are black on the rotation image and white on the moon are
colored orange. These colors can be changed using the color pixels on the left part of the
screen.

On the left side of the screen there is some information about the image:

e The percentage of matching pixels, as well as an information pop-up button (see next
section).

e The radius of the circle in pixels, as well as an information pop-up button (see next
section)

e The physical pixel coordinates and lunar coordinates of the impact flash. The flash is
also marked by a green cross on the correlation image.

e The physical and image pixel coordinates of any point clicked on the images.

On the right part of the screen there is a slider to change the focus (zoom) of the image. To
zoom in or out of the last pixel clicked inside the image the slider can be adjusted (from
100% to 10%) and the [Change focus (zoom)] may be clicked. If no pixel has been clicked, it
zooms in/out centered at the impact flash location.

The goal of correlation is to match the rotated observation image onto the moon

background. The algorithm rotates the image to find the best rotation angle, and displays its
suggestion as the initial correlation. The rotation angle is shown on the bottom right part of
the screen. If the user clicks [Continue without automatic rotation] in the hemisphere
selection screen, the rotation angle will be 0. Otherwise, the algorithm checks for angles
between -30 and +30.

To judge a correlation, the important part is that the large, identifiable lunar features should
be matching (blue color). If possible, it’s best that features near the impact flash are
prioritized.. A different way for this to be distinguished is by toggling between the moon and
rotation images: the large features should be at the same spot.



Image 6.14: Example. On the left, a good correlation is shown. Grimaldi crater has been
matched correctly (blue). On the right, a worse correlation is shown. Grimaldi crater has not
been matched correctly, as it is a bit higher than its correct spot (in orange).

If the automatic suggestion is unsatisfactory, or if the automatic rotation option wasn’t
chosen, there are several manual adjustments that can be done. Firstly, it is possible to rotate
manually, by using the option on the bottom part of the screen and rotate the image
manually around its center. Two sliders are provided to choose the rotation angle. The top
slider has a range of (-180,180) degrees, while the second slider has a range of (-3,3) degrees,
for finer adjustments. On the right of the sliders the selected rotation angle is displayed.
After the adjustments of the sliders, the image can be rotated manually by clicking [Rotate].
Note that the rotation angle is always based on the unrotated image, and rotating will
remove any previous shifts. In order to shift vertically or horizontally, the option to shift the
image is on the right part of the screen. To set the amount of pixels to shift (from -50 to +50)
the slider should be adjusted and [Shift horizontally] or [Shift vertically] should be clicked to
shift the rotated image in the chosen direction. This would shift the whole rotation image
including the circle. It should be noted that rotating the image after shifting removes all the
shifts. To flip the image vertically, due to incorrect orientation selection in the corresponding
screen, there is an option on the right side of the screen to flip the image vertically and retry
the automatic rotation algorithm. After each move, the location of the impact flash is
updated.

On the top left part of the screen a metric labeled Matching pixels can be found, which
shows the percentage of the colored pixels that are matching (blue/(blue+orange)). This
updates after each adjustment and is one way of judging them. Unfortunately, this metric is
unreliable on the northwestern hemisphere due to the Ocean Procellarum causing false
positive matches, as well as after shifting the image due to the lunar circles not aligning. It is
best to be consulted for small adjustments.

On the top right part of the screen there are certain options to track any movements made.
These are:

e The [Undo] and [Redo] buttons to undo and redo one move.
e The [Reset to initial] button to set the original rotation angle calculated
automatically.



e The [Move history] button shows the last 5 moves. For rotations, shows the angle and
the matching pixels %. For shifts, only shows the shift amount and direction.

Another way to track any movement is by creating a mark. By clicking anywhere on the
image and then [Create mark] on the bottom left part of the screen, a red cross mark is added
on the images, while [Remove mark] erases the mark. The mark belongs to the rotation
image, but it is also visible on the moon and correlation images. The mark follows the
movements of the rotation image (rotating and shifting) so, for example, Riccioli crater could
be marked on the rotation image with the aim of moving it to its correct position. In any case,
clicking [Undo], [Redo], [Reset to initial] or [Flip vertically and retry] will remove the mark.

Image 6.15: Example. Marking Riccioli crater on the rotation image (top left) and its
corresponding wrong position on the background moon image (top right). After rotating the
image, Riciolli crater is at the correct position (bottom).

A common problem that appears is that the lunar features of the rotation image may not be
the same size as the same features on the moon image. In this case it is impossible to match
the images well and the reason behind this is that if the radius found from the circle fitting is
wrong, this directly influences the scaling of the images. For instance, if the lunar features on
the rotation image are larger than on the moon, the radius found was too small and in the
same way, if the lunar features on the rotation image are smaller than on the moon, the
radius found was too big. To handle this, on the left part of the screen there is a button



labeled [Go back to circle fitting] which allows the user to return to the circle fitting screen
to try again and find a different radius.

Image 6.16: Example. Grimaldi crater appears larger on the rotation image (orange) than on
the moon (black).

6.1.6 Complete localization

Clicking [Complete localization] on the correlation screen will display the results of
localization on a pop-up window and ask to proceed to write the results to files. If a directory
with multiple events was selected for localization, the next event will automatically begin.
This will also happen if the window is closed at any point during the localization. If a
directory with multiple events and a detection results csv file was selected, the csv file will be
written at the end, after all events were finished.

6.2 Output

The program creates a new directory called localization_results inside the event directory,
and writes the results in there. If an error occurred during localization, an errorlog.txt file is
also written inside the results directory describing the error.

A file called localization_logger.txt contains the localization results and information
regarding:

Path of the event folder

Time and date localization started

Results of localization (lunar coordinates of impact flash in degrees)

Lunar coordinates of the center of the lunar disc observed

Angular diameter of the lunar disc observed (arcminutes)

Pixel scale of camera (um), if telescope focal length was given

Radius calculated (pixels) based on pixel scale, if telescope focal length was given
Center of circle found (pixels) based on the observation images



Radius of circle found (pixels)

Rotation angle (degrees)

Offset (pixels): shift amount on x and y axis
Impact location (pixels) on the correlation image
Time and date localization stopped

If localization is stopped before it completes, only the folder path, starting and stop time will
be written.

Inside the results directory 9 images will be written:
The impact frame
Average of all event frames

Filtered observation image (black and white)
Result of edge detection (sobel filter)

Result of limb detection
Observation image with colored circle found
Observed lunar disc
Rotated observation image
Correlation image

6.3 Algorithm

The algorithm for the offline localization has four distinct parts, frame processing, circle
fitting, projection creation and correlation.

For each event the program begins by processing the event frames. The average image of
them is created by adding all the values of the pixels that have the same coordinates in the
image and dividing them by their number. This image is then divided by a heavily blurred
version of itself (using a 0=25 gaussian filter) to remove the light effect.



Image 6.17: Example of a removed light image.

A second gaussian filter is used (0=5 by default, configurable) to remove the noise. Then a
sobel filter is applied for edge detection, followed by a brightness threshold to keep only the
brightest pixels of the image (on the limb). A least-squares circle fitting algorithm is used on
a random sample of the limb pixels to find the center and radius of the circle (in pixels) that
fits the limb.

Image 6.18: Example of an image after sober filter application.



Image 6.19: Example of a lunar Mask. The pixels outside of the limb have a value of 0 and
appear black, while the pixels inside of the limb have a value of 255 in 8-bit images and
65535 in 16-bit images (max value) and they appear white.

An HTTP request is sent to JPL Horizons API to obtain the angular diameter of the moon in
arcseconds, which is transformed into pixels using the pixel scale calculated for the images if
a telescope focal length was given as input. In that case the circle found is compared to the
suggested radius calculated using the pixel scale. The results of circle fitting are displayed in
the UI, allowing some user adjustments.

From JPL Horizons API the observer sub-longitude and sub-latitude (lunar coordinates of
the center of the observed lunar disc) are also obtained and are used to create an
orthographic projection of the moon centered around them, of the same radius as our circle.
A lunar surface map reference image from LROC (Lunar Reconnaissance Orbiter Camera) is
also used.

The light-removed version of the observation image is masked (20% for western
hemisphere, 30% for eastern hemisphere) and fit on the circle found. The image is then
rotated in a range of +-30 degrees and compared with the projection to find the optimal
rotation angle based on the maximum number of matching black pixels. If instructed by user
input, the image is flipped vertically. For the western hemisphere, the data is normalized by
dividing with a 3rd order polynomial fit to deal with false positives caused by Ocean
Procellarum.

After the optimal rotation angle is found, the results are displayed in the UI, allowing some
user adjustments. Finally the pixel coordinates of the impact flash are transformed into lunar
coordinates using formulas for orthographic projection:
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and where x,y the pixel coordinates of the impact, Ao,p0 the observer sub-longitude and
sub-latitude returned from JPL Horizons API, and A,¢ the lunar coordinates of the impact
flash.

6.4 Software overview

The software takes input from:

The user via the GUI

JPL Horizons API via HTTP request
Detection metadata file

Event frames from file system
Localization observer properties file

All output is stored inside the event directories.
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Image 6.20: Algorithm overview diagram.



6.5 System Requirements

The functional requirements of the software are:

1.
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Automatic localization on lunar impacts with at most 1 degree error in over 85% of
cases.

Localization on images of low and high luminosity.

Localization on lunar impacts detected by different telescopes.

Localization on lunar impacts located at any pixel coordinates within an image,
including (0,0) or maximum width/length.

Localization on known lunar features.

User adjustments during localization via GUL.

Png, jpeg and fits frames.

The non-functional requirements of the software are:
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Write result images in a sub-directory of the event.

Write results of localization and other information (for example lunar radius and
rotation angle calculated) in a logger file inside a sub-directory of the event.

Write the time and date of localization in a logger file inside a sub-directory of the
event.

Read observatory information from an editable properties file.

Instruction and warning pop-up windows via GUI.

Color-blind friendly color selection.

Creation of a custom detection metadata file for an event.

Localization only on suspected NEO events as indicated by the results of offline
detection.

Update offline detection results csv with localization results.

6.6 Use cases

Two use cases are presented, one with only the necessary user interference and another with
manual adjustments.
The first use case:

Actor: User

Goal: Perform localization on events with no user interference apart from giving the
correct input and allowing the program to continue when prompted.

Scope: This case is part of the detection standalone tool. This case inputs the
necessary parameters, carries out localization of events and writes the results.

Preconditions:
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The event directories contain frames of the event in png, jpeg or fits format named
frame_ 000, frame_ 001, etc.

If a folder containing multiple events were chosen, their directories contain a valid
detection metadata file.

Normal flow:

Input the event folder(s), observatory information and (optionally) telescope focal
length and start the process.

If a single event without a detection metadata file was selected, input the necessary
metadata when prompted and allow the process to continue.

For each valid event:

3.1 Wait for the program to finish circle fitting and allow the process to continue.

3.2 Input the correct hemisphere and orientation and allow the process to continue.
3.3 Wait for the program to finish correlation and allow the results to be written.

Quality attributes:

The results for each event will be written in a sub-directory of the event.
Detection results csv, if exists, will be updated.

The observatory information can be read from a file editable by the user.
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Image 6.21: Graphic representation of the workflow of the above use case.




Regarding the second use case:

e Actor: User

WP e

Goal: Perform localization on events with user interference.

Scope: This case is part of the detection standalone tool. This case inputs the
necessary parameters, carries out localization of events and writes the results.

Preconditions

The event directories contain frames of the event in png, jpeg or fits format named
frame_ 000, frame_ 001, etc.

If a folder containing multiple events were chosen, their directories contain a valid
detection metadata file.

Normal flow

Input the event folder(s), observatory information and (optionally) telescope focal
length and start the process.

If a single event without a detection metadata file was selected, input the necessary
metadata when prompted and allow the process to continue.

For each valid event:

3.1 Wait for the program to finish circle fitting.

3.2 Reattempt manual or automatic circle fitting as many times necessary, then allow
the process to continue.

3.3 Input the correct hemisphere and orientation and allow the process to continue.
3.4 Wait for the program to finish correlation.

3.5 Move the image manually as many times as necessary then allow results to be
written.

Quality attributes

The results for each event will be written in a sub-directory of the event.
Detection results csv, if exists, will be updated.

The observatory information can be read from a file editable by the user.



I-"' Input chservatory "'-I
information

[' Start localization '}q—| Write metadala>|

_Aiietadata-.
"'--.__t_a_xists?__.--"'

l‘(&s
Yy ¥

[ select folder |

No—3»{ Input metadata |

Manual

Select points |

4 Change D Automatic
'__parameters__' '--._..Rew_._.---
NOT

Process frames —»  Circle fitting

A 4

——m»  Write 2 images
S

A 4

Display circle —p::j:('lircle ok’?:j::

./ - \.
[ Continue )

/l

| Write 4 images |

Display "
correlation

Correlation -1—|(Wn’1& 1image

- /Select hemisphere,
j¢— Create projection 4—! i mETE .-'I

' |

Mo~ ) ™
—» Move image |
o A

fes
Hext event

_Correlation...
S ok? 7

./ - \.
| Continue |

[ Write 2 images

v

[ Write results |

N

p
SN

.

Appendix

p A - ~,
I [ Userinput |
_Detection-.
M_{_:._re evenlsl?. HNo—» S csv? —‘(es—m Update csv | ( File output )

Process

Image 6.22: Graphic representation of the workflow of the above use case.



Chapter 7 - Conclusions

For the purposes of this diploma thesis, a software for the analysis of lunar observations has
been developed, and more precisely, live and asynchronous detection, offline classification
and localization of lunar impact flashes has been studied and implemented. From this work,
we draw certain conclusions that can be divided into three main aspects:

e Online detection.

An implementation of online detection is proposed that takes place at the same time as the
observations and dramatically reduces the time, space and, in general, the resources that
would be needed for the asynchronous viewing of the recorded videos.

e Offline detection and classification.

In this domain, a better understanding of the lunar events types is intended. In the
observation and online recording domain, various events are recorded that not all of them
are impact flashes and in order to overcome this problem, a classification method is applied
on the events.

e Localization of lunar impact flashes.

When an event is confirmed, a method to calculate its lunar coordinates has been developed.
In this way, the spatial distribution of the events can be analyzed and further results can be
concluded. With a large number of confirmed events, using the localization method, statistics
of the lunar coordinates of the flashes could be estimated.

~.1 Discussion

For creating the FDS software, the work of Alexios Liakos et al [29] in the NELIOTA project
was extended and new methods for the detection and impact flash analysis are proposed. The
implemented algorithms vary from quicker to more accurate ones, running on the online and
the offline domain. The strategies used for the online detection take into consideration that it
is a live process that has to run fast, without the user noticing any delays in receiving the
images, nor during their recording. Thus, in this domain the main focus is not to miss any
events, allowing false positives to be captured as well.

The offline detection and classification methods that have been created are to be used after
the live process, where the recording of the events have already been obtained and stored.
When the event is confirmed with the offline detection, its type is estimated considering the
fitted parameters of the Gaussian distribution. This study performs the
Levenberg-Marquardt algorithm on all the different events that are recorded. We conclude
that this approach can conclude on the event type and it can distinguish impact flashes with
great certainty. This algorithm does not constitute a black box, as the parameters that are
used for the classification can be seen and modified before each session. In order to
successfully fine-tune them, the users may have to examine the effect of the observation
conditions on the recorded images. By classifying these events based on their size, shape and
luminosity, it is identified which events are true impact flashes, while understanding that
most of the events that are captured are cosmic rays. This observation can be justified by the



frequency of the impact flashes as opposed to the likelihood of a cosmic ray bouncing on the
telescope.

Finally, a method to specify the lunar coordinates of the flashes has been investigated, which
contributes to the analysis of their spatial distribution on the lunar surface. This is a highly
structured approach that needs capturing and observatory information to function accurately
without user interference, but also provides the ability of manual adjustments during its use.

~.2 Future Work

At the end of this thesis, proposals for new road openings are suggested to enhance the
capabilities of the software developed and to provide more specific information regarding the
impact flashes. The following points are proposed to be explored in future work:

e Automatic rough magnitude calculation.

A photometric analysis could be performed, based on the value of the brightest pixels of the
impact flash. A region of interest could be created in the same way that it is created for the
offline classification, namely, creating a square around the brightest pixel of the impact flash,
whose size could be adjusted by the user. Moreover, in a similar manner, a region of interest
would be created around a star of known magnitude. The results of the two regions of
interest would then be compared, to induct a calculation regarding the impact flash’s
magnitude [24]. During the observation, the standard stars that will be used for reference
have to be monitored as well. This problem is complicated due to the fluctuation of the
background of the areas observed and this could be taken into consideration by performing a
dynamic background subtraction, in the same way as it is implemented in the online plugin.
In any case, further adjustments and normalizations should be made, due to the difference in
exposure times that are used for the flashed and the standard stars observations, due to the
scintillation effect [1].

e Systematic archiving of the results.

The results acquired by the software could be generalized and further studied on a larger
scale if a systematic archiving of them could be carried out. A universal format for their
storage would have to be agreed on and a database could be created for this purpose or ,
alternatively, an already existing database could be used. This archiving could open the road
for better understanding and analyzing of the results.

e Detecting impact flashes on other planets.
The algorithm for the online and the offline detection could work for detecting impact flashes

and events of planets of our solar system, by making adjustments regarding the challenges
that each planet could impose.
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