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Abstract

The 5G vision for a fully mobile and connected society defines a set of performance
requirements for next-generation wireless networks, which is very broad and demanding
and is still unfulfilled. Compared to the current generation, different system performance
indicators are required for the 5G communication systems, including peak data rates on the
gigabit per second level, end-to-end latencies in the order of a few milliseconds, very high
traffic volume density, and improved spectral, energy, and cost efficiencies. With these
requirements on the table and in particular, because of the huge growth of mobile data
demand, it has become apparent to the research community that the very limited spectrum
resources available in the sub 6-GHz band can no longer meet the system needs. Therefore,
high-speed mobile communication systems at frequencies above 6 GHz became a promising
path. However, as the operating frequency shifts deeper into the millimetre band, the system
performance starts to deteriorate due to the severe free-space loss and blockage effects
experienced by the electromagnetic signals at these bands. To overcome this hurdle, high-
gain antenna arrays with hundreds or even thousands of antenna elements can be deployed,
forming very directional beams which greatly enhance the signal-to-noise ratio. However,
these beams provide only limited spatial coverage, which is not compliant with a dynamic
environment with multiple users. Within this context, beamforming, a well-known
functionality in modern wireless networks thanks to its ability to steer a single or multiple
wireless beams to a user or group of users that should be served at each point of time, is
expected to become even more important.

Both in the case of single- and the case of multi-beam operation, beamforming networks
apply proper excitation signals to each antenna element with time delays that correspond to
the intended beam directions. In current beamforming networks operating in the sub 6-GHz
band, adjustment of these delays is realized in the electronic domain using digital electronic
platforms, analog microwave components, or hybrid implementations. However, at higher
operating frequencies these electronic solutions start having significant limitations. In order
to overcome this problem, solutions based on microwave photonics (MWP) technology
have been proposed as a powerful alternative for the processing of microwave or mm-wave
signals and the implementation of high-performance beamforming networks in the optical
domain.

Within this framework, the present dissertation deals with the design, implementation,
system integration, and performance evaluation of optical beamforming networks (OBFNSs)
for multi-element array antennas. Following a holistic and systematic approach, we start by
analysing the theory that dictates the operation of such complex systems and we continue
with the design, implementation, system integration as well as performance evaluation of
four different OBFNS.

In particular, the theoretical analysis starts from the fundamental theory of a single
antenna element and continues with the theory that dictates the operation of multi-element
antenna arrays. Before introducing the concept of the OBFNs, a thorough analysis of the
principle operation of the MWP systems is provided.

Having a solid theoretical background, the design, implementation, system integration,
and performance evaluation of a 2x4 OBFN based on bulk micro-optics elements are
reported. More specifically, the 2x4 TTD-OBFN is developed using commercial off-the-
shelf optical modulators, optical delay lines (ODLSs), optical attenuators, optical couplers,
and photodiodes. It can support single-beam, multi-beam, and multicast beamforming with
continuous tuning of the beam angles and feed an array antenna with four elements. The
operation of the proposed OBFN is based on a number of ODLs for introducing time delays
to the copies of the signals that correspond to different wireless beams and different antenna
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elements. As a first step, through extensive simulation studies, its principle of operation is
validated and then, by using signals with high-order quadrature amplitude modulation
formats at 15 GHz, the OBFN is evaluated for all three modes of operation (single-beam,
multi-beam, and multicast).

Leveraging the advancements in photonic integration technology, a 1x4 OBFN photonic
integrated circuit (PIC) based on the hybrid integration of InP components in a Si3N4
platform is presented. Apart from measuring its key figure of merits, the prototype is
extensively tested using modulated signals at 5 GHz and 10 GHz and evaluated in terms of
bit-error ratios, exhibiting error-free operation for all the experimental scenarios. This is the
very first time that a fully functional and self-contained OBFN is evaluated within system
experiments in lab settings.

For the first time, a solid background for the design and operation of a multi-beam optical
beamforming network based on Blass matrix is provided via a mathematical analysis and
extensive simulation studies. The analysis starts from the processing steps that are required
for the microwave photonics signals at the input and output of the Blass matrix and a simple
design and an algorithm for the configuration of the matrix, taking into account the
properties of the Mach-Zehnder Interferometers (MZIs) as tunable optical couplers is
proposed. The multi-beam capability of the beamforming network is validated and the
impact of the beam squinting effect which is inherent to this design is evaluated as a
function of the symbol rate, modulation format and pulse shaping of the signals.
Furthermore, assuming operation with quadrature amplitude modulation (QAM) signals at
28.5 GHz, it is proven through error-vector magnitude (EVM) calculations that the beam
squinting effect is not critical in typical cases, where the symbol rate remains below 3
Gbaud. Moreover, the additional frequency dependence of the proposed beamforming
network due to inevitable asymmetries of the MZIs and length variations of the waveguides
inside the Blass matrix, and the additional impact of imperfections is investigated with
respect to the couplers inside the MZIs and the phase shifters inside the Blass matrix. In all
cases, the impact of the asymmetries and the imperfections remain negligible for realistic
fabrication and operation conditions. Within the framework of the European-funded project,
ICT-HAMLET, the first-ever fully integrated optical beamforming networks based on the
Blass-matrix architecture were designed, fabricated, and evaluated. A 2x2 and an 8x8
optical beamforming networks have been fabricated based on the hybrid integration of the
InP, PolyBoard and TriPleX photonic platforms. The optical beam forming networks are
based on PZT-based phase actuators for fast and low-power configuration. Both prototypes
are extensively characterized in lab settings and the main individual building blocks are
evaluated. As demonstrated in this dissertation, thanks to the advancements in photonic
integrated circuit technology, MWP enables the realization of key functionalities in
microwave systems that either are complex or even not directly possible in the RF domain.
Among the several systems that MWP can radically transform, mobile wireless
communication systems stand on top of this list, and it is expected that MWP will enable the
commercial deployment of the 5G mobile communication networks as well as the next
generations in beyond 5G era.

Keywords: 5G networks, millimeter wave communication systems, multi-element array
antennas, optical beamforming networks, single-beam beamforming, multi-beam
beamforming, multicast, microwave photonics, photonic integration circuit technology,
Blass matrix architecture, optical true-time delay lines, optical phase shifters.




Iepidnyn

Ta acOppota diktva méuntg I'evedg (5G) PBpiokovtor NN o€ mpoywpnuévo oTddLo
avantuéng, avoiyovtag véoug opilovteg oyt LOVO Yo TO KOGUO TOV TNAETIKOWVOVIOV OAAL
Kol Yo 11§ avOpomveg Kowvovies. ['a va ekmAnpmBodv Opmg avTég o1 PIAOS0EES OmOTGELS
tov 5G diktdmv, €xel yivel @avepd OTL Ol TEPLOPICUEVOL POGLOTIKOT TOPOL 7OV €ivan
dwbéopor kdtw amd to 6 GHz dev emapkoldv. Q¢ €k TOLTOVL, TO. GLOTHUOTO KIWVNTOV
EMKOWVOVIOV DYNANG Y@PpNTIKOTNTOS 68 vy votnTeS dved Tov 6 GHz, Bewpodvion 10 péco
Oyt Lovo yoo TV TANPN a&lomoinon TV SLVATOTHTOV TV JIKTH®V 5G aAAd Kot Yoo TV
avantuoén tov endpevov F'evedv. Qo1d6060, 660 N cLYVOTNTA Agttovpyiog peTatomileTon o€
VYNAOTEPEC PACUATIKEG CDVEG, 1 OITOS0CT] TOL GLGTHUOTOG apPyilel va emdevdveETAL AOY®
TV cofopdv anmieldv dtadoons. o va Eemepactel avTd TO EUTOS0, GTOLYEIOKEPOIEG
OTOTEAOVUEVEG OO EKATOVTAOEG 1) AKOUA Kot YIAMAOES GTOXELN TPEMEL VO YPNGLULOTOmBovV
MOTE VO ONUIOVPYNoOVV KOTEVOLVTIKEG OEGUEC £€T0L MOTE VO AVENCOVY TO KEPSOG NG
acVpuatng Levéng kot va Bertidcovy to onpatobopuficd AdYo Tov cuotpatog. 26tdc0,
OVTEG Ol OECUEG TAPEYOVV LLOVO TEPLOPICUEVT YOPIKN KAALYM, 1 omoio dev evdeikvuTan Yo
xpion o€ éva ypryopa petaforAidpevo mepPaiAov pe mOAAOVG YPNOTEG. X& OVTO TO
TA0ic10, 0 POLOG TNG AEITOVPYIOG TNG GYNUATOTOINOTG OECUADV, XAPT TNV IKAVOTNTA TS VO
KatevBovel pio M mEPLGGOTEPES ACVPUATEG OEGUES TPOG TIG emBuuntés KaTeLOHVOELS,
avaUEVETOL VO, YIVEL OKOUT GTTOVAUOTEPOG,.

Téco oty mepintwon Asttovpyiog pog déoung 060 Kot oTnyv mePInTwon Asttovpyiog
TOAOTAGV dECUDV, TO, SIKTLO GYNUOTOTOINGNG SECUMV EQOPUOLOVY KATAAANAC GNUOTO
O¥yepong oe kdbe Eexywplotd otoyelo WIOG GTOLEIOKEPOING LE OYETIKEG YPOVIKES
KaBVOTEPNOELG 1) GYETIKEG PACELS TOV AVTIGTOLYOVV OTIS EMBVUNTEG YWVIEG OTOYEVONG TV
LIKPOKVUOTIK®V SEGUAOV. LT TPEYOVTO OIKTLO. GYNUOTOTOINONG OEGUMY TOL AEITOLPYOVV
ot QacuaTikny mepoyn Katw tov 6 GHz, n mpocappoyn avtov tov kobucotepncemv
npaypatonoleiton eite ynolaxd, gite avoloykd eite pe vppdkéc viomomoels. Qot16c0,
OTIG LYNAOTEPES GLYVOTNTES, TO €0POG LOVNG TOV ONUAT®OV GE GYECT UE TNV PEPOLGA
ouyxvoTNTo. OLEAVETOL OTMG Kot O OPBUOG TOV KEPUUDV, HE OMOTELECUN OVTEG Ol
nAektpovikég Avoelg va apyilovv va £xovv onuavtikovg meploptopovs. [a va Eemepaotel
avtd 10 gUmOd0, Exovv potabel Avoelg mov Pacilovial oty TEXVOAOYi LIKPOKVLOTIKNAG
QMOTOVIKNG ®G WO 1OYVPY EVOAAOKTIKY TEYVOAOYiD Yo Vv emefepyacia onUATOV
LIKPOKLUATOV KOl TNV LAOTOINGN OIKTO®V GYNUOTOTOINoNG dECUOV VYNANG amdd0ooNg,
QUIYDG 0TO OTTIKO TTEdT0.

210 MAaiclo avtd, 1 Tapovca duTpiPr| TPayHaTeEDETOL TO GYESOGUO, TNV VAOTTOINGT, TV
OAOKANP®OOT GLGTNUAT®OV KOl TNV TEPAUATIKY] 0EOAOYNON TNG AmOd00NS TOV ONTIKMOV
OKTO®V  oynuatomoinong OeoUdV YOO  OTOU(ElOKEPAieS TOAAATADV  GTOlKEl®V.
AxolovOdvTag Ul OMOTIKN KOl GUGTNUATIKY TPOGEYYIoN, N aviivon Eekvdel amd 1
Bewpia ToL VAyopeVEL T AglTOVPYiN TETOU®Y TOAVTAOK®OV GLGTNUATOV Kot cuveyilet [e TO
OYEOWIOUO, TNV VLAOTOINGoN, KoODC Kol TNV TEPAUATIKY]  OEOAIYNOT  TEGGAPWV
SLPOPETIKMV OTTIKAOV SIKTOMV GYNUOTOTOINONG OECUMDV.

2VYKEKPEVQ, TPOTAONKE Ko ovoAvONKe pia apyrtektovikny evog MxN onttikol dikthHov
oynuotonoinong deocumv, N omoion vmoBétoviag Asttovpyia otn Kabodikn Cevén evdg
TNAETIKOWV®VIOKOD KovaAloh pmopel va odnynoet o otorystokepaio pe N otoryeio Kot va,
ovvBéoel M aveEdptnteg LUKPOKVUOTKEG OEGLES, EVA VTTOOETOVTOC AEITOVPYIO GTNV OVOJIKN
Cevén, umopetl vo vmootpi&el v Aqyn M ave&dpmtov deopmv. o v mepapatikn
emaAnfevon TG apyNg AETOVPYIOG TNG TMOPATAVE OPYLITEKTOVIKNG, ovamtvuydnke éva
TAMNPOG  Agtrtovpykd ovonue. 1o  omoio povielomolel éva 2x4  omtkd  diKTLO
oynpoatonoinong deopmv. H avantuén tov cvetiuatog akoAovdnoe Tic Pactkés apyés e
TPOTEWVOUEVIG OPYLITEKTOVIKNG KOl 1 VAomoinom g Poacioctnke oe eumopikd dSobécio
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OTTIKG KOl OTTO-NAEKTPOVIKE oTOotKEln. Xpnooroimvtag dtapoppopuéve QAM ofuota pe
eépovoec ovyvotteg ota 15 GHz, to ontikd diktvo afloroynonke, vroroyilovtag tov
aplOpd TOV  ECQOAUEVOV  ynelov Kol Yl TIC  TPELS  OLQOPETIKEG  AglTovpyiog
(oymuatomoinomn Hovig OEGUNG, GYNULATOTOINGT TOALATADY SECUMY KOl TOAVEKTOUTN).

2 ovvéyeln, Tapovotaletar Kot aglodoyeitol TEPOUATIKE Eva TANP®G OAOKANP®UEVO
I1x4 omtkd Oiktvo oynuatonoinong oéoung xapn otig InP xor Si3N4  ewtovikég
mhoteopueg orokAnpwong. To olokinpopévo diktvo vmootpiler ™ Oonuovpyio Kot
OYNUOTOTOINGN UI0G UIKPOKVUATIKNG 0EGUNG e KEVIPIKEG cvyvotnte £m¢ Kot 40 GHz ko
umopel vo emAéyel yovieg otdyevong pe ocoveyés Prua. H mepapatiky a&odAdynon tov
OLOTNUOTOG TTPOYHOTOTOMONKE G€ VO GTAOLN. XTO TPMTO GTAS0, PETPHONKE TO KEPOOC
Cevéng péxpt ta 40 GHz, n eikdva Bopvpov kabdg ko to SFDR2,3 otic cuyvotnteg S GHz
kol 10 GHz. Xt0 6e0tepo otdd10, OepdvTag TO OTTIKO O1KTVLO €lval HEPOG HIaG KOBOOKNG
CevEng €vOg aocLPUOTOV TNAETIKOWVAOVIOKOD GLGTNUOTOS KOl YPNGLULOTOIDVTAG CTUOTO
QAM pe pvBud ocopporov ico pe 500 Mbaud ota 5 xor 10 GHz o¢ onuata eicd6d0v,
aSloloynoape TNy omdd0cT TOV ®C TPOS TO PLOUO EGQPOAUEVOV yYneiov Kol TO
dtvucpatiKo péyebog ceaipatog yia yovieg otdyevons omd 45° £wg 135°.

‘Emerta, yioo mpd™ Qopd, mopéyeTor va otépeo voOPabpo Yoo T0 oYESCUO Kol TN
Aertovpyion €vOg SIKTOOV OTMTIKNG SOUOPO®ONG OEGUNG TOAAATADY deou®Vv pe Pdon
utpa Blass péo® pobnuotikng ovOiAvong Kol EKTETOUEVOV UEAETMV TPOGOUOIMOTG.
Apywd, emPefordvetor M apyn Asovpyiog TNG OPYLTEKTOVIKNG KOl GLYKEKPLUEVA,
OVOADETOL TOG 1 OTPOPY TNG ONTIKNG QACNG TOV OUOPPOUEVOV OTTIKOV CNUAT®V, 1M
omoio EMTVYYAVETOL YEPN GTNV OTTIKN UNTPA, UETAPPALETAL GE 1600VVALUT GTPOPY| PAoNg
OT0 JKPOKLUOTIKG onpato oty €£000 Tov OIKTOOV. XTN GUVEXELN, TaPOLGIALETOL 1
avantuén evoc aiyopiBuov o omoiog kaBopiler v Aettovpyios 1060 ONTIKOV OAIGONTOV
Qacemv oA Kol TV cvpupordpetpov MZIs g untpog, €tor ®ote va emttevyfel m
oYNHOTOTOINGN TOALUTADVY Kol OVEEAPTNTMV SEGUDV.

Y10 miaicw tov Evpomaikod épyov, ICT-HAMLET, avartoyfnke po xkowvotdpo
VPPOKY| OTTTIKY] TAUTPOPLO OAOKAP®OTG, GLVOLALOVTOG dVO TAONTIKEG TAATPOPLES, TNV
noivpepikn (PolyBoard) kot v TriPleX, pe v evepyn InP mhatedppo. Zvykexpuéva,
avartoyxOnkay Kat yopoktnpiomkay dvo tpwtotura. To tpdto Tpwtdtvmo (Precursor-1),
@uAo&evel €va 2X2 omTiKO OTKTLO GYNLOTOTOINGNG MKPOKVUATIKAOV dECUMV BAGIOUEVO GTNV
apyrtektoviky] Blass-matrix. Aappavovtog vmoyty 0Aeg Tic TANpoPopiec Kot evpnpoTo omd
TOV YopakINPopd tov Precursor-1 mpwtdtumov, n kowonposio TpoydPNcE GTOV GXEOAGLO
Kol KOTookeL] €vOg 8%8 omTikoh SIKTOOL CYNUATOTOINGNG WMKPOKVUATIKOV OECUMV
(Module-1). Extog am6 to peyoivtepo Blass-matrix diktvo, 1o onoio Pacilovtay auryde o
ontkoVg melo-niektpucots (PZT) ohoOntéc pdong, to mpwtdtumo Module-1 e oyéomn pe
10 Precursor-1, grAo&evovoe ol OTTIKY YN QUECTS SLOUOPPMONG Y10 TV EMKOVOVIN UE
tov omtikd diktvo fronthaul, 8 InP dwapoppwtés mAdtovg, 8 omtwcd @iktpa wor 16
PMOTOOOO0VG.

210 TeAeVTOio KEQAAOLO OVTNG TNG OTPPNS, GLYKEVIPOVOVTIOL KOl TOPOLGLALOVTOL
TO. GUUTEPAGLOTO KOODS Kot TPOTAGELS Y10, LEAAOVTIKY LEAETT).

AéEerg Khewdna: Aikroa 5ng Tevedc, pkpokvpoTikd acOPUATO SIKTLO, UIKPOKVUOTIKN
(PMTOVIKT], OTOUYEIOKEPOIEG, OMTIKA OIKTLO GYNUOTOTOINGCNG LKPOKVUOTIK®OY OECUMDYV,
oYNUaTomoinon HOVAG OE0UNG, OYNUOTOTOINGT TOAAMTADV OEGUMOV, TOAVEKTOWUTN,
QMOTOVIKT] OAOKANpwON, oapyrtektovikn Blass-matrix, ontikd oToyeio TPOYUOTIKNG
KaBvoTEPNOMG, ONTIKOL OAMGONTES PhoTS.




Extetopévn Ilepidnyn

Ao 116 apyég g dekoetiog Tov 1980, mapatnpodpe v taxeio e£EMENG TOV AGVPUAT®V
CLUOTNUATOV ETIKOWVOVIDV, TO OTOle omd OTAQ CLGTAUATO HETAOOONG QOVNG, £YOLV
eEelybel og mponyuéva evpulvikd cLCTAHATA, TKOVE Vo LETAOI00VV GE E1KOVES Kal Blvieo
vynAg evkpivelag. H gpedvion piag véag yevidg acOpUAT®V GUGTNUATOV, GYedOV KO
dekaetia, €xel empépel OepeAimdelg kal Pabiéc emmtdoelg oty kadnuepiv {on Kol oTIg
KOW®VIKEG paocTNPlOTNTES TOV aviponwv, pe amotéleoua tn coveyllopevn avénon tov
OYKOL T®V OdOUEVOV ToVv HETAdIdOVIOL KOODG Kol TOV TEPUUTIKOV GUOKELMV TOV
YPNOLLOTOLOVVTOL.

[ToA) cOvTopo peTd TV EMTLYNUEVT] OVATTTVEN Kol EEAMTAMON TOV ACLPUATOV OIKTOMOV
tétoptng [evedc (4G), ta peydlo €pELVNTIKA 1OPVUOT KL O TAPOYOL OCVPUATOV SIKTOOV
éotpeyav 10 PAéupa tovg oty emdpevn Leved, yvootm kot éwg, méuntn Ieved (5G).
2opeova pe Tic TPoPAEYELS, 0 aplBOG TOV GLVIPOUNTOV KIVNTAS TNAEQPMOVING TOV SIKTO®V
5G Ba gtdoet Tov avtiotoryo apBud TV cuvdpountdv TV 4G SIKTH®V £mG TO TEAOG TOV
2026 kou Qo tov Eemepdoel éva xpoOVo apyoTepA, QTAVOVTOS TIG 4.4 dioeKaTOoppdpl
GUVOPOLLES.

e ovykpilon pe ta 4G diktoa, ta 5G diktva vrooyovtar 10 pe 100 popéc mo ypiyopeg
ovvdéoelc oto Oadiktvo pe e€apetikd younAn kabvotépnon kol Oo eivoar oe Béon va
e€umnpeToHV TAVTOYPOVA TTEPIGCOTEPOLVS YPNOTEG 1 GLOKELES. [ var vAomomBohv Opmg
OAeG OVTEG Ol TPOdIaYpaPEG, Ol PEpovaeg ouyvotntes twv 5G diktvwv Oa mpémer va
LETATNONCOVV GE VEEC DYNAOTEPES PAUCUATIKEG TEPLOYEG GTIG OMOleg LVILhPyoLV dtabEGILOL
(QOGUOTIKOL 7TOPOL TOL UTOPOVV VO UETAPEPOVY  UEYOADTEPO TOGO TANPOPOPIOS HE
LEYOADTEPOVG PLOUOVS LETAOOONG. XVYKEKPIUEVO, 1) LUKPOKVUOTIKY] QUGUOTIKY TEPLOYN
yopw and ta 28 GHz, pe dabéouo evpog Lovng 5.25 GHz (24.25-29.5 GHz) éywve gupémg
AmOdEKTY amd TOVG LEYAAOVG TTaPOYOLG ¢ 1| LDV GLYVOTHTOV TV dKTV®V 5G.

Opwg, elval yvootd 0Tl 68 aVTEG TIG VYNAEG GLUYVOTNTES, TO NAEKTPOUOYVITIKO KOO
VIOQEPEL OO TIC ONUAVTIKEG OTMAOAEEG €AeVBEpOL YdPOL Yeyovdg mov vroPaduilet
onuavtikd tov onuatofopvPikd Adyo. ' vo avtipetoniotel avtd 10 EAIVOUEVO Kol V.
avénOel N exmepmdpevn 1 ApPavOopeVn 161G TOL GNLOTOS, GTOLYEIOKEPAIES LE TTOAD LYNAO
KEPOOG UmMOpPovV va. xpNOIomoBovy €161 OGTE Vo, dNUOVPYNGOVY TTOAD KATELOLVTIKEG
déopeg. QotdG0, M 6TEVN OEGUN TOPEXEL TEPLOPICUEVT] YMOPIKT KAALYT, KoOIGTOVTOG TV
aKOTOAANAN Yoo TV €&umnpétnon ToALOTA®Y YPNoTAOV, Ot omoiol Bo améyovv yPIKA.
Méoca oe ovtd t0 mAAiGO, O POAOC TNG TEYVIKNG TNG OYNUOTOTOINONG OECUMV
(beamforming), pog texvikng mOAD YVOGTHG GTA GUYYXPOVO oovpuaTe dikTva, Yapn otV
wKavoOTTd ™G Vo Kotevhuvel pa 1 meEPIGGOTEPES AGVPUATES OECUEG GE Evav XPNOTN 1
opdoa ypnotdv mov Bo Tpémel va eELTNPETOVVTOL GE KADE YPOVIKN GTIYUT], OVOUEVETOL VO
yivel akoun 6TovdoOTEPOG.

Toco omv mepintmon Aettovpyiog pog déoung 660 Kol otnV mepinT®on Asrtovpyiog
TOAALOTAGDV dECUADV, TO, OIKTLO CYNUATOTOINGNG dECU®V EQUPUOLOVYV KATAAANAG GHLOTO
Oyepong oe kabe Eexwplotd OTOWXEID WI0G OTOUXEIOKEPOIONG E OYETIKEG YPOVIKES
KaOLOTEPNOELG N OYETIKEG PAGELS TOV AVTIGTOLYOVV OTIG EMBVUNTEG YOVIEG GTOXEVONG TOV
LWIKPOKVUOTIKGOV dgoudv. Xto tpéyovio. beamforming diktva mov Agrtovpyodv o1
QOoUOTIK) TEpoyn Katow tov 6 GHz, m mpooappoyn avtov tev kabvotepnoewmv
TPOYLOTOTOEITOL EITE YMEOKA, €ITE AVOAOYIKE HE TN XPNON OVOAOYIKOV LUKPOKVLUATOV
otoyelov eite pe vPPOKES vAoTOMoELS. Q20TdG0, GTIG VYNAOTEPEG GLYVOTNTES, TO €VPOG
LOVNe TOV ONUATOV GE GYECN HE TNV PEPOLGA GLYVOTNTO OWEAVETOL OTTMOC Kot 0 aplOudg
TOV KEPOIDV, HE OMOTEAECUA OVTEG Ol MAEKTPOVIKEG AVoel va apyilovv va €yovv
ONUOVTIKOVG TEPLOPIGHOVS OGOV apopd TNV aKpifela xpovikng kaBuoTépNonG, TIC ATMAELES,
10 péyebog, 10 PApog, TIg NAEKTPOUAYVNTIKES TOPEUPOLEG, TN KOTAVAA®OT 10Y00G (E101KA

9




OV TEPITTOON YNOLOIKOV AVce®V) oAl Kot T0 kéotog. [Ma va Eemepactel avtd 10
eundolo, €yovv mpotabel Avoelc mov Pacilovior oTNV  TEYVOAOYIN LUKPOKVUOTIKNG
eotovikng (Microwave Photonics — MWP) o¢ pia t1oyvpn eVOALOKTIKY TEXVOLOYiO YO TNV
enefepyaoio MKPOKLUAT®V GNUATOV KoL TV VAOTOINoN SIKTO®V GYNUOTOTOINoNG OECUMY
VYNNG 0mdI00MNG, CULY®G OTO OTTTIKO TTEDTO.

310 TAic10 aVTd, N TOPOVGA SATPIP TPAYUATEDETOL TO GYESAGHO, TNV VAOTOINGY], TV
OAOKANP®OT  CULOTNUATOV Kol TNV TEWPOUOTIKY  afloddynon OTTIKOV  SIKTOH®V
oynuoatomoinong dsoudv (Optical Beamforming Networks) yia ototyglokepaieg moAAamAmdv
otoyeiov. [To ovykekpluéva, ot oTOYOL 0ALL KOl TO. KUPLo amoTeAéopato TS SatpiPng
ocvvoyilovton og €ENG:

X16y0c 1: Avamtoén mhateoppog tposopoimong MWP cuomnudtov Kot pKpoKLUOTIKOV
OTOLEIOKEPALDV, KAOMG Kol LG EpYOAE0ONKNG yNelokng enelepyaciag oNUATOS Yo TV
ATOJOUOPPMOT] CNUATOV e CYNILOTA SLOUOPP®ONS PAoNS KoL TAATOVC.

Kvuproe amoteréoporta: o v avantoén e TAATOpLOS TPOGOUOIMONG MKPOKVUATIKOV
QOTOVIKOV  CLOTNUATOV KOl GUYKEKPWEVE TN  TPOCOUOI®GCT)  OMTIKM®V — OIKTO®V
OYNUOTOTOINONG dEGUMOV, NTaV avaykaio vo peletnBovv Kot vo avaivBodv 1660 ot apyég
Aertovpyilog pog otorgelokepaiog OAAG OGO Kol €VOC  UIKPOKLUOTIKOD  (POTOVIKOD
ocvotnuotog. ' 10 Adyo avtd, oto Kepdraro 2 yiveton ektevig ava@opd oTig Pacikég
apy£€G Kot KOPLOL YOPAKTNPIOTIKA TV KEpowdV evd oto Kepaiaro 3 avoivovrtal ta Bacikd
otoyEio EVOG LIKPOKVUOTIKOV PMTOVIKOU GLUGTHHUOTOC.

2vykekpéva, oto Kepaiaro 2, n Osopnrikny avédivon Eekivdel pe tov Pacikd opiopo
poG omANG Kepoiag. Xtn cLVEXELD, YiveTal avapopd oTig TPelg TePoyEg axtivoBoiag piog
Kepoiag ot omoieg eivar 1 kovtvy mepoyn, n mepoyn Fresnel kou M pakpwvn mEpLoyy.
A€dOUEVIC TG EPAPLOYNG TTOV SLOTPOYLOTEVETAL 1] TAPOVLGA JATPIPN KOt OTL 68 KAAGGIKA
GLGTNUOTO TNAETIKOWVOVIOV 1 amOGTACYT] UETOED TOV TOUTOD Kol TOV OEKTN &ivar g
T4EEMC TOLAAYIOTOV KATOI®V OeKAd®MV UETP®V, GTNV OVOALGN OVTOL TOL KEPUAOiov
Bewpovpe Asrtovpyion povo otn poaxpwvn meployn. Emerta, €odyetor 0 opiopog tov
dravdouarog Poynting, to omoio ekppalel tn otiypiaio pon NAEKTPOUOYVITIKNG 16Y00G ava
HoVAda EMPAVEING Kol TNG évtaong akTvoPoAiag mov yopaktnpilel ™ HoKpvi TePLoym
poG kepoiog Kot ekepalel v 1oyxd mov axtivofoAsital avd povado oTePedS Yoviog.
Eniong, eiodyoviar ot évvoleg Tov dtoypAUoTos aKTivoPoAiag, mov amotelel T YpoOIKN
Topactocn Tov TPOmoL okTwvoPoAriog pag kepoaiog kabmdg petafdiieTon to onueio
TOPOTNPNONG TOL NAEKTPOUOYVNTIKOV eSOV Kot TG KatevBuviikdtntog 1 omoio opileton
®¢g 0 AOYOG ™G €vtaomg aktivoPoAiog pog kepaiag mpog v éviacn oktvoforiag evog
1GOTPOTIKOV OKTIVOBOANTH mov ekméumel v ot 1oy0 aktvoPoiriac. ‘Emeita, n mpocoyn
poG €oTdleTal oV AEITOVPYIDL TV OCTOLYEOKEPUIDV 7OV OMOTEAOVV KOL GNUOVTIKO
CUGTNUO TNG TOPOVCAS JATPIPNG. ZLYKEKPIUEVA, Ol GTOLYEloKEPaieg etvar dloTdEelg mov
amoteAobvTol omd TOAAOVS OUOOVE OKTIVOBOANTEG TOL {010V TPOGAVATOAMGHOV Kol
aktivoforodv M Aaupdvouvv towtoxpoves. To cuvolkd pakpvd medio mPOKLITEL
moAlamAacldloviag To pakpvo medio evog amd to. dpolo ototyeio axtivofoiiag mov
OTOTEAOVV T1] GTOLYEIOKEPOID e TOV TOPAYOVTO SLITAENS OV TPOGO0PIlETOL GLVAPTNGEL
TOV GLVTETOYUEVOV BE0NG KOl TOV PELVHOTIKOV OEYEPCEMY TOV OKTIVOPOAINGC. ZVVETMC,
UTOPOVLE VO GYNUOTOTOWCOVE TNV OEGUN aKTIVOPOAING LIOG YPOUUIKNG GTOLXELOKEPOLOG
elte aAAdlovtag TV y®PIKN ardGTACT) TOV GTOLXEIWV TOL TNV ATOTEAOVV gite aAAAlovTag
TNV GYETIKY S0QOPE pACNS Kol TAATOVG TV PEVUATOV d1EYEPONG. AedOUEVIG AOUTOV oG
OTOLEOKEPAING, TO OIKTVO GYNUOTOTOINGNG OEGUNG, TOV TPOPOOOTEL TOVS OKTIVOPOANTEG
g kepaiag, eivor eketvo mov kabopilel TG0 ™V yovia 6TdYELONG OGO KAl TO TAUTOS TOV
mAevpik®v AoPov axktvoPoriag. Ev ocuvveyeio, opifovior ot évvoileg tv Aertovpyldv
oynuatomoinong povig déoung (single-beam beamforming), oynuoatonoinong moAlamimv
deopmv (multi-beam beamforming) kot v moAlaming exmounng (multicast). Me Béon tov
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UNYOVICUO  €100Y®YNG NG KOBLoTEPNONG, VTAPYOLV OLO  KOTNYOPIES GLOTNUAT®V
oynuoTomoinoNng OECUMOV. XTI WPMOTN KaTnyopio, TO OIKTLO EGAYOLV  TTPOYLOTIKY|
KaBvoTépnon oto peduaTo SEYEPONG €V GTN OELTEPT KaTNYOopio YPNCUYLOTOI0VVTOL
oMoOnTéC Pdonc, ot omoiotl kaBopilovy TIG GYETIKEG PAGELS TOV PELUATOV. ZTNV TEPITTMOON
eneEepyaciag onUATOV LE HEYOAO QOCUATIKO TEPIEXOUEVO, TO OIKTLO TTOV EUTITTOVY GTNV
devTepN Katnyopio. givor emppenyy oto @awvouevo aiinbopiopotog (beam squint). To
QOVOLEVO OVTO £YEL O ATOTELECLLO. O OAPOPES PAGLOATIKES GUYVOTITES TTOL ATOTEAOVV TO
onNUa Vo KOTeELOBHVOVTOL GE SLOPOPETIKEG YMVIEG OTOYEVONG. ZVVENMOC, OTMG o derybel oTO
Kepdrawo 6, ta diktvo oynuatomoinong déoung Paciopéva oe oAoONTES pdong mpémetl va
oY€O1ALOVTOL TPOCEKTIKA MOTE VO, NV OAAOIOVOLV TNV TOOTNTO TOV ACVPLATOV SIKTO®V.
Téhog, oto KepdAaio 2, yivetan avapopd oTig TeXVIKEG TOL KoBopilovv To GYETIKE TAATN
TOV PELUATOV SEYEPONG LE GTOYO TNV UEIDMON TNS 10YVOG TOV TAEVPIKOV AOP®OV LE TIUNUO
opm¢ v avénon tov €HPoLS TOL KLPLOL AoP0oV.

210 Kepaharo 3, opiletar n MKPOKLUOTIKY GOTOVIKTY TEXVOAOYio ®¢ TO Tedio T0 omoio
oLVOLALEL TIG aPYEG TNG WKPOKVUOTIKNG TEYVOAOYIOG HE EKEIVEG TNG POTOVIKNG, UE GKOTO
vo. vAomomoel Agttovpyieg ol omoieg gite elvar mMOADTAOKES M OKOMOL KO OOVUVOTEG VL
viomomBohv pe KAUGOIKG pikpokvpatikd otoryeia. Tpia Bewpovvtol ta Sopkd oTotyeia
KGOE LIKPOKVLUATIKOD GOTOVIKOD SIKTVOV, 1) OTTIKN TNYH, O NAEKTPO-OMTIKOS SLOUOPPMTNG
Kot 1 emTodi0d0c. o kdbe €va amd avtd ta oToryeio avaivetan pe ™ Pfondeta padnTikdv
oxécemv N Pacikn apyn AETOLPYING TOVG. TN GUVEXELN, ElohyovTal TPElS Pactkol delkteg
amOd00NG EVOG UIKPOKVUATIKOD POTOVIKOD S1KTOOV. O TpAdTOC £XEL VO KAVEL e TO KEPOOG
mg Cevéng won opiletor g o Adyog TG 1ox0og TOv OoNUATOG otV €£000 €vOg
UIKPOKVUOTIKOU PMTOVIKOD GUOTHHOTOS MG TPOS TNV oYV TOL GNUatog oty €icodo. O
devTEPOG avapépetal otnv eikdéva BopvPov, mov dnwg Kol 6TO KAUGGIKE HKPOKVLOTUKE,
diktva, kabopilel moco BOpvPo mpochitel o diktvo. Télog, o tpitog ovoudleTarl Spurious
free dynamic range (SFDR3) kot avo@épetar otnv €midpacn TV UN-YPOUUIKOTHTOV.
Yvykekpiéva, to SFDR3, vtodeikviel to €0pog TV 1oY1O®OV TOV GNLATOG EIGOI0V KATA TO
omoio To avTicToyo onpa otny £€£000 &xel 1oyh peyaAvtepn amd 1o enimedo BopHPov evd
TOPAAANAQ Ol U1 YPOUUIKOL TOVOL TPITNG TAENS EXOLV 1oL YOUNAOTEPN amd TO EMimEdO
BopvPov Kol GLVERMG deV UTOPOHV VO, aviyveLHOVV.

[MoapdAinio, pe v avélvon tov Oewpidv mov démovv TN  Astrtovpyic TOV
OTO(ELOKEPALADV KO KATH GUVETELN TOV GLGTNUATOV GYNUATOTOINONG OEGUAOV OALL KOt TNG
UIKPOKVUOTIKNG POTOVIKNG TEYXVOAOYING, avamtuyOnke pior OAOKANP®UEVT €PYAAEIOONKN
ynowkns eneepyaciog onuatwv (Digital Signal Processing — DSP) yw v opfn
anmodlapdpemon  twv  AneBéviov onuatwv. H  epyoreiofnkn  moapovcialeton  6TO
Hapaptnpe 1. Zvykekpyéva, o mpodTog oAyopiOuog avtictobuiler to cdipota
detypotoAnyiog dedopévov OTL T0 POAOL TOL TOUTOL OEV €lvOl GLYYPOVIGUEVO UE TO
aVTIGTOLYO GTOV JEKTH. TN GLVEXELD, O OEVTEPOG AAYOPIOLOG avTioTOONILEL TVYXOV dLoPOopEg
TAOTOV TOV OTOOOUOPPOUEVOV CNUATOV GE GVYKPLoN HE Ta apykd. O tpitog ahydpBuog
avtiotafuiler dapopéc mAdtovg ko @dong peto&d tov  In-phase kot Quadrature
ocvwvioTwo®v evoc Quadrature Amplitude Modulation (QAM) onuatog. ‘Exnetta, o té€taptoc
aAyOPIOUOC TTPOKEITOL Y10l [0 OIKOYEVELD TPOCUPUOCTIKAOV 1600TAOUICTOV aAyopiOuwy.
Téhog, o méumntog alyopiBpog ivar vrevBuvog Yo v dopbwon TOco TS PAonS 660 Kot
™G OLYVOTNTOG TOV OMOSIUOPP®MUEVOL ONHoToc. XApn otV TAATEOpHA, 1 KO
WIKPOKLUOTIKY Oéoun Umopel vo LETOQEPEL €iTe omAd muitovogdn onpata ite QAM
OTLLOTO. KOSIKOTOIOVTOG £m¢ Ko 8 ynoia ava couforo (256-QAM). Eriong, n mhatedpua
nepiapPavet Eva povtého petddoong onudtov uéca amod £va additive white Gaussian noise
(AWGN) kavait kot vroroyilel T0 MAEKTPOUAYVNTIKO TESIO0 TV ONUATOV GE S1apopo.
onueia. mapatnpnong o€ oxéon pe ™ 0éon tov moumodv. Me PBdaon avtd To mEdiO Ko
YPNOWLOTOIDVTAG TNV EPYOAEOONKT Ynowokhg emneepyaciog onUAT®V, 1 TAATEOPLLO
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aflohoyel TV OomAS00T  TOL  TNAEMIKOW®MVIOKOD GULOTHUOTOC amelkovilovtag Ta
dypdppato aoteplopol Kot vtoloyilovtag Tov puOud ECOAALEVOV YNELOV KOOMOE Kot TO
dtavvopatiko péyebog opdaipatog (error vector magnitude).

Yuvoyilovtoc, TO OmOTEAEGUO TNG MOPATAVE EPEVVNTIKNG OpOacTNPOTNTOC NTOV 1
AVATTUEN HL0G TAATQOPLLOG TTPOGOLOIMONG GTO TPOYPAUpHaTIoTikd TeptBdilov MATLAB, n
omoi0. LOVTEAOTOLEL OTTIKG GLOTNHUOTO GYNLOTOTOINONG OECUMV KOl TPOGOUOIDVEL TNV
Aertovpyio ToVg Be@p®VTOG OTL TPOPOSOTOVY YPOUUIKES oTolXEloKEpaieg pe N ototyeia,
INUovPY®VTOG M S10pOPETIKEG OECLEG.

X16y0¢ 2: Zyedlacrdc Kot VAOTOINoT VOGS OTTIKOD S1IKTOOV GYNUOTOTOINONG OEGUMV e T
YPNOT EUTOPIKA SLOOEGIUOV UKPOOTTIKMV OLUTAEEWV.

Kvpwe amotedéoporta: 'Exoviag avoldoet Ty apyn AETOVPYiog TOV OTTIKGOV CLGTNUATOV
oynuoatomoinong oOecu®mv, to emdpevo Pruo MTAV 0 OYESGUOC OGS  KOVOTOUOV
OPYLITEKTOVIKNG. Xvykekpluéva, oto Kepdioawo 4, mpotdOnke xor avoddnke pa
apyrtektovikny €vog MxN omtikod diktdov oynuatomoinong decumy, 1 oroia vrobétovtag
Aertovpyia oty kaBodwkn (evén (downlink) evog thAemikovoviakod kavollod umopet va
oomynoet pa otoryeokepaio pe N otoyeia kot va cuvBéoet M aveEdpTnTeg LIKPOKVHOTKES
déopeg, evd vrobétovtag Aettovpyia otV avodikr| CeVén, pnopel va vrootnpi&el v Anym
M aveEdptntov deopmv. H Aettovpyla tov diktdov PacileTor otn ¥pnomn Hog GuGTOLioG
pLOLOUEVOV OTTIKOV YPAUU®OV KoBLoTEPNONG KABMG KOl GTN XPNoN OGS GLOTOUING
puOulopevov ontik®dv eEaclevntov.

Xpnowonowwvtag TV TAATEOpUE  TPOcOHoimong, M omoio  avamtOyOnke ko
nepleyplonke otov Xt0Y0 1, M apyn Asrtovpylag TG TOPATAVE® CPYLITEKTOVIKNG Kol TNG
KovOTNTAG TNG VO LITOGTNPIEEL TV oyNUoTonoinon €ite povig 0éoung eite mOALATA®V
oMV aALG KOl TOALOTTAN EKTOUTY], ETOANOEVTKE. ZVYKEKPIUEVQ, GTO TAOIGIO OVTOV TOV
HeAETMV, TO PEYEBOC TOV OMTUKOD SIKTVOV GYNULATOTOINGONG OEGUAOV EMAEYONKE va glvon ite
2x4 glte 2x8 Ko va Aertovpyel kol OTIC OLO TEPWMTMOOCELS otV Kabodikn (evén &vog
TNAETIKOWV®VIOKOD GUGTHUATOS. Me avtd tov Tpdmo, T0 SIKTLO PUTOPOVGE VO TPOPOdOTEL
oTolEKeEpaieg e TéooEPO Kol OoxT® otowein, ovrtiotoyo. [Ma v vmodoyn TV
EKTEUTOUEVOV onudteov, Bempndnke 0Tl otnv mAgLPd TOL O&KTN, ONAMON ©TO ONUELD
TOPOATPNONG, LIAPYEL Mo poviy Kepaio 1 omoia AauPdvel to medio mPog avt TV
katevBvvon. Toco yio v otoyglokepaio oTov Tound oAAd 66O Kot Yo TV Kepaio GTOV
O€KTN, BepPnONKE 1 YP1ON 1COTPOTIKDV KEPOLADV.

MV mEPItTOON CGYNUATOTOINoNG HOVIG O0EGUNG, TO TAGTOS TOL OMTIKOD (PEPOVTOG
Sopope®dnNKe amd Eva LKPOKLUHOTIKO onua pe cvuyvotnta 15 GHz, 1o omoio épepe gite
QPSK, 16-QAM 1 64-QAM oynuo dopdpewons pe pvbud ocvpporev 1 Gbaud. To
SUOPE®UEVO OTTTIKO ofja cLieDYONKe pe TV TPOTN GEPA TOV TOL 2X4 OTTIKOV SIKTHOV
evd M €lo60d0g g devTepNG oepdg Bewpndnke teppaticpévn oe eoptio. Ov oyeTikég
oxéoelg KoBvoTEPNONG Kol TAGTOVS TMOV ONTIKGOV ONUATOV 7PV omd TO OTAOL0
eotoaviyvevong pubuiomkav cOpeove pe TN emBount) yovio oTOYELONG Kol TNV
avtiotoymn embounty KaTavoun Tov TAaT®V. X1 Bupeg €£600V TOV OTTIKOV SIKTHOV Kot
LETE TO OTASI0 (MOTOAVIXVELOTNG, TO LKPOKLUOTIKG CNUOTO EKTEUTOVIOLGAV Ond TNV
ototyelokepaio ko petadidoviav pécm evog AWGN kovoriov. T dheg TIG TEPTTOOELS
7oV peAeTOnKaY, To GUGTNUO AEITOVPYOVCE YOPIC TV oviyvevon AadmV.

Mo v TepinT®on oYNUOTOnoinoNG TOAUTAGY decudV, OempnOnke to 110 2%X4 omTiKd
dlktvo pe povadikn Oagopd 0Tt €va dgbTEPO  OVEEAPTNTO LIKPOKLUOTIKO OGN
SLHOPPOVETOL OO Lo OEVTEPT OTTIKY TTNYN KOl TPOPOOOTEITOL GTNV deVTEPN €1G0d0 TOV
OKTVOV. DEPOVTAG OAPOPETIKG GYNUOTO SLUUOPPMOONG KOl GTOYEVOVTOS VO OLOUPOPETIKES
YOVIEG, TO oNHOTA oV veDTKAY Yopic Aabn kot yia Tig dvo Cevéelc.

2 mepintoon MOAAATANG ekmounng, Oswpnioape T ypnon tov idov 2x4 omTikov
OIKTVOV GYNUOTOTTOINONG UMV, EXOVTOS gvepyn HUOVO TN o €i0000. AlOUOPOOVOVTOG
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KOTOAANAQ TOGO TIG XPOVIKEG KOOBLGTEPNOELS KOl BEOPOVTOS OUOIOUOPPN KATOVOUN TMOV
TAOTOV, ONoVPYHONKay V0 UIKPOKLUOTKES OECUEC PEPOVTAG TNV 10100 TANpoPOpio. ALY
OTOXEVOVTOG SLUPOPETIKEG YOVIEG. XE QLT TNV TEPITTWOT, TAPUTNPDOVTOG TO, SLoypELLLOTOL
aoTEPIOULOV TTapatnpnOnKe pa otpoPn edong. O Adyog Ntav 1 TapeUPorr] TOV TAEVPIK®OV
AoBdv ™G pag déoung otV Yovia otdyevong g 0evTepng déounc. Omwg avaivdnke oto
Kepdhowo 2, tpomomoidvtag KATGAANAQ TN oxE0N TAATOV TOV ONUAT®V OEYEPONG,
LEWOCOUE TNV oYY TOV TAEVPIKOV AOPdV, PBEATIOVOVTOC TNV amOd0GT TOV GLGTHLOTOG.
Eniong, ypnowonowdviag éva 2X8 ontikd dikTvo, dNUOLPYNONKOV ETITLYMG, YOPIG TNV
aviyvevon AaBov, Tpeic 0EEG O TPELS SIUPOPETIKEG YWVieG oTOYELONC, PEPOVTAG EVE TNV
010 TAnpoopia. ZVVETMC, LE TIG TOPAUTAVED HEAETEG, EMOANOELTNKE o€ BePNTIKO eMimedo
1N KOVOTNTO TNG TPOTEWVOUEVNG OPYITEKTOVIKNG VO VITOGTNPIEEL EMTVYADS TN GYNLLOTOTOINGN
elte povng d€oung eite TOAATAGV OEGUAOV OAAL KOl TN AEITOVPYIO TOAVEKTOUTNG.

[Ma v mepapatikn erainbevon g apyng Aettovpyiog TG TOPOTAVED OPYLTEKTOVIKNG,
avamtOoyOnke €va TANP®G AEITOVPYIKO GUGTNUA TO Omoio povtelomolel éva 2x4 omtikd
diktvo  oynuotomoinong  decpmv, Yo Aettovpyia oty kaBodikny  (evEn  evog
TAETIKOW®VIOKOD cvotipatos. H avantuén tov cvomuotog Pocicmnke oe gumopikd
Sféoipa OmTIKA KOl OTTO-NAEKTPOVIKE GTOLYElD. ZVYKEKPIUEVA, T TEPAUATIKY dtdTadn
nePlEAdPave OLO ONTIKEG TNYEG Ol Omoieg AELToVPYoVGaV GE EEXYMPLOTES GLYVOTNTEG, OLO
EAEYKTEG TOAMONG, £vay NAEKTPO-aoppoeNTIKd Ko évov Mach-Zehnder dwapoppwt, dvo
TOAVTAEKTEG OMTIKAOV ONUATOV, £VOV OTTIKO EVIOYLTY], OEKO OMTKOVS GLLEVLKTES, OKTM
puOulopevovg ontikovg eEacBevntéc, okt®d pLOILONEVEG OTTTIKES YPOUUES KoBLGTEPNONG
Kot T€00epls emTOd000vG. H eméktaon g apyrtektovikng omd 2X4 ce peyaAVTEPECS
doTaoELs, Bo umopovce va vAomoinbel pe v Pacikn TpotimdBeon 6T TEPIGGOHTEPO OTTIKE
otoryeia eltvan dabéoa.

Ady® TV TOMGY oTotyeiov, N Telpapatic ddtaln KeAvmte pa emedveln 4 m? ko
avtd SvoKOAELE TN dvvapuky PYOUGT Kot TapapeTponoinon Tov diktvov. [ tov Adyo
avtov, 1M TEPopoTiKy owdtaln tpomomombnke €tor @ote va pewwbel OpaocTikd M
TOAVTAOKOTNTO KOl O OMOLTOVUEVOS YPOVOG Yol TN TOPOUETPOTOINGT TOV GUGTHLOTOC.
YuyKeEKPUEVO, Ol KEPUAES €E1 OMTIKMOV YPOUUDV KaBVGTEPNONG, Ol Omoieg EAEYYOLV TNV
EI00YOUEVN YPOVIKT KOOLGTEPNON OTO UETAOOOUEVO OTTIKG GMUATO, OVTIKOTOCTAONKOV
and 1odpBuovg mpoypappatiiopevoug oeppoxivntnpes. Ev ovveyeia, ov oepPokivntnpeg
Tpoypoppotiotnkay pe tn Pondewa evog pikpoereykty Raspberry Pi 3 Model B+ kot
LETOQPACTNKE e PEYOAN akpifela N yoviaky 0€on Tov UPOAOV TOVL KIVNTNPO GE OMTIKN
kabBvotépnon. ‘Exoviag miéov avtn v €va-mpoc-éva. oyéom, 10 emdpevo Prjua MTav m
avamTuEn €vOC LYPNOTOL YPOUPIKOV TEPIPAAALOVTOC ¥pNoTN. XApN € avtd, 0 YPNOTNG
umopel va godyel tig embountég ymvieg 6TdELONS TOV dVO JECUDV Kol PECH GE £val
YPOVIKO Oldotnua  Alyov dguteporéntmv, 10 Olktvo emavoapvOuiletor  KoTtdAANAQL.
[MapdAinda, Yo TV pei®oN TG OTOTOOUEVNS EMPAVELNS, oyeddoTnkay Tpio paelo Rack,
péca oto omoia TomofetOnke OAn N mEPAOTIKN O1dTOLN.

X16y0¢ 3: Iepapatikny enaAnfevon g KavOTNTOG TOV OTTIKOV SIKTO®V GYNUOTOTOINoNG
deopumv  vo  vmootnpifovv TN oynuatomoinomn wog uovig  Oéoung  (single-beam
beamforming), t oynuotomoinon moAkomAdv deopmv (multi-beam beamforming), oArd
Kot v vrootnpiEovy Agttovpyia molaning exmounnc (multicast).

Kopro amoteréopata: Xty péypt TP avaAvon, 1 IKavoTnTo TOV OTTIKOV SIKTVMOV Y10, T
OYNUOTOTOINGN OEGUAOV TEPLOPIOTNKE GE €KTEVELG Tpocopoldoels. o v mepapoTikn
enaAnBevon, ypPNoHLOTOMONKE 1 TEPAUATIKY S1ATAEN TOL avaTTOYONKE Ko ovahhONKe 6TO
2160 2. H mepapotikn a&oddynon tov 2x4 ontikod diktvov avaivetot oto Kepdiaro 4.
[Na wmv o&orAdynon Tov OnNTIKOV JSIKTOOL YlOL  GYNUOTOTOINGCT HOVNAG OEGUNG,
YPNOLOTOMONKE 1 [a omd TIG VO UIKPOKVUATKES £(6000VE TOV SIKTHOL Kol GLYKEKPLUEVQ,
exeivn mov avtiotoyovce otov MZM dwopopewt. To HIKPOKLUOTIKG OCNUATO OV
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ypnoworomOnkav £pepav QPSK kot 16-QAM oynpato dStapodpeoong pe puopod copforwy
1 Gbaud, evid n pépovoa pikpokvuatikn cvyvotnta frav 15 GHz. Ot ywvieg otoyxevoeig g
déoung Mrav 40°, 60°, 75°, 90°, 105°, 120° kor 140° evd T TAAT TOV oNUATOV S1EyEPONS
akoAlovBovoayv opoldpopen katovoun. H a&loAdynon 1ov cuGTHHOTOS TPAYLOTOTOONKE
vroloyifovtag tov puOpd EGQUALEVOV YNOIOV O TPOS TNV oYY TOV ONTIKOV CNUATOV
TPV 10 0TGd10 TG PoToaviyvevong ard 0 dBm uéypt -14 dBm. v nepintwon QPSK
ONUATOV, YloL OAES TIG TEPMTMGELS OEV aviyveLTNKAY AGON evd Yo T epintmon 16-QAM
ONUAT®V, TO GVOTNUA ELPAVIGE AGOT Yo OTTIKEG 1Y 0¢ pikpdTEPES TV -10 dBm.

[Mo Vv wepinTmon oynUaToToinoNg TOAUTADY OEGUMOV, YPNCILOTOONKIV TAVTOXPOVA
Kol 01 dVo €i6odot Tov dktvov. To éva pukpokvuatikd onua Epepe QPSK dtoupoppmon eved
10 8e0tEPO 16-QAM. O puOudc supPodrov Tov onudtov frav gite 0.5 Gbaud eite 1 Gbaud.
H ¢épovoeg ovyvotnteg kot tov dvo onuatov frav 15 GHz. Ta (edyn tov yoviov
otdyevong Nrav (135°, 60°), (120°, 45°), (75°, 150°) ko (60°, 105°) eved to mAdTN TOV
onudtov okolovbBovoav eite opodpopen eite ['kaovowovn xoatavour. Onwg kor otnv
TPONYOVUEV TEPAUATIKY a&loAdynorn £€T61 Kol 6€ AT TNV TEPITT®ON, 1 arddocn TOL
ocvotpatog Kpidnke pe faon tov puBudv ecPoALEVOV YNeiov oTIG YoVIES TapaTnpMoNg
ywo. ontikéG 1oyx0c amd 1 dBm péypt -10 dBm. T 6leg TIC TEPITOGEC TO GVOTNUO,
gUQavice pudud ecpaiuévay ynoiov younkdtepo amd 107 yia onticéc 10y0¢ vyMAOTEPES
ano6 -5 dBm, eraAn0edovtog £161 TNV IKAVOTNTO TOL VO GYNUOTOTOIGEL TOANATAEG OEGLES.

Téhog, 10 omtkd dikTvo a&oAoYNONKE ©C TPOg TNV KAVOTNTO TOL v LTOGTNPILEL
Aertovpyio moAvekmopnmne. o ™ pelé avty, ypnooromdnke povo pia €i60d0g, otV
omoia. odnynOnkav evalrds pkpoxvpotikd onuota pe QPSK xor 16-QAM oynuarta
SUOPP®ONG. ZTNV TPMTN TEPIMTOON, Ol Yovieg otoyevong Ntav (75° ko 140°) eved o
devtepn mepintwon (40° 90° kot 140°). Ocov agopd ta TAATN TOV GNUAT®V, GTI TPOTN
nepintwon akolovfovcov ['Kaovoiovr] Katavoun eved ot 0g0TEPT TEPIMTOON TO. GNLOTO
O€yepong mov ovTIoTOYoLGAV OTlS Ywvieg otoyevoelg 40° wor 140° axkoAovBovoav
I'coovowov katovop evd avtibeta ta onuoto yioo v yovie 90° axolovbovcav
opotopopen katavoun. I'a OAeg TIg TEPUMTAOCELS TO GVOTNUA ELPAVICE PLOUO ECOAAUEVOV
yneiov yopniotepo omd 102 yia ontikéc 10y0¢ vymAoTEpsC amd -4 dBm, emoAndevovtog
£TGL TNV IKOVOTNTO TOV Y10 AELTOVPYIO TOAVEKTOUTNG.

Y16y06 4: [Melpapatikodg YopaKTNPIoUOG EVOS OULYDS OAOKANP®OUEVOD OTTIKOU KUKADUOTOG
oynpoTonToinong d€ounc.

Kopwe anoteréopata: Xto Kepaharo 5, mapovoidleror ko alohoyeitor melpapatikd va
TAMPOS  POTOVIKO OoAoKANpopévo 1x4  omtikd  diktvo  oynuatomoinong  déouNg
yponowomowdvtog TG INP xar SisNa (TriPleX) ewrtovikég mhatedppeg orokAnpwong. To
oAOKANpOUEVO OlkTVLO pmopel  vo vrooTnpiEel T OMuovLPYio. KoL CYNUOTOTOINGT MG
LIKPOKLUOTIKNG 0EGUNG LE KEVIPIKES cuyvotntes £m¢ kot 40 GHz wot vo emAélel yovieg
otoYevonG pe ovvexés Prpo. v InP mhatedpua Exovv olokAnpwbei éva {evyog 40 GHz
OTTIK®OV OPOPOOTOV Gdomng kot pia teTpanin cvotoyio 40 GHz owtodiddwyv, evd n
TriPleX mloatedpua grroevel éva omtikd @ikTpo Kot T€60EPIS TapIAANAEG pLOLOpEVES
OMTIKEG YPOUUES TPAYLOTIKNG KABLGTEPNONG YPOVOL. ZVYKEKPIUEVO, Ol OTTIKES YPOLLUES
kabvotépnong ypoévov Pacilovtar ot ¥pNon TOAAATAGV OTTIKMOV GLVTOVICTOV WKPO-
d0KTLAIOV, Ol omoiol pmopolhV Vo €LGAYOVV TPAYUOTIKY KoOLGTEPNON OTO OlepyOUEVa
OTTIKG ONUATO. XVUVOAIKA, 1 KEOe mopdAANAN yYpapun eAoEevel 8 OMTIKOVG GLVTOVIOTEG
pikpod-doktudiov. Emiong, 1o oAloxAnpopévo diktvo meptlopfdver por onTiK YN
eEmTEPIKNG KOWMOTNTOG, TNG Omoilag To €vepyd otoryeio €xel olokAnpwbei otmv InP
TATEOpLO EVD 1 KolotnTa otnVv SisNa Thateoppa. To diktvo givar dStuotdoewy 16 mm X
19 mm kot weprrapPaver &1 UKPOKLUOTKEG BVPEC , GVO Y10 TOVG SIAUOPPMOTES KO TECTEPLS
YL TIG @OTOOOO0VE KOl KOTAAANAES NAEKTPIKEG SIEMAPES Yo TV 0d1yNoN TV 79 Bepo-
OTLTIKMV GTOLYELWV.
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Xapn otV 0OAOKANPOUEVT] OTTIKY TN YT KOl GTOVG OTTIKOVG SLUUOPPMTES, N PACT) EVOG
OTTIKOV (PEPOVTOC UTOPOVGE VO SOUOPP®OEl COUP®VA UE TO LUKPOKVUATIKO GO TOL
odnyovce Tov ekdotote dlapopemth. A&ilel va onuelmdel 0Tt TaPOAO TOL VLANPYOV FLO
SLLOPPMTES, LOVO 0 €vag NTav EvEPYOS KOTA TN SLAPKELN TMOV TEPAUATOV EVD 0 dEVTEPOG
elye tov poro tov e@edpkcov. To omtiKd oNua otV ££000 TOL SLAUOPPMOTY] ATOTEAOVTAV
amd dvo mhevpikd onuata (Sideband) ekatépwbev TOL OMTIKOD QEPOVTIOS WE OGYETIKN
KEVIPIKY] GLYVOTNTO MG TPOG TO PEPOV £ TNV GLYVOTNTO TOV HKPOKVLUOTIKOV onpotog. [a
TNV ATOSAUOPP®OT VOGS CNLATOG SOLOPPOUEVOL KATA GpAcT €lval avaykaio 1 amxdppyn
TOV €VOG 0o T dvo TAELPIKA onpata. ['ia Tov Adyo avtd, petd To 6Téd1o TG SIUOPPMOTG
éva. onTikO @idTpo katoamiele TV woy0 TOL €vOG TAgLpkoy onuotoc. ‘Emetta, 10 onua
yopiloviav ce téocepa TAPAAANAL OTTIKG LOVOTTATIO, OOV TO KaBEva amd avtd gixe oKTd
OTITIKOVG GLVTOVIOTEG UIKPO-00KTUAIOV, Ol 0moiol KabvoTeEPOVGOV TOV OMTIKO OO £TGL
wote va emtevyfel n embBount) yovia otodyxevone. TéLoc, ta T€0oEPU OMTIKG ONLLOTO
aviyvevovtay omd TIC Q®TOOO00VG Kol yOpm  oTn  YpNoN  €VOC  TOAUOYPAPOv
detypatoAnmrovvtav Ko énerta eneEepyalovtay omd v DSP gpyaietodnkm.

H mepapatiky a&loldynon tov GLGTHUATOS TPAyLOTOTOWOnKe o€ dvo oTddo. XTO
TPMOTO 0TAd10, peTprOnke 10 kEPAOG Levéne uéxpt ta 40 GHz, 1 eikdva BopHPov kabdg Kot
10 SFDR2 3 ot1c suyvomreg 5 GHz ko 10 GHz. Zvykexpipéva,  péylotn Tiun tov KEPOOVG
Cevéng Nrav -36.98 dB ota 2.6 GHz, n eikdva Bopvfov oy ion pe 38.28 dB kot 41.95 dB
ota 5 GHz ko 10 GHz, avtictoya, 0 SFDR2 xouw SFDR3 ot 5 GHz fytav 70.5 dB-HZz?
kot 89.9 dB-Hz?® evéd ota 10 GHz frav 67.7 dB-HZY? kot 88.8 dB-Hz?®. Zto devtepo
ot1ad10, Bewpdviog to OonTiKd dikTvo pEPOC oG kaBodkng Cevéng evog acHpuatov
TNAETIKOVOVIOKOD GUGTHLOTOS Kot xpnoiponoldvtag onuate QAM pe pvlud copformv
ico pe 500 Mbaud ota 5 kot 10 GHz o¢ onpota 166d0v, a&oloynoape v anddocT Tov
®G TPOG T0 PLOUO EGPAAUEVOV YNEIOV Kol TO S10VOGHATIKO HEYE00g COAALATOC Y10 YWVIEG
otoxevong amd 45° éwc 135°. Xg OAeg TIG MEPWTAOOELS, OV OaVIYVELTNKOV AGON oTa
AnoeBévta onpato.

Y16y0c 5: Osopntikn avdivon g oapyng Asrtovpyiag evog omTikoh  OkTHOL
oynuatomoinong déoung Pactouévo oty apyrtektovikny Blass matrix kot avémtoén
KOVOTOHOL oAyopiBlov eA&yyov TV ONTIK®V GTOLKEl®V Yo TV enitevén g emBounmg
yoviog 6TOXEVoTG.

Kvpwe amoteréopara: Xto Kepdrlao 6, mopovcidletor pa €KTEVIG OVOALON Y0 TOV
oxedlOGUO Kot TN Agrrovpyion €vOG OMTIKOD SIKTVOV GYNUOTOTOINGNG WMKPOKVUATIKOV
deopmv Paciopévo otny apyrtektovikn Blass-matrix. H oyediaon tov Paciletor oty xpnon
wog omtikng untpog (Blass-matrix), n omoia amoteleital amd ontikong oMoOntég @dong kot
ontikd cvpPordpetpa tomov Mach-Zehnder (MZIs) kou emitpémer v mapoywyn M-
UIKPOKLHOTIKOV 0ecpav and N ototyeio pog ototyelokepaiog. Apyikd, empePordveron 1
apyn Aertovpylog TG OPYITEKTOVIKNG KOl GUYKEKPUYEVE, OVOAVETOL TOG 1| CTPOPN TNG
OTTIKNG PACTC TOV OLUOPPOUEVOV OTTIKOV CNUAT®V, 1] OTO10L EMTLYYAVETAL YOPT OTNV
OTTIKY UNTPA, UETAPPALETAL GE 150DV GTPOPT PAONG OTO IMKPOKVUOTIKG GY)LLOTH GTNV
€€000 TOL OKTHOL. XN GLVEXELN, TTaPOoLSLAleTanl N avATTVEN €vOg adyopiBuov o omoiog
kaBopiler v Aertovpyio 1060 ONTIKOV OAMSHNTOV PAcE®V 0ALL Kot TV GUUPBOAOUETPOV
MZIs tg untpoc, £161 ®ote vo emtevydel 1 oYNUATOTOINGN TOALATADY Kot oveEAPTNTOV
deoudv. Méow ektev@V Tpocopomcemy, emPeParmvetor n opOdTTA TOL OAYOopiBUOL Kot
afloloyeiton n emidpaocn Tov Qavouévov beam-squint oty omOd06N TOL GUGTHLOTOC
GLVOPTNOEL TOV PLOUOL GLUUPBOA®V KOl TOL GYNLOTOS SLUUOPPOCNG TOV UIKPOKVUATIKOV
onuatov, Bewpovtag dagopetikd pulse shaping oynuota. Ymobétovioc Asttovpyio e
QAM kpokvpotikd onuoto pe @épovcoeg ovyvotrag Yopo amd ta 28.5 GHz,
amodelkvietal pécm vroloyiopudv tov EVM 61t 10 beam-squinting owvopevo dev
emnpealetl TNV Amdd00T TOL GLUGTHLOTOG G TUTIKEG TEPUTTMGELS, OOV 0 PLOUOG GLUPOA®V
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napopével Kato and 3 Gbaud. EmmAéov, diepguvator 1 emmpochetn pacpatikn eEdptnon
TOV OIKTVOV AOY® OVOTOPELKTOV OCLUUETPIOV TV MZIS, S10KVUAVeEDV TOV QUOTKOV
JOTACEMV TOV KLUATOOINYDV €VIOC TNG UNTPaG KoOMG kot M mpdcsbetn emidpaorn tov
KOTOOKELVOOTIKOV ateAel®V TV MZIS aAld kot tov oAcOntodv ¢@dcemv. Xe OAeg TIg
TEPMTMOGELS, 1) EMIOPOCT TOV OCVLUUETPIOV KOl TOV OTEAEUDV TOPUUEVEL OUEANTED YO
PEAAOTIKEC GUVOTKEC KATAOKELNG KOl AELITOLPYIOC.
Y1oyog 6: Ilepoapatikdg YopakTnpiopods OAOKANPOUEVOV OTTIKOV KUKAM®UATOV Yo TN
oYNUOTOTOINGT TOALUTAGDY decudV Paciopéva otny apyrtektoviky Blass-matrix.
Kvopuwe amoteréopara: Zto mhaioa tov Evponaikov épyov, ICT-HAMLET, avartiydnke
po. Kovotopa VRPOIKY OTTIKY TAATQOPIE OAOKANP®OONS, cLuvoLvdloviag 6vo TadNTIKEG
TAateopueg, v moivpepikny (PolyBoard) kot v TriPleX, ue v evepyn InP mhotedppa,
HE OTOYO TNV aVATTLEY ONTIK®V TOUTOOEKTMOV Ol omoiol Ba Aertovpyovv otn demapn
ueta&y tov fronthaul diktvov kot Tov dikTvOL acVpuATNG TPOGRaong TV 5G cveTUdTOV.
Y10 Ke@drawo 6, mopovcialetor mn oyedioomn, avamtvén Kot O XUPOKTNPIGHOS €VOG
oAokANpouévoyr mpmtotvmov (Precursor-1), to omoio vAomotlel éva 2%2 omtikd dikTvo
GYNMUOTOTOIMNONG HKPOKVUATIKOV deGU®V Paciopévo otny apyltektoviky] Blass-matrix kot
€VOG 0e0TEPOV OAOKANp®UEVOL TpTdTLToL (MOodule-1), to omoio vAomotel £va 8%8 omtikd
OiKTVO GYNUATOTOINONG UIKPOKVUOTIK®OV OEGUAOV PBACIGUEVO KOl OVTO GTNV OPYLTEKTOVIKN
Blass-matrix. Avtikeiuevikdg otdyog T0v TPOTOL TPMTOTLITOL NTAV 1) EXTLYNUEVY OTTIKY
OAOKANPMOGT TV TPLOV TAATOOPUAOV KOl 1) TEPAUOTIKT emPePainon e apyng Aettovpyiag
TOV OTTIKOL JIKTVOV Gynpartomoinong deoumv. Katd v mepapatikny agloldynon tov,
petpnOnkay vymAés anmieteg d16000omnS ko Levéelg Letald TV SPOPETIKMV TAATPOPLUOV,
oL omoieg dgv KotéoTnoav dvvatd Tov TANPN  Yopaktnpopd tov. Ilapdia avtd,
avamtOxOnKay Tpelc SLPOPETIKES TEPAUATIKES O0TAEELS, YPNOLOTOIDVTHS eEMTEPIKA
OTTO-NAEKTPOVIKE GTOLYEID Y100 TV TEPAUATIKY 0ELOAOYNON TOV OAOKANPOUEVOL GIATPOL
KOl TOL ONTIKOV OWKTOOVL GYNUOTOTOINGCNG OECUMV. LTV TPOTY TEWPIUATIKY Otdtaln,
YPNOLUOTOMONKE O OTTTIKY] TTNYY| HE EVPV PAGULATIKO TEPIEXOUEVO OG EIGOS0 TOV OTTIKOV
QIATPOL pE GTOYO TOV TPOGOOPIGUO TNG GLVAPTNONG UETAPOPAS TOV. ZE CLUEMVIO UE TIG
OPYIKES QTTOTIGELS TOV OIKTVOV, TO OTTIKO QiATpo emédelle evpog Ldvng diéAevong 160 pe
22 GHz pe ggacbévion ot (ovn amokomng ion pe 14 dB. Me 1t debtepn TEPOPOTIKN
dwataln peretOnke mn KOvVOTNTA TOV ONTIKOD OIATPOL VO HETATPEMEL CNUATO OTANG
mievpukng {ovng (double-sideband) ce ofpata povig mhevpikcng Lavng (single-sideband).
Yav €10000 GTOV OTTIKO QIATPO YpMNOLUOTOMONKE Eva SIOUUOPPOUEVO OTTTIKO CNL SUTANG
mAevpikng {dvng to omoio dnpiovpyndnke pe eEmtepikd otoryeia. PuOuilovtag katdAinia
10 OTTIKO PIATPO, £TCL MGTE HOVO O OMTIKOG PopLag Kat o TAsvpikn Lovn va Bpiokovrtol
evtog ¢ Ldvng d1élevong, To oMo EmTLY®G petatpamnke oo double-sideband oe single-
sideband. Onw¢ avaiveton eniong oto Kepdlaio 6, yio tnv opb Aettovpyia TV OTTIKOV
SIKTOH®V GYMUOTOTOINONG UIKPOKLUOTIKOV dgoucdv Blass-matrix, to ontikd ofipoto mpog
eneEepyooia mpénet vo eivon single-sideband, €161 dote vo HETAPPOOTEL EMTVYMDG 1| GTPOEN
(PAGCNG OV VIEIGEPYETOL GTO ONTIKO TEDI0, GTO HMKPOKLUOTIKO PETE TN poToaviyvevor. ['a
TOV YOPOKTNPIGHO TOV OAOKANPOUEVOL 2X2 OTTIKOV OIKTOOV GYNUOTOTOIMNONG SEoUMV,
avantdyOnke o Tpitn mepartiky] ddtadn, n onoia mepeAdfave OAa ta avoykoio omtd-
niextpovikd otolyeia yio T dnuovpyia evog single-sideband onuatoc. To oua avtd pali
pHe éva onTiKO @épwv ypnotpomombnkav cov €icodolt 6to omTKd JdiKTLO, TO OToio
pLOUioTNKE £T01 MOTE VO EIGAYEL PO GYETIKN OTTIKY dom petald tov onudtov. H ypron
OUOG TOV eEMTEPIKAOV ONTIKOV OIKTO®V OV EMETPEYE TNV COOCTI AETOLPYICL TOL OTMTUKOV
SIKTOOL oynuatomoinong oecudv Kabmg dev NTav dvvatov va emtevydel o otabepn
OYETIKN PAGT, POV TO. JVO CHLATA NTAV HETAED TOVS UGVGYETICTOA.

Aoapupdvovtog vIoyty OAEG TIG TANPOPOPIES KOl EVPNUATO OO TOV YOPAKTNPIGUO TOL
Precursor-1 mpwtdétumov, 1 Kowonpasio TpoydPNcE GTOV GYESUGUO KOl KOTAOKEVT EVOG
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8%8 ontikod diktHov oyNuaToToinong pikpokvuatik®y deoudv (Module-1). Extdg omd to
ueyaAvtepo Blass-matrix diktvo, 10 omoio Paciloviav aurydc oe omtikove meCO-
niextpkovs (PZT) ohobntéc pdong, o tpototuro Module-1 oe oxéon pe to Precursor-1,
QUL0EEVOVOE U0 OTLTIKN TNy Gpeong Sopdpemons Yo, TV EMKOIVOVIOL HE TOV OTTIKO
diktvo fronthaul, 8 InP dapopemtég mhdtovg, 8 ontikd @iktpo ko 16 Pwtodivdovg. O
yapaxtnpiopog tov Module-1 Eekivnoe and v ontikn Ty dueons Slopudpewong. Apyikd,
HeTpNONKe N ekmEUTOUEVT) OTTTIKT oY G€ oYéom pe Tov pedpa aviAnons. H péyiotn ontikn
oyd Ntov -1 dBm yuo pedpoto dviinong ica pe 90 mA. Xt cvvéyela, avomtdydnke uio
TEWPAUATIKY Otdtaln, dote vo pedetndel n kavoTnTo TG TNYNG VAL SLOUOPPADGEL TO TAUTOG
TOL OTTIKOV QEPOVTOG. [ Tov Adyo avtd, MAEKTPIKA ofjuoto dtapopeouéva, pe On-Off
keying Swudppwon kar pvbpodc copporov péxpt 4 Gbaud ypnowomomdnkav yo va
SLLOPPMGOVY TO PELI AVTANOTG, TO OTO10 €V cuveyeia SLOUOPPWVE AVAAOYA TO TAATOVS
TOV OTTIKOV PEPOVTOC. Tal SHOPPOUEVE OTTIKA GYLLOTO aviyveDTNKaV pe T Bondeta piog
e€OTEPIKNG POTOOWOd0V Kot €vOC moApoypaeov. Emneita amd emeepyacia oamnd v
epyareloNKN ynoelokng enegepyaciog onpratog, To dtaypdupata oedoiiod vroAoyioTnKay
Kot VEEdelEay OTL 1 HETddooT onudTeV pe pubpovg petddoong émg 4 Gbaud ftav spikt.
Ev cvveyeia, avantoydnke n pebodoroyia yio Tov Yopaktnpicpd Tov 8X8 omtikov Sikthov
OYNUOTOTOINONG UIKPOKVUATIKOV OEGUMY. XTOX0C NTOAV O YOPAKTNPIOUOS OA®MV TOV
CUUPBOAOUETP®Y TNG UNTPOAG O TPOG Tov AOYo oféong. Ta amoteAéopata vmédei&ov Ot
poévo 10 36 % amd to cuvolikd 64 MZIS Aertovpyodcav KAVOTOMTIKA EMLOEIKVOOVTOG
Aoyoug ofiéong amd 1.75 dB uéypt 23.3 dB. To yeyovdg avtd katéotnee 0.0OVOTOV TOV
TEPOLTEP® YOPOKTNPIGUO TOV ONMTIKOV OIKTOHOL KaBMg 0 HIKPOG opBudg Attovpykdv
CUUPOAOUETP®V OEV EMETPETE TNV dPOLOLOYNON TOV CHUATOV ELGOIMV GTOVG OVTIGTOL(OVS
KLUHLOTOON Y00GS 6tV ££000.

[Tapd to yeyovog 0Tt Kol To SVO TPOTOTVTO OEV NTAV TANPOS AEITOVPYIKEL, TO TEWPOLUOTIK
gupfuata cuvéPaiav kaBoploTIKA TNV ATOKTNGN TNG ATOLTOVUEVNC TEYVOYVMOGIOG Yo TNV
avamtuén TéTolwv TEPIMAOKOV KUKA®UATOV KoO®OG PBeATiOoov ONUAVIIKA TIS TEXVIKESG
oAoKAMNpoNG HeTAED TV TPV onTik®dv mAateopudv. To Evpomaikdé épyo HAMLET
KaBmG Ko 01 TOPATAVE TEWPAUATIKEG LEAETEG OmOTELEGAV TO EQAATNPLO Y0 TO Evpomaiko
épyo TERAWAY, 10 onoio 6toyedel 6TV avantuén TOUTOOEKTMV Yo T0, 0cVLPUATO dikTLO
EMKOVOVIOV TOV ETOUEVOV [evedv, pe kavotnto Asttovpyiag 6Tig eacuatikég meployés W
(92-114.5 GHz), D (130-174.8 GHz) ka1 THz (252-322). Ta mpototuna Paciloviar otnv
VPPWOIKY] OAOKANP®OON TOV TPIOV QOTOVIKOV TAOTPOPUAOV KOl GTOV TUPNVOL TOVG
Bpiokoviar omtikd Oiktvo GYNUATOTOINONG JECUDV OKOAOLODVTOG TNV OPYLTEKTOVIKY|
Blass-matrix.
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Chapter 1 - Introduction

1.1 The short history of the mobile technology evolution

In 1979, the first generation of a wireless communication technology (1G) was introduced
when the Japanese telecommunication provider Nippon Telephone and Telegraph Company
(NTT) launched the very first commercial cellular network in Tokyo [1], [2]. Two years
later, 1G networks reached Europe and more specifically, the Nordic countries of Norway
and Sweden which built their first 1G mobile network based on the Nordic Mobile
Telephone (NMT) standard [3]. With another two years of extra delay, on 13 October 1983,
the USA eventually had its first commercial cellular network launched by Ameritech in
Chicago, based on the Advanced Mobile Phone Systems (AMPS) standards [1], [2]. As the
NMT specifications were free and open, many new companies like Nokia, Ericsson, and
Motorola, came to the fore and set the pace in manufacturing communication equipment.
The outcome of this informal technological race was the first hand-held mobile phone which
was invented by Martin Cooper and manufactured by Motorola [4]. Despite its truly ground-
breaking capability to support wireless and mobile communications, 1G networks had very
poor performance which was translated to bad voice quality mainly due to the use of pure
analog signals.

The second generation (2G) was launched in Finland in 1991 and it was complied with
the Global System for Mobile Communications (GSM) standard which was developed by
the European Telecommunications Standards Institute (ETSI) [1], [2]. 2G brought digital
voice instead of analog and began to introduce data services with short message service
(SMS) text messages and multi-media messages (MMS).

The truly revolution of the wireless communication networks came with the advent of the
third generation (3G) which was introduced by NTT DoCoMo in mid-2001 [1], [2], [5]. 3G
technology was the result of research and development work carried out by the International
Telecommunication Union (ITU) in the early 1980s. The technical specifications were made
available to the public under the name IMT-2000 [6]. The first commercial network in
Europe was opened for business by Telenor in December 2001 and in USA was launched by
Verizon. The 3G systems could support unprecedented, until then, data rates up to 385 kb/s
in wide coverage areas and 2 Mb/s in local coverage areas, offering among other data
services, video calling, Web browsing, TV streaming and access to navigational maps.

With the widespread adoption of smartphones, it was evident that a new generation of
wireless communication technology was needed to meet the ever-increasing needs of the
consumers. This technological leap was made with the advent of the fourth generation (4G)
which was first deployed in Stockholm, Sweden and Oslo, Norway in 2009 as the Long
Term Evolution (LTE) 4G standard [7], [8]. It was subsequently introduced throughout the
world and made high-quality video streaming a reality for millions of consumers. 4G offers
fast mobile web access, up to 1 Gb/s for stationary users which facilitates gaming services,
HD videos and HQ video conferencing. 4G itself continues to evolve and eventually, 4G
LTE-Advanced (LTE-A) and 4G LTE-A Pro were introduced as improved versions.

Very short after the first deployments of 4G wireless networks, the fifth generation (5G)
of wireless communication technology was emerged in the spotlight of the research
community. However, this was not a just a mere intellectual exercise. Cisco had already
predicted the global mobile data explosion from 2015, mentioning that the overall mobile
data traffic is expected to grow to 24.3 exabytes per month by 2019, nearly a tenfold
increase over 2014 [13]. From that point, this daunting forecast was validated every year
and the efforts for deploying the next generation were ramped up. Eventually, the 5G
networks began deploying worldwide in 2018 [9]-[12].
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Figure 1.1: (a) Global mobile network data traffic forecast for 5G and 4G networks. (b) Total number of
mobile subscriptions forecast for four generations of wireless communications technologies. (c) Mobile traffic
by application category forecast. (d) Graphical comparison between the total number of mobile subscriptions
of 5G and 4G networks during the first nine years since their first deployment. (Source: Ericsson [14])

5G is designed to build upon the existing 4G technology, using the radio frequency
spectrum differently and more efficiently; for this reason, 5G is often referred to as 5G New
Radio (NR). Still today, the first roll out of 5G NR require existing 4G LTE infrastructure
and are referred to as 5G NR Non-Standalone (NSA). The standards on which 5G is being
built, define 5G NR NSA as an interim step, but one that may be around for quite a while.
Deployments of 5G NR Standalone (SA), which do not require legacy 4G LTE
infrastructure, are just beginning in select areas globally.

Despite the hype around the emerging 5G networks, the telecom industry has been
impacted by the COVID-19 pandemic, but to a lesser extent than other industries. The 5G
era is here now and continues to unfold globally. While the pandemic has caused significant
delays in its roll out in some areas, these delays will be overcome. As shown in Figure 1.1
(a), Ericsson estimates that the total global mobile data traffic will reach 288 EB per month
by 2027 utilizing both legacy and 5G wireless communications networks [14]. Figure 1.1 (c)
presents that the reason of this traffic explosion will be mainly the use of video related
services [14]. At the same time, the number of mobile subscriptions of 5G networks will
increase exponentially and will reach the number of subscriptions of 4G networks by the
end of 2026 and will exceed it a year later, reaching 4.4 B subscriptions (see Figure 1.1 (b))
[14]. Consequently, despite what many people believe, the growth and uptake of 5G is
happening faster than expected. As shown in Figure 1.1 (d), this would make 5G the fastest
deployed mobile network ever, quicker than both 3G and 4G/LTE [14].
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1.2 5G requirements and high-level use case categories

Summary of 5G Use Cases
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Figure 1.2: The 5G use cases are categorized into three families; the extreme Mobile Broadband (blue color),
the Massive Scale Communication (orange color), and the Ultra-Reliable Low Latency Service (green color).
Each of these families poses a different set of requirements in the 5G networks. In some use cases, these sets
may overlap, such as in the industrial automation sector (source: [15]).

5G requirements: The vision of the 5G for “desktop-like experience on the go”, “lifelike
media everywhere”, “an intelligent web of connected things”, and “real-time remote control
of machines” [14] is setting a new set of requirements for the wireless network, which is

very broad and demanding. The main technical objectives of 5G that should achieve are:

= Extremely high data rates per device (multiple tens of Gb/s).

= High data rates per area and massive deployment of connected devices with minimum
interference.

= Ultra-low latency links with less than a microsecond round trip time.

= Ultra-reliable links, reaching at least 99.999 % availability for critical services.

= Reduction in energy usage by almost 90%. Development and use of green technology.

= High battery life. Reduction in power consumption by devices is crucial.

=  Perception of 100% coverage

With this set of requirements, 5G will heavily assist the development not only of the

communication industry but also other industry sectors, such as medical science,
transportation, and education. In the near future, broadband connectivity will acquire the
same level of importance as access to electricity and users will generate more content and
share this content without being limited by time and location. At the same time, 5G
networks will reform the societies and facilitates the fast formation and sharing of public
opinions for political or social issues through social networks.
High-level 5G use case categories: Of course, not all of the 5G use cases will require such
a high data rate or such a low latency. Each specific 5G use case will require a different set
of requirements which will be a subset of these seven main technical objectives. In industry
literature, it is common to see discussions around 3 high-level categories of use cases,
proposed by the ITU. As shown in Figure 1.2, these categories are:

= Enhanced Mobile Broadband (eMBB)
= Ultra-Reliable and Low-Latency Communications (URLLC)
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= Massive Machine Type Communications (MMTC)

For most 5G customers, the extremely fast mobile broadband speeds are what we all
naturally require. Thus, this is an obvious case of use that we can easily relate to today.
eMBB use cases are data-intensive use cases which require high bandwidth, high connection
density, large deployment and coverage, and high user mobility. Such cases include cloud
and UHD, 8K video streaming, immersive gaming (including AR and VR) gaming, video
analytics, and immersive event experience.

For the URLLC use case family the high data rates are not required but instead, the prime
focus is on the latency, reliability, and availability. As defined by the ETSI, end-to-end
(E2E) latency is “the time it takes to transfer a given piece of information from a source to a
destination, measured at the application level, from the moment it is transmitted by the
source to the moment it is received at the destination.” [18]. The effect of latency can be
seen during gaming or simply web browsing. High latency will result in a slower response
time, whereas lower latency will result in a faster, more instantaneous response.
Applications such as AR and VR must respect the human vestibular reflex (a movement that
stabilizes vision) to prevent motion sickness and therefore require very low latency.
Reliability is measured as a percentage and is defined as “the amount of sent network layer
packets successfully delivered to a given node within the time constraint required by the
targeted service, divided by the total number of sent network layer packets.” [18]
Availability is measured as a percentage of the uptime of whatever service is being
measured. Five nines availability (99.999%) means the service can only be down for
approximately 5 minutes per year, whereas six nines availability (99.9999%) reduces
downtime to approximately 30 seconds per year. Critical use cases identified for 5G
URLLC are the autonomous driving, intelligent transport, remote guided vehicles for
factories, drones control, remote surgeries, financial services, and smart grid [19].

The definition of MMTC use case family is somewhat elusive, as it has to include a large
variety of emerging concepts, such as the Internet of Things (loT), Internet of Everything
(IoE), Industry 4.0, Smart X, etc. Regardless the application, mMTC deals with
communication of low-cost and energy efficient devices that may have limited embedded
intelligence, typically transmitting a relatively low volume of non-delay sensitive data.
These devices can be fitness bands, smartwatches, connected home appliances, and so on.

1.3 5G architecture and the importance for beamforming

Basic concepts and network architectures: In order to meet this set of requirements and
enable the commercial uptake of the use cases and applications that have been emerged,
radical but cost-efficient technology changes are needed. As it is discussed in the previous
paragraph, at the top of the list of requirements is the need of high system capacity and
uniform user experience regardless of the user location. As far as the former is concerned,
high available bandwidth, areal reuse and spectral efficiency are the parameters that define
it. The need for high bandwidth dictates the migration of operation to high frequencies. As
shown in Figure 1.3, beyond 6 GHz, there are available frequency slots (i.e., contiguous
spectrum of more than 500 MHz) that remain available and can constitute a frequency band
for the operation of 5G systems. Among the possible options, which included bands around
18.5 GHz, 28 GHz, 39 GHz or even 60 GHz [22], [23], the 28 GHz band with 5.25 GHz
available bandwidth (24.25-29.5 GHz) was widely accepted by large industrial players as
the frequency band of the 5G networks above the sub-6 GHz frequency band [20], [24]. As
presented in Figure 1.4 (a), the 28 GHz has been already deployed in USA and already
licenced or even tested in most of the European countries, including Greece [25].
Additionally, more than the 33% of the new user devices can now support operation in the
mmWave, as shown in Figure 1.4 (b).
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Figure 1.4: (a) Use of 5G spectrum between 24.5 GHz and 29.5 GHz, countries plotted by status of most
advanced operator activities and (b) announced devices by the Global Mobile Suppliers Association with
known spectrum support (source: Hellenic Telecommunications and Post Commission [20]).

The use of a high frequency band, the need for high levels of areal reuse, and the need for
uniform user experience, make the use of small cells necessary, which requires in turn a
very dense network of antennas. Figure 1.5 (a) shows an artistic representation of an urban
environment with indicative allocation of 5G cells and antennas, which is by comparison at
least 3-4 times denser than the current allocation of 4G cells and antennas in similar
environments. As an example, the Federal Communications Commission (FCC) of the USA
estimated that the US needs 800,000 small cells to make 5G a reality, 4 times more than the
deployed 4G towers [29]. This densification of 5G network infrastructure is both costly and
time-consuming, which is why 5G small cell technology, for the time being, will be the
prerogative of dense urban environments as well as buildings in busy places, such as sports
stadiums.

The large number of cells and the emergence of novel system concepts, like the

coordinated multi-point transmission (CoMP) [30], the cloud-radio access network (cloud-
RAN) concept and the relevant RAN virtualization [31], make also necessary the
decoupling between the baseband processing unit (BBU) and the antenna unit of each base-
station (BS), and the centralization of the BBUs in large pools, as shown on the right side of
Figure 1.5. Each pool will control a large number (40 or even 100) of remote antenna units
(RAUSs), allowing for better coordination between the RAUSs, and higher system capacity.
The connectivity between the RAUs and the BBU pool will rely on an optical fronthaul
network based on a simple star topology or on a more efficient — in terms of cell number
scaling, installation costs and resilience — ring topology with WDM [32].
The analog radio-over-fiber (ARoF) and digital radio-over-fiber (DRoF) scenarios: The
two basic scenarios for the optical interconnect between the BBU pool and the RAU over
the optical fronthaul include the analog radio-over-fiber (ARoOF) scenario and the digital
radio-over-fiber scenario (DRoF), as shown in Figure 1.6 [32]. In the first one, the total of
the baseband processing takes place at the BBU pool. The digital-to-analog converter
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Figure 1.5: (a) Artistic representation of an urban environment with indicative definition of 5G cells and
allocation of RAUs (from [26]). (b) Reference architecture of 5G networks with centralization of base-band
processing units (BBUS) in large pools and connection of each BBU pool to a large number of remote antenna
units (RAU) via a ring-based optical fronthaul [27].

Digital Radio over Fiber scenario (DRoF)

RF processing
beam steering . (0}

Figure 1.6: (Left) Analog radio over fiber (ARoF) scenario for the interconnection of each BBU with the
corresponding RAU, based on the execution of all digital processing (including the DAC/ADC functions for
the wireless transmission) taking place at the BBU site. (Right) Digital radio over fiber (DRoF) scenario for
the same interconnection, based on digital optical transmission over the fronthaul link and execution of a large
part of the digital processing at the site of the RAU [28].
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(DAC) is also placed at the BBU and takes care of creating the analog signal that can be up
converted to the final RF frequency and modulate an optical carrier at the analog optical
interface of the pool. The optical signal in this case carries the data in the form of an RF
signal that is ready for wireless transmission by the antenna system after optical detection
and analog processing in the electrical domain. Despite its attractiveness due to the stripped-
down design of the RAUs, the ARoF scenario is not the preferred choice today for next
generation systems due to the very low tolerance to nonlinear effects during the optical
transmission, and thus the severe limitations in the performance of the system. In the DRoF
scenario on the other hand, the data are transmitted to the RAU using the CPRI standard
over a digital optical link [32]. After optical detection, the baseband processing associated
with the wireless transmission (i.e. framing, encoding and FEC) takes place at the RAU, and
subsequently the data are digital-to-analog converted, up-converted to the RF carrier
frequency, processed in the analog domain, and transmitted by the antenna. Despite the
complexity at the RAU due to the need for both digital and analog processing utilizing a
high number of DACs and analog-to-digital converters (ADCs), the DRoF scenario is
considered by the industrial players as the most reliable and efficient one, as it has much
higher tolerance to nonlinear effects, and potential for band-pass sampling and higher
dynamic range, which are directly related to increased bandwidth of operation and longer
wireless propagation distance [32].

The need for beamforming networks in 5G systems: The use of multi-element antenna
arrays at the antenna system of each RAU will be a key technology for the realization of the
truly 5G vision, due to the significant improvement in the throughput of a wireless link that
antenna arrays can offer [33]-[35]. Depending on the channel and system characteristics, the
multi-element antenna arrays can have two modes of operation described under the general
terms spatial diversity and beamforming. The former refers to a set of transmission and
reception schemes that are used to improve the quality and reliability of a wireless link. At
the transmitter, spatial diversity is actually the transmission of the same information by
multiple sources using the same coordinates in the space, frequency, time and code domain,
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Figure 1.7: A beamforming network process the signals transmitted or received by a multi-element antenna in
such a way that wireless signals at particular angles experience constructive interference (right) while others
experience destructive interference (left).

while at the receiver, it is the selection or combination of the arriving signals in a way that
improves the signal-to-noise ratio (SNR). In the simplest form, the received signal from the
antenna element with the highest signal strength is selected. In more sophisticated forms, the
signals from all antenna elements are combined, appropriately weighted in order to
maximize the SNR using data-aided multiple-input-multiple-output (MIMO) channel
estimation algorithms and added in-phase after compensation of the phase-shifts [37].
Beamforming on the other hand represents the next step, being practically a precoding
scheme, where the transmitter uses properly selected weights on the data in order to form
the beam and focus the radiated energy towards the mobile user. In order to do that, as
shown in Figure 1.7, a beamforming network process the signals that will be transmitted by
a multi-element antenna array in such a way that at the angle of the users, the signals will be
combined constructively and destructively in all others [38]. At the receiver, the same
principle is applied in order to generate the same beam pattern, maximize the received
energy from the users, minimize interference from other sources. System flexibility and
possibility to fully exploit the beam forming concept at the system level are only possible
when a large number of antenna elements (at least 16) are available in a 2D array, and when
the possibility to have dynamic beam pattern adjustment with very fine resolution in both
space and time over the total bandwidth of the signal is present. Beamforming can be
extended to multiple beams from a single antenna [39], [40]. In this way, parallel links to
multiple groups of users inside the same communication cell can be accommodated with
low crosstalk, and substantial increase in the total system capacity can be achieved [40]. In
the current systems, three beamforming architectures are used (i) analog beamforming, (ii)
digital beamforming, and (iii) hybrid beamforming.
Analog beamforming: Figure 1.8 (a) depicts the reference architecture of an analog
beamforming network (BFN) that feeds a multi-element antenna array, operating at the
receiver side of communication link. The RF signals received by the antenna array are fed to
the amplitude control stage which amplifies them and defines their relative amplitude
relationship. This technique is known as tapering and in most cases assigns highest gains at
the central elements in order to reduce the power of the sidelobes [40]. Then, the signals are
fed to the second stage where the signals are either delayed or phase shifted according to the
incident angle of the received signal. At the output of this stage, the signals are in phase and
s0, they can be coherently combined by a power combiner. The output port of the combiner
is coupled to an external mixer which is responsible for the frequency down-conversion of
the signal from the RF domain to the baseband or to an intermediate frequency (IF). Finally,
an analog-to-digital converted is used to sample the signal and feed a digital signal
processing (DSP) unit. The best-known analog BFNSs is the Butler matrix [41], [42], the
Nolen matrix [43], [44], and the Blass matrix [45], [46].

Introduced in the early 1960’s, the Blass matrix was the first described method to provide
multiple beams for antenna systems. The functional layout of a Blass matrix is presented in
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Figure 1.8: (a) Reference architecture of a receive analog beamforming network (BFN). (b) Schematic
representation of an MxN BFN based on Blass matrix architecture capable of forming M beams and feeding N
AEs. (c) Schematic representation of a 4x4 BFN based on Butler architecture for forming up to 4 orthogonal
beams and feeding a 4-element antenna array and (d) schematic representation of an MxN BFN based on
Nolen architecture capable of forming M orthogonal beams, feeding an antenna array with N AEs.

Figure 1.8 (b). It consists of an array of N radiating elements excited in series by M feeder
lines. The lines are interconnected by directional couplers and they are terminated with
matched loads at each line end. The great advantage of the Blass matrix is that it can be
scaled to any number of antenna elements (AEs) and feeder lines, which makes it the
prominent candidate for large MIMO systems.

Shortly after the introduction of the Blass matrix, a new architecture was introduced
called Butler matrix. As it can be seen from its functional layout which is presented in
Figure 1.8 (c), the main difference compared to a Blass matrix is that Butler matrix forms a
parallel-fed BFNs while Blass matrix is considered to be a series-fed BFN, as it was
explained. In its most common form, the number of inputs, M, is equal to the number of
outputs, N, and it must be an integer power of 2 (M = N = 2", where n is an integer).
Therefore, for each input port, signals with identical power and progressive phase shifts are
generated in the output ports. The elementary component of this architecture is a 4-port
coupler. Consequently, even though in general Butler matrices requires less components
than the equivalent Blass matrices for a same antenna array, they do not scale efficiently for
large arrays. This is why the most typical size of the commercial Butler matrices is either
4x4 or 8x8. Moreover, the implementation as an integrated circuit requires large number of
waveguide crossings, which are always problematic and can substantially deteriorate the
circuit performance.

The Nolen matrix is a general form of orthogonal BFN, based on a series-fed topology
similar to that of the Blass matrix. As it can be seen in Figure 1.8 (d), it can be considered as
a lossless variant of the Blass matrix in which all the directional couplers below the diagonal
have been removed and those on the diagonal are replaced by simple bends. Nolen matrices
create orthogonal beams as the Butler matrices and as a result they are not fully flexible in
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(b)

(d)

Figure 1.9: Pictures of assembled analog BFNs. (a) A 4x16 Blass matrix for operation in Ku-band (12-18
GHz) [48], (b) a 4x4 Butler matrix [49] (c) a 3x3 symmetrical Nolen matrix [50], and (d) 7x9 Rotman lens for
operation in Ka-band (27-40 GHz) [51].

the selection of the steering angle of each beam independently from the other ones.

Another attractive BFN architecture, due to its low cost, reliability, design simplicity, and
wide-angle scanning capabilities is the Rotman lens [52]. It is a passive structure that uses
the free-space wavelength of a signal coupled into a geometrically configured waveguide to
shift the phase of inputs into a linear antenna array in order to scan a beam in any desired
signal pattern. Figure 1.9 shows four indicatives assembled analog BFNs based on Blass,
Butler, and Nolen matrices as well as a Rotman lens.

As however the frequency bands of modern wireless systems are shifted closer or deeper
in the millimeter wave (mm-wave) regime, the fractional bandwidth of the signals gets
higher, and the number of the AEs larger, these analog, dynamic BFNs solutions (Blass,
Butler, and Nolen matrices) start having significant limitations in terms of time delay and
phase shifting accuracy across the signal bandwidth, insertion loss across the same
bandwidth, and physical size. On top of that, the Butler and Nolen matrices are not fully
flexible in the selection of the steering angle of each beam independently from the other
ones. Moreover, in the case of the Butler matrix, the implementation as an integrated circuit
requires large number of waveguide crossings, which are always problematic and can
substantially deteriorate the circuit performance. The Rotman lens despite its robustness, it
is a passive device which limits its potential of using it in cellular communications systems.
On the other hand, the Blass matrix is by default lossy due to the fact that a small part of the
power is always directed to output ports other than the ones that feed the AEs. However, it
does not require waveguide crossings, it is fully flexible in the selection of the steering
angles for each beam and in the case, of large antenna arrays (i.e., many columns), the
losses are negligible.
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Figure 1.10: Reference architecture of a fully digital (a) and hybrid (b) BFNs, both operating at the receiver
side of a communication system.

Digital beamforming: Unlike in analog beamforming, in digital beamforming, the RF
beams are formed in the digital domain, using digital weights. Figure 1.10 (a) depicts the
reference architecture of such an BFN, operating at the receiver side of a communication
system. The detected RF signals are fed to an array of amplifiers to boost their power and
then, they are frequency down converted to an IF or directly to the baseband by an array of
mixers. Subsequently, the signals are sampled by an array of ADCs and the produced
samples are processed by a DSP engine which applies the correct weights. So, it is evident
that for each AE a unique RF chain is required. Therefore, despite its advantages over the
analog approaches, especially, in terms of flexibility since every beam can be processed
dynamically and independently of the other beams, this architecture can not support the
operation of massive antenna arrays with thousands of elements mainly due to the cost and
power consumption. Other significant challenges include the signal routing complexity,
where multiple bits of I and Q lines should be routed to the DSP engine while at the same
time a local oscillator should be distributed to the mixers.

Hybrid beamforming: Hybrid architectures have been emerged in the spotlights thanks to
their ability to efficiently combined the best of analog and digital beamforming. As shown
in Figure 1.10 (b), a hybrid BFN consists of an analog and a digital part. The analog part is
responsible for the amplitude tapering, combining and frequency down conversion of
signals while the digital part samples the resulting signals and applies the correct weights.
Even though that only two beams are shown for simplicity, in fact, many beams can be
formed following this approach alleviating the main disadvantages of the analog and digital
beamforming related to flexibility and power consumption, respectively. This approach is
widely accepted as the most prominent candidate architecture for the BFNs in the 5G
networks. However, this approach is limited due to the disadvantages of the analog part and
more specifically, the inherent narrowband nature of the analog components which allows
processing of signals with bandwidths up to 500 MHz which makes the beamforming option
practically unavailable. Additionally, especially within the context of the 5G networks,
where mobility is one the main prerequisite, the ability of the analog BFNs to dynamically
reconfigure their components and the steering angle of the beams is limited in the
millisecond regime which is not acceptable for a plethora of applications.
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1.4 The role of microwave photonics for wideband beamforming
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Figure 1.11: Artistic layout of an indicative microwave photonics system. A representative functionality of
such a system is the true-time delay of RF signals. As an example of such a system, the inset graphs show how
a time delay is introduced to an RF signal. More specifically, insets (a)-(d) depict the time-domain
representation of the input (a) and output (d) microwave signal as well as the modulated signal optical signal
before (b) and (c) the insertion of the time delay.

Microwave photonics (MWP) is defined as the interdisciplinary field that studies the
interaction between microwave and optical signals and it has been always acknowledged
over the last 30 years as a research discipline with bright future [53]-[55]. Being able to
bring together the worlds of microwave engineering and photonics and enable processing
functionalities in microwave systems that are either complex or even not possible at all in
the microwave domain, MWP have created expectations for true commercial uptake.

As depicted in Figure 1.11, a simple MWP link consists of light source, an optical
modulation for the electrical-to-optical conversion and a photodiode for the optical-to-
electrical conversion. Apart from the capability of such systems to generate and distribute,
microwave signals, they can introduce true time delays and phase shifts to broadband
microwave signals at very high reconfiguration speeds, implement frequency tunable and
high selectivity microwave filters and also support frequency up or down conversions. The
reason for implementing all of these functionalities in the optical domain rather than in the
microwave domain is that the MWP systems can offer broadband operation, constant
attenuation over the entire microwave frequency range, small footprint, lightweight,
immunity to electromagnetic interference and the potential of large tunability and low
power consumption.

Despite the fact that MWP has not yet reached its fully potential, the discipline remains
very active and continues to expand in terms of interest from the research and industrial
community and in terms of productivity in new ideas, concepts and techniques [53]-[55].
What is more, a second wave of expectations for commercial uptake of MWP technology
has been created over the last 10 years in view of the development of a new generation of
broadband microwave systems in the fields of wireless communications, satellite
communications, sensing, and medical imaging with very high requirements in terms of
carrier frequency, bandwidth, dynamic range, size, power consumption, tunability, and
immunity to electromagnetic interference. Systems for emerging 5G wireless technology
stand out on the top of the relevant list.

Optical beamforming networks: Initial efforts involve mainly implementations of true
time delay (TTD) optical beamforming networks (OBFNs) based on fiber segments of
various length [56], [57], multi-core [58], [59] and highly dispersive fibers [60], [61], fiber
Bragg gratings [62], [63], spatial light modulators [64], [65], micro-optics [66], and
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semiconductor optical amplifiers [67], [68]. In addition, implementations that approximate
the TTD operation using optical phase shifters has also been proposed [69].

The efforts cited above have been limited to the single-beam beamforming case, aiming to
confirm the fundamental operating principles and the high bandwidth potential of the optical
beamforming solutions. Other efforts have aimed to make the next step exploring the
extension of the optical solutions to the case of multi-beam operation. These include the
early works describing the use of an optical setup for multi-beam operation of phased array
antennas in radar and communication applications [70]-[72], as well as follow-on works
based on fiber-based TTDs [73]-[76], Bragg-gratings [77]-[78], Fourier transform
lenses[79], acousto-optic tunable filters [80], and spatial light modulators [81]-[83]. On the
same path, OBFNs implemented with the help of TTDs or optical phase shifters inside a
Butler [84]-[86], Nolen [87] or Blass matrix architecture [89], [90] have also been studied
and reported.

Although important for validating the potential of optical beamformers for multi-beam
operation, these works have been based on bulk implementations suffering from
fundamental limitations in their scaling to large numbers of wireless beams and AEs.
Photonic integration on the other hand can facilitate this type of scaling through the
fabrication of large-scale photonic integrated circuits (PICs), where the optical beamforming
network is implemented with the help of TTDs.

The integrated TTD-OBFNs (iOBFNs) process the signals using optical true time delay
lines (OTTDLs). Representative works include OTTDLs based on highly dispersive
photonic structures such as photonic crystal waveguides and subwavelength grating
waveguides [90]-[92]. In these approaches, the group index and the dispersion coefficient of
the waveguides are controlled by the design characteristics of these structures, which,
however, impose strict requirements on the lithography process. Alternative approaches are
based on switchable waveguide delay lines (SWDLs), which control the introduced time
delay in each optical path by switching between waveguides with various lengths [93]-[97].
Despite their simplicity in terms of configuration, these schemes feature by default
limitations in their scaling, when a large set of steering angles is required. Within the
context of satellite communication networks, a modular photonic-aided payload receiver
based on four Mach-Zehnder delay interferometers has also been reported [98]. However,
for its system demonstration, a high number of optical amplifiers and fiber-optic
components were required, thus increasing the system complexity. Finally, OTTDLs
utilizing optical all-pass filters in the form of micro ring-resonators (MRRs) have been
extensively investigated and reported, thanks to their small footprint and ability to select in a
continuous way the intended beam angle [99]-[102]. Due the constant delay-bandwidth
product of the MRR, multiple cascaded MRRs are required to achieve broadband operation.

In most of the aforementioned works, the PICs comprise only the OTTDL network, and in
only two demonstrations, they also comprise optical modulators and photodetectors but not
the laser sources [94], [98].

The technological leap that enabled the demonstration for the first time of a fully
functional OBFN in integrated form was the combination of two photonic integration
platforms, i.e., the ultra-low loss (0.1 dB/cm) proprietary SisNs platform of LioniX Int.,
known as TriPleX, and the InP platform of Fraunhofer Heinrich Hertz Institute [103]. Their
hybrid combination brings the best-of-breed of both platforms and leads to fully functional
PIC without need of utilizing external optical components (neither active nor passive ones).
Two types of such fully integrated OBFNs have been reported so far [104], [105]. The first
one involves an SWDL-based OBFN with 3-bit resolution [104], while the second one a
1x4 OBFN based on four parallel OTTDLs with 8 cascaded MRRs each [105].
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Therefore, provided that a suitable MWP technology is available for this kind and scale of
broadband processing, the potential of beamforming concept can be fully deployed,
contributing in a very decisive way to the 5G vision in terms of capacity, flexibility,
connectivity, and security.

1.5 Research objectives

The aim of the research presented in this dissertation is to showcase the use of integrated
photonics as an enabling technology to provide unprecedented performance within the
context of the 5G networks, focusing on the analog BFNs. Apart from being ambitious and
beyond the state-of-the-art, which is the essence of every Ph.D. work, this research target is
quite challenging itself since iIOBFNs should directly compete with the mature technology
and industry of the microwave world while at the same time MWP is still in its infancy. The
stepwise approach to conduct this development plan is presented below through the
following 6 objectives:

Objective 1: Develop a simulation platform for emulating the performance of MWP
systems and multi-element antenna arrays as well as a digital signal processing toolkit
for demodulating signals with high-order modulation formats

Within this objective, a powerful simulation engine will be developed to unify and co-
simulate MWP systems, and in particular OBFNs, and linear antenna arrays. More
specifically, the engine will include the modelling of laser sources, optical modulators,
photodiodes and of course, the under-test OBFNs. Assuming that the OBFNs are part of
wireless system operating either in the downlink or uplink direction utilizing a linear
antenna array, it will generate the expected radiation patterns. Additionally, the engine will
include a DSP toolbox to generate and process signals with high-order modulation formats.

Objective 2: Design and implement an OBFN based on bulk micro-optics components

In order to gain insight into the design process of an OBFN, a 2x4 OBFN based on micro-
optics elements will be designed and subsequently, implemented. The OBFN will be able to
generate up to two independent beams and feed up an antenna array with up to four antenna
elements. For ease of use, the configuration of the OBFN will be automatized to reduce its
reconfiguration time from several minutes in case of manually tuning all the optical
elements down to a few seconds using a microprocessor and an array of servo motors. The
OBFN will be used for validating the simulation engine, described into the Objective 1.

Objective 3: Experimentally validate the ability of the OBFNs to support single-beam,
multi-beam and multicast operation

The 2x4 OBFN will be used as a testing vehicle to demonstrate the ability of OBFNs to
support single-beam, multi-beam, and multicast operation. Its performance will be assessed
under various experimental cases that will include among others the processing of
microwave signals with frequencies up to 15 GHz with modulation formats up to 16-QAM.

Objective 4: Characterize a fully integrated TTD-OBFNs

A fully functional MWP system including a continuous tuning TTD-OBFN will be tested.
The experimental evaluation of the OBFN-PIC will be performed in two stages. In the first
one, the link gain, the noise figure (NF), and the spurious-free dynamic range (SFDR) of the
microwave photonics link will be derived. In the second stage, its beamforming
performance will be assessed using modulated microwave signals with 5 and 10 GHz carrier
frequencies and considering that the OBFN-PIC is part of a wireless system operating in the
downlink direction and feeds a multi-element antenna array.
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Objective 5: Analyse the operating principle of OBFNs based on Blass-matrix
architecture and develop a novel configuration algorithm for controlling the optical
components

As mentioned earlier in the introduction, the most promising OBFN architecture that can
scale up gracefully in terms of the number of beams but also in terms of AEs is the Blass
matrix. Even though that an integrated implementation of this type of optical Blass matrix
network has been briefly discussed in the literature [89], no details were given in this
specific work to explain in depth the optical Blass matrix concept, describe the methods for
its design, its configuration and give an insight into its expected beamforming performance.
To fill this gap a mathematical analysis will be conducted including extensive simulation
studies for the design and operation of a multi-beam optical beamforming network based on
Blass matrix.

Objective 6: Characterize the performance of integrated OBFNs based on Blass-
matrix architecture

Following the methodology, developed under Objective 5, the system performance of an
2x2 and an 8x8 OBFN based on Blass-matrix architectures will be evaluated. The
prototypes will bring together two different photonic integration platforms, the silicon-
nitride platform, and the polymer platform, which are both passive, flexible and feature very
low loss. In order to enhance the PICs with active components, the polymer platform will
host arrays of InP intensity modulators and InP photodiodes.

1.6 Organization of this dissertation

The technical work that has been carried out to address these objectives is reported in the
following 7 Chapters.

In Chapter 2, the fundamental characteristics that define the operation of an antenna are
presented. Starting from the inherent characteristics such as the power density, radiation
intensity and directivity of a single antenna element, the concept of an antenna array is
introduced. Focusing on the operation of linear antenna arrays, which will be extensively
utilized across this dissertation, the equation of the array factor and its relationship with the
antenna feeding network is derived as well as the conditions for achieving single-beam,
mutli-beam, and multicast beamforming. Special emphasis is placed on the two types of
beamforming networks which are based on the use of either TTD elements or phase shifters
and their impact on the resulting radiation pattern. Finally, the amplitude tapering technique
is discussed as an efficient tool to reduce the unwanted power of the grating lobes.

In Chapter 3, the fundamentals of the microwave photonics technology are introduced.
The key building blocks of the MWP links and systems used during the course of this
dissertation are extensively analyzed and modelled. Additionally, the key figure of merits of
a MWP link are discussed.

In Chapter 4, the system design, development, and experimental performance evaluation
of a 2x4 true time delay optical beamforming network that supports the generation and
steering of up two independent beams over a continuous set of angles is demonstrated. The
OBFN is based on a matrix of optical delay lines and a matrix of variable optical attenuators
(VOASs) that control the relative time delays and relative amplitudes of the signals that
excite the antenna elements in accordance with the intended beam directions and shapes.
The performance evaluation of the OBFN is performed under single-beam, multi-beam and
multicast operation. An aspect of the experimental setup is shown in Figure 1.12 (a).

In Chapter 5, a fully integrated 1x4 TTD-OBFN based on the InP and TriPleX platforms
is presented and experimentally evaluated. The OBFN consists of four parallel optical paths
each of one having 8 micro-ring resonators and was designed for operation up to 40 GHz.
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Figure 1.12: Pictures of optical beamforming networks reported in this dissertation. (a) 2x4 OBFN based on
bulk optical delay lines and optical attenuators, serving as a testing vehicle for validating the principle of
operation of single-beam, multi-beam, and multicast operations (see Chapter 4). (b) The first-ever 1x4 fully
integrated Si3N4-InP OBFN based on a binary architecture with tunable optical true time delay elements,
tested with high-order modulated RF signals (see Chapter 5). (c) 2x2 OBFN based on Blass matrix
architecture (see Chapter 6), and (d) 8x8 OBFN based on Blass matrix architecture (see Chapter 6).

The prototype was extensively characterized, and the results are presented. A picture of the
OBFN is shown in Figure 1.12 (b).

In Chapter 6, the principle of operation of an MxN OBFN based on Blass matrix is
described. More specifically, we start with an analysis of the processing steps that are
necessary for the microwave photonics signals at the input and output of the Blass matrix
and propose a simple design and an algorithm for the configuration of the matrix, taking
into account the properties of the Mach-Zehnder Interferometers (MZIs) as tunable optical
couplers. The performance of the OBFN is assessed through extensive simulation studies. In
addition, the characterization results of a 2x2 and an 8x8 OBFN based on Blass matrices are
provided. The prototypes are depicted in Figure 1.12 (c) and (d), respectively.

In Chapter 7, the achievements of this work are summarized and a short outlook on the
future development of the MWP technology and especially, of the OBFNs is provided.
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Chapter 2 - Antenna and beamforming theory

2.1 Antenna characteristics

An antenna is defined as a metallic device (as a rod or wire) for radiating or receiving
radio waves [1]. In other words, an antenna can be seen as the impedance transformer
between the characteristic impedance of a transmission line and the intrinsic impedance of
the free space. Based on the application, antennas can be found in all shapes and sizes; from
little ones integrated into smartphones and tablets [2] to big ones that captures signals from
satellites millions of kilometers away [3]. Therefore, in order to describe the performance of
an antenna, the definitions of various parameters are necessary. Throughout this
dissertation, a Cartesian coordinate system with axis labels x, y, and z will be used along
with spherical coordinates 6 (polar angle ranging from 0 to @ , measured off the z-axis) and
¢ (azimuth angle ranging from 0 to 2x , measured off the x-axis).

Field regions: In principle, the radiation pattern of an antenna varies with respect to the
direction and the operating frequency [1]. Thanks to the inherent reciprocity, the radiation
pattern is the same regardless of whether the antenna is used to transmit or receive an
electro-magnetic signal [1]. The radiation pattern has different shape depending on its
distance from the antenna and this is why it is widely acceptable to divide the space
surrounding an antenna into three regions: the near-filed, the Fresnel region, and the far-
field (Fraunhofer) region.

Table 1 Boundaries for near field, Fresnel region, and far-field [1]

Region IEEE distance
Near field r < 0.62 \/ﬁ/l

Fresnel 0.62 % <r< 20,3//1
Far-field r > 2Diy 1

r: distance from the antenna, D,: the size of the antenna, and A: operating wavelength

In the near field region, the radiated fields are reactive since the electrical and magnetic
fields are out of phase by 90° to each other. In the Fresnel region, the radiative fields are
already dominated, but the field patterns still depend on the distance from the antenna. On
the contrary, in the far-field region, the radiation pattern does not change shape as the
distance increases. While there is some interest in the near field region within the context of
the near-field communications in practice, antennas communicate in the far-field region, and
this is assumed throughout.

Radiation power density (Poynting vector) and radiation intensity: An important
parameter for characterizing electromagnetic waves is the measure of power flowing
through a surface, called the Poynting vector, defined as:

S=ExH (2.1)

, Where E the electric field (in V/m) and H the magnetic field (in A/m) of the wave. In other
words, the Poynting vector represents the instantaneous power per unit area of the wave
while its direction is the direction of the wave. In the far-field of the antenna, the
electromagnetic field generated by the antenna can be locally approximated as a plane wave.
Assuming propagation in an isotropic lossless medium, the magnitude of the magnetic field
is given by the magnitude of the electric field vector divided by, n, the intrinsic impedance
of the transmission medium:
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- |E
|H | = u (2.2)
n
, Where |-| represents the vector norm. Substituting equation 2.2 into 2.3, the Poynting
vector can be now expressed as:
E
=0 (2.3)
n
Taking into account that in most of cases, both fields are oscillating around a certain
frequency, it is of practical interest to calculate the time-average value of the Pointing
vector. In the important case that the electric field is sinusoidally varying at some frequency
with peak amplitude Epe,i and rms voltage Epcax /2, the Poynting vector is given by:

(S) = E"Z—n“ [W/m?] (2.4)

Since the Poynting vector is a power density, the total power crossing a closed surface can
be obtained by integrating the Poynting vector over the entire surface:

Paa = §fS-ds=gfS-Ada [W] (2.5)

, Where P the instantaneous power, ds the vector
of the closed surface, fi unit vector normal to the
surface, and da infinitesimal area of the closed
surface. For an isotropic antenna, the power is
radiated equally to all directions. However, such
antennas are only hypothetical because in practice
no real antenna can produce a truly isotropic
radiation. Nevertheless, isotropic antennas remain
a useful mathematical model that is commonly
used as the base of comparison to calculate the
directionality or gain of real antennas. For a such  soure

ideal antenna, the power density (Poynting Figure 2.1: Inverse square law of the power decay.
vector) can be expressed as:

Pra
Siso = o (26)

41r2

From Eq. (2.6) can be easily derived that for an isotropic source the power density decay
corresponds to the increasing area of a sphere, located at the position of the source with a
radius r. A graphical representation of the inverse square law is shown in Figure 2.1. The
radiation intensity, U, in a given direction is defined as the power radiated from an antenna
per unit solid angle. The radiation intensity is a far-field parameter, and it can be obtained
by multiplying the radiation power density, S by the square of the distance. In mathematical
form, the radiation intensity can be expressed as:

U=r2-8§ 2.7)
For an isotropic source, the radiation intensity can be expressed as follows:
P,
Uiso = r?- Siso = ;_:: (2.8)
Radiation pattern and directivity: The radiation pattern of an antenna describes how the

radiation intensity is distributed in the space as a function of the direction away from the
antenna. In other words, the radiation pattern is the two- or three-dimensional spatial
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distribution of the power transmitted or received by an antenna as a function of the
observer’s position. For an ideal isotropic antenna, the radiation pattern is identical in all
directions. The antenna structure that approaches this ideal response is the omnidirectional.
Unlike the isotropic, the omnidirectional antennas radiate equal power in the azimuth plane
but in the elevation plane the radiated power varies with the respect the elevation angle, 6,
and is decreased to zero along the antenna’s vertical axis.

Azimuthal plane, 6 Elevation plane, ¢ 3D- radiation pattern
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Figure 2.2: Typical 2D radiation patterns at the azimuthal plane and elevation plane as well as 3D radiation
patterns of a short dipole antenna (a-c), half-wave dipole antenna (d-f), and a horn antenna (g-i).

Directivity is a measure of how 'directional’ an antenna's radiation pattern is. An isotropic
antenna has effectively zero directionality, and the directivity of this type of antenna would
be 1 (or 0 dB). Mathematically, the directivity is the radiation intensity of an antenna at a

specific direction, usually expressed in the polar coordinates, (0, ¢), divided by the radiation
intensity of an isotropic antenna, radiating the same amount of total power into space [1]:

U@, 9) UGB «¢)
Uiso Prad/4T[

Directivity is rarely expressed as the unitless number, D, but rather it is expressed in its
logarithmic scale:

D(®, @) = (2.9)

Dy = 10log;q (0P
dBi = Ogm(m) (2.10)
ra
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, Where dBi stands for decibel relative to an isotropic antenna. Figure 2.2 shows typical 2D
and 3D radiation patterns of a short dipole, half-wave dipole, ant horn antennas. The short
dipole antenna having the length of its waveguide shorter than the wavelength of the
radiated wave exhibits a directivity approximately equal to 1.73 dBi. The half-wave dipole
antenna as implies its name has half the length of the wavelength of the radiated wave and
exhibits a directivity approximately equal to 270°
2.16 dBi. As can be easily observed,
especially, from the 3D radiation patterns
both antennas are not highly directional. On
the other hand, the horn antennas are highly
directional antennas with typical directivity
between 10-20 dBi. It is evident that having
large directivity in a one direction implies
having lower directivity in other directions.
The selection of the antenna type is highly
dependent on the system requirements and | gack lobe
hence the application scenario.

As shown in Figure 2.3 the lobes are

Side lobes P - 1 =
7 ji \ Main lobe

90°
categorized into three types, the main lobe, Figure 2.3: Indicative radiation pattern in polar

coordinates presenting the three types of lobes, the

side lobe, and back lobe. The main lobe is main, side, and back lobes [4].

defined as the portion of the radiation
pattern that encloses the maximum radiation. In some cases, such as in multi-beam or multi-
cast operations, there may exist more than one major lobes in different directions. A side
lobe is defined as the lobes in any other direction other than the direction of the main lobe.
Therefore, side lobes indicate the amount of power radiated in undesired directions. Within
the context of wireless communication systems, side lobes are of great importance since
they dictate the signal-to interference plus noise ratio (SNIR) of the systems. The back lobe
represents the portion of radiated pattern whose axis forms an angle of 180° with the axis of
the main lobe.

2.2 Antenna array

In many applications, such as the cellular communication networks, it is highly desirable
to employ highly directional antennas to meet the demands of long-distance communication
and at the same time to minimize the radiation at directions other than the desired. By using
a single antenna the radiation pattern is relatively wide and provides low directivity. One
way to overcome this limitation is to increase the dimensions of the antenna. However, this
approach leads to cumbersome antennas which eventually limits their use in many
applications. A more elegant approach, retaining the physical dimensions of the antennas, is
to form an assembly of antennas in an electrical and geometrical configuration. This antenna
structure that is formed by multi-elements is known as an array [5]-[7]. The total radiation
pattern of the array is determined by following parameters:

1. the radiation pattern of the individual AE
2. the geometrical configuration of the array
3. the relative displacement between the AEs
4. the excitation amplitude of each AE

5. the excitation phase of each AE
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Figure 2.4: Schematic representation of (a) an arbitrary array antenna geometry and (b) a linear array antenna
with antenna elements placed along the x-axis.

While the first parameter is provided by the manufacturer of the AEs and cannot be
modified once it has been fabricated, the other parameters can be modified according to the
desired radiation pattern. It is evident that once the spatial arrangement and orientation of
the array antenna is fixed, the remaining degrees of freedom are the amplitude, |C;|, and
phase, a;, of the excitation signals that are fed to the individual AEs. The network that is
responsible for providing the excitations signal with the desired amplitude and phase is
called beamformer. Therefore, the excitation signals determine the radiation characteristics
of the array antenna according to well-defined mathematical relation that it will be analysed
in the following paragraphs.

The array antennas can be found in various spatial arrangements such as linear,
rectangular, and circular. For deriving the antenna characteristics of a such antenna
structure, let us consider an arbitrary array antenna as the one shown in Figure 2.4 (a). The
N-th antenna is excited by a complex signal C; = |C;|e'® and its location is described by the
vector T, , expressed in polar coordinates with respect to the origin of coordinate system as
follows:

T, = (I, 65, @n), (2.11)

The radiation field at the observation point, P, assuming that only the antenna placed at
the origin of the coordinate system radiates, can be expressed as follows:
. —ikory
Ey =le]- e -1(8,0) — (2.12)
1
, Where f(0, @) the electric field radiated by the antenna element and k, the angular

wavenumber expressed as k0=2“/7\0, Ao the emitted wavelength. Thanks to the

superposition principle [5]-[7], when all the antenna elements radiate, the received radiation
at the observation point can be calculated by adding the radiations coming from of all the
antenna elements of the array and can be expressed as follows:

N , —ikoRy
Ep = Zlcnl -el®n - (8, 0)  — (2.13)
n=1 Rn
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, Where R_n) = |F — 1,|. Assuming that the observation point is located at the far-field region,
by using a first order Taylor approximation, the norm can be simplified as follows:

R,=t—Th =[f]-Pry (2.14)

, with T the unit vector of ¥. This allows two useful approximations in the Eq. 2.13 Without
the loss of generality, the term 1/IF _ in the denominator can be replaced by the term

Tyl
1/r (amplitude approximation) while the same term in the phase argument of the nominator
by the term [F] — T - r,,. Consequently, the total radiation pattern of the antenna array is now
expressed as:

N _ —ikg(r—t-ry)
Ep = Z|cn| elan (9, )
n=1

ior (2.15)

r
N

= (8, @) - ) ey - e - el
n=1

From the above equation, it can be derived that the total radiation field at the point P
depends on the electrical field radiated by a single antenna and a second term, called array
factor (AF) which is given by the following equation:

AF = ¥N_ |c,| - ei@n - gikofTn (2.16)
The radiation field received at the observation point can be now expressed as follows:

—ikor

Ep = —— (6, ¢) - AF (2.17)

In other words, the radiated field at the far-field region of any antenna array is equal to the
product of the field of a single element, at a selected reference point and the AF.

Ep = [E(single element at reference point)] X [AF] (2.18)

Additionally, by combining the Eq. 2.4 and 2.7 with the above equations, we can calculate
the radiation intensity as well:

Up = U(8, @), - AF? (2.19)

, Where U(6, @), the radiation intensity of a single antenna element of the array antenna.
The inherent characteristic of the radiated field at the far-field region is called pattern
multiplication for arrays of identical antenna elements and is valid for arrays with any
number of identical elements which do not necessarily have identical excitation magnitudes,
phases and spacings. This is of utmost importance because it dictates that the radiation
characteristics of an antenna array can be modified without modifying their individual
radiation characteristics but simply by adjusting the antenna geometry (7 - r,,), the operating
frequency and thus the wavenumber (k,), and the amplitude and phase of the excitation
signals (|C;|e'®). While the antenna geometry and the operating frequency are fixed during
the operation of an antenna array, the reconfigurability of the array factor is achieved
through the use of a so-called beamforming network, or beamformer which is a feed
network that generates the desired amplitude and phase excitations at each specific antenna
element of the array [5]-[7].

To our specific interest, in the next paragraphs, we will focus on the linear array antennas
geometry, deriving their AFs, and subsequently, we will present the principles of operation
of the beamformers and their relationship with the AF.
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Linear antenna array: The linear array antennas are a class of antennas with a particular
practical interest since they are the simplest geometry for phased array antennas. As an
example, let us consider the linear array antenna of Figure 2.4 (b). The antenna comprises of
N identical antenna elements, placed on along the x-axis and separated by a distance of d.
Thus, the distance of each antennas element from the origin of the coordinate system is:

m=Mm-1)-d,n=1,..N (2.20)
Consequently, the scalar product in the phase argument of Eq.2.16 is:
trp=(Mm—-1)-d-cos(P) = (n—1)-d-sin (0) - cos (¢) (2.21)

, Where v is the angle expressed in polar coordinates between the origin of the coordinate
system in use and the observation point, P, at the far-field region of the antenna. The AF of
a linear array can be calculated by combining the Eq. 2.21 with Eq 2.16.

N
AF(IIJ) = AF(G' (P) = Z|Cn| - elan . eikO(n—l)'d-cos(llJ)
v (2.22)
= Zlcnl . ei(an+k0(n—l)-d-sin(e)_cos((p))
n=1

As observed, for a specific operating wavelength and spacing, the AF depends only on the
angle y. The angle y is known as scanning angle and it can take any value from 0 to = rad.

2.3 Single-beam beamforming

As discussed in the previous paragraph, the AF of a linear antenna array can be modified
in such a way to control the shape and direction of the radiation intensity and in particular to
select the angular position at which the maximum radiation occurs. In order to do that, we
have just to modify accordingly the phase and amplitude of the excitation signals that feed
the antenna. More specifically, the phase relationship of the excitation signals defines the
direction of the maximum radiation point while the amplitude relationship the shape of the
radiation pattern. To better explain these relationships, let us firstly assume that all the
antenna elements are fed with equal amplitude |c,| = C, V n. Now, let’s further assume that
the desired maximum radiation occurs at a specific point at the far-field region that
corresponds to a specific angular angle .« and thus, a specific set of coordinates
(Bmax ®max)- Under this condition, using Eq. 2.21 we can calculate the phase of excitation
signals that maximize the AF.

an = —ko(n — 1) -d - cos(Ppax) = —ko(n — 1) - d - sin(Byax) - cOS(Pmax) (2.23)

By substituting Eq. 2.23 to Eq.2,22, the AF can be now expressed as follows:

N
AF(y) = Z C - e~iko(n=1)d-cos(Wmax) . giko(n—1)-d-cos(p)
=y (2.24)
= Z C - etko(n=1)d:(cos()~(cos(Wmax))
n=1

Let’s take as an example a 4-element linear array antenna with A/2 spacing. Figure 2.5
presents the normalized AFs of this antenna in the case of steering the main lobe at 60° and
130°, by controlling the amplitude and phase of the excitation signals. Table 2 presents the
values of the amplitude and phase of each excitation signal for both cases. In this scenario,
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the underlying beamformer receive one information signal and configure the excitation
signals in such a way that the array antenna radiates the information signal at one direction.
For the rest of this dissertation, this scenario is called single-beam beamforming.
90 90
1 2

120 60

150 30 150 30

(b) 0

180 @@ o 180

Figure 2.5: Normalized AFs of a 4-element linear array antenna with d=\/2 spacing configured for single-
beam operation and maximum radiation at (a) 60° and (b) 130°.

Table 2 Amplitude and phase coefficients of the excitation signals that correspond to the AFs of Figure 2.5

Exc. Beam angle (Yax) = 60° Beam angle (ax) = 130°
signal | "Norm. amplitude  Phase (rad) Norm. amplitude Phase (rad)

1 0.5 0 0.5 0

2 0.5 —1.57 0.5 2.02

3 0.5 —-3.14 0.5 4.04

4 0.5 —4.71 0.5 6.06

2.4 Multi-beam beamforming

120 60

180

Figure 2.6: Normalized AFs of a 4-element linear array antenna with d=A/2 spacing configured for multi-
beam operation and maximum radiation at (a) 60° and (b) 130°.

Table 3: Amplitude and phase coefficients of the excitation signals that correspond to the AF of Figure 2.6.

Exc. signal s i = 7 A G A ) =
1 1 0
2 0.22 —2.92
3 0.9 —2.69
4 0.62 0.67

The single-beam beamforming concept can be extended to multi-beam beamforming
where the antenna systems transmit simultaneously multiple beams having different
pointing directions. In this case, the total AF can be calculated by summing the AFs that
corresponds to the different beams and can be expressed as follows:
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M N M
AF(llJ) = Z AF,, = z z C- eiko(n—1)'d'(C05(1IJ)_(Cos(wmax,m)) (225)
m=1 n=1m=1

, Where m is the number of the independent beams. In order to visualize the total AF in such
a scenario, let’s assume that in the array antenna of the previous example, we configure the
beamforming network to receive two independent information signals and generates four
excitation signals that feed the antenna which transmits the first beam to 60° and the second
to 130°. As observed in Figure 2.6, the AF comprises of two main lobes as expected.
However, the peak of both lobes deviates from the targeted directions. This is a direct result
of the spatial interference of the two beams. More specifically, since the total AF is given by
the sum of the individual AFs, if close to a main lobe there is a strong interference of a
sidelobe of a different beam, this will diverge the main will cause the main lobe to deviate
from the targeted direction.

150 30

180 0

Figure 2.7: Normalized AFs of an 8-element linear array antenna with d=M/2 spacing configured for multi-
beam operation and maximum radiation at (a) 60° and (b) 130°.

Table 4: Amplitude and phase coefficient of the excitation signals that correspond to the AF of Figure 2.7

Exc. signal Beam angle 1(q_;max) = 60° & Beam angle 2 (Yyax) = 130°
Norm. amplitude Phase (rad)

1 0.7 0

2 0.16 —-2.92

3 0.64 —2.69

4 0.44 0.67

5 0.44 0.9

6 0.64 —2.02

7 0.16 —-1.8

8 0.7 1.57

A workaround is to increase the number of the antenna elements in order to narrow the
width of each beam and minimize in this way the interference. As shown in Figure 5.2, by
increasing the number of the antenna elements of the array antenna of the previous example
from 4 to 8, both beams become pencil and are centred at the targeted directions. An
alternative solution would be to apply an amplitude tapering in order to suppress the
sidelobes. This technique will be analyzed in the paragraph 2.7.

2.5 Multicast beamforming

Addition to the single-beam and multi-beam beamforming operation, an array antenna can
be configured to radiates the same information signal at different steering angles.
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Figure 2.8: (a) Normalized Afs of a 16-clement linear array antenna with d=A/2 spacing configured for multi-
cast operation with a single information signal and maximum radiations at 50° and 120°. The amplitude and
phase of the excitation signals are plotted in (b) and (c), respectively.
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Figure 2.9: (a) Normalized Afs of a 16-clement linear array antenna with d=A/2 spacing configured for multi-
cast operation with a two information signals. The first beam is steered to 50° and 120° while the second to
90°. The amplitude and phase of the excitation signals are plotted in (b) and (c), respectively.

In this case, the total AF is configured as in the multi-beam beamforming operation but only
one information signal is fed as an input. As a results, the excitation signals are configured
with respect to the desired steering angles but all of them carry the same information signal.
As an example, in Figure 2.8, we consider a 16-element antenna array with A/2 spacing.
Following the same methodology as in the case of multi-beam beamforming, we calculate
the total AF and thus, the amplitude and phase of the excitation signals for generating and
steering two main lobes to 50° and 120°. However, in this case both beams carry the same
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information signals. This mode of operation is called multicast with a single information
signal. Of course, the concept of multicast can be extended to support the radiation of
different information signals at different but also multiple steering angles. This mode of
operation is called multicast with multiple information signals. Using the same antenna
structure as in the previous example, we further assume that now the beamforming network
is fed by two independent information signals targeting different users. Let’s assume that
the first signal will be steered to 50° and 120° while the second to 90°. Based on this, the
beamforming network will carefully configure the excitation signals and it is shown in
Figure 2.9 (a), the total normalized AF consists of three main lobes at the targeted steering
angles, radiating correctly the first information signal (Beam 1) to 50° and 120° and the
second (Beam 2) to 90°. Figure 2.9 (b) and (c) depict the amplitudes and phases of the
excitation signals, respectively.

2.6 Beamforming networks based on phase shifters and true time delay

elements
h
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Figure 2.10: Schematic representation of beamforming networks based on (a) phase shifters and (b) true time
delay elements.

In the analysis that has followed up to this point, it has been shown that the beamforming
networks regardless of the mode of operation (single-beam, multi-beam, and multicast), are
responsible for tuning the relative amplitudes and phases of the excitation signals. Within
this context, the beamformer networks can be seen as three stage networks, as it is presented
in Figure 2.10. The first stage consists of the splitting network that splits equally the input
information signal(s) into N paths. The second stage refers to the stage that is responsible
for tuning the relative phase of the signals and finally, the third stage refers to amplitude
control stage. Regardless of the underlying technology used in the first and third stage, the
beamforming networks are categorized based on the technology that deploy for tuning the
relative phases of the excitation signals. More specifically, there are two categories
depending on the tuning mechanism used in the second stage:

1. Constant-time delay elements (true time delay elements). With this technology, the
beamforming networks introduce relative time delays in the processed excitation signals
equivalent to the desired phase shifts.
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2. Constant-phase shifter: With this technology, the beamforming networks introduce
phase shifts in the processed excitation signals which are constant with respect to central
operating frequency.

fo' Af fo f0+ Af fO' Af fo f0+ Af
§ § L i i K

Y : : : ) ! i i
© i : © : :
S A i S L

Ideal TTD ; /!

elements ' Ideal phase 5

(a) shifter Ideal phase (b)
response

Figure 2.11: Ideal phase response of a (a) TTD element and (b) a phase shifter.

TTD elements: In most practical cases, true-time delay elements are implemented as delay
lines, which increase the physical length of the propagation path in order for the propagated
signal to acquire the required phase shift at a given frequency, f,. Assuming a delay line
with length equal to L, the time delay is:
L
Ty = z (2.26)
, Where v,the phase velocity of the propagating signal which is equal to the speed at which a

point of fixed phase propagates, and it is not always the speed that signal travels. The phase
velocity of a delay line can be expressed as follows:

o c 1
Ver - lr \/Er'go'.ur'ﬂo

, Where the pair of ¢, u,- and g,, u, the permittivity and permeability of the medium, and of
the free space, respectively. To our specific interest, optical fibers have a permeability equal
to 1 and thus the phase velocity can be rewritten as:

1
v, = —————— 2.28
g VEr € " Ho ( )
Given a desired scanning angle and reusing Eq. 2.23, the introduced time delay should be
equivalent to the desired phase shift.

vy (2.27)

—2nf- 1, = a,
(2.29)
=21 f-Leyer(fo) "€ o = —ko(n — 1) - d - cos(Ymax)
where f, the central frequency of the propagating signal. Consequently, by substituting the
wavenumber ko, = 2m-f- /g, - u, in EQ. 2.29, the length of a delay line can be expressed
as:

—2m-frL-ye(fo) &0 Mo = _Zﬁ'f'\/so “Po(n—1) - d* cos(Wmax)
L= (n - 1) -d- Cos(wmax) (2-30)

Veér(fo)
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For a non-dispersive transmission line, &, is constant with frequency. This means that v, is

also constant with frequency, and thus all the frequency components of a signal propagate at
the same phase velocity. Therefore, we can now calculate the induced phase shift.

L (n—1)-d: cos(Ymax)
a,=—-2n-f-—=-2mn-f- NErEL T U
n vp (—gr(ﬁ)) T o o
(n—1)-d- cos(Ymax)
=—-2n-f-
Co

Consequently, the introduced phase shift by a TTD element exhibits a linear relationship
with a constant slope with respect to the operating frequency range and thus, the resulted AF
does not depend on the operating frequency.

(2.31)

Phase shifters: TTD elements have traditionally been impractical to implement and phase
shifter designs are prevalent. In this case, the introduced phase shift is constant with
frequency, f,.

2mf
an = —ko(n—1) - d - cos(Yax) = _C_OO (n—1)-d-cos(Ymax) (232)
By substituting Eq. 2.33 in Eq.2.24
N
.2mf .2mf
AF(l]J) _ Z |Cn| ) e—lﬁo(n—l)-d-cos(wmax) ] ela(n—l)-d-cos(w)
= N (2.33)
_ Z o] o 2o (n=1){cos() ~ f cosmar)]
n=1
1
— f
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Figure 2.12: Frequency squint effect in a 16-elements linear array. The nominal pointing direction is y = 60°.
A percentage variation of £0.1% creates already visible change in the pointing direction

From Eq. 2.33, it is evident that the formed beam is steered to a desired direction Y., but
unlike in the case of TTD elements steering angle depends also on the frequency. In
particular, as the frequency, f, deviates from the central operating frequency, f,, the beam
will be steered at adjacent angles. This effect is known as beam squint and is present in
beamforming networks based on phase shifters. As an example, Figure 2.12 presents the
impact of beam squint in the AF of 16-element linear array antenna which is configured to
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steer the center frequency fo at 60°. As observed, the steering angle deviates subsequently
even for + 0.1-fo frequencies. More details about this effect will be presented in Chapter 6.

2.7 Amplitude tapering

1

; 1 ; ; ; ; ;
0.9+ . 0.9F ﬂ

0.8

o
®
T

o
3
T

0.7

o
o
T

0.6

051 0.5

0.4 0.4

Normalized amplitude
Normalized power

03F b 0.3

0.2

N

0.2

01

N

0.1r

0 ©-000 ©-000 0 . . : :
0 5 10 15 20 0 20 40 60 80 100 120 140 160 180
Antenna element (a) Steering angle [deg] (b)

Figure 2.13: (a) The normalized amplitudes of the excitation signals of a 16-element linear array antenna with
d=M/2 spacing in case of uniform distribution and (b) the resulted normalized AF.
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Figure 2.14: The normalized amplitudes of the excitation signals of a 16-element linear array antenna with
d=M\/2 spacing in case of Gaussian distribution with y=2 and (b) the resulted normalized AF.

Amplitude tapering, known also as amplitude weighting refers to the manipulation of the
amplitude contribution of each excitation signals to the overall antenna response. Thanks to
this method, the power of the sidelobes can be suppressed however, at expense of
broadening the beamwidth of the main lobe. Intuitively, the amplitude tapering method can
be considered and analyzed with the help of the discrete Fourier transformation (DFT) [8].
To do so, we can replace the time domain signals used as an input in a DFT with the
amplitude of the excitation signals and the resulted power spectral density with the radiation
pattern. More specifically, this technique is better explained with the help of Figure 2.13 and
Figure 2.14 in which we evaluate the impact of an uniform and a Gaussian distribution on
the AF of a linear array antenna of 16 antenna elements. On the left of these graphs, the
amplitude level of the excitation signals is presented while on the right, resulted AF
assuming that the phases of the excitation signals are identical (no beam-steering). In case of
a uniform distribution, all the excitation signals have equal amplitude which results in a flat
amplitude response over the 16 antenna elements or in a rectangular response if we
considered more non-radiated elements. The resulted AF is a sinc function and as expected
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it is directly analogous of the DFT of a rectangular signal. In Figure 2.14, instead of a
uniform distribution, a Gaussian distribution is considered. The amplitude is distributed over
the antenna elements following the equation below:

2
cn=exp[—§(y-,vi/2) ] 0<inl<? (2.34)

, Where N /2y the standard deviation of the Gaussian function. As observed, the sidelobes

are suppressed significantly in comparison to the uniform distribution but the beamwidth of
the main lobe is now wider. Different amplitude tapering function can be applied to the
array antennas depending on the desired radiation pattern. In particular, within the context
of the present dissertation, the uniform and Gaussian distribution will be experimentally
evaluated.
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Chapter 3 - Fundamentals of Microwave Photonics

In its simplest form, as shown in Figure 3.1, a MWP link consists of a laser source, a
modulator, and a photodetector, interconnected by an optical fiber. The input microwave
signal is transferred from the electrical to the optical domain by modulating the
characteristics of an optical carrier and subsequently is transmitted via the optical fiber to
the receiver where it is transferred back to the electrical domain.

C RF input RF output

(b)

e - @ >

Laser source Modulator Optical fiber Photodiode

Figure 3.1: Artistic layout of a microwave photonics system for transmitting microwave signals over an optical
fiber. The time-domain representation of the optical (a and c) and microwave signals (b and d) are presented as
insets.

Therefore, as shown in Figure 3.2, a MWP system can be considered as a black box with
input and output ports operating in the microwave domain while all the supported
functionalities, such as complex tunable filters [[4]-[6], multi-tap equalizers [7]-[8], true
time delay [9]-[11] , and phase shifting [12] are implemented in the optical domain.

C RF input Functionalities RF output

(a) * Optoelectronic Oscillators
* Equalization / Amplification
@ /—\ +  True time delay/ phase shift |—V|.|
\_/ (b) * Frequency up/down-converters | (c) (L M| (d)
Laser source Modulator * Tunable filters, etc. Photodiode

WW\MMMWMAMM

Figure 3.2: Artistic layout of an indicative microwave photonics system for delaying a microwave signal by
0.3 of its period. Insets (a)-(d) depict the time-domain representation of the input (a) and output (d) microwave
signal as well as the modulated signal optical signal before (b) and (c) the insertion of the time delay.

A thorough understanding of MWP links and systems cannot be obtained without first
understanding the characteristics and performance of the underlying technology.
Consequently, the following paragraphs focus on the key optical components and
techniques that dictate the performance of the MWP links and systems.
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3.1 Light generation

The light generation in the optical communication networks is feasible thanks to the
lasers. According to the scientific terminology, laser is the abbreviation of the “Light
Amplification by Stimulated Emission of Radiation”. A laser is a unique light source. It is
quite different from a light bulb or a flashlight as it produces highly directional light. It
emits light through a process called stimulated emission of radiation which increases the
intensity of light. Even though that light sources with such unique characteristics are not
encountered in nature, we have figured ways to artificially create. Lasers produce a narrow
beam of light in which all of the light waves have very similar wavelengths or in other
words similar frequency. This is the reason why the emitted beams are very narrow, very
bright, and can be focused into a very tiny spot.

Triggered by these features, lasers have been in the research spotlight for decades and as a
result, today, there are a plethora of different lasers which can be classified into four types
based on the type of the laser medium. These are the solid-state [13], [14], gas [15], [16],
liquid [17], [18], and semiconductor lasers [19]-[26]. Among these types, semiconductor
lasers play an important role in our everyday life but also in the optical communication
networks. These lasers are very cheap, have compact size and consume low power. Most
semiconductor lasers are pumped with an electrical current in a region where an n-doped
and a p-doped semiconductor material meet. Common materials for semiconductor lasers
all having a direct band gap, are Gallium Arsenide (GaAs), Indium Phosphide (InP),
InGaAs (Indium Gallium Arsenide). As the photon energy of a laser diode is close to the
bandgap energy compositions with different bandgap energies allow for different emission
wavelengths across the O-band (1260 nm - 1360 nm), E-band (1360 nm - 1460 nm), S-band
(2460 nm - 1530 nm), C-band (1530 nm - 1565 nm) and the L-band (1565 nm - 1625 nm).
However, even though that semiconductor lasers are widely used, there are several types
such as distributed-feedback (DFBs) lasers [19], [20], distributed Bragg reflector (DBR)
lasers [21], [22], vertical-cavity surface-emitting lasers (VCSELS) [23], [24], and external
cavity lasers (ECLS) [25], [26]. ECLs can exhibit narrow linewidth due to their long cavity
length [25] are suitable for higher order modulation in coherent optical systems. Due to the
complexity and footprint of the ECL’s, DFB and DFB and DBR laser arrays are today
widely used and are the preferred tunable laser options for commercial coherent transceivers
and MWP systems. However, the linewidth of these devices is typically several hundred
kHz [27] which limits their use with higher order modulation formats. A new structure of
micro ring resonator external cavity laser (MRR-ECL) has recently been developed based
on the silicon nitride waveguide platform and will be presented in Chapter 5 [28], [29].

Regardless the type and the material of the active region which are employed in a MWP
link/system, the optical carrier should have high power, low intensity noise, and low
linewidth. All of these parameters play an important role in the design and the performance
of a MWP link/system as they can strongly influence the overall RF performance of the
entire link/system.

In this thesis, the optical carrier field is considered to be a continuous wave (CW) and is
written as the time-varying complex valued quantity given by the following equation:

E,(t) = /2P, - e 1(@ot+®o) (3.1)

, Where w, and ¢, are the angular frequency and phase of the optical carrier, respectively,
while P, is the average optical power expressed as follows:

Py = (Eo (D) - Eo*(t))/z (32)

58




In practice, laser phase (¢,(t)) and intensity noise (P,(t)) due to the spontaneous
emission photons have to be taken also into account. More specifically, the phase noise is
caused by generated photons that are not in phase with the stimulated emission photons but
instead, they exhibit a random phase. In the time domain, the evolution of the phase noise
can be understood as a random walk with variance given by the following equation:

(A@2(1)) = 2mAV T (3.3)

, Where (-) the time averaging function, Av the laser linewidth and t the observed time
interval. From equation (3.3), it can be easily understood the impact of the laser linewidth
on the system performance, especially when the information signal is encoded into the
phase of the optical carrier [30]. Intensity noise can also deteriorate the system performance
and should be taken into account in the designing phase of a MWP link [30]. Intensity noise
is also known as relative intensity noise (RIN), and it is a key figure of merit of every laser
source because it quantifies how stable the laser output is as a function of time. RIN can be
expressed as follows:

_{8PF(D))
(P (D)2
, Where (§PZ(t)) the optical intensity fluctuation and (P, (t))? the average optical power. As

it can be observed, RIN can be reduced as the average optical power is increased that is the
reason why the laser sources should be configured for high output optical power.

RIN (3.4)

3.2 Optical modulation

In order to exploit the advantages of the optoelectronic technology, the microwave signal
should be frequency up-converted from the lower portion of the microwave frequency band
(300 MHz — 300 GHz) 69[31] to the “optical” domain which most commonly correspond to
frequencies of the O- and C-bands. This enormous frequency up-conversion is enabled by
the proper modulation of a light beam by a microwave signal which carries the useful
information. There are different modulation techniques based on how this information
signal is encoded into the optical carrier. For example, using Eq. 3.1, it can be easily seen
that the information signal can be encoded in the amplitude, frequency, or phase of the
optical carrier. To do that, one can use only a single laser source (direct modulation) or
combine a laser source with an external optical modulator (external modulation). In direct
modulation, the information signal is applied as the injection current of the laser source and
thus, the intensity of the output optical carrier is dictated by the information signal, as it is
illustrated in Figure 3.1 (a) [32]. Direct modulation is an attractive approach thanks to its
low complexity and low cost, but there is a major disadvantage. MWP links and systems
employing a direct modulation scheme, suffer from a strong frequency chirp, meaning that
the instantaneous frequency is time-dependent. Having a chirped-carrier is undesired as it
would have a spectral broadening with respect to a chirp-free optical carrier, which may
negatively influence the RF performances of the MWP system, especially when optical
filters are used.

Instead of modulating lasers by changing the injection current, in external modulation
scheme, the laser source emits a CW optical signal which has constant power, frequency
and phase. As shown in Figure 3.3 (b), the CW signal is modulated by an external to the
laser source, optical modulator. There are two main techniques of modulating the CW
output of a laser: the electro-optic modulation (EOM) and the electro-absorption modulation
(EAM) [33], [34]. The EO-based modulators utilize the Pockels Effect, which is the change
in refractive index of a material due to the application of an electric field [33], [34]. When a
voltage is applied across an EO material, the generated electric field changes the refractive
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Figure 3.3: High-level representation of (a) direct and (b) external modulation schemes.

index of the material. Therefore, as light passes through this material, the phase of the light
will be modified with respect to the voltage applied to the modulator. When such a phase
modulator is combined with a Mach-Zehnder interferometer or modulator, the intensity or
amplitude of the laser output can be modulated. When the beam is split in the
interferometer, a Pockels Cell (in one arm) changes the phase of that specific arm and
portion of light. When the two arms combine outputs, they will either constructively or
destructively interfere, changing the final intensity of the light.

The EA-based modulators are based on the Franz-Keldysh, and quantum confined Stark
effect (QCSE), which is the change in light absorption of a waveguide due to the application
of an electric field [33], [34]. In this type of modulators, the semiconductor is transparent to
light without the electric field present but in the presence of an electric field the bandgap
energy decreases. The material will absorb the light once the photon energy exceeds the
bandgap energy, attenuating the light transmission. When the voltage is modulated, the
absorption of the material and the output light intensity can be modulated. Apart from
intensity modulators, phase modulators can be implemented based on QCSE since as it is
explained by the Kramer-Kronig relations [35], QCSE leads to a change of the refractive
index at a given wavelengths. In the next sections, we will focus on intensity EO- and EA-
based modulators as well as on EA-QCSE-based phase modulators since those are the three
types of modulators used in Chapter 4 and Chapter 5, respectively.

Phase modulation: Figure 3.4 (a) presents the layout of an optical phase modulator. It
consists of a single optical waveguide and a pair of electrodes. When the information signal
is applied across these electrodes, the phase of the propagating optical signal is modified
accordingly. The mathematical equations that dictate the operation of a phase modulators
can be simplified in the case of assuming operation with a single tone. In this case, the
information signal is monochromatic and can be expressed as follows:

Vi, () = V., - sin(wggt) (3.5

, where V., the peak amplitude of the signal and wgg its angular frequency. Therefore, the
modulated phase can be expressed as:

v, (t) nV,
Pm(t) = T

, Where V,; the frequency dependent voltage required to produce a = phase shift, known as
halfwave voltage.

- sin(wggt) (3.6)
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Figure 3.4: Schematic representation of a (a) optical phase modulator and (b) Mach-Zehnder modulator
(MZM).

Assuming that the input optical field is given by the equation (3.1), the optical field at the
output of the phase modulator is then obtained as:

Hp. . Vm o

2P, . e—](wot-i-"-[v11 sin(wgpt) +@,) (37)
v lPM
, Where Ipy the power insertion loss of the phase modulator. As we will discuss in the next
paragraphs, both Ipy; and V,, are very important parameters which influence the overall RF

performance of the MWP links. Eq. 3.7 can be further analysed by using the Jacobi-Anger
expansion [36] and expressed as follows:

Eout (t) =

J2P —  nv. .
Eoutpm() = 2. 2 Jn( Vm) eI (@otHnorette,) (3.8)
W/lPM n=—oo T

, Where ], denotes the n-th Bessel function of the first kind. From Eq. 3.8, is derived that the
output field of a phase modulation has infinite number of side-frequencies whose
amplitudes are dictated by the Bessel functions.

Intensity modulation based on EO-MZM: By utilizing the principle of interference, phase
modulation can also be used to cause an intensity modulation when an interferometric
structure is employed, as it is shown in Figure 3.4 (b). When only one of its arms hosts a
phase modulator, the MZM is denoted as single-drive and while both arms host two
independent phase modulators, the MZM is denoted as dual-drive. In the case of dual-drive
MZMs, the input optical signal is split into two paths, both equipped with phase modulators.
After acquiring some phase differences relative to each other, the two optical fields are
recombined. The interference varies from constructive to destructive, depending on the
relative phase shift. Unlike phase modulators, the signals applied to both arms should also
have a DC component. that, the two applied signals can be expressed as:

vi(t) = V4c1 + ¥m1 - sin(wggt) (3.9

and
v2(t) = Vgc2 + V2 - sin(wgpt) (3.10)

For push-pull operation, the information signal v, (t), is split equally into the two electrodes
while of the two electrodes also alters its phase by =.

Vdc(t) = Gdc,l/z + Gdc,z/z (311)
Vac . sin(wgpt)
Vi (t) = 7 + Vin " 2 = —V; (t) (313)
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Figure 3.5: Operating the MZM at the (a) zero-transmission point and (b) quadrature point.

Assuming again that the input optical signal is given by equation (3.1), the optical field at
the output of dual-drive MZM is :

V2P (e—jcpl(t) + e‘j‘Pz(t)) . eI (@ot+@,)
MZM
Yy O (3.14)

Vd T A% L
_ 2P, e (ZVnCdc+2V Sm(wRFt)) ](ZV e m'sm(wk}?t))) ) e_j((-oot'Hpo)
V lvzm

, Where lyzum the insertion loss and ¢, (t) and ¢, (t) the induced phase shift at the two arms.
In MWP systems, the MZM is biased either at the quadrature operating (QP) point, i.e., 94,
= Vac/2, OF at the zero-transmission point (ZP), i.e., ¥4 = Vi qc. The output field at these
two biasing points are given by the following equations:

Equtmzm (D) =

2P, i+ "m" sin(oRe)) Gt Vm" sin(ogrt) .
(QP) Eout,MZM(t)=Jl—_°(e avn, +e * 2Vn ) - e i (@ot+ ;) (3.15)
MZM

(3.16)

2P, -G+ 2V sm(wRFt))_l_ iG+ 2V sm(wRFt)))

o
Figure 3.5 (a) and (b) present the field and power transfer function for operation in the zero
and quadrature transmission points, respectively. For zero-biasing, the power transfer is
minimized while for quadrature-biasing it is reduced to half of its maximum value. For
example, let’s assume that the MZM is driven by a sine wave with frequency f.s and
amplitude ¥, < v mzm. FOr zero-biasing, at the output of the MZM, the power of the

(ZP) Equemzm (D) = e (Wot+,)

o— bptical carrier
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Power
Power

|
|
|
|
!
!
|
|
)

‘ _ Suppressed optical carrier (@, | | | | I ! )
Normalized frequency Normalized frequency

(b)

Figure 3.6: Optical spectra of an MZM operating in the (a) zero and (b) quadrature transmission point.
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optical carrier is minimized and there are only two sidebands with frequencies (f, + f.¢) (see
Figure 3.5 (a)), while for quadrature biasing, the optical carrier is reduced to half of its
maximum value (see Figure 3.5 (b)). Finally, we should mention that for both biasing
points, the amplitude of the information signal should be always smaller compared
t0 virmzm (Vm < vemzwm), t0 ensure that the modulating electric field and the optical output
intensity are approximately linearly related to each other.

Intensity modulation based on EA-modulator: Unlike EO-MZM, the transfer function of
an EA-based modulator cannot be described by a generic equation since the inherent
characteristics of the modulator depend
strongly on the type of the active material and 1
its structure. Moreover, since the electro- ool
absorption effect correlates the frequency of
the photons with bandgap of the material, the
transfer function (T) of the EAMs is
wavelength dependent. Figure 3.7 presents
the normalized power transfer of function of a
commercially available EAM (CIP-40G-PS-
EAM-1550) [37]. As it can be observed, the
EAM is always reverse biased and its transfer 02
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defined to express the slope efficiency of the commercial EAM for different operating wavelengths.
EAMs [37].

3.3 Photodetection

1 (b) Photodiode
] E, i I )*
Laser source _> Modulator llPD @ RF output
llML
TRload

© (b)

Figure 3.8: Schematic for intensity modulated optical carrier and direct detection (IM-DD), consisting of a
lasers source, a modulator driven by cosine wave, and a photodiode. At each stage, the spectrum of the signal
is presented.

Photodetection can be seen as the opposite process of the modulation as it frequency
down-converts a signal from the optical to the microwave frequencies [30]. The photodiodes
(PDs) are square-law detectors that respond to the power, rather than the field amplitude, of
an optical signal. The electrical signal generated by an optical signal is a photocurrent that is
proportional to the power of the optical signal. The most important parameters which
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describe the quality of a photodiode is the responsivity, Rpp [A/W], the linearity, and the 3-
dB electrical bandwidth. We can describe the operation of a photodiode taking as an
example the MWP link presented at Figure 3.8: Schematic for intensity modulated optical
carrier and direct detection (IM-DD), consisting of a lasers source, a modulator driven by
cosine wave, and a photodiode. At each stage, the spectrum of the signal is presented.. More
specifically, a laser diode emits a CW optical carrier (E,(t)) whose amplitude is modulated
by an intensity modulator, driven by single-tone cosine wave. The output optical field Eyy(t)
illuminates the photodiode for direct detection. The generated photocurrent can be
expressed as follows:

Ipp(D) = R-{En® En (D} =R"F, (3.17)

At the photodetector an impedance matching circuitry is used to maximize the power
transfer from the photodiode to the load. If the two resistances, Ryatch @nd Rygaq, are equal,
the photocurrent is equally split in the two branches and the current on the load is half of the
total photocurrent, which means that such matching circuitry is lossy since half of the
current is drawn by the matched resistor.

Ipp(t) R-P,
2 2
From the equation above, it can be derived that a DD scheme is sensitive only to the

power fluctuations and a results any information that can be encoded in the phase of the

optical carrier is loss. Therefore, MWP links and systems which carry information in the

phase domain should employ additional methods to enable the translation of the optical
phase back to the microwave. These methods will be described in Chapter 6.

ImL(t) = (3.18)

3.4 Key performance metrics of MWP links

As in any analog system, MWP systems are relatively susceptible to various signal
impairments, such as signal loss, noise, and nonlinearities. These impairments characterize
not only the performance of a MWP system but of any two-port radio-frequency (RF)
component such as a RF amplifier, since a MWP system can be considered as a black box
with RF inputs and RF outputs. The following paragraphs describe the link gain, noise
figure and spurious-free dynamic range of MWP systems.

R ' : .
’ Impedance | MWP link Impedance 3
@ Vs Lo matching or matching Zout | St
1 Zln VS; |
RF input | MWP system ‘ RF output

P; «— Link gain, Noise figure, SFDR — P,

Figure 3.9: MWP link modelled as a 2-port microwave system, connected to source and a load.

Link gain: A fundamental figure of metric that describes how the power of RF signal is
handled by a MWP link or MWP system is the link gain. More specifically, the link gain is
defined as the ratio between the RF power delivered to the matched load, Py ,and the
available power at the source. Taking as a reference the schematic presented in Figure 3.9
and assuming that our MWP link/system input and output impedances are matched to the
resistances of the source and load, respectively, and also that the signal source is calibrated
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to deliver a nominal power at a matched load, the link gain, g, is given by the following
equation:

_ PmL
= (3.19)
Ith,ln Ith,Out Irin Ishot 1In ML
1 1 1 l Rmatch Rioad

PD

Figure 3.10: Circuit representation of noise source as current sources.

Noise sources and noise figure: In a MWP link, there are three main types of noise
sources, that define the SNR. The input and output thermal noise [39], the RIN [39], and the
shot noise [39]. When the MWP link includes an optical amplifier, we should also consider
the noise contribution due to the amplitude spontaneous emission. A circuit representation
of noise sources as current sources is shown in Figure 3.10. The noise currents are assumed
to be wide-sense stationary, ergodic and statistically independent of each other and as a
result, the total noise power can be calculated as the sum of noise powers generated by the
individual sources. Moreover, due to the stationarity and ergodicity, the statistical properties
can be calculated from the temporal average. Considering the lossy impedance matching
condition (Rpaten = Rioaq). the total noise current through the load can be written as:

1
In,ML(t) = E [Ith,ln(t) + Ith,Out(t) + Irin (t) + Ishot(t)] (3-20)

, Where Iy, 1, represents the thermal noise generated at the resistance of the optical
modulator, Iy, oyt represents the thermal noise generated at the resistance of the photodiode,
Iin represents the noise due to RIN of the laser source, and Ig,, represents the shot noise
generated at the photodiode. For the calculation of the noise power, which is delivered at the
matched load, we need to further define the time variance of each noise contributor as
follows:

4kgTB

(13,) = —— (3.21)
R

<Irz'in> = RIN-I%,B, (3.22)

(IZhot) = 2qlayBy (3.23)

, Where kg is the Boltzmann constant and is equal to 1.38-10723]/K, T is the absolute
temperature, B, is the baseband bandwidth of the noise, q is the electron charge and is equal
to 1.6-1071°C, and I, the average photocurrent. Note that the variance of the thermal
noise generated at the modulator and the one generated at the photodetector have the same
expression, where we assumed that the internal resistance of the modulator and the
photodetector are both equal to R. The difference is that the current at the modulator is
generated at the input of the link, thus experiences the MWP link gain, g, before being
evaluated at the link output, while the noise current at the detector is generated directly at
the link output. Since the link gain is generally negative (in dB scale), the thermal noise at
the PD generally gives a much higher contribution to the total noise.

Npp = (1 + g) *Nth + Npin + Nghot (3-24)
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, Where Py, Prin, and Pg,o: the power of the noises generated at the photodiode. Taking into
account that the current delivered to the load is half of the current generated by the
photocurrent, the noise power at the output of a MWP link can be expressed as:

1 1
Nup = (1+8) - kgTBy + 7 RIN - I3,By +qlayBy (3.25)

The impact of the noise in the system performance is usually expressed by the noise factor
(F) or equivalently by its logarithm, the NF. Noise factor describes the reduction of the
output SNR when compared to the input SNR and is expressed as follows:

Ps
SNRjp _ ( )/(Nian)

" SNRyye  (Pur) /(N o)
MLPn

, where N;, = Ny, the input thermal noise. By inserting equations (3.19) and (3.25) into
(3.26), the noise factor can be calculated as:

F

(3.26)

(Ps)
_ /(kBTBn) _ Nmp

F= = 3.27
@) gkT (3.27)
(NMLBn)
From equation (3.27), the NF can be expressed as:
NF = Ny, |47/, | - G [dB] + 174 [4B™/,, | (3.28)

Non-linearities: Up to this point in our analysis, we have considered that both the
modulator and the photodetector are working in the linear region of their transfer functions
and therefore a small-signal analysis can be carried out. Nevertheless, both these opto-
electronics elements are inherent non-linear [39]. Therefore, it is utmost important to
investigate the impact of the non-linearities in MWP system. There are two main methods
for evaluating the performance of a MWP system with respect to its non-linear behavior.
The first method refers to the single-tone test with which we can calculate the harmonic
distortion (HD) and the gain compression of the system [39]. The presence of the harmonic
tones can deteriorate the system performance since firstly, it can lead to significant
interference, both in the optical domain, especially in WDM systems, but also, in the RF
domain after the photodetection, and secondly, the input RF power is divided over multiple
frequency tones, apart from the fundamental. Nevertheless, HD can be neglected in narrow-
band systems with sub-octave bandwidth (where the highest frequency is less than twice the
lowest frequency [39]) since in this case, the harmonics fall relatively far from the
fundamental frequency, and thus often out of the operational bandwidth. Within the
framework of this thesis, narrow-band systems had been considered and as a result, the HD
was neglected.

In the small-signal regime, the gain is independent of the input signal power; i.e. by
increasing the power of the input signal we are obtaining the same gain. However, as we
continue to increase the modulation power, we eventually notice that the gain begins to
decrease. This reduction in gain from the small-signal value is called gain compression.
Under large-signal operation, apart from the undesired non-linear behavior of the MWP
systems, we should ensure that the power of the input RF signal would not damage the
optical modulator. For these reasons, similarly, to the HD, the gain suppression was

66




o

N /Fundamental response

RF Output power [dBm]

Noise floor

T

RF Input power [dBm]

Figure 3.11: Representation of the third-order spurious-free dynamic range in a log-log scale.

neglected during the work of this thesis since in all the experiments, the MPW systems were
operated in the small-signal regime. The second method refers to the two-tone test with
which we can calculate the intermodulation distortion (IMD) and the SFDR. In this method,
a signal composed of two pure sine waves with equal amplitudes and frequencies falling
within the bandwidth of interest (f1 and f2) is coupled to the optical modulators. Due to the
non-linear transfer function of the MWP link, at the output of the photodiode is not just the
harmonics of each sine wave, but also frequency components at the sums and differences of
the harmonics and the fundamental frequencies. Two of the most important products are the
third-order distortion components that occurs at 2 - f; — f, and 2 - f, — f; frequencies. These
distortion products are usually so close to the carrier that it is almost impossible to filter out
and can cause interference in multichannel communications equipment. In most of the cases
the linearity of a MWP link is expressed by the spurious-free dynamic range, SFDR,,, which
is defined as the range of input powers over which the output signal is above the output
noise floor and all the spurious signals are less than the output noise floor. As explained
above, in most of the cases, we focus on the third-order distortion and so usually the
linearity of the MWP links is expressed by the third-order SFDR (SFDR3). A graphical
representation is given in Figure 3.11 where the response of the fundamental response of the
MWP link is plotted with slope of 1 (blue line) and the power of the third-order IMD
(IMD3) with slope of 3 (green line). This graph is of great importance since it indicates
which is the RF input (11P3) and output (OIP3) power for which the fundamental response
and IMD3 are equal in power. Usually, the SFDR; is defined in terms of OIP3z or 1IP3 as
follows:

SFDR3[dB - Hz/%] = 2/3 - [O1Py [dBm] — Ny, [45/,, | -

3.29
10log1o(B,)] G [dB] + 174 [4Bm/,, | (3.29)

SFDR;[dB - Hz?/3]
= 2/3 - [IIP; [dBm] + G [dB] — Ny, [4B™/ | (3.30)

— 10log;(By)]
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Chapter 4 - System design, development, and experimental
performance evaluation of a 2x4 true-time delay optical
beamforming network

In this chapter, a TTD MxN OBFN architecture that supports the generation and steering
of a single or multiple independent beams over a continuous set of angles is demonstrated.
The OBFN is based on a matrix of optical true-time delay lines (OTTDLs) and a matrix of
variable optical attenuators (VOAS) that control the relative time delays and relative
amplitudes of the signals that excite the antenna elements in accordance with the intended
beam directions and shapes. The experimental evaluation of the OBFN architecture is
realized using a 2x4 OBFN setup that can generate up to two beams and feed four antenna
elements. The evaluation is based on the bit-error-rate (BER) measurements of the signals
generated after the photodiodes of the setup, and correspond to the 15 GHz signals of the
two wireless beams with quadrature phase shift keying (QPSK) and quadrature amplitude
modulation (QAM) formats. Firstly, the single-beam operation is validated for different
targeted steering angles and subsequently, both multi-beam and multicast operation are also
validated, indicating the feasibility of the proposed OBFN architecture to support all these
three modes of operation without deteriorating the system performance. Although this
demonstration is related only to the transmission mode of the wireless antenna (downlink
direction), the same architecture can be properly modified to serve the reception mode
(uplink direction), too.

4.1 OBFN system architecture

Figure 4.1 and Figure 4.2 present the proposed OBFN architecture when the
corresponding microwave links operate in the downlink and uplink direction, respectively.
In the first case, the OBFN feeds an N-element antenna array, forming M independent
wireless beams. The architecture consists of three sections that accommodate the
functionalities of optical modulation, optical beamforming and photodetection. Within the
first section, M optical carriers are generated at wavelengths on the C-band grid and enter an
amplitude modulator array. The modulation components can be either MZMs or EAMSs and
are driven by the microwave signals that correspond to the wireless beams. Each modulated
optical signal serves in turn as input to the second stage, where it is split by an array of N-1
optical couplers into N copies Einmn Of equal power. Subsequently, the N copies of each
optical signal are forwarded to the corresponding array of OTTDLs and VOAs in order to
obtain the proper time delay differences and relative amplitudes. In order to steer the m-th
beam to an intended angle ¢, the optical delays Tmn» Should be set as it is described in
Eq.2.31.

It is noted that the OTTDLSs are not cascaded, but rather placed in parallel within the
OTTDL matrix, allowing from the point of the optical power budget for efficient scaling of
the OBFN. In a similar way, the VOAs can be properly configured in order to control the
shape of the beams and their side-lobe suppression through proper apodization schemes in
the excitation of the AEs.

Finally, within the third section of the OBFN architecture, the copies of the optical signals
Eoutmn that are directed to the same AE are wavelength multiplexed using an Mx1 arrayed
waveguide grating (AWG) and detected by the corresponding PD as a single entity.
However, summing multiple optical signals onto a single PD may lead the photodiodes to
operate at the non-linear region of their transfer functions, deteriorating the system
performance. This inherent issue, which is present to all multi-beam OBFNSs, could be
mitigated by ensuring that the photodiodes are operating in their linear region, minimizing
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Figure 4.1: Layout of the proposed MxN OBFN operating (a) in the downlink direction, feeding an N-element
antenna, and supporting the formation of M beams.

the non-linear effects. The commercial photodiodes can operate at the linear region even for
input optical powers in the order of +30 dBm, supporting in that way the simultaneously
detection of multiple optical signals. An alternative solution would be the use of a single
photodiode for each optical signal, exiting the OBFN, and the combining of the
corresponding microwave signals by means of RF couplers. However, this solution
increases significantly the number of the required photodiodes, which results in an increase
of the overall cost, size, weight and power consumption of the OBFN. Moreover, it should
be noted that the frequency response of the RF components limits their capability to handle
microwave signals with high frequencies, without inducing extra losses and causing non-
linear effects. On the other hand, in the proposed architecture, the signals are wavelength
multiplexed by means of AWGs, which have flat frequency responses and low insertion
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losses, allowing the operation with multiple beams. The signal that excites each AE is the
signal at the output of each PD after proper filtering. We can confirm that this excitation
signal is a linear superposition of the individual signals that correspond to the different
beams and are destined for the specific AE. Thus, no mixing between the beams takes place
due to the use of a single PD, and thus no RF interference issues emerge even when the RF
signals are at the same frequency. After the wireless transmission of course, RF interference
can occur at the position of the final user, if there is an overlap between the radiation
patterns of the different beams. However, if these patterns do not overlap, there is no
interference at all despite the use of only one PD per AE. To make this clearer, a short
mathematical analysis is presented. In order to keep the analysis simple, we take the
example of only one AE and only two beams using two optical carriers, each modulated by
a single-tone microwave signal. Figure 4.3 presents the corresponding block diagram. The
two tones can be either the same or different ones, but they should stay in any case within
the microwave band of interest. Assuming that the optical amplitude modulators are biased
in their linear regime, the two optical signals Ein,,and Ein,; at the output of the
modulators can be represented as:

Einyq = Ay - [1+ my - cos(2mfyg1t + @q)] - exp[j - (2mfo 1t + @0 1)] (4.2

Ein,; = A, - [1 +m, - COS(Z‘ITfrf,Zt + (pz)] . exp[j . (Zﬂfolzt + (po,z)] (4'2)

where A3, A, f51, fo2 and @41, @, » are the amplitudes, the frequencies, and the phases
of the two optical carriers and m;, my, fi¢4, frg, and ¢4, @, are the amplitude modulation
indices, the frequencies and the phases of the microwave signals. It is noted again that f.¢;
and f.¢, can be either the same or different but both within the microwave band of interest.
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specific AE.

At the output of the beamforming network, which is represented by the two ODLs and the
two VOAS, the signals can be written as:

Eout;; = Ay - [1 +m, - cos[21rfrf'1(t —71) + (pl]] - exp [j . [21‘[f0,1(t —74) + <Po,1]] (4.3)

4.4
Eout,; = A4, - [1 +m, - cos[2nfrf,2 (t—1,) + (pz]] - exp [j . [ano,Z (t—1,) + (Po,z]] (4.4)

The optical signals are wavelength multiplexed at the AWG and are fed to the PD. The
resultant electrical signal is calculated as follows:

51 X (Eoutl'l + Eoutzll) : (Eoutlll + Eoutzrl)* (4.5)

where the asterisk (*) denotes the complex conjugate. Using eq. (4.3) and (4.4), and making
simple calculations we derive the following expression:

Sl X |E0ut1,1|2 + |E0ut2,1|2 + 2 " |E0ut1'1| " |E0ut2,1| * COS[ZT[ * [fO,l(t - Tl) - (4 6)
fo2(t— Tz)] + ((Po,l - (Po,z)]

which gets in fact the following much simpler form:

S X |Eout1'1|2 + |Eout2,1|2 (4.7)

The reason for the elimination of the mixing product is the incoherent nature of the system,
which is in turn due to the use of laser sources at different wavelengths for each beam. As a
result, the mixing of the two fields Eout, ; and Eout, ; is averaged out, the average value of
the cosine in eq. (4.6) gets null, and the mixing product is eliminated. Making now simple
calculations on eq. (4.7) it can be derived that the electrical signal can get the following
form:

s, « (DC terms) + A12 ‘my - COS[ZT[frf,l(t —71)+ cpl] + A% m, -

4.8
cos[anrf,Z (t—1) + (pz] + (Zfrfjl, 2f2 terms) (4.8)

By using a proper DC block and microwave filters to filter out the generated tones at the
high frequencies 2f.¢, and 2f.¢,, the final signal that will be used for the excitation of the
AE becomes:
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S; & A12 ‘my - cos[anrﬁl(t —74) + cpl] + AZZ *m, * COS [anrf_z (t—1) + cpz] (4.9

As it can be observed, the final excitation signal is a linear superposition of the two
individual signals that correspond to the different beams and are destined for the specific
AE, and thus there are no interference issues, meaning that the beams can be steered and
operated independently from each other. This conclusion is still valid in the case where
fie1 = fre2, In the case where the two signals are not simple tones but true signals with
spectral content within the same microwave band, and of course in the case where we have
more than two beams.

At the final stage, each photocurrent serves as input to a microwave chain (MC) and
undergoes a number of processing steps including direct DC blocking, filtering and
amplification in order to drive the corresponding AE. Provided that the beams are steered to
different directions and their radiation patterns do not overlap, there are not any interference
issues arising from the OBFN, even in the case that the beams are within exactly the same
spectral band.

In the uplink direction, N independent laser sources, emitting at different wavelengths on
the C-band grid and feed N parallel amplitude modulators. The N AEs of the multi-element
antenna are excited by the incident wireless waves and generate N microwave signals that
drive the modulators after amplification inside a microwave chain. The modulated optical
signals are split into M copies before entering the main part of the OBFN architecture,
which has the same elements (i.e., ODLs and VOAs) and the same structure as the
corresponding part in the case of downlink direction. At the output of this part, the signals
corresponding to each beam are combined with the help of an Nx1 AWG and are detected
by the same PD. Each one of the M generated photocurrents corresponds to an independent
wireless beam that is received at the angle defined by the corresponding ODLs of the
OBFN.

4.2 Theoretical validation of single-beam, multi-beam, and multicast
beamforming

The capability of the proposed optical beamformer to support single-beam, multi-beam,

and multicast operation was validated by extensive simulation studies that emulated its
system performance in the downlink operation of a wireless link in Matlab environment.
Within these studies, the size of the OBFN was selected to be either 2x4 or 2x8 feeding a
multi-element antenna array with either 4 or 8 antenna elements.
Single-beam beamforming: In this case, the amplitude of an optical carrier was modulated
by a microwave signal at 15 GHz carrying either QPSK, 16-QAM or 64-QAM modulation
formats at 1 Gbaud symbol rate. The spectra of the signals were shaped using raised cosine
filters with roll-off factor equal to 1. The modulated optical signal was coupled to the first
row of the OBFN while the input of the second row was considered null. The relative time-
delay and amplitude relationships of the optical signals before the photodetection stage were
tuned in accordance with the targeted steering angle and the respective amplitude excitation
scheme. At the output ports of the OBFN and after the photodetection stage, the microwave
signals fed a multi-element antenna array with isotropic antenna elements (AEs) enabling
the transmission over a radio-frequency (RF) channel based on additive white Gaussian
noise (AWGN) model. The SNR of the microwave signals after the wireless channel was set
at 28 dB. It should be noted that the seed number of the random number generator used in
the emulation of the AWGN model is constant for all the simulation studies in order to
generate repeatable white Gaussian noise samples. At the other end of the system, a single
receiver consisting of an isotropic AE was placed at specific observation angles. Within the
following simulation studies and for comparison reasons, the receiver was placed
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QAM signal at 1 Gbaud symbol rate at 60°. (a) Normalized amplitudes and phases of the excitation signals
applying a Gaussian distribution with standard deviation equal to 1.5, (b) calculated array factor, (c) and (d)
resulting constellation diagrams at 60° and 110°, respectively.
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diagrams at 135° and 70°, respectively.
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successively at the targeted steering angle (Observation angle 1) and at an random angle
(Observation angle 2) in order to observe the unwanted signal received in this direction.
Finally, at each observation angle, the detected microwave signal was frequency down-
converted to the baseband using a local oscillator at 15 GHz and were decoded. Figure 4.4
and Figure 4.5 present the simulation results of two indicative tested cases. More
specifically, in the first case which is related to Figure 4.4, the simulation platform was
configured to generate and steer a microwave signal carrying 16-QAM modulation format at
60°. The applied amplitude excitation scheme followed a Gaussian distribution with
standard deviation equal to 1.5 as it can be seen in Figure 4.4 (a). The calculated array factor
is presented in Figure 4.4 (b) and as it can be observed the main lobe is correctly steered at
60°. At the same figure, they are also presented the two observation angles which in this
case are 60° and 110°. Figure 4.4 (c) and (d) depict the constellation diagrams at the two
observation angles. As observed, at 60° angle the constellation diagram is clear indicating
an error free performance while at 110° the constellation diagram is noisy due to the low
power of the signal at this direction. In the second case which is related to Figure 4.5, the
simulation platform was configured to generate and steer a microwave signal carrying 64-
QAM modulation format at 135° with a uniform amplitude excitation scheme. The
amplitude and phase of the excitation signals are depicted in Figure 4.5 (a). As it can be
observed in Figure 4.5 (b), the main lobe is correctly directed at 135°. Figure 4.5 (c)
presents the constellation diagram at 135° while Figure 4.5 (d) presents the constellation
diagram at the second observation angle at 70°. As in the first case, the constellation

90

2 AmplitudaTap?ring i ) 120 ® 60
gj 150 ‘96\%; 0.8 gg 30
é05 \?f’f}éo“ 0.4 5’5
z% ‘ ‘ | 9%0/@ 02 &
% 2 3 p 5 6 7 8 AW/
Antenna Elements 180 > <G 0
% ; 210 330
: (a) (b)
7051 2 3 p 5 6 . : 240 300
. B 3 T . 10
GFO &4y 8 9 § &R
RepeR0 s ‘...Qé.uﬁ‘,
DPOLBHBV o & 565'&:;,‘?0'@?’
o 2| e [B a Q’? ‘
e poopso § Re%SaRe’s
£ ° £ 88 o
,opapbban e ao‘%a'
cospabrd | KQa%io¥ls
>0 80 96&-""6'0."
Qe s mwon &8 &0
6 -4 -2 0 2 4 6 -5 0 153 10
In-phase () In-phase (d)

Figure 4.6: Simulation results for single-beam operation of a 2x8 TTD OBFN assuming transmission of a 64-
QAM signal at 1 Gbaud symbol rate at 135°. (a) Normalized amplitudes and phases of the excitation signals
applying a uniform amplitude distribution, (b) calculated array factor, (c) and (d) resulting constellation
diagrams at 135° and 70°, respectively.
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diagram at the intended steering angle indicates an error free performance while at the
second observation angle the signal too noisy.

In the next simulation case, we considered a 2x8 OBFN which was configured to generate
and steer a microwave signal carrying 64-QAM modulation format at 135° with a uniform
amplitude excitation scheme, as in the previous simulation case. Figure 4.6 (a)-(d) present
the corresponding simulation results. The increase of the number of the antenna elements
led to the generation of a narrower beamwidth which dictates that the power of the signal is
directed at the intended steering angle. As it can be observed from the constellation diagram
presented in Figure 4.6 (c) the signal at 135° remains error-free while at the second
observation angle at 70°, illustrated at Figure 4.6 (d), the signal remains noisy and suffers
from severe phase noise due to the fact that in this angle the transmitted fields of the antenna
array are not combined in phase.

Multi-beam beamforming: In order to facilitate the simulation studies and without loss of
generality, the number of the transmitted beams was 2 while the size of the OBFN was 2x4.
Figure 4.7 and Figure 4.8 present the simulation results of two indicative tested cases. More
specifically, in the first case which is related to Figure 4.7, the simulation platform was
configured to generate and steer a microwave signal carrying QPSK modulation format at
110° and a second microwave signal carrying 16-QAM modulation format at 50°,
simultaneously. The applied amplitude excitation scheme for both signals followed a
uniform distribution as it can be seen in Figure 4.7 (a).
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Figure 4.7: Simulation results for multi-beam operation of a 2x4 TTD OBFN assuming transmission of a
QPSK signal at 1 Gbaud symbol rate at 110° and a 16-QAM signal at 1 Gbaud symbol rate at 50°. (a)
Normalized amplitudes and phases of the excitation signals applying a uniform amplitude distribution, (b)
calculated array factor, (c) and (d) resulting constellation diagrams at 50° and 110°, respectively.
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Figure 4.8: Simulation results for multi-beam operation of a 2x4 TTD OBFN assuming transmission of a
QPSK signal at 1 Gbaud symbol rate at 120° and a 16-QAM signal at 1 Gbaud symbol rate at 67°. (a)
Normalized amplitudes and phases of the excitation signals applying a uniform amplitude distribution, (b)
calculated array factor, (c) and (d) resulting constellation diagrams at 120° and 67°, respectively.

The calculated array factor is presented in Figure 4.7 (b) and as it can be observed the
main lobes are correctly steered at 110° and 50°. Figure 4.7 (c) and (d) depict the resulted
constellation diagrams at the two observation angles. As observed, at both steering angles
the constellation diagrams are very clear indicating that the signals have been received at
these directions without errors.

In the second case which is related to Figure 4.8, the simulation platform was configured
to generate and steer a microwave signal carrying QPSK modulation format at 120° and a
second microwave signal carrying 16-QAM modulation format at 67°, simultaneously. The
applied amplitude excitation scheme for both signals followed a uniform distribution as it
can be seen in Figure 4.8 (a). As it can be observed in Figure 4.8 (b), main lobes are
correctly steered at the indented steering angles. Due to the size of the OBFN, the type of
the antenna elements, the selected set of angles and also the applied amplitude excitation
scheme, the two lobes are interfered to each other as it can be seen in Figure 4.8 (b). Due to
this interference, each original constellation point of the QPSK signal now consists of 16
different points, while on the other hand, each original constellation point of the 16-QAM
signal consists now of 4 points arranged in the QPSK modulation format. The effect of this
interference can easily be observed at the resulting constellation diagrams that are illustrated
in Figure 4.8 (c) and (d).

Multi-cast beamforming: In the following simulation study, we validated the inherent
capability of the OBFN to support multicast operation, i.e., the transmission of one
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Figure 4.9: Simulation results for multicast operation of a 2x4 TTD OBFN assuming transmission of a 16-
QAM signal with 1 Gbaud symbol rate at 75° and 140°. (a) Normalized amplitudes and phases of the
excitation signals, (b) calculated array factor, (c) and (d) constellation diagrams at 75° and 140°, respectively.

information signal to multiple and different steering angles simultaneously. Firstly, we
considered a 2x4 OBFN and it was configured to generate and steer a microwave signal
carrying 16-QAM modulation format with 1 Gbaud symbol rate at 75° and at 140°,
simultaneously. The applied amplitude excitation scheme followed a Gaussian distribution
with standard deviation equal to 1.5, as it can be seen in Figure 4.9 (a). The calculated array
factor is presented in Figure 4.9 (b) and as it can be observed the main lobes are correctly
steered at 75° and 140°. Figure 4.9 (c) and (d) present the calculated constellation diagrams
at the two observation angles. As observed, at both steering angles the constellation
diagrams are clear indicating that the information signal has been successfully transmitted to
both directions without errors. As in the case of the multibeam operation, the interference
between the lobes of the signals transmitted to different direction could deteriorate the
overall system performance. The interference in this case can also be easily observed in the
calculated array factors the constellation diagrams.

In order to better explain this interference and illustrate its impact on the array factor and
the constellation diagrams, we considered an OBFN configured to generate and steer a
microwave signal carrying 16-QAM modulation format with 1 Gbaud symbol rate at 65°
and at 140°. In this example, we considered three different combinations of the applied
apodization schemes. In particular, firstly, we selected a uniform apodization scheme for
both steering angles. Subsequently, we selected a uniform apodization scheme for the beam
directed at 65° and a Gaussian scheme with standard deviation equal to 1.5 for the beam
directed at 140°and in the last study, we selected a Gaussian apodization schemes for both
steering angles with standard deviation equal to 1.5. Figure 4.10 presents the calculated
array factors and constellation diagrams for the three different combinations of the applied
apodization schemes. Figure 4.10 (a) — (c) refer to the study of considering a uniform
apodization schemes for both angles. More specifically, Figure 4.10 (a) illustrates three
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Figure 4.10: Simulation results for multicast operation of a 2x4 TTD OBFN assuming transmission of a 16-
QAM signal with 1 Gbaud symbol rate at 65° and 140° for different combination of amplitude apodization
schemes. (a) — (c) calculated array factors and constellation diagrams applying a uniform distribution for both
steering angles, (d)-(f) and (g)-(j) corresponding results applying a uniform-Gaussian (std=1.5) and a
Gaussian-Gaussian (std=1.5) distribution, respectively.

different array factors. With solid red line is illustrated the array factor when the OBFN is
configured for single-beam operation, targeting a beam angle at 65°. The solid red line
illustrates the array factor when the OBFN is configured for single-beam operation,
targeting a beam angle at 140° and with solid red line is illustrated the array factor when the
OBFN is configured to support multicast operation at 65° and 140°. Taking into account
that the array factor in the case of multicast operation is equivalent to the sum of the array
factors calculated for single beam operation for the same targeted steering angles, in Figure
4.10 we can identify the impact of the sidelobes of the array factors as they have been
calculated for single-beam operation at 65° and 140° on the array factor in the case of
multicast operation. As it can be observed, the peaks of the array factor for the multicast
operation (blue line) have an angle offset of the ideal peaks that should be exactly at 65° and
140° due to the presence of strong sidelobes. This angle offset results in a power reduction
and in a phase rotation in the constellation diagrams, as it can be seen in Figure 4.10 (b) and
(c). As already explained in Chapter 2, the sidelobes can be suppressed if a non-uniform
apodization scheme is applied. Figure 4.10 (d) — (f) refer to the study of considering a
Gaussian apodization scheme for the beam directed at 65° and a uniform scheme for the
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Figure 4.11: Simulation results for multicast operation of a 2x4 TTD OBFN assuming transmission of a 16-
QAM signal with 1 Gbaud symbol rate at 75° and 140° for different combination of amplitude apodization
schemes. (a) — (c) calculated array factors and constellation diagrams applying a uniform distribution for both
steering angles, (d)-(f) and (g)-(j) corresponding results applying a uniform-Gaussian (std=1.5) and a
Gaussian-Gaussian (std=1.5) distribution, respectively.

beam directed at 140°.This combination of the apodization schemes results in a significant
suppression of the sidelobes of the beam that is directed at 65°, as it can be seen from the
array factors presented in Figure 4.10 (d). This outcome is also validated from the
constellation diagrams presented in Figure 4.10 (e) and (f) since the signal at 140° has not
any phase noise, unlike the signal at 65° which is rotated due to the presence of the
sidelobes. The phase noise in both directions can be eliminated if a Gaussian apodization
scheme is applied for both angles as it can be observed in Figure 4.10 (g) — (j).

The impact of the sidelobes can be further reduced and eliminated if the selected set of
steering angles are located close to the null points of the array factors calculated for single-
beam operation for the same angles. As it can be observed in Figure 4.10 (a), (d), and (g),
the array factors calculated for the single beam operation targeting 140° have a null point
close to 75°. Thus, in order to assess the impact of the sidelobes when the selected steering
angles are close to the null points of the equivalent array factors for single beam operation,
an additional simulation study was performed, considering the configurations and setups as
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Figure 4.12: Simulation results for multicast operation of a 2x8 TTD OBFN assuming transmission of a 16-
QAM signal with 1 Gbaud symbol rate at 45°, 90°, and 140°. (a) Normalized amplitudes and phases of the
excitation signals, (b) calculated array factor, (c), (d), and (e) constellation diagrams at 45°, 90°, and 140°,
respectively.

In the previous example, but for steering angles equal to 75° and 140°. The simulation
results are presented in Figure 4.11. As observed, for all the three different combinations of
the applied apodization schemes, the constellation diagrams are clear and do not have any
phase noise even for the case of applying a uniform apodization scheme for both angles.

Therefore, from the analysis above, it is evident that the number of the supported steering
angles in case of multicast operation can be increased if the impact of the sidelobes is
controlled. Figure 4.12 presents the simulation results for multicast operation, targeting
three different steering angles and considering a 2x8 OBFN. The selected set of angles was
45°, 90°, and 140°. The apodization scheme for the angles at 45° and 140° followed a
Gaussian distribution with standard deviation equal to 1.5 while at 90° a uniform scheme
was selected. The normalized amplitude and phase of the excitation signals are presented in
Figure 4.12 (a) while the calculated array factor and the constellation diagrams at the three
steering angles are presented in Figure 4.12 (b)-(d). As observed, all the three signals exhibit
an error-free performance.

4.3 System design and development of experimental testbed

Figure 4.13 presents the experimental setup for the system evaluation of the proposed
OBFN architecture in the downlink direction. Without loss of generality, the dimension of
the OBFN is limited to 2x4, meaning that is able to support the generation of two beams and
the excitation of four AEs. Provided that a larger number of optical modulators, ODLs,
VOAs and PDs is available, the extension to larger OBFN size is straightforward. A 65
GSal/s arbitrary waveform generator (AWG) generates a QPSK signal and a 16-QAM signal
at 15 GHz carrier frequency. The two signals correspond to the microwave signals of the
two intended beams and drive an EAM and an MZM, respectively. The symbol rate of the
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Figure 4.13: Experimental setup for the evaluation of a 2x4 TTD OBFN based on an array of ODLs and an
array of VOAs, operating at the downlink direction.

two microwave signals can be either 500 Mbaud or 1 Gbaud, while their bandwidth is
limited around their carrier using a pulse shaping filter with roll-off factor equal to 1. The
CW signals that are modulated by the EAM and the MZM are generated by two DFB lasers
at 1554.94 nm and 1558.17 nm, respectively. Polarization controllers at the input of the
modulators adjust the polarization state of the two cw signals in order to optimize the
amplitude modulation process. In order to compensate the losses of the modulators, the
optical signals at the output of the EAM and the MZM are wavelength multiplexed,
amplified by an Erbium-doped fiber amplifier (EDFA) and wavelength demultiplexed by a
second AWG.

The two optical signals serve thereafter as inputs to the main stage of the OBFN and
generate four copies each. These copies propagate through the ODLs and the VOAs of the
OBFN in order to acquire the proper time delay differences and the proper relations between
their amplitude levels. The duration of the induced delay by the ODLs is manually
controlled by adjusting the position of a prism reflector, which adjusts in turns the optical
path difference between the input and output signals. Each ODL is 134 mm long, 58 mm
wide and 28 mm height. The insertion losses of both ODLs and the VOASs are 1.5 dB and
0.5 dB, respectively. Taking into account the carrier frequency of the microwave signals (15
GHz) and assuming A/2 spacing between the AEs of the multi-element antenna, the total
dynamic range of the employed ODLs (0-300 ps) is found with the help of Eq. 2.31 to be
sufficient for covering the full 0-180° range of steering angles. Moreover, the high
resolution of the ODLs (0.2 ps) enables in practice continuous tuning of the time delay
differences between the four copies of each signal, and thus continuous angle tuning of each
beam. On the other hand, the VOAs of the OBFN are configured for either uniform
excitation of the AEs with equal power levels for all copies of the same signal or for
Gaussian excitation of the AEs for the power levels of the corresponding copies with respect
to the center of the AE array, with standard deviation equal to 1.

Due to the unavailability of additional AWGs at the output of the main part of the OBFN,
the time delayed copies of the two signals that are destined to the same AE are combined
with the help of 50:50 optical couplers and are detected by a PD array with 15 GHz
bandwidth. After this PD array, the generated photocurrents are sampled by a 4-channel 80
GSals real-time oscilloscope and stored for off-line processing.

Figure 4.14 presents the key algorithms and methods for the calculation of the radiation
field as well as for the proper demodulation of the QAM signals. More specifically, the first
algorithm calculates the received field at the intended angles based on the samples of the
four excitation signals. The subsequent algorithms treat the calculated fields independently.
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Figure 4.14: Block diagram of the deployed offline DSP chain for the calculation of the array factor of the two
beams and the decoding of the mQAM signals.

In more detail, a simple set of DSP algorithms are utilized in order to properly decode
and assess the quality of the received signals. First, the signals are frequency down-
converted to the baseband using a digital local oscillator at 15 GHz. A sharp low-pass filter
with cut-off frequency equal to the baseband bandwidth of the signals is used to filter out
the content of the unwanted frequencies. A time recovery (TR) algorithm recovers in turn
the symbol rate of the signals and identifies the optimal sampling instants, allowing for
minimization of the 1SI and providing two samples per symbol. Subsequently, an automatic
gain control algorithm based on a closed-feedback loop scales the power of the signal to
specific power level depending on the modulation format. Then, an adaptive equalizer
converging to each radius of the QAM constellation, is used for the optical channel
equalization, while carrier recovery algorithms compensate for frequency and phase offsets.
Finally, the processed samples are used for the extraction of the constellation diagram and
the calculation of the BER, and thus for the overall assessment of the quality of the

Figure 4.15: key optical components used in the experimental testbed. (a) Electro-absorption modulator, (b)
Mach-Zehnder modulator, (c) Arrayed waveguide grating, and variable optical attenuators.
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Figure 4.16: Key optical components of the experimental testbed. (a) and (b) Optical delay line arrays, (c) a
dual photodetector, and (d) a general aspect of the experimental testbed.

Finally, Figure 4.15 and Figure 4.16 present indicative pictures of the experimental testbed
and the key optical components that comprises it.

4.4  Automation of the reconfiguration process

The experimental setup has been further upgraded by automating the reconfiguration
process of the ODLs which was a time-consuming process lasting in many cases several
minutes. For this purpose, the micrometer heads of six ODLs, three of the ODL array that
controlled the direction of the beam generated by the EAM and three from the second ODL
array that controlled the direction of the beam generated by the MZM, were replaced by
motorized actuators in the form of stepper motors. The other two ODLs, one of each ODL
array, remained intact and acted as reference. Therefore, the reconfiguration of the direction
of each beam was performed by tuning properly the relative delays between the reference
ODL and the other three ODLs which were controlled by the stepper motors.

motor power supply
(8-35V)

vDD

microcontroller

I— GND

I— logic power supply
(3-5.5V)

Figure 4.17: Wiring diagram for connecting the Raspberry Pi 3 Model B+ microcontroller to the stepper
motor, utilizing an A4988 stepper motor driver carrier.
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Figure 4.18: (a) Aspect of the experimental setup after automating its reconfiguration procedure, (b) picture of
the Raspberry Pi microcontroller and the corresponding electrical driver circuits and (c) a zoom in picture of a
stepper motor.

The stepper motors have an angle resolution equal to 1.8 degrees while its holding torque is
equal to 2.8 kg.cm. The rotation of the axes of the stepper motors was controlled by six
Pololu A4988 stepper motor drivers [1]. These driver units generated the proper enabling
signals that controlled the direction and the angle of the rotating axis and thus the induced
time delay on the propagating optical signals through the ODLs. Additionally, the stepper
motor drivers were controlled by a Raspberry Pi 3 Model B+ [2]. The Raspberry Pi 3 Model
B+ is equipped with a 64-bit quad core processor running at 1.4 GHz and 1 GB LPDDR?2
SDRAM. This powerful microcontroller was programmed in a Python environment to
receive as input the targeted direction as well as the operating microwave frequency of each
beam by an end-user, to calculate the time delays that should be applied by the ODLs taking
into account their current status and finally, to define the angle steps and the direction each
stepper motor. Additionally, the microcontroller could reset the status of the ODLs to their
initial operating status and also tune the induced delay with a resolution of 1 ps
independently for each ODL for calibration purposes.

The wiring scheme between the Raspberry Pi microcontroller, the drivers and the stepper
motors is presented in Figure 4.17. More specifically, the RESET, the STEP and the DIR of
each driver were controller by the microcontroller while the stepper motor was controller by

cyofBeaml(GH) 15 = =

Incuced delays by the ODLs - Beam 1

Figure 4.19: Pictures of the graphical user interface developed to facilitate the user to insert the information
about the direction and the operating microwave frequency of each beam.
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Figure 4.20: Images of the rack-based testbed which will host the whole OBFN. In total three shelves will be
used and will host successively the optical splitters, the programmable ODLs, the VOAs and the optical
couplers.

four enabling signals provided by the driver (2B, 2A, 1B, and 1A). Figure 4.18(a) presents a
picture of the upgraded experimental testbed that supported the automated reconfiguration
process. Figure 4.18 (b) and (c) depict the Raspberry Pi microcontroller coupled to the array
of the stepper motor drivers and a magnified picture of the stepper motor, respectively.

Moreover, in order to ease the configuration of the OBFN and make it more user-friendly,
a 7-inch external touch screen was also used, equipped with a graphical user interface
(GUI). The user can enable or disable the beams and set the steering angle of each beam by
simply defining the desired direction and the operating microwave frequency. In addition,
the user can separately tune each ODL if this was necessary, as shown in Figure 4.19.

As it is presented in Figure 4.16 andFigure 4.19, initially, the experimental testbed was
extended over a wide surface of an optical table since the reconfiguration of the ODLs was
performed manually and therefore direct access to these optical devices was required.
However, after the automation of this procedure, this requirement was eliminated and so,
the experimental testbed was mounted on metallic rack occupying three shelves (3U),
resulting in a very compact form. Figure 4.20 presents indicative pictures of the first two
shelves that host the optical splitters and the array of the ODLs.

4.5 Experimental performance evaluation for single-beam beamforming

Following the theoretical validation of the proposed optical beamforming network for
different operating modes (single-beam, multi-beam, and multicast) and the preparation of
the experimental testbed, the next step involves the experimental validation of its principle
of operation utilizing modulated microwave signals. Table 5 summarizes the cases that have
been experimentally investigated in case of single-beam operation and presents the selected
modulation format, the intended steering angle as well as the amplitude apodization scheme
of the beam.
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For the purposes of this measurement campaign, only the MZM was utilized since the
scope of this study was to experimentally validate the inherent capability of the proposed
OBFN to support beam steering from 40° to 140° for microwave signals modulated at 15
GHz with QPSK and 16-QAM modulation formats and symbol rates at 1 Gbaud. The
evaluation of the OBFN was performed by calculating the BER of the demodulated
microwave signals after the photodetection stage. The optical power of the signals incident
to the photodiode array was varied from 0 dBm down to -14 dBm with a step of 2 dB.

Table 5: Experimental use cases in single-beam beamforming

Beam 1 Beam 1 Symbol rate . L
Case . ) Amplitude apodization
modulation steering angle (Gbaud) .
no. function
format
1 QPSK/16-QAM 140° 1 Uniform
2 QPSK/16-QAM 120° 1 Uniform
3 QPSK/16-QAM 105° 1 Uniform
4 QPSK/16-QAM 90° 1 Uniform
5 QPSK/16-QAM 75° 1 Uniform
6 QPSK/16-QAM 60° 1 Uniform
7 QPSK/16-QAM 40° 1 Uniform

Figure 4.21 presents as an indicative example of the polar diagram of the for the second
experimental case and the constellation diagrams of the two decoded signals at 120° and 40°
for -3 dBm received optical power at each one of the four PD.
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Figure 4.21: (a) Screenshot captured at the real-time oscilloscope presenting the four 16-QAM electrical
signals with 1 Gbaud symbol rate after the photodetection stage for case 2. (b) Polar diagrams for all the cases
operating with microwave signals with central frequencies at 15 GHz, (c) and (d) indicative constellation
diagrams of the demodulated signals of case 6 and with modulation format 16-QAM and QPSK, respectively.
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Figure 4.22: BER curves for all the experimental cases operating (a) with QPSK and (b) 16-QAM modulation
formats.

Figure 4.22 depicts the BER curves for all the experimental cases with regards to the optical
received power of the signal incident to the photodiodes. As observed, for all the
experimental cases, an error free performance was achieved. More specifically, for the case
of operating with QPSK modulation format, the BER curves of the decoded signals
remained flat independently of the optical received power for all the different steering
angles. On the other hand, in case of operating with 16-QAM modulation format, the BER
curves remained below 107 for optical received powers down to -12 dBm. The increase of
BER values for higher values is due to the decrease of the SNR of the detected electrical
signals. Moreover, it should be noted that the BER should be in principal independent of
the targeting steering angle as in the demodulation stage of the microwave signals, four
ideal isotropic antennas had been considered which emits uniformly in all directions.

4.6 Experimental performance evaluation for multi-beam beamforming

Table 6 outlines the cases that have been experimentally investigated in case of multi-
beam operation and summarizes the modulation format, the intended steering angle and the
excitation type for each one of the two beams. Figure 4.23 presents as an example the polar
diagram of the calculated microwave field for the second experimental case and the
constellation diagrams of the two decoded signals at 120° and 45° for -3 dBm received
optical power at each one of the four PD.

Table 6: Experimental use cases in multi-beam beamforming

Beam 1 Beam 2 Beam 1 Beam 2 Symbol rate . L
Case . . . - Amplitude apodization
modulation modulation steering steering (Gbaud) )
function
format format angle angle
1 QPSK 16-QAM 135° 60° 1/0.5 Uniform/Gaussian
2 QPSK 16-QAM 120° 45° 1/0.5 Uniform/Gaussian
3 QPSK 16-QAM 75° 150° 1/0.5 Uniform/Gaussian
4 QPSK 16-QAM 60° 105° 1/0.5 Uniform/Gaussian
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Figure 4.24: (a) — (d) BER curves as a function of the optical received power at the photodiode array in case of
operating the 2x4 OBFN in multi-beam operation for the experimental cases 1, 2, 3, and 4 of Table 6,

respectively.
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Figure 4.24 summarizes the BER measurements for all investigated cases as a function of
the received optical power at the PDs of the setup. As observed, in all cases the BER of the
decoded signals at the intended angles can easily get below 1073 for received optical power
higher than the —5 dBm, validating the intrinsic potential of the proposed OBFN
architecture for multi-beam operation. Additionally, in all experimental cases, the BER
curves that correspond to the signals with 1 Gbaud symbol rate are higher than the
corresponding BER curves of the signal with 500 Mbaud symbol rates. This is absolutely
consistent with the theory since as the symbol rate of a signal is increased higher SNR is
required to achieve a specific BER value.

4.7 Experimental performance evaluation for multicast beamforming

Table 1 outlines the cases that have been experimentally investigated summarizing the
modulation format and the intended steering angles. Figure 5 summarizes the corresponding
BER measurements for all cases with respect to the optical received power before the
photodetection stage, as well as the reference BER measurements when each signal is
transmitted individually to one steering angle (single-beam operation). As observed, in all
cases, the BERs remain below 107 for received optical power higher than -4 dBm,
validating the potential of this OBFN architecture for multicast operation. Especially when
transmitting a QPSK signal, the degradation imposed on the signal due to the coexistence of
multiple beams remains negligible, validating the OBFN’s proof of concept.

Table 7: Experimental Use Cases in Multicast beamforming

Case index Modulation format Steering angles Apodization function
1a QPSK [75°, 140°] [Gaussian, Gaussian]
1b 16-QAM [75°, 140°] [Gaussian, Gaussian]
%a QPSK [40°, 90°, 140°] [Gaussian, Uniform, Gaussian]
%b 16-QAM [40°, 90°, 140°] [Gaussian, Uniform, Gaussian]
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Figure 4.25: (a) and (b) BER curves as a function of the optical received power at the photodiode array in case
of operating the 2x4 OBFN in multicast operation for the experimental cases 1a, 1b and 2a, 2b of Table 2,
respectively.
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Conclusions of Chapter 4

In this chapter, an OBFN architecture that can support single-beam, multi-beam and
multicast operation with continuous tuning of the beam angles was proposed. The
architecture is based on a number of ODLs for introduction of time delays to the copies of
the signals that correspond to different wireless beams and different AEs. First, its principle
of operation was validated through extensive simulation studies, indicating that an error-free
operation for all three modes is feasible for microwave signals at 15 GHz carrying QPSK
and 16-QAM modulation formats at 1 Gbaud symbol rates and with different apodization
schemes. Subsequently, a 2x4 TTD-OBFN was developed using commercial off-the-shelf
optical modulators, optical delay lines, optical attenuators, optical couplers and photodiodes.
The OBFN architecture was capable of forming up to two beams and feeding up to four AEs
and has been operated in the downlink direction using as inputs optical signals that are
modulated by 15 GHz microwave signals with QPSK and 16-QAM formats and symbol
rates equal to 0.5 and 1 Gbaud. The processing of the electrical signals at the output of the
OBFN, the calculation of the expected radiation patterns, and the BER measurements of the
decoded signals at the intended beam angles validated the potential of the proposed OBFN
architecture for single-beam, multi-beam and multicast beamforming operation with
broadband wireless signals.

The scalability is undoubtedly an important parameter of an OBFN architecture for its use
in practical applications. Our OBFN architecture follows the expected scaling laws: in the
downlink direction requires a number of laser diodes and optical modulators equal to the
number of the independent beams, a number of photodiodes equal to the number of the
antennas elements, and a number of ODLs and optical attenuators equal to the product of
the independent beams times the number of the antenna elements. In the uplink direction, it
requires a number of laser diodes and optical modulators equal to the number of the antenna
elements, a number of photodiodes equal to the number of the independent beams, and a
number of ODLs and optical attenuators equal to the product of the independent beams
times the number of the antenna elements. The implementation of the setup using bulk
optical components increases the size, weight and cost of the OBFN and limits its practical
potential to scale to large beam numbers and large antenna arrays. However, photonic
integration technology can enable the replacement of the bulk components by photonic
integrated circuits, which can enable in turn significant reduction in the size, weight and
cost of the OBFN and significant increase in the scale of the OBFN (in terms of number of
optical components, and thus in terms of accommodated beams and antenna elements).
Leveraging the recent technology advancements of the photonics integrated circuit
technology, the following chapters present integrated OBFN architectures that can support
continuous tuning of the beam angles and can be efficiently scaled to support several
antenna elements.
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Chapter 5 - A 1x4 fully integrated true time delay optical
beamforming network based on tunable micro-ring resonators

Figure 5.1 Picture of the (a) 1x4 InP-TriPleX OBFN-PIC and (b) assembled OBFN-PIC with the driving
electronics.

In this chapter, a fully integrated 1x4 TTD-OBFN on the InP and TriPleX platforms is
presented and experimentally evaluated. It can support the generation and steering of a
single microwave beam with central frequencies up to 40 GHz over a continuous set of
angles. The integrated InP components are a pair of high-speed phase modulators and a
quad array of photodetectors, whereas the TriPleX platform hosts a single-sideband full
carrier optical (SSBFC) filter and four OTTDLs with thermally tunable MRRs. Moreover, a
high-power external cavity laser is also part of the PIC consisting of an InP gain section and
an external cavity in the TriPleX part of the circuit. Figure 5.1 illustrates the packaged
OBFN-PIC as well as the electronic driving units. It is of 16 mm x 19 mm size, and includes
21 fiber pigtails, 6 RF connectors, and four connectors for flat electrical cables to control the
79 heating electrodes of the circuit.

5.1 Photonic integration platforms and key optical components

Laser diode

Tunable
Coupler
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Modulators

SSBFC filter
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Figure 5.2 : Layout of the fully hybrid integrated 1x4 OBFN-PIC. It comprises a hybrid InP-TriPleX external
cavity laser, two InP phase modulators, a TriPleX SSBFC filter followed by a 1x4 splitter, and four OTTDLs
based on 8 MRRs each, and four InP photodetectors

The schematic of the 1x4 OBFN-PIC is presented in Figure 5.2. By combining two
powerful and complementary photonic integration platforms, i.e., the TriPleX and InP, the
optical chip accommodates a fully functional MWP system including a continuous tuning
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TTD-OBFN. The following paragraphs present the main characteristics and key integrated
optical components of the two PIC platforms.

5.1.1 TriPleX platform

1. Silicon substrate 5. Si;N, layer by LPCVD

2. 5i0, bottom cladding by wet oxidation 6. Waveguide pattering after etch and resist removal
3. 5i3N, layer by LPCVD 7. Si0, top cladding layer by LPC;/D TEOS

4.5i0, intermediate layer by LPCVD TEOS 8. Si0, top cladding layer by PECVD

Figure 5.3: Generic process flow for the fabrication of the ADS waveguide geometry [1].

TriPleX platform includes a family of waveguide geometries that is based on an
alternating layer stack consisting of two materials: SizN4 (silicon nitride) and SiO. (silicon
dioxide) that have refractive indices of about 1.98 and 1.45, respectively, at 1.55 pm
wavelength [1]. Most commonly used substrate is a single crystal silicon, for some
applications fused silica glass substrates have been used too. Thanks to its versatility,
TriPleX can accommodate different waveguide geometries such as the box shell, single-
stripe, symmetric double-stripe, and asymmetric double-stripe (ADS) [1].

In our specific prototype the ADS waveguide geometry has been selected. The ADS
consists of two parallel stripes of SizN4 with different thickness at the top on top of each
other, separated by an intermediate SiO> layer. The lower SizN4 layer of the ADS geometry
allows for optimization of coupling to external components such as fibers and/or active
materials without adjusting its thickness, while the upper SisNs stripe thickness can be
optimized for a target bending radius and is removed completely (tapered down to zero
thickness) elsewhere in the circuit. The thickness for the upper SisNs4 stripe of 175 nm has
been chosen to give the ADS geometry an effective index of 1.535, a group index of 1.77
and a mode-field size equal to MFDxxy = 1.5 x 1.2 um. Compared to the single-double
stripe waveguide geometry, the ADS requires less fabrication steps, going with higher yield
and even better optical characteristics. Propagation loss values on ADS waveguides are
reproducibly measured equal to 0.1 dB/cm.

The general process flow is presented schematically in Figure 5.3. The highest quality
SiO; layer results from wet thermal oxidation of single-crystal silicon substrates to create an
SiO; layer (steps 1, 2), typically at temperatures equal to or above 1000 °C. Low-pressure
chemical vapor deposition (LPCVD) is used for the SisNs layers and, where thermal
oxidation is not applicable, also for the SiO. layer. For the latter process, the gas
tetraethylorthosilicate (TEOS) is used. LPCVD deposition results in high quality layers,

96




shows very good layer uniformity, both in thickness and in refractive index, good step
coverage because of conformal growth, and the layer is deposited on both sides of the
substrate at the same time (step 3, 4, 5, and 7). The top cladding thicknesses is deposited
using another deposition technique: plasma-enhanced chemical vapor deposition (PECVD).
Typical deposition temperatures are between 300 °C and 400°C. This growth technique is
directional, and as the substrate has to lie down on a bottom electrode (for the generation of
the plasma), this type of film is deposited on one side of the substrate. Besides the optical
quality and the surface roughness of the used deposition techniques, another factor that is
important for low-loss propagation of light is the sidewall roughness or line edge roughness,
which is determined by the details of the photolithographic process and the etching
technique that is used for the waveguide definition (steps 6) [2]. Thanks to the low
roughness of SisN4 waveguides, a wide variety of optical components can be designed and
integrated in the platform. The paragraphs below describe principle of operation of the
optical components that have been integrated in the PIC.

MZI based tuneable coupler:
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Figure 5.4: (a) Layout of the MZlI, serving as coupler inside the Blass matrix, and definition of its coupling
coefficients and (b) dependence of the phase and amplitude of the self- and cross-coupling coefficients of the
MZI as a function of the phase shift 6 in the lower arm.

The routing of the optical signals in the PIC is performed utilizing MZI-based tunable
couplers. We take as an example the MZI shown in the example of Figure 5.4 which has a
phase shifter in its lower arm and we assume that an optical field E;,, with a single optical
frequency foand amplitude E, enters the MZI from the first port (point 1). The first 3-dB
coupler splits this field into two parts that appear at points 3 and 4. The fields propagate
along the two arms, arrive at points 5 and 6, and they are combined coherently at the second
3-dB coupler. Using phasors for this representation, and assuming that the length of the two
arms is exactly the same, the optical fields at the first and the second output port of the MZI
(points 7 and 8, respectively) can be represented as:

E
Eoutr = 70 [exp(j-0) — 1] (5.1)

Eo (. | |
Eoutz = - €Xp (] ;) - [exp(j - 6) + 1] (5.2)

where ; the phase shift, which is applied to the propagating field by the phase shifter inside
the upper arm of the MZI. By taking the ratio of these fields over the input field, we derive
the expressions of the self-coupling (r1) and the cross-coupling coefficient (ki) in the case of
input from the first input port (point 1).

(5.3)

1
exp(j- 6) — 1]

r1:E[
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1 T : (5.4)
k; = Sexp (] 'E) *[exp(j - 6) + 1]

Making the same calculations in the case of input from the second input port (point 2), we
derive again the output fields at points 8 and 7, and thus the corresponding self-coupling

(r2) and cross-coupling coefficient (r2) in this second case:

1
rp =5 [1-exp(-0)] = -1 (5.5)
1
ky =5 exp(j-5)  lexp(-0) + 1] = k, (5.6)

As observed in the equations (5.3) — (5.6), the sign of the self-coupling coefficient of the
MZI depends on the input port, whereas the cross-coupling coefficient remains the same in
either case. Figure 5.4 (b) presents the plots of the amplitude and the phase of the self- and
cross-coupling coefficients in the two cases as a function of the phase shift 6 in the lower
arm of the MZI and reveals the interrelation of these parameters. As 0 increases from 0 to
rad, the amplitude of the self-coupling coefficients increases from 0 to 1, whereas the
amplitude of the cross-coupling coefficients drops from 1 to 0. Provided that the MZI can be
considered as lossless, the sum of the squares of the amplitudes is equal to 1 for both pairs
of self- and cross-coupling coefficients and for every value of 6:

Ir1|? + [kq|> = 1and |rp|? + |k, |2 =1 (5.7)

On the other hand, as 8 increases from 0 to © rad, the phase of the first self-coupling
coefficient (r1) and the phases of the two cross-coupling coefficients increase in a linear way
from 7/2 to © rad, while the phase of the second self-coupling coefficient trails behind by n
rad. From a practical point of view, the extinction ratio (ER) of the optical power between
the two output ports cannot be infinitely large, implying that the self- and cross-coupling
coefficients of the MZI cannot be extremely close to 0 or 1. Assuming again that the input
optical field enters the MZI from the first input port, the ER can be defined as:

_ |ry|?
ER=10- THE (5.8)

Taking a typical ER limit of 27 dB and working with (5.7) and (5.8), the maximum value
of |r1| and the minimum value of |ks| are found to be close to 0.999 and 0.045, respectively.
It is noted that the same maximum and minimum values apply to |ki| and |r1| in the opposite
way, if the input signal is switched to the other output port, as well as to the second pair of
coupling coefficients |r2| and |kz|, if the input signal enters the MZI from the second input
port.

Asymmetric Mach-Zehnder interferometer: A well-known waveguide-based optical
filter is the asymmetric Mach-Zehnder interferometer (aMZI), shown in Figure 5.5. In an
aMZl, the incoming signal is split into paths thanks to the first tunable coupler. In an aMZI,
the incoming signal is split into paths thanks to the first tunable coupler. As it is analyzed in
the previous paragraph, the transfer function of the tunable coupler can be expressed as
follows:
ri ki
HTC,l - k% r%] (59)

, Where the coupling coefficients ri, k1, r2, ki are given by the equations (5.3)-(5.6).

98




Figure 5.5: Layout of an asymmetric Mach-Zehnder interferometer, designed with AL path length difference
between the upper and the lower branches.

The output ports of the first tuneable coupler are connected to a second tuneable coupler
through two optical paths. The signal propagating into the bottom path is delayed with
respect to the other by a time delay expressed as:

Ng
Ty = AL (5.10)

, where n, is the group refractive index of the optical waveguide, c the velocity of light in
vacuum and, AL the path length difference. On the other hand, into the upper path an optical
phase shifter is integrated to control the phase of the propagating signals. The transfer
matrix of the two paths can be written as follows:

_ [exp(j-6) 0
Hparns = 0 o-exp (jr2m-v-Ty) (5.11)

, Where 0 is the induced phase by the phase shifter at the upper branch and o is the
transmission coefficient considering the loss along the differential path. The signals
propagating into the two paths are coherently combined thought a second tunable coupler
with a transfer function expressed as:

2 kZ
1 1] (5.12)

I_ITC,Z = k% I'%
, where similarly to the first tunable coupler, the coupling coefficients r?, k2, r2, k3 are
given by the equations (5.3)-(5.6). The coherent interference of the two signals at the output
ports of the second tuneable coupler leads to a sinusoidal frequency response. Its frequency
spectral range (FSR) which is defined as the frequency distance of two adjacent resonances
is inversely proportional to the path length difference. By combining equations (5.9) - (5.12)
the transfer function of the aMZI shown in Figure 5.5 can be expressed as follows:

Hamzi = Hrc1 * Hpaths * Hre2

k}]_[exp(j-e) 0 ]_[rf ki]
ri 0 o-exp(j-2m-v- Tyl [kZ2 r2

1 (5.13)
Hamzi = v [kl
2

, Where vy the coefficient taking into account the waveguide loss and the phase contribution
of the common path. Therefore, the electrical field at the output of the second tunable
couplers can be expressed as follows:

E E;
[Eout,l] = I—IaMZI ' [Em‘l] (514)

out,2 in,2
Assuming E;, , = 0, the output electrical fields of the aMZI are expressed as:
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[Eout,l] _ [r} 17 -exp(j0) + ki ki -a-exp(j-2m-v-Ty)
5 =

. E
ki r?exp(j-0) +ri-Ki-a-exp(j-2m-v-Ty) ] in,1 (5.15)

out,2

Figure 5.6 (a) presents an indicative transmission response of the two output ports of an
aMZI, considering that the phase shifters of both tunable couplers are set to n/2, the phase
shifter of the upper path set to 0, and neglecting the propagation loss (y=a=1). The aMZI
introduces significant attenuation at the resonance frequencies which depends on the ER of
the two tunable couplers. Under the same assumptions, Figure 5.6 (b) presents the phase
responses of the electrical fields at the output ports. As it can be observed, an abrupt = phase
shift is introduced at the resonance frequencies. The resonance frequencies are tuned by the
phase shifter integrated into the upper path of the aMZI (0). Figure 5.7 presents the
equivalent transmission and phase spectra for 6 = 0, n/4, and n/2.
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Figure 5.6: (a) Power transfer functions and (b) phase response of the two output ports of an aMZI with respect
to the normalized frequency.

0 T 1
Eout,1, =0 deg
Eout,1, 8=m1/4 deg
: Eout,1, 8=T/2 deg

Eout,1, 8=0 deg
Eout, 1, 8=1/4 deg
Eout,1, 8=11/2 deg

o
w0

a

L
=)

o o
N ®

e
o

Transmission (dB)
: & i
o
n

Phase response (x pi)
o
4]

o
w

o
N

124

'
@
S

o

15 - 05 0 05 1 15 15 1 05 0 05 1 15
Normalized frequency (x FSR) (a) Normalized frequency (x FSR) (b)

Figure 5.7: Power transfer functions and (b) phase response of the two output ports of an aMZI with respect to
the normalized frequency and 6 = 0, 6 =r/4, and 6=n/2.

Micro-ring resonator: Figure 5.8 illustrates a schematic of the thermo-optical tunable
MRR. It is implemented as a balanced MZI, which one output port is fed back to the input
port, forming a feedback loop mechanism. The operation of the MRR is controlled by two
thermal phase shifters, which reside in one of the arms of the MZI and in the feedback loop
waveguide, respectively. The phase shifter in the MZI arm controls the self- (r) and cross-
coupling coefficient (k) of the MZI, as already described in paragraph 5.1.1.2 and thus the
power of the optical signal coupled to the feedback loop waveguide, whereas the second
phase shifter controls its optical phase (¢). The feedback loop waveguide couples the output
field E, ¢, back to the input port (2).
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Figure 5.8: Layout of a micro-ring resonator, implemented as a balanced MZI.

The relation between the E, ., and E;,, is given by the following equation:

Einz = ap- exp(—j ) (P) "Eoutz (5-16)

, Where a,. the single-pass amplitude and ¢ the additional phase shift introduced by the phase
shifter in the feedback loop waveguide. Using the equation (5.1) and (5.2), the ratio of the
transmitted and incident field in the MRR as can be expressed as:

Eoutl
Einl
. . \% . . v
r, — rirpa; - exp(—j- @) - exp (—J Al @) + KyKza, - exp(—j - @) - exp (—J -2m- m)

Hyvpr =

= - . v
1—ry-a,-exp(—j- @) exp (_] P21 FSR)
. . v
Ty — (T3 — Ky Kpa,) exp(—j - @) - exp (—J L2m: —FSR) (5.17)

. 3 v
1-r, -ar-exp(—l'CP)'EXP(—J'Z“'@)
r, —exp(—j-8) exp(—j- @) - exp (—l ‘2m- FS_R)

. . v
1—r1-ar-eXp(—J-q))-exp(—l-Zﬂ-@)

, Where v the optical frequency of the propagating signal and FSR the free spectral range of
the micro-ring resonator. The ring is on resonance when the detuning phase, ¢, is a multiple
of 2z, or when the wavelength of the light fits a whole number of times inside the optical
length of the feedback loop waveguide:

_ Degg- L

Ares = m=123,.. (5.18)

where ngs and L the effective refractive index and the length of the feedback loop
waveguide. The power transfer function of the MRR can be calculated by squaring equation
(5.17). As an example, Figure 5.9 presents the power transmission and phase spectra of a
single MRR under different system parameters which are summarized in Table 8.

Table 8: Simulation parameters for the transmission and phase spectra of an MRR presented in Figure 5.9

Case number 0 ® |ry o] k2| a
1 0.79n -09n 0.948 0.317 0.99
2 061ln -081m 0.819 0.575 0.99
3 0.24n -062mn 0.361 0.933 0.99
4 0.61 -0.81m+m/?2 0.819 0.575 0.99
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5 0.61 -0.81 m-m/2 0.819 0.575 0.99
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Figure 5.9 (a) Power and phase transmission spectra of a MRR under different configurations.

Additionally, to the power transfer function, a micro-ring resonator can be described by
certain figure of merits, such as the finesses, F, and quality factor Q which are expressed as
follows:

FSR
= 5.19
¥ FWHM (5.19)
_ D (5.20)
Q= FWHM '

The finesse is found to represent within a factor of 2z the number of round-trips made by
light in the ring before its energy is reduced to 1/e of its initial value while Q-factor
represents the number of oscillations of the field before the circulating energy is depleted to
1/e of the initial energy.

Single sideband full carrier optical filter: Assuming operation with microwave signals
with peak-to-peak voltages lower than Vr, the phase modulated optical signal comprises the
optical carrier and two sidebands with opposite phase, and with frequency offset dictated by
the frequency of the microwave carrier. If this optical signal is incident on a photodiode, the
microwave signal cannot pass on the generated photocurrent due to the square-law of the
photodetection process and gets lost. To prevent this loss, an SSBFC filter is deployed to
suppress one of the two sidebands [3]. The filter comprises an asymmetric MZI having both
its arms coupled to an MRR, as it is presented at Figure 5.10. The round-trip length of the
MRRs should be twice as large as the inter-arm path length difference of the asymmetric
MZI in order to maximize the ER between the passbands and stopbands [3]. Based on the
equations (5.9 — 5.18), the transfer function of the SSBFC filter can be expressed as follows:

ri ki]_[HMRR,l 0 [ri k%]

H =[ 5.21
¢ =l ] b 0 Humee DUl 13 521

, Where Hyrg 1. describes the transfer function of the two MRRs with round-trip length
twice the inter-arm length difference (2 AL) and D describes the transfer function of the
inter-arm path length difference given by the following equation:

D =a,exp(—j-2m-v-Ty) - exp (—j@s3) (5.22)
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Figure 5.10: Layout of the single-sideband full carrier optical filter consisting of an asymmetrical MZI having
each arm side-coupled to a micro-ring resonator.

Table 9: Simulation parameters for the transmission and phase spectra of an MRR presented in Figure 5.11
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Figure 5.11: (a) Power transfer function and phase response of the SBBFC optical filter and (b) the phase
responses of the shorter and longer path without taking into account the phase induced by the two tunable
couplers at the input and output

, Wwhere T4 the propagation delay due to the inter-arm length difference and o3 the additional
phase shift induced by the phase shifter integrated in this path. Both tunable couplers at the
input and output of the filter are configured to split and combine the power of the
propagating optical signals equally. The MRR of the shorter path (MRRL1 in Figure 5.10) is
set to a low quality factor by coupling a large portion of the light propagated in its
companion MZI into the resonator, which means setting ki close to 1 (|k1|=0.93). In this
case, MRR1 features a weak notch filter effect at its resonance frequencies as depicted in
Figure 5.9 (yellow solid line — Case 3), especially when the waveguide propagation loss in
the resonator is negligible (a,=0.99). Its frequency dependent phase-shift characteristic is
depicted in Figure 5.9 (yellow solid line — Case 3) where a m phase-shift is induced as
approaching the resonance frequencies, while nearly linear phase-shift transitions are seen
in the regions around the off-resonance frequencies. On the other hand, the MRR of the
longer path (MRR2) is set at a high-quality factor (|k2|=0.575). Under this configuration,
MRR2 features a strong notch filter effect at its resonance frequencies as depicted in Figure
5.11 (orange solid line — Case 2). Its frequency dependent phase-shift characteristic is
depicted in Figure 5.9 (orange solid line — Case 2) where a 2xn phase-shift is induced as
approaching the resonance frequencies, while nearly linear phase-shift transitions are seen
in the regions around the off-resonance frequencies. When the light of the two paths interact
with each other a filter characterized by an interleaver transmission pattern is resulted. This
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pattern is caused by the constructive and destructive interferences determined by the phase-
shift differences between the two interferometer arms.
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Figure 5.12: (a) Experimental setup for characterizing the performance of the optical filter (SSBFC). A
broadband source is coupled to FA 1, passes through PM2 by setting the tuneable coupler at the cross-state and
is coupled to the lower input of SSBFC filter (see Figure 5.2) . (b) Measured transfer function at the output of
the PIC (FA 2) when the integrated laser source is OFF and (c)-(d) experimental optical spectra when the
integrated laser is ON and the generated optical carrier is not modulated by PM1 and when PML1 is driven by a
5 GHz, 10 GHz, and 15 GHz sine waves, respectively.

Figure 5.11 (a) presents the theoretical power transfer function and phase response of the
optical filter. As it can be observed, the implemented filter is a fifth-order periodic filter
with a stopband attenuation equal to 25 dB while the insertion loss of the passband
frequencies is below 0.01 dB. Figure 5.11 (b) presents the phase responses of the two
optical paths of the filter without taking into account the accumulated = phase shift induced
by the two tunable couplers at the input and output. Taking into account that the PIC-OBFN
is aimed to operate up to 40 GHz, the FSR of the MRRs is set to 20 GHz and the FSR of the
asymmetric MZI to 40 GHz.

The configuration of the optical filter was performed by coupling an Erbium-doped fiber
amplifier acting as a broadband optical source at FA 1(see Figure 5.2), as it is shown in
Figure 5.12 (a). The tuneable coupler was set to couple all the light toward PM2 and thus
toward the lower input of the SSBFC filter. The resulting optical spectra were captured by
an optical spectrum analyzer that was connected to FA2 (see Figure 5.2). Figure 5.12 (b)
presents the power transfer function of the filter. As observed, the passband is 20 GHz, the
FSR of the filter is 40 GHz and the stopband ratio close to 12 dB. Figure 5.12 (c) depicts the
optical spectra at the output of the optical SSBFC filter when the integrated laser source is
ON. In this case, the tuneable coupler before the modulation unit is set to split equally the
two input optical signals and thus the optical carrier is coupled at the upper input port of the
filter and the broadband signal at the lower. During the following experiments, the central
wavelength of the optical carrier is chosen so to corresponds to the edge of the passband in
order to suppress the one sideband and pass the other one. Finally, Figure 5.12 (d) depicts
the optical spectra when driving the PM1 with 5, 10 and 15 GHz sinusoidal signals. The left
sidebands of the optical carrier are suppressed with respect to the right ones by 12 dB,
which corresponds to the ER of the filter. It should be noted that the power transfer function
of the SSBFC filter is plotted with a half FSR wavelength shift relative to the spectra of the
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filtered optical signals. This is due to the fact that the broadband noise source used for the
extraction of the optical spectra was coupled to the upper port of the tuneable coupler prior

- 0.5 -
Normalized frequency (x FSR)

Figure 5.13: Imposed delay by an MRR for different coupling coefficient (k) of the companion MZI.

to the modulator (FA 1 in Figure 5.2), whereas the unmodulated optical carrier was coupled
to the lower port.

Optical true-time delay lines: The core part of the demonstrator PIC is the beamforming
unit which consists of a set of four OTTDLs. Each OTTDL comprises 8 cascaded MRRs
with 22 GHz FSR that can be tuned independently. The round-trip length of the MRRs is
0.8 cm which results to a round-trip loss equal to 0.08 dB. The total true time delay at the
output of each OTTDL is the sum of the delay imposed by each MRR. The output signal of
the SSBFC filter is fed to the four OTTDLs via a 1x4 splitter based on a combination of
three MZIs. The power of the signals at the output of the splitter can be controlled by proper
adjustment of the coupling coefficients of the MZIs. Therefore, any difference in the optical
propagation losses between the subsequent OTTDLs can be compensated. More
importantly, various amplitude tapering schemes can be used for enhanced beam shaping. In
order to steer a microwave beam to an intended angle (8), the total time delay imposed by
each OTTDL is given by Eq. 2.31. The thermal crosstalk between the MRRs remains as low
as -17 dB by maintaining a distance of 250 um between the heating electrodes and the
adjacent optical waveguides.

The group delay (GD) induced by the MRR on the propagating optical field can be
expressed as the derivative of the phase of Hygz to the optical angular frequency. The
normalized group delay (GDy) is given by the following equation:

Im(HMRR))
Re(Hygg)

de

Figure 5.13 depicts the delay normalized to the round-trip time (RTT) imposed by a single
MRR over one free spectral range (FSR) as a function of the coefficient k. In the case of k
equal to 1 (blue-dashed line), the delay is unitary and the MRR operates as a simple time
delay line without spectral selectivity. In the other cases, the k falls within the range ke <k <
1, where ke represents the value of k in the case of critical coupling. As observed, delays that
are multiple to the RTT can be imposed at the resonance frequencies, whereas delays equal
to a fraction of the RTT can be introduced at frequencies off-resonance. Therefore, the
continuous tuning of both phase shifters provides direct control on the quality (Q)-factor of
the MRR and on the true time delay imposed by the MRR on the optical signal [4], [5].

5.1.2 InP platform

Indium phosphide is the most advanced platform for high-performance large-scale PICs
allowing the monolithic integration of all the required active components (e.g., lasers,

darctan (; (5.12)

GDN =
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semiconductor optical amplifiers (SOAs), modulators, photodetectors), and passive
components (e.g., waveguide interconnects, filters, couplers), thus enabling complex single-
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Figure 5.14: Cross section and equivalent electrical circuit of the InP phase modulator, (b) its measured half-
wave voltage, Vr as function of the modulation microwave frequency, and (c) a picture of fabricated InP PIC.

chip implementations of advanced transmitters and receivers [6]. However, due to its
inherent high propagation loss (~ 0.3/mm), InP is widely used mainly only for the active
components while the passive components are usually integrated in low-propagation loss
platform like TriPleX. The following paragraphs describe the active components that have
been integrated in the demonstrating OBFN-PIC.

Optical phase modulator: In the modulation unit, the microwave signal that will be
processed by the OBFN-PIC is frequency up-converted and brought to the optical domain
via the phase modulation of the optical carrier generated by the integrated laser source. The
principle operation of the phase modulator (PM) is described in paragraph 3.2. The
electrodes of the specific phase modulator are carefully designed for traveling-wave (TW)
interaction. The operation of a TW modulator is the distributed interaction over a region in
space between electrical and optical signals propagating in a transmission line and in a
waveguide, respectively. Figure 5.14(a) depicts the cross section and equivalent circuit of
the InP PM. The optical waveguide is fabricated between different InP based layers that
form n- and p-contacts. The PM is biased with a negative biased up to -8 V while specific
electrodes (S) transfer the microwave signal close to the optical waveguide. In our PIC, two
InP phase modulators with 35 GHz 3-dB analog bandwidth have been integrated for
redundancy purposes although only one is required. Figure 5.14 (b) presents the measured
V. as a function of the modulation frequency. As observed, the Vi is below 3 V for
frequencies up to 10 GHz and increases to 8.1 V at 35 GHz. In a microwave photonics link
such in our case, the half-wave voltage frequency response, (V. (f)), dictates the power of
the microwave tones after the photodetection stage, for a given optical and RF input power.
More specifically, the relationship between the power of the fundamental microwave tone,
P, and the V() can be expressed as follows:

MONAY (5.13)
Po ~]1 V.(Q) g
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Figure 5.15: (a) Layout of the quad InP photodiode array and (b) the measured dark current of the photodiodes
as a function of the bias voltage.

, Where J;the Bessel function of the first kind and V¢ the amplitude of the input microwave
signal. The power of the signal at the fundamental frequency is maximized when the voltage

ratio Y10 s equal to 0.58. At this point, the 1-order Bessel function of the first kind is

maximized and so is the power of the fundamental tone.

Within our experiments, this voltage ratio takes values from O to below 0.58. In this
range, J, is a monotonic function, meaning that a decrease of the voltage ratio leads to a
decrease to the power of the fundamental tone. Therefore, it can be concluded that for a
given Vy, increasing V.(Q) reduces the power of the fundamental tone and thus the link
gain. The two optical phase modulators exhibit a slightly different RF performance in terms
of V; over the operating frequency range which also results to slightly different link gains.
The reason for this difference is manifold since it depends on the fabrication and also the
packaging procedure. Consequently, for the system experiments, the phase modulator 1
(PML1 in Figure 5.2 of the manuscript) was selected over PM2. The InP chip is butt-coupled
to the TriPleX platform and the average insertion loss per facet is 4.9 dB.

Photodetector: An InP quad photodetector array is used for the conversion of the
microwave signals from the optical back to the RF domain. The analog bandwidth of the
photodiodes is more than 40 GHz, while their responsivity is 0.8 A/W. The average
insertion loss between the TriPleX platform and InP detector chip is 2 dB per facet. A
waveguide break at the optical path of the bottom photodiode (PD 4), adds significant losses
that render this photodiode unable to detect the optical signal from the corresponding
OTTDL. Therefore, in our experimental testing, only the top three PDs and OTTDLS were
utilized.

5.1.3 InP-TriPleX integration

The hybrid integration between InP and SisN4 platforms has been optimized over the last
years and has successfully led to the demonstration of powerful optical components such as
hybrid InP-SisN4 optical lasers. The minimization of the return loss has been the subject of
extensive studies that resulted in the development of a solid set of design rules. An
important design rule is that all the individual photonic chips should have angled facets. The
angle is chosen such that, for the mode refractive index of the specific waveguides, the
reflection coefficient is minimized. Moreover, adiabatic mode converters are integrated on
the SisNs chips at the interfaces with the InP chips in order to achieve a mode profile
matching between the platforms and minimize the coupling loss. Additionally, all the
interfaces of the InP chips are fabricated with anti-reflection coating that matches the
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refractive index of the TriPleX platform. Therefore, the actual value of the return loss is
expected to be negligible and indeed, during the characterization of the OBFN-PIC, we did
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Figure 5.16 (a) Schematic view of the WECL and (b) its characteristic -V curve.

not observe any Fabry-Perot resonance. Leveraging the hybrid InP-TriPleX integration, the
demonstrated OBFN-PIC hosts a powerful waveguide external cavity laser which was used
for the generation of the optical carrier.

Hybrid InP-TriPleX waveguide-based external cavity laser: The WECL comprises an
InP semiconductor optical amplifier as the gain section (GS) and an extended cavity
implemented in the TriPleX platform. Figure 5.16 (a) presents the schematic view of the
laser. The semiconductor chip is fabricated by the Fraunhofer Heinrich Hertz Institute and
contains a multi-quantum well active waveguide based on InP. To reduce undesired
reflections at the interface between the two chips, an anti-reflection coating is applied to the
facet and the waveguide is tilted by 9° with respect to the facet normal. The function of the
TriPleX chip is to provide frequency selective feedback and to increase the effective cavity
length for linewidth narrowing. The frequency selective filter is implemented using two
sequential racetrack shaped MRRs, in a Vernier configuration placed inside a loop mirror.
The MRRs have a circumference of 787 and 813 um, respectively. Although the bandwidth
of the InP gain chip is larger, this free-spectral range is sufficient to obtain single mode
lasing over a large part of the gain bandwidth. Both rings are symmetric and are designed
for a power coupling coefficient to the bus waveguides. To control the phase of the
circulating light and to compensate phase changes when tuning any other element, a phase
section is added to the bus waveguide. Typically, the phase section is set to provide
maximum feedback for a single longitudinal mode of the laser cavity, which restricts laser
oscillation to a single wavelength and provides maximum output power. A tunable coupler,
implemented as a balanced MZI, is used to couple the circulating light out of the laser
cavity. The tuning of the WECL is implemented via resistive heaters placed above the rings,
the phase section and the output coupler. Figure 5.16 (b) presents the characteristic 1-V
curve of the WECL. As it can be observed, the power consumption is almost 0.4 W for
currents around 260 mA. The typical output power of the laser measured at the fiber array
port after the optical filter (FA 2 in Figure 5.2) is 10 mW.

5.2 Experimental performance evaluation of the OBFN-PIC

The experimental evaluation of the PIC was performed into two successive stages. Firstly,
the link gain, noise figure, SFDR3 are measured by performing single-tone or two-tones
experiments with the generation of pure sine waves with frequencies form 0.04 GHz up to
40 GHz. At the second stage, the PIC was characterized under different beamforming
configurations, utilizing modulated microwave signals with central frequencies either 5 GHz
or 10 GHz. The baseband information signal was modulated into the microwave carriers,
employing either QPSK or 16-QAM modulation formats. The evaluation of the OBFN-PIC
was based on the calculation of the EVM and BER of the detected microwave signals after
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the photodetection stage. The following paragraphs present in detail the several
experimental setup as well as the experimental results of both stages.

Sweeping single-tone from 40 MHz to 40 GHz
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Figure 5.17: (a) Experimental set-up for measuring the link gain of the four independent MWP links (PM1-
PD1, PM1-PD2, PM1-PD3, and PM1-PD4) of the PIC-OBFN and (b) — (d) the link gains spectra of the MWP
links for biasing voltages of the photodiodes from 0 VV up to -3 V.

5.2.1 Link gain

As it was described in Chapter 3, the link gain indicates the gain (or loss) imposed by a
microwave photonics system on the power of the input microwave signal as a function of its
frequency. Therefore, the link gain from the input of the PM; at the output of each PD can
be expressed as the magnitude of the forward transmission parameter S»1. The measurement
of the S»1 coefficient was performed using a 2-port calibrated Vector Network Analyzer
(VNA) with 40 GHz 3-dB analog bandwidth. The output port of the VNA was connected to
the PM1 and generated sinewaves with frequencies varying from 0.04 GHz to 40 GHz while
the input port was connected successively to the four PDs. During these measurements, the
central wavelength of the unmodulated optical carrier was located at the edge of the
passband of the SSBFC filter, while all the companion MZIs of the MRRs of the OTTDLs
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were set at k equal to 1. Figure 5.17 shows the link gain for the microwave photonics links
PM:-PD1, PM1-PD2, PM1-PD3 and PM:-PDys, taking also into account the propagation loss
induced by the printed circuit boards. The maximum link gain of the PM1-PD link is -36.98
dB at 2.6 GHz while the link gain of the PM1-PD link is -37.23 dB at 4.6 GHz and of the
PM:-PD3 link is -39.39 at 2 GHz. Due to a small tilt between the bottom part of the InP PD
chip and TriPleX chip, high coupling loss was measured for the fourth PD which was
located at the bottom part of the InP chip. Therefore, the fourth microwave photonics link
between PM: and PD4 was dominated by the noise as a result this link was not used for the
rest of the experiments. As observed, while increasing the operating frequency, the link gain
decreases mainly due to the frequency response of the phase modulator and the PDs, and the
increase of the V.. For microwave frequencies below 1 GHz, between 18 and 21 GHz, and
above 39 GHz, the SSBFC filter allows both sidebands of the modulated optical signal to
pass through, imposing significant losses.

5.2.2 Noise figure and spurious free dynamic range

Signal | PD1
PM1 5
Generator | @ 0:2” P2 ESA
Amplifier Att. PD4—,

Figure 5.18: Experimental set-up for measuring the noise figure of the OBFN-PIC at 5 GHz and 10 GHz
carrier frequencies.

As analysed in paragraph 3.4, the NF describes the degradation of the SNR caused by the
microwave photonics system. Figure 5.18 presents the experimental setup for measuring the
NF of the of the microwave links of the PIC-OBFN. By using a 50 GHz electrical spectrum
analyzer and terminating the input of the PM1 with a 50-ohm load terminator, we found the
noise power density at the outputs of the photodiodes equal to -171.75 dB/Hz, which
corresponds to the minimum detectable power density by our equipment. Therefore, the NF
can be calculated at different frequencies, replacing the value of the link gain from Figure
5.17, and considering the temperature equal to 30°C. Indicatively, the NF of the PM1-PD1
link at 5 and 10 GHz was equal to 42.19 dB and 47.48 dB, respectively. Without the
limitation imposed by the equipment, the actual value of the NF could be even lower.
Taking into account that the amplitude of the photocurrents was below 0.3 mA, it can be
assumed that our system is limited only by the thermal noise, and thus the impact of the
other noise sources is negligible [7]. In this case, Pn is equal to the thermal noise and the NF
at 5 GHz and 10 GHz is 38.28 dB and 41.95 dB, respectively.

Two tones at 4.9 (9.9) GHz and 5.1 (10.1) GHz 50 Ohm termination
Amplifier Att. A
Keysight M8195A @' o1 OBEN PP ESA
PO3H |
65 GSa/s AWG PIC  ppa it HP 5565E

(a)
Figure 5.19: Two-tone experimental set-up for measuring the SFDR3 of the OBFN-PIC.

Following the analysis of paragraph 3.4, the nth-order SFDR defines the range of input
powers over which the output fundamental tone is above the noise floor whilst all nth-order
intermodulation distortion tones are less than or equal to the noise floor. The OIPn can be
calculated measuring the power of the fundamental and distortion tones at the same input
power [7]. As shown in Figure 5.19, a standard two-tone experiment was carried out at the
PM;-PD1 link. The pair of tones was centered around 5 or 10 GHz with a 200 MHz
frequency interval in either case. The OIP2 and OIP3z around 5 GHz are -32.8 dBm and -38.8
dBm, respectively and around 10 GHz are -38.3 dBm and -40.6 dBm, respectively.
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Assuming a noise floor equal to the thermal noise at 30°C, the SFDR; and SFDR3z around 5
GHz are 70.5 dB-HzY? and 89.9 dB-Hz?3, respectively whereas around 10 GHz are equal to
67.7 dB-Hz2 and 88.8 dB-Hz?3, respectively.

5.2.3 System evaluation
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Figure 5.20: (a) Imposed delay by one MRR for different coupling coefficients of the MZI and phase shifts on
the feedback loop waveguide and (b) imposed delay by the OTTDL that corresponds to PD1, setting all the
MRRs at adjacent resonance frequencies.

The delay imposed by each OTTDL was measured using the VNA which calculates the
delay from the derivative of the phase of the forward transmission coefficient, Sj1, with
respect to the frequency. Figure 5.20 shows the imposed delay by a single MRR of the
GHz). The frequency separation between two delay peaks, that correspond to the same
MRR, is not dictated only by its FSR but also by the minimum frequency offset between the
optical carrier and its resonance frequency that falls within the passbands of the optical
filter. Considering that the FSR of the MRR is constant, by shifting the resonance
frequencies of the MRRs with respect to the optical carrier, we can define the number as
well as the frequency of the delay peaks.
In order to explain this dependency, we take as an example four indicative cases where the
optical carrier is modulated by pure sinewaves. In the first case, we assume the optical
carrier is modulated by an 8 GHz sinewave. Figure 5.21 (a-1) presents the optical spectrum
after the modulation stage. Moreover, we assume that the optical carrier is placed at the
edge of the passband of the optical filter, as it is depicted in Figure 5.21 (a-11). Due to the
frequency response of the optical filter, only one of the two sidebands of the sinewave
passes through the filter without being suppressed. In our example, this sideband is located
at -8 GHz with respect to the optical carrier. After the photodetection stage, this sideband
will generate the equivalent frequency tone at 8 GHz. With these settings, we further
assume that a single MRR of the OBFN is set on-resonance at -8 GHz and imposes a delay
OTTDL that corresponds to PD1 for different cross-coupling coefficients of the companion
MZI, and for different phase shifts applied in the feedback loop waveguide. Each MRR of
the OTTDLs can impose up to two delay peaks within the operating RF bandwidth (0-40
peak at this frequency. Taking into account that the FSR of the MRR is 22 GHz, the
adjacent resonance frequencies (£22 GHz) correspond to frequencies that fall within the
stopbands of the filter. However, as it can be observed in Figure 5.21 (a-11l), the resonance
frequency of the MRR that is two FSRs away (+44 GHz) falls within the passband of the
filter. The frequency of this resonance with respect to the optical carrier is 36 GHz.
Therefore, a delay peak at 8 GHz with respect to the optical carrier will also impose a delay
peak at 36 GHz. In this case, the frequency distance, Af, between the two peaks can be
expressed as follows:
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Af [GHZ] =2 (FSRMRR — Ifofflmin)f for 4GHz < |foff|min < 20 GHz (514)

where |f,¢lmin the minimum frequency offset between the resonance frequencies of the
MRR that falls within the passband of the filter and the optical carrier. Equation 5.14 is
valid only for 4 GHz < |fy¢|min < 20 GHz.
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Figure 5.21: Optical spectra of the (I) modulated optical signal, (I1) the transfer function of the optical filter,
and (I11) the power transmission of a single MRR, for driving frequencies (a) 8 GHz, (b), 1 GHz, (c) 3 GHz,
and 23 GHz.

Respectively, as a second example, in Figure 5.21(b), we assume the optical carrier is
modulated by a 1 GHz sinewave. Following the same analysis, it can be calculated that also
in this case a second delay peak will be generated at 21 GHz and the frequency distance of
the two delay peaks can be expressed as follows:

Af [GHz] = (FSRyrg — 2 * Ifostlmin), for 0GHz < |fogtlmin < 2GHz  (5.15)

This equation (5.15) is valid only for 0 GHz < |f,¢|min < 2 GHz. In all the other cases,
each MRR imposes a single delay peak whose frequency is defined only by the |fos|min-
For example, Figure 5.21(c) and (d), present the cases where the optical carrier is modulated
by 3 GHz and 23 GHz, respectively. As observed in both cases, only one resonance
frequency of the MRR passes through the optical filter and thus it imposes one delay peak at

frequency dictated by the |fy¢f| min-
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To summarize, the relative minimum frequency offset between the resonance frequencies
of the MRR that falls within the passband of the filter and the optical carrier defines whether
we will observe one or two delay peaks within the operating frequency range. Taking into
account that the resonance frequencies of the MRRs depend on both the cross-coupling
coefficient and the phase shifter in the loop waveguide, the delay spectra presented in Figure
5.21 is dictated by Equation 3.
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Figure 5.22: Experimental setup for the system evaluation of the OBFN-PIC using QAM modulated signals at
5 GHz and 10 GHz. It consists of a measuring part (blue solid lines) and a virtual part (blue dashed lines).

Table 10: Modulation and beamforming parameters of the evaluation cases.

Symbol rate RF carrier . o
Format (Mbaud) (GH2) Pulse shaping Roll-off factor ~ Beam angles (°)
Case 1 QPSK 500 5 Raised Cosine 1
45, 60, 70, 90, 110,
Case 2 16-QAM 500 5 Raised Cosine 1 120, 135
Case 3 QPSK 500 10 Raised Cosine 1

Figure 5.21 presents on the other hand the time delay that is imposed by the same
OTTDL, when all of the eight MRRs are tuned at adjacent resonance frequencies. The extra
delay peaks and delay ripple around 19 GHz and 39 GHz are due to the optical filter. As it is
analyzed in [3], the optical filter imposes an equal delay at the frequencies falling within the
passband, but at the frequencies that correspond to the transitions between the passbands
and stopbands a delay ripple is imposed. In our case, this transition of the optical filter is
located at around 19 GHz and 39 GHz with respect to the optical carrier. This delay ripple
does not affect the system performance because at these frequency ranges both sidebands of
the optical modulated signals experience almost the same attenuation from the optical filter
and as a result the microwave signal cannot pass on the generated photocurrent due to the
square-law of the photodetection process and gets lost.

The beamforming capabilities of the OBFN-PIC are demonstrated by emulating a wireless
system that operates in the downlink direction. In this system, the output microwave signals
of the OBFN-PIC are emitted by a 3-element antenna array that forms a single beam
directed to a single user. Figure 5.22 presents the experimental setup for the performance
evaluation of the OBFN-PIC utilizing high-order QAM microwave signals. It consists of a
measuring part that includes the actual experimental testbed and a virtual part that includes
the offline processing steps. More specifically, in the measuring setup a 65 GSa/s arbitrary
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waveform generator produces either QPSK or 16-QAM microwave signals at 5 or 10 GHz
carrier frequency. The symbol rate of the microwave signals is set at 500 Mbaud, while their
spectral content is confined around their microwave carrier using a raised-cosine pulse
shaping filter with roll-off factor equal to 1. The microwave signals are amplified up to 11
dBm by a broadband and low-noise amplifier to drive the PMs. In the OBFN-PIC, the
external cavity laser emits a continuous wave signal with central wavelength at 1550.42 nm,
which is fed via the tunable coupler to the PMi:. The modulated optical signal is
subsequently processed by the SSBFC filter, which is configured to have flat passbands and
stopbands with ER and FSR equal to 12 dB and 40 GHz, respectively. At the output of the
filter, the signal is equally split into three copies that are coupled to the upper three OTTDLS
of the OBFN. The signals at the output of the OBFN are detected by the PD array and are
sampled by a 4-channel real-time oscilloscope with 70 GHz analog bandwidth and 256
GSa/s sampling rate, within a 200 psec time window. As a result of this sampling process,
three vectors consisting of 51.200.000 samples each, are acquired and stored in the internal
memory of the oscilloscope.

Within the virtual part, the stored samples are further processed offline for the calculation
of the radiated field assuming that the detected signals are transmitted by a linear 3- element
antenna array with omnidirectional AEs. The spacing between successive AEs is set at A/2.
For each experimental case, it is also assumed that a single omnidirectional antenna is
placed at a specific nominal beam angle and acts as the receiving antenna to detect the
radiated field. The calculated microwave field is down-converted to the baseband using a
local oscillator at the carrier frequency and is analysed back into its in-phase and quadrature
z _ 2 mV/div i ' | 1 mV/div

|
~2.2mV Vpp ~1.1mV Vpp

Figure 5.23: Indicative microwave waveforms with central frequencies at 5 GHz (a) and 10 GHz (b) as they
were captured at the oscilloscope while the OBFN was configured to steer the 5 GHz signal at 90° and the 10
GHz signal at 45°.

components. Finally, a sharp low-pass filter (LPF) with 500 MHz 3-dB bandwidth is applied
to each component to filter out the unwanted spectral content at higher frequencies.

A standard set of DSP algorithms is utilized to properly decode and evaluate the quality of
the received baseband signal. First, an amplitude level correction algorithm normalizes the
power of the signal to a specific power level dictated by the modulation format. Next, a time
recovery algorithm estimates and removes the timing error offset that is inevitably
generated, since the waveform generator and the oscilloscope are not synchronized.
Subsequently, the carrier phase recovery algorithm removes the phase noise that it is
introduced by the waveform generator and the oscilloscope. Finally, the acquired samples
are used for the construction of the constellation diagrams and the calculation of the EVM
and the BER in order to evaluate the beamforming performance and the overall quality of
the transmission system. Table 10 summarizes the three cases that have been experimentally
investigated, presenting for each one of them the corresponding modulation format, the
symbol rate, the carrier frequency, the type of the pulse shaping filter and the selected roll-
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off factor for the generation of the microwave signals, as well as the set of the intended
beam angles.

The average power consumption of the OBFN-PIC in these experimental cases was 17.5
W. The sources of the power consumption are the external cavity laser and the thermal
phase shifters, which require almost 300 mW each for © phase shift.

The initial adjustment of the group time delays in each OTTDL was realized utilizing pure
sinusoidal waves at either 5 or 10 GHz, depending on the experimental case. As an example,
Figure 5.23 (a) presents two microwave waveforms as captured at the oscilloscope and
correspond to Case 1 (central frequency at 5 GHz) for steering angle 90° and Case 3 (central
frequency at 10 GHz) for steering angle 45°. As it can be observed, in Figure 5.23(a), the
three waveforms have the same amplitude and are time-synchronized in order to achieve 90°
steering angle while in Figure 5.23(b) the waveforms are delayed to each other by 35.3 ps
which based on equation (2.24) will lead to a steering angle equal to 45°. It should be noted
that between the signals in the two cases have different amplitudes due to frequency
response of our microwave photonics links, as it can be easily seen in Figure 5.23, which
presents the link gain of the links with respect the microwave frequencies.

The delay resolution depends mainly on the minimum phase shift that can be achieved by
the phase shifter placed inside the companion Mach-Zehnder interferometer of each MRR
and controls its quality factor (Q-factor). The phase shifter is controlled by applying voltage
signals on the heating electrode placed on top of the optical waveguide. Due to the thermo-
optic effect, the resultant phase shift (A¢) is proportional to the square of the applied signal
and thus the minimum phase shift that can be achieved depends not only on the voltage
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Figure 5.24: Theoretical and experimental average array factors after configuring the OBFN PIC to operate
with sine waves with central frequencies at (a) 5 GHz and (b) 10 GHz. Target beam angles were 45°, 60°, 70°,
90°, 110°, 120° and 135°.
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Figure 5.25: (a) Array factor of the 500 Mbaud QPSK signal modulated with a 10 GHz microwave carrier and
steered at 60°. (b)-(d) Constellation diagrams of the received signal at the observation angle 60°, 20° and 110°,
respectively.

resolution (V..s) of the driving circuits but also on the current voltage state (V.,rr), as it is
described from the following equation:

Vupd=Vecurr £ Vres

(5.16)

Ap Vlfpd - churr Vrzes + 2 Veurr * Vres

Therefore, the resolution of the imposed delays is lower when operating in higher voltages
and vice versa. Given that within our experimental testbed, the voltage resolution of the
driving circuit is 0.001 V, it can be calculated that the minimum delay shift for a single
MRR at either on-resonance (long delays) or off-resonance frequencies (short delays) is
well below the pico-second regime. At the maximum delay settings a single OTTDL (8
MRRs) imposes 1900 ps delay over almost 600 MHz bandwidth with a delay ripple equal to
1 ps. The delay resolution for this given delay ripple is only 1 ps.

Figure 5.24 depicts the time average array factors based on the samples acquired from the
oscilloscope, when the OBFN-PIC is configured to operate with sinusoidal waves at 5 and
10 GHz, as well as the corresponding theoretical values for all intended beam angles.
Despite some slight angle deviation, which is mainly due to the impact of the noise power,
the experimental and the theoretical array factors are in good agreement.

In addition to these initial tests, we validate the inherent capability of the OBFN to
improve the SNIR at a desired direction, utilizing modulated microwave signals. In order to
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do that, the OBFN-PIC was configured to steer a 500 Mbaud QPSK signal at 10 GHz to 60°
beam angle. Figure 5.25 (a) shows the array factor as calculated using the samples acquired
from the oscilloscope. As observed, the main lobe of the beam is directed to the intended
direction, validating that the imposed delays by the three OTTDLs of the OBFN were
chosen correctly. Figure 5.25 (b)-(d) present the reconstructed constellation diagrams at 60°,
20° and 110°. The constellation diagram at 60° is clear and indicates an error-free
performance, whereas the constellation diagrams at 20° and 110° are both noisy due to the
low signal power propagating to the corresponding directions.

As it was explained in Chapter 2, the intensity of the radiated field at each direction is the
product of the square absolute value of the array factor with the radiation pattern of a single
antenna element of the array. Within our system experiments, we assumed that the signals
are transmitted by a linear 3-element antenna array formed by omnidirectional antenna
elements. The type of the antenna elements simplified the calculation of the radiated field
because an omnidirectional antenna radiates equal power in all azimuthal directions and
thus, the radiation direction is dictated only by the array factor. For a given antenna array,
the array factor is controlled only by the beamforming network and is maximized only at the
angles that correspond to the delays imposed by the optical beamforming network. Ideally,
if we further consider that the beamforming network does not introduce losses when the
signals are delayed, the intensity at the maximum transmission direction (peak of the beam)
is always constant and it does not depend on the selected beam angle. If within our
calculations, we had considered directional antenna elements instead of the omnidirectional,
we should have expected the angles that are closer to 90° to have a higher radiation intensity
and thus, to exhibit a better system performance in terms of EVM and BER.

Figure 5.26 presents the constellation diagrams for all the experimental cases and every
steering beam angle. In each diagram, the calculated EVM values based on the symbols that
have been processed are shown as insets. More specifically, in case 1, the EVM ranges from
4.7% up to 6.4 % measured at 70° and 110° nominal beam angles, respectively. Similarly, in
case 2 the lowest EVM is 7.1% at 90° and the highest 7.8% at 70°, while in case 3 the
lowest is 7.6% at 90° and the highest 8.7% at 135°. As it can be observed, the EVMs for
each case seems to depend on the steering angle. This would be valid if the beamforming
network would induce significantly higher losses for imposing larger delays However, when
our OBFN-PIC imposes larger delays via the elongation of the optical paths, the additional
losses are negligible and do not affect practically the power of the signals generated after the
photodetection stage thanks to the ultra-low propagation characteristics of the TriPleX
platform (0.1 dB/cm). Taking also into account that the OBFN-PIC is thermal-noise limited,
the resultant SNRs and therefore the EVMs are dictated by the noise
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Figure 5.27: Constellation diagrams and the calculated EVMs for the case of steering a 500 Mbaud microwave
signal modulated around a 5 GHz carrier at 45°, sampled and stored by the oscilloscope at different time
instants.

power spectral density of the oscilloscope. In the analysis presented in the paragraph 5.3.2
regarding the measurement of the noise figure, it was concluded that the OBFN-PIC was
thermal-noise limited. Within the system experiments, the operating temperature of the
OBFN-PIC was stabilized to 30° C using Peltier elements with an accuracy better than
0.0012°C. As a result, the noise power spectral density of the OBFN-PIC was equal to -
173.78 dBm/Hz, constant with respect to the observation time window. Therefore, the
fluctuation of the EVMSs was due to the noise induced by the real-time oscilloscope (RTO)
used for sampling and storing the signals after the photodetection stage. In order to reduce
the impact of the induced noise and the EVM fluctuation, in all the experimental cases and
for all the channels of the RTO, we limited the measuring analog bandwidth to 12 GHz. At
these settings, and by terminating the channels of the RTO with 50-ohm loads, we measured
the average and standard deviation of the AC RMS value of the noise in over 10’
acquisitions equal to 179.41 uV and 18.35 pV, respectively. After this observation time
window, both parameters fluctuated at the fourth decimal digit.

In order to assess the impact of the oscilloscope noise on the EVM, we configured the
OBFN to steer a 500 Mbaud signal modulated around a 5 GHz carrier at 45° and we
sampled the signals after the photodetection stage using the oscilloscope, at different
observation times with a time interval in the order of few seconds. Within this experimental
case, the OBFN was imposing 0 delay at the first path, 70.7 ps at the second path and 141.4
ps at the third path. The delay of the third path corresponds to the maximum delay imposed
by the OBFN-PIC during the system experiments. Figure 5.27 presents the constellation
diagrams and the corresponding EVMs after the offline processing. As observed, even
though the configuration settings of the OBFN are stable (laser optical power, operating
temperature, and delay settings), the EVM fluctuates by almost 1%. Despite this small
fluctuation, the system has an error-free performance since no errors were detected. In order
to minimize this fluctuation and considering that the noise power is dictated by the
measuring bandwidth, in all the experimental cases the measuring bandwidth of the
oscilloscope was limited at 12 GHz. Therefore, for a given operating microwave frequency,
the OBFN can be successfully configured to any arbitrary beam angle without deteriorating
the overall transmission performance.

Within the system experiments, the maximum delay was 141.4 ps, imposed at the PM;-
PD1 link, and corresponds to the case 1 for beam angle at 135°. At these delay settings, the
link gain of the PM1-PDq link at 5 GHz was -38.53 dB, reduced by 0.25 dB compared to the
corresponding value of the link gain curve, shown in Fig. 6. Furthermore, the NF at the
same frequency was 38.53 dB while the SFDR3 was 89.7 dB-Hz?2.

Finally, it should be noted that the increase of the EVM from the case 1 to the case 3 is
due to the fact that the OBFN-PIC has higher NF in the frequency region around 10 GHz
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compared to the region around 5 GHz, and consequently a lower SNR is achieved in case 3.
In all cases, no errors were detected and as a result the calculated BER for cases 1 and 3 is
equal to 5-10-6 and 2.5-10-6 for case 2, validating the beamforming potential of the
demonstrated OBFN-PIC.

Conclusions of Chapter 5

In this chapter, the system demonstration of a 1x4 OBFN-PIC based on the hybrid
integration of InP components in a TriPleX platform was reported. The prototype is a fully
integrated and flexible optical signal processor in a very compact form that can handle and
process high-frequency microwave signals purely in the optical domain. Compared to other
state-of-the-art integrated optical beamformers, the reported OBFN-PIC stands out due to
the co-integration of InP components that can support the generation, modulation, and
detection of optical signals on-chip with a TriPleX processing unit that can induce
continuously tunable true time delay into four optical paths. More specifically, the OBFN-
PIC comprises a hybrid external cavity laser, two InP phase modulators, a TriPleX SSBFC
optical filter, four TriPleX OTTDLs based on tunable MRRs, and four InP photodetectors.
Thanks to the integration of the high-bandwidth modulators and photodiodes as well as of
the eight cascaded MRRs in each OTTDL, the OBFN-PIC can process microwave signals
with central frequencies up to 40 GHz and impose continuously tunable time delays over
wide operating bandwidths without deteriorating the system performance. To the best of our
knowledge, we provided for the first-time a concrete analysis of the system performance of
a fully integrated OBFN-PIC. In specific, we have experimentally evaluated the
performance of the OBFN-PIC to process microwave signals, by measuring the link gain for
operating frequencies from 0.04 GHz up to 40 GHz, and the NF as well as the SFDRzzat 5
and 10 GHz. The maximum link gain was -36.98 dB measured at 2.6 GHz. The NF was
calculated to be equal to 38.28 dB and 41.95 dB at 5 GHz and 10 GHz, respectively, and the
SFDR: and SFDRs around 5 GHz were 70.5 dB-Hzi> and 89.9 dB-Hzzs, respectively,
whereas around 10 GHz were 67.7 dB-Hzw2 and 88.8 dB-Hzs, respectively. Furthermore,
using 500 Mbaud QAM signals at 5 and 10 GHz as input signals and an experimental setup
that emulates the operation of the OBFN-PIC in the downlink direction of a wireless system,
we have evaluated the EVM and BER performance of the decoded signals for beam angles
ranging from 45° to 135°. In all cases, error-free performance has been successfully
achieved. The average power consumption has been equal to 17.5 W.
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Chapter 6 - System design, development, and baseline
characterization of integrated optical beamforming network
based on Blass matrix architecture

In this Chapter, a solid background for the design and operation of a multi-beam optical
beamforming network based on Blass matrix is provided via a mathematical analysis and
extensive simulation studies. More specifically, the analysis starts from the processing steps
that are necessary for the microwave photonics signals at the input and output of the Blass
matrix and a simple design and an algorithm for the configuration of the matrix, taking into
account the properties of the MZlIs as tunable optical couplers is proposed. Afterwards, the
multi-beam capability of the beamforming network is validated and the impact of the beam
squinting effect which is inherent to this design is evaluated as a function of the symbol rate,
modulation format and pulse shaping of the signals. Assuming operation with QAM signals
at 28.5 GHz, it is proven through EVM calculations that the beam squinting effect is not
critical in typical cases, where the symbol rate remains below 3 Gbaud. Moreover, the
additional frequency dependence of the proposed beamforming network due to inevitable
asymmetries of the MZIs and length variations of the waveguides inside the Blass matrix,
and the additional impact of imperfections is investigated with respect to the couplers inside
the MZIs and the phase shifters inside the Blass matrix. In all cases, the impact of the
asymmetries and the imperfections remains negligible for realistic fabrication and operation
conditions.

Within the framework of the European funded project, ICT-HAMLET, the first-ever fully
integrated optical beamforming networks based on the Blass-matrix architecture were
designed, fabricated, and evaluated. The outcome of HAMLET project was the fabrication
of a 2x2 and an 8x8 optical beamforming networks based on the hybrid integration of the
InP, PolyBoard and TriPleX photonic platforms while the optical beam forming networks
themselves were based on PZT-based phase actuators to enable their fast and low-power
tuning. Both prototypes are extensively characterized in lab settings and the main individual
building blocks are evaluated. However, due to the complexity of the integration of these
systems, their system characterization could not be assessed. Nevertheless, the lessons
learned from these testing campaigns have been used as the starting points for the design
and fabrication of the next generation of optical beamforming networks based on the Blass-
matrix which is currently being developed by the successor of HAMLET, TERAWAY.

6.1 Operating principle and design of optical Blass matrix beamforming
network

Before going into the details of the Blass matrix design, we explain below the mechanism
and the required processing steps for getting significant phase shift in the microwave
domain via a corresponding phase shift in the optical domain.

Carrier suppression and re-insertion concept and relation between optical and
microwave phase shifts: We take as example a simple signal y;,, with two frequency tones
at f; and f,, which fall within the frequency band of interest in the microwave or mm-wave
regime:

Vin () = M;cos(2mf t + ;) + M,cos(2mf,t + @,) (6.1)
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Figure 6.1: (a) Block diagram for the introduction of a phase shift on a microwave or mm-wave signal via the
introduction of the same phase shift in the optical domain. The processing steps are based on microwave
photonics techniques with optical carrier suppression, SSB propagation and carrier re-insertion. (b) Block
diagram for the extension of the same concept to the case of multiple microwave signals carried by optical
waves with the same optical carrier. At the end of the processing chain, the output signal is the sum of the
input microwave signals, each with an independently selected phase shift.

, Where M;, M,, @ and ¢, the amplitudes and the phases of the two tones, respectively. This
microwave signal can modulate the amplitude of an optical carrier with frequency fj,
resulting in an optical signal, which can be represented in turn as:

Xin(t) = A+ [1 + M;cos(2mf it + ;) + Mycos(2mf,t + @,)]
~exp[j - (2nfot + @o)]

, Where A an amplitude factor and ¢, the phase of the optical carrier. When this signal
passes through an optical phase shifter, it acquires a phase shift ¢pg, Which adds to ¢,
inside the exponential of Eq. 6.2. Unfortunately, if this signal is incident on a PD, the phase
shift cannot pass on the generated photocurrent due to the square-law of the photodetection
process, and thus it gets lost [1]. In order to prevent this loss and make this method useful
for beamforming applications, certain processing steps are needed. As shown in Figure 6.1
after modulation the optical signal should pass through an optical filter to filter out its
carrier and one of its side-bands, allowing for single-sideband (SSB) propagation through
the optical phase shifter. At the output of the phase shifter, a copy of the carrier should be
re-inserted in order to enable the beating process at the photodetector and to generate a
photocurrent with a phase shift in the microwave domain as large as the phase shift in the
optical domain. The details of this carrier suppression, SSB operation and carrier re-
insertion process are better explained via the following equations. Using the exponential
expression of cosine in Eq. 6.2, the optical signal can be represented as:

explj - [2n(fo — f)] - t+ @ — @4]

(6.2)

M,

A
Xin () = A - exp[j - (2mfot + @o)] +

+A'M2

explj - [2m(fy — )] -t + ¢ — @3]

AM;, (6.3)
5 explj - [2n(fo + f)] -t + @o + @4]

A-M,
2

+

+

explj - [2m(fy + )] -t + @o + @3]
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Without loss of generality, we assume that the filter blocks the carrier and the lower side
band, and allows for the propagation of only the upper side band, which is mathematically
described by the last two lines in (6.3). At the output of the optical phase shifter, this SSB
signal is written as:

M
Xps (1) = ——exp[j - [21(fy + £1)] - t+ @ + @1 + Pps] + 6
A-M _ :
+——expli- [2n(fy + £)] - t+ o + @ + s
Finally, after carrier re-insertion the optical signal becomes:
~ . ~ A " M1 i
Xout(t) = A~ exp[j - (2nfot + Po)] + explj - [2n(fo + f)] - t+ ¢y + ¢, +¢p] 69
A-M :
+ 2 exp[j - [2n(fy + £2)] - t+ ¢y + ¢, +0pg]

, where A and @, the new amplitude and the new phase of the optical carrier, which are
different in the general case from A and ¢,. When this signal is incident on a photodetector,
the generated photocurrent y,,..(t) is by default proportional to the square of the x,,(t)
amplitude, and it can be described as:

ynut(t) o Ko (T) - x;ut(t) (66)

, Where x}.,.(t) the complex conjugate of x,,:(t). Using the expression in Eq. 6.5, y,,:(t)
can be calculated as a sum of direct current terms and exponential terms at +f;, +f, and
+(f1 — f2). Using now the standard expression of cosine, and assuming the use of a proper
coupling scheme to block the DC terms and the use of a microwave filter to block the low-
frequency terms at +(f; — f3), the microwave signal at the output of the photodetector can
be represented as:

Yout(t) 1‘? “A-M; - cos[2mfit + @ — Po + @1 + @ps] +
A-A-M; - cos[2mft + @o — Po + @2 + @ps]

As observed in Eq. 6.7, both frequency components of the output microwave signal have
acquired an additional phase shift @ps, which is equal to the optical phase shift of the upper
side band, and thus it is adjustable via the optical phase shifter of the setup. The same
conclusion can be extended to the case of an optical wave that carries an actual signal with
continuous spectral content within a frequency band. To our specific interest in this work, it
can be also extended to the case of multiple optical waves that have the same optical carrier,
but carry different microwave signals and undergo different phase shifts, as shown in Figure
6.1b More specifically, it can be shown that the microwave signal that is derived after the
combination of the individual upper side bands, the carrier re-insertion, the photodetection
and the use of a DC block and a microwave filter, is the sum of the input microwave signals,
each with an additional phase shift that is equal to the optical phase shift of its
corresponding optical signal. This principle is the basis for the design and configuration of
an optical Blass matrix beamforming network, as explained in the next paragraph.

Finally, it should be noted that it is not possible to obtain the same results in the case of
double-side band operation. Following the same analysis, it can be shown that the presence
of both side-bands in the optical domain results in phase shifts to opposite directions in the
microwave domain after the carrier re-insertion and photodetection process, affecting the
beamforming performance. In order to overcome this problem, working with SSB optical
signals proves to be mandatory.

Layout of optical Blass matrix beamforming network: Figure 6.2 presents the layout of
an optical Blass matrix beamforming network feeding N AEs and supporting the formation
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Figure 6.2: Layout of optical beamforming network based on Blass matrix feeding N antenna elements and

supporting operation with up to M wireless beams.
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of M independent beams. In this layout, an optical carrier is generated by a laser source and
is split into two parts. The first part is reserved and bypasses the Blass matrix in order to be
used during the carrier re-insertion process. The second one is further split into M parts in
order to feed an amplitude modulator array driven by M independent microwave or mm-
wave signals. At the output of this array, each optical signal passes through an optical filter
in order to filter out its optical carrier and its lower side-band. This filter should be highly
selective featuring very sharp transitions between its stop and pass bands. On a real
integrated circuit, it can be implemented as an MZI with micro-ring resonators inside its
arms and with proper phase shifters, which will allow for controlling the frequency
allocation of its periodic stop- and pass-bands. After the filter, the upper side-band of each
signal enters the Blass matrix from the corresponding input port. The Blass matrix consists
of horizontal and vertical waveguiding lines (M rows and N columns) that are cross-
connected by means of MZIs, which facilitate the splitting of each input signal into multiple
parts that follow different light paths. Different subsets of these parts are destined for
different AEs. The parts that belong to the same subset are split and finally recombined in a
coherent way using a subgroup of MZlIs that form a larger nested MZI. At the same time,
the MZIs enable signals from different input ports to be combined in a coherent way again
and be routed to the output ports on the top. Provided that the implementation of the Blass
matrix is based on the use of a photonic integrated circuit, this coherent combination is
stable and reconfigurable. The corresponding weights are adjusted by the coupling
coefficients of the MZIs and the phase shifts that are induced by the phase shifters above
each MZI. The signal at each output port on the top is recombined with part of the optical
carrier, and is subsequently detected by a PD. Finally, each generated photocurrent enters
the subsequent microwave chain and undergoes a humber of processing steps including DC
blocking, filtering and amplification in order to drive the corresponding AE of the multi-
element antenna. It should be noted that part of the optical power that enters the Blass
matrix gets inevitably lost, even in the case of ideal MZIs. The reason for this loss is that
part of the optical power finds its way out of the Blass matrix not from the output ports on
the top, but rather from the ports on the right side of the matrix. From the analysis so for, it
is evident that the key building block of an OBFN based on a Blass matrix architecture is
the MZI. The principle of operation of such an ideal MZI, working as tuneable coupler has
been already presented in Chapter 5.1 and thus, it will not be repeated in this Chapter. For
the reader convenience, we just repeat the mathematical Eq. 5.3 — 5.6. :

1 .
= 5lesp(-0) ~ 1] ¢2)
1
ko = zexp (i) - [exp( - 6) + 1] ©9
2= [L—exp(i-6)] = 1, (6.10)
1
ky =2 exp (J’ g) [exp(-0) +1] =k (6.11)

In the following analysis, we retain the new notation of the above equations.

6.2 Configuration of optical Blass matrix

The configuration of the optical Blass matrix involves the proper tuning of its phase
shifters PS, ,, and its couplers MZI,, , in order to generate the intended number of wireless
beams and steer them to the desired directions. The configuration process is very similar to
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the process described in [2] for the case of a microwave Blass matrix, but it takes now into
account the specifics of the optical implementation. It uses as an example the case of the
linear antenna of Figure 6.2, and starts from the calculation of the excitation signal for each
AE and each intended beam, based on the theory of multi-element antennas [3]. This linear
antenna has N Es with a distance d between them, which is equal to half the wavelength of
the microwave carrier. Assuming that it can steer the beam at the azimuthal plane, the signal
that should excite the n-th AE in order to form a beam at an angle 6 can be written as [3]:

Smn = |Smn| - €xp(jamn) = Isnl - exp[—j- (n— 1) - k¢ - d - cos6] (6.12)

, Where |s,| and «,, the amplitude and phase of the excitation signal, n the order of the AE
inside the array (n = 1..N), and k. the wavenumber that corresponds to the carrier of the
wireless signal. For uniform excitation, the amplitude is the same for all AEs and can be
written in a normalized form as 1/+/N so that the total excitation power is unity. For
Gaussian apodization on the other hand, the amplitude follows a Gaussian distribution
around the center of the array with standard deviation o that depends on the intended degree
of side-lobe suppression [4]. Again, the amplitudes can be normalized so that the total
excitation power is still unity.

Following the methodology in [2], we can now extend the representation of Eq. 6.12 to
the multi-beam case. Assuming a common carrier frequency for all intended beams, we can
write the signal that should excite the n-th AE in order to have the direction of the m-th
beam at angle 6,,, as follows:

Smn = |sm,n| . exp(jam,n) = |5m,n| ~exp[—j-(n—1)-Kk.-d-cosO] (6.13)

Using this representation, we can now organize the individual excitation signals in an
excitation matrix S with dimensions MxN as follows:

Sq 51,1 512513 --S1N
S, $2,15228S823 --S2N

S=|S;|=] 531532533 --S3N (6.14)
Sm SM,1 SM,2 SM,3 - SM,N

Within this matrix, each row gives the excitation vector Sm (m=1...,M) of the corresponding
beam, whereas each column describes the signals that have to be superimposed in order to
appropriately excite the corresponding AE and enable the beamforming of all intended
beams.
Based now on the analysis of the previous paragraph, regarding the relation between the
optical SSB signal and the generated microwave signal after carrier re-insertion,
photodetection, DC rejection and microwave filtering, we can correlate in a direct way each
excitation vector Sm with a new vector Sy,. The latter describes the set of the optical SSB
signals [s' 1 S'm2 S'm3 --S'mn] that should be present at the output ports of the optical
Blass matrix in order to get the desired excitation vector S,, at the end. More specifically,
by comparing the expression of the optical SSB signal in Eq. 6.4 with the microwave signal
in Eq. 6.7, it is evident that the amplitude and phase relation between the elements of S,,
will be exactly the same with the relation between the elements of S’,,,, provided that the
part of the optical carrier that is re-inserted has the same amplitude and the same phase for
all AEs. In this way, the problem of setting the necessary amplitude and phase for the
excitation signals s, ,, based on the phasor expression of Eq. 6.14, translates into a problem
of ensuring the same amplitudes and phases for the optical SSB signals s’,, ,, based on the
same expression:
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S'mn = |s’m,n| ~exp[—j-(n—1)-Kk.-d-cosb] (6.15)

Clearly, the phasor in Eqg. 6.9 implies a wave with the same frequency as the wireless
carrier f., whereas the phasor in Eq. 6.15 implies an optical wave with frequency f, + f,
where f, the frequency of the optical carrier. However, in both expressions, the
wavenumber k. is associated with the wireless carrier.

As illustrated in Figure 6.2, we represent the optical signal that enters the MZI,, ,, from
the left side as E_In,, ,, the optical signal that leaves the MZI,, , and enters the phase shift
PSpyn as E_Op, ,, and the optical signal that leaves the phase shifter PS,, , and propagates
further to the top as E_ORB,, ,. With this convention, the input signals of the matrix are
written as E_In,, 1, the signals that leave the matrix and enter the carrier re-insertion stage
as E_OP; ,,, and the signals that get lost at the output ports on the right as E_In,, y1.

The steps for the configuration of the Blass matrix are summarized below having as
reference the layout and the mathematical notation employed in Figure 6.2:

Step 1: Based on the input data regarding the angles 6,,, and the type of excitation (uniform
or Gaussian) for each beam, we calculate the vectors S’,, using the basic relation of Eq.
6.15 and a normalized form for the |S'm,n| so that the total power of each vector is unity.
Step 2: We define the maximum ER of the MZIs of the matrix.

Step 3: We also define AP as the excess signal power that we have to launch into the Blass
matrix in order to ensure full flexibility in its configuration, including flexibility in the
configuration of the MZIs in the last column of it. AP represents in fact the power of each
input signal that will be wasted during propagation through the matrix, leaving the circuit
from the output ports on the right. Given that the total power of each vector S, is unity, the
use of this excess power means that the launching power of each input signal should be 1 +
AP, making the power efficiency of the Blass matrix equal to 1/(1 + AP). The amplitude of
each input signal should be written now as:

|E_Iny, 1| = V1 + AP (6.16)

From a practical point of view, the provision of this excess power for all input signals can
be facilitated by using a laser source with higher output power by a factor of (1 + AP) at the
expense of higher system power consumption.

Step 4: We start the solution of the matrix with the first row. We consider all input ports to
be inactive apart from the first one (E_In, ; = 0 for m # 1). Given the vector S’; we start
the calculation of the coefficients and phase shifts from left to right. In more detail, given
the target amplitude |s’; ;| and the input amplitude |E_In, 4|, we calculate the amplitude of
the self-coupling coefficient |r1, | at MZI, ;:

_ 18"l
Iri, 4] = m (6.13)

Using Eq.6.8, we extract the phase shift ¢i inside MZI, ;, and we calculate the amplitude
and the phase of all coefficients (r1, 4, r2, 1, k1, ; and k2, ;) at MZI, ,, using Eq. 6.9-6.12.
The output signals E_O4 ; and E_In, , are derived next as:

E—Ol,l == E_lnl,l ) r‘11’1 (614)
E_Inl‘z = E_Inl’l ) kll,l (615)

Finally, we calculate the phase shift ¢, ; at PS; ; using the following relation:
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G112 = argfo] (616)
, Where arg{-} the argument, which is finally transferred within the range [0, 2x]. We
continue to the right, using the output signal E_In, , as the input for the next MZI, and we
continue in the same way further to the right in order to calculate all coupling coefficients
(rlyp, r24 5, k1; , and k24 ;) and all phase shifts ¢, ,,.
Step 5: We continue with the second row. We consider this time all input ports to be
inactive apart from the second one (E_Iny,, ; = 0 for m # 2), and we start the calculation of
the coefficients and the phase shifts again from left to right. For the calculation of the
parameters of MZI, ; and PS, ;, we use the input signals E_In; ; and E_In, ;, the information
about the MZI; ; and PS, ; (from the previous step) and the target signal s, ;. We calculate
first the signal E_OP,, that we should use as the second input to the MZI, ;, using the
following relation:

s'7310=(E.Iny;-1ly; + EOPyq-k2q4)- exp(j : <P1,1) (6.17)

In Eq. 6.17, E_In, ; is zero, and thus the first part of the expression within the parenthesis
can be removed. All other parameters are either given or known from the previous step,
facilitating the calculation of E_OP, ;. The amplitude of the self-coupling coefficient |r1, 4|
can be found next in a similar way as in Eq. 6.13 using the relation:

_ |[EOP2,4|
|E_In2'1|

rizq| (6.18)

After that point, the amplitude and the phase of the coupling coefficients at MZI, ; and the
phase shift ¢, ; at PS,; can be calculated in the same way as in the previous step. Having
now the full information about the MZI, ; and PS; ; (from the previous step) and the MZI, ;
and PS, ; (from the current step), we can derive the output signals E_In; , and E_In, , that
continue their propagation to the right:

E_Inl'z = E_Inz’l ' I‘12'1 ) eXp(] ' (pz'l) ' 1‘21’1 (619)
E_In2,2 = E_In2,1 * k12,1 (620)

Using these two signals, the information about the MZI, , and PS; , (from the previous step)
and the target signal s’,,, we can repeat the same process described above in the current
step in order to calculate the coupling coefficients at MZI,, and the phase shift ¢, , at
PS, ,. In this way, we can continue moving to the right and calculate all coefficients (r1, ,,
12, n, k1, and k2, ;) and all phase shifts ¢, ,,.

Step 6: We continue in the same way with the rest of the rows (m = 3..M). For each row m
and column n, we keep active only the input port of the specific row, and we calculate the
parameters of the MZI,, ,, and PS;, ,,, using the information about the target signal s'y, ,,, the
parameters of the MZI/, and PS,/, in the previous rows (m'=1..m — 1), and the
expressions of the signals E_In,»» , (m” = 1..m) in the previous and the same row. At the
end of this process, the parameters of all MZIs and phase shifters of the Blass matrix have
been calculated. When having active all input ports, the signals E_OP; ,, consist of a linear
superposition of the signals s’y ,,, enabling the beamforming of N beams according to the
specifications.

Step 7: We check and validate that the amplitudes of all coupling coefficients are
meaningful, falling within the expected range (for example between 0.045 and 0.999 for 27
dB ER). In case this is not true, the solution of the mathematical problem has failed due to
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the lack of sufficient optical power at the input of the matrix. The configuration steps 3 to 6
have to be repeated using a larger power margin AP.

As only an example, Table | presents the implementation of this configuration algorithm,
summarizing the amplitude of the coupling coefficients |r1m,n| and the phase shifts ¢, ,, for
a 3x8 optical Blass matrix. In this particular example, the microwave carrier was 28.5 GHz,
and the target directions of the three beams were 40°, 85° and 135°. Moreover, the target
excitation type was uniform for beam 1, and Gaussian for beams 2 and 3 with standard
deviation L/2 and L/4, respectively, where L = (N — 1) - d the total length of the antenna
array. Finally, the employed power margin AP was only 0.08. Fig. 5 presents the diagram of
the array factor that is obtained, if we use the signals E_OP; ,, (n = 1..8), which emerge at
the upper output ports of the matrix, as the basis for the excitation signals of the AEs, as per
the description above. As it can be observed in this diagram, the multi-beam beamforming

90°
120° 60°

150° 30°

180° Q°

Figure 6.3: Example simulation of an optical Blass matrix beamforming network: Resulting array factor after
configuration of a 3x8 Blass matrix for a wireless carrier at 28.5 GHz. Target beam directions were 40°, 85°
and 135°, and the type of excitation was uniform for beam 1 and Gaussian for beams 2 and 3.

Table 11: Configuration of MZIs and phase shifters of the 3x8 optical Blass matrix for example of Figure 6.3:
Amplitude of self-coupling coefficients and phase shifts.

Amplitude of self-coupling coefficients at MZIn

1) ) @) (4) (5) (6) (7) (8)

(1) 0.34 0.36 0.39 0.42 0.46 0.52 0.62 0.78
(2) 0.26 0.33 0.39 0.51 0.57 0.58 0.77 0.95
3) 0.08 0.22 0.42 0.64 0.74 0.74 0.4 0.43

Phase shifts at PSm,n (rad)

) ) ©) (4) () (6) (") (8)

(1) 4.37 0.02 1.93 3.8 5.62 1.09 2.73 414
(2) 4.45 0.21 2.38 4.37 6.22 2.04 3.83 4.77
3) 4.63 1.01 3.36 5.58 1.62 3.80 0.18 3.65

operation of the optical Blass matrix that is achieved is in perfect alignment with the target
specifications. It should be noted, however, that our method ensures the optimum
configuration of the Blass matrix for operation with the optical frequency f, + f., and thus
for wireless transmission with the microwave carrier f.. For any other microwave frequency
within the band of interest, the phase relations between the excitation signals are exactly the
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same as for f,. Hence, they do not
satisfy the relation of Eq. 6.13 for
the wavenumber of the new
frequency, leading to the beam
squinting effect. Moreover, an
additional effect, which is specific
to the optical implementation, can
be also present degrading further
the wireless radiation pattern.
This effect is related to the
frequency dependence of the
amplitude and phase of the
coupling coefficients, when there
is asymmetry between the arms of
an MZI. The next section presents
extensive simulation studies that
evaluate at first place the impact
of the two effects on the
beamforming performance of the
optical Blass matrix for signals
with  different symbol rate,
modulation format and pulse
shaping parameters.

AE: Antenna Element

MC: Microwave Chain
PD: Photodiode
C: Coupler

PS: Phase shifter

OF: Optical Filter

MOD: Ampl. Modulator

S: Splitter

Signal-1

signal-2

signal-3

signal-M

S. «4--

Figure 6.4: Layout of optical beamformer based on Blass matrix

Finally, it should be also noted supporting operation with up to M beams in the uplink direction in
that the layout of the optical awireless network.

beamformer presented in Figure
6.2 is associated with the downlink
direction in a wireless network,
where the multi-element antenna
transmits the signals to the users.
In a true network, a second optical
beamformer should be also present
associated  with  the uplink
direction allowing for the multi-
element antenna to receive signals
from the users with maximum gain
from specific directions. Figure 6.4
depicts the layout of the
corresponding optical beamformer
based again on the Blass matrix

Angle error (degrees)

-8 : | | ; ‘ ‘
20 40 60 80 100 120 140 160

Nominal steering angle 8. (deerees)
Figure 6.5: Beam squinting effect in optical Blass matrix

architecture. In this case, the laser beamforming network: Error of steering angle compared to the
source, the 1xN optical splitter, the nominal value 6, as a function oaf 6,,for different degrees of

N modulators and the N optical

frequency offset from the nominal frequency f..

filters are all from the side of the AEs. Each modulator corresponds to a specific AE and is
driven by the electrical signal received by this AE. After propagation through the Blass
matrix, the M output signals leave the matrix from the output ports on the left side, and
propagate further through the carrier re-insertion stage before detection by the M PDs. Each
PD corresponds for each intended receiving beam. The basic operating principles,
mathematical analysis and steps of the configuration algorithm described above for the
downlink direction remain the same also in the uplink case.
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Figure 6.6 (a) Phase offset between the frequency under investigation and the nominal frequency f, at 60°
observation angle, as a function of the number of AEs for different degrees of frequency offset from f. and (b)
amplitude of frequency under investigation at 600 observation angle, as a function of the number of AEs for
different degrees of frequency offset from the nominal value f,. The amplitude is normalized to the
corresponding amplitude of f, at the same observation angle.

6.3 Validation of configuration algorithm and simulation studies

Beam squinting effect: Beam squinting is the effect, where different spectral components
of a wireless signal are steered by the beamforming network to angles other than the angle
of the carrier frequency f.. It is present in beamforming networks based on phase shifters
that ensure a constant phase relation between the elements of the vector S, irrespectively
of the exact frequency. As such, it is also present in the optical Blass-matrix network of
Figure 6.2 according to the analysis presented in the previous section. Figure 6.5 presents
the error in the steering angle that we measure through simulations, when the Blass matrix is
configured by our method for the nominal frequency f., but the spectral component under
investigation has an offset Af of +1, £3 or +5% with respect to f.. As observed, the error
compared to the nominal value 6., is very small when 6,,is close to 900, but it can be very
large (i.e. almost 80) when 0., deviates significantly from this value. For a receiving device
at a certain observation angle, the error of the beamforming network in the steering angle
translates into a phase offset and amplitude attenuation of the frequency under investigation
with respect to f.. Figure 6.6(a) and Figure 6.6(b) investigate as an example the case of a
receiving device at a moderate observation angle (60°), and present the phase offset and the
amplitude attenuation, respectively, as a function of the number of AEs in the linear antenna
array. As expected, the deviations that we measure for the same range of Af (i.e. 1, £3 or
+5%) are much stronger, when the number of AEs is larger, and thus the beam width is
smaller.

The impact of the beam squinting effect can be better assessed via the system evaluation
of the beamforming, transmission, and detection process in the case of microwave QAM
signals with true spectral content. An input optical signal with optical carrier f,. that carries
a QAM signal with microwave carrier frequency f.. can be represented as follows:

Xin () = A - [I(t) - cos(2mf.t) — Q(t) - sin(2nf.t)] - exp[j - 2mfyt + @g)] (6.21)

, Where A an amplitude factor, I(t) and Q(t) the in-phase and quadrature components of
the QAM signal, and ¢, the phase of the optical carrier. Despite the fact that the time
dependence of the | and Q components result in a continuum of frequency tones around the
carrier frequency f., the expression in Eg. 6.21 has the same structure as the expression in
(2) that describes the modulation of an optical carrier by two discrete frequency tones. In
this sense, the analysis presented in section Il connecting in a direct way the optical phase
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shift of the optical SSB signal with the microwave phase shift that is obtained after carrier
re-insertion, photodetection, DC blocking and microwave filtering can be extended to the
case of the optical signal of Eq. 6.21 carrying a microwave QAM signal. This possibility to
translate a processing problem in the optical domain into a similar problem in the
microwave domain is of high importance for our simulation study, as it eliminates the need
for using sampling rates in the Th/s regime and makes this study feasible with conventional
computational resources. It is also important that this translation is realized without loss of
information or generality apart from the information that is associated with the impairments
(i.e. noise and nonlinearities) of the photodetection and microwave filtering processes.
However, the study of these impairments was not within the scope of the present work.
Figure 6.7 presents the setup in MATLAB for the simulation of the communication
system considered in this work. At the transmitter side, the symbol generator provides the
samples for the | and Q component of the QAM signal that corresponds to each beam (point
©. 0

In-Phase

Receiver at the observation angle
28.5 GHz

Symbol
Generator

1%t Beam

In-Phase @
o

Quadrature

—<
MxN D AWGN

Blass Channel

Matrix @ D >
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Time

Figure 6.7: Set up for the simulation of a communication system involving the generation of microwave QAM
signals, the beamforming process using an MxN Blass-matrix network, the interaction with an AWGN RF
channel model, the signal reception at an observation angle, and the final decoding of the information.

1). Each component undergoes an up- sampling process and passes through a raised cosine
(RC) pulse shaping filter, which limits the effective bandwidth of this component, and
minimizes any inter-symbol interference effects. More specifically, the resultant bandwidth
IS given as:

BW=@Q+p)f /2 (6.22)

, Where f is the roll-off factor and f; the symbol rate of the input signals. At the output of
these filters (point 2), the 1 and Q component are frequency up-converted using a local
oscillator at 28.5 GHz, whereas a phase shifter is utilized for the introduction of a 90° phase
difference ensuring their orthogonality (point 3). Subsequently, the two components are
combined in order to form a microwave QAM signal (point 4) with band-pass bandwidth
twice as large as the baseband bandwidth in Eq. 6.22. This QAM signal is now ready for the
modulation of an optical carrier in order to form the optical signal that can be optically
filtered and processed as a SSB signal by the Blass-matrix network. Based, however, on the
previous discussion, this optical modulation stage can be omitted from the simulation chain,
allowing for the direct use of the microwave QAM signals as inputs to the Blass matrix.
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The Blass matrix itself is configured with the help of the configuration algorithm in the
previous section, taking into account the intended direction and excitation type of each
wireless beam. At the output ports of the Blass-matrix, the output signals feed the
omnidirectional AEs of the linear antenna array, enabling the transmission of the QAM
signals over a RF channel based on an AWGN model, which models in an abstract way a
variety of noise contributions to the wireless signal. The SNR of the final signal at the
receiver is a parameter in our simulations and is appropriately adjusted according to the
order of the modulation format.

At the other end of the system, the receiver is placed at a specific observation angle. The
microwave field that is calculated in point 5 is down-converted to the baseband, and
analysed back into its | and Q components using a local oscillator at 28.5 GHz and a 90°
phase shifter. A sharp LPF is also used at each branch in order to filter out the unwanted
spectral components with the same cut-off frequency as the effective

Table 12: Modulation and beamforming parameters in a specific operation example of a 3x16 optical Blass-
matrix beamforming network.

Beam Mod. Roll-off Mi_crowave Steering Excitation SNR
Format factor carrier (GHz) | angle (°) type
1 4-QAM 0.5 28.5 40 Uniform 29
2 64-QAM 0.5 28.5 85 Gaussian 28
3 16-QAM 0.5 28.5 135 Gaussian 28

-1 1

5 9 .
-7 5-3-1 13 57 -3 -1 1 3
Observation angle 85° Observation angle 135°

Figure 6.8: Decoded constellation diagrams at 40°, 60°, 85° and 135° observation angles for the multi-beam
operation example summarized in Table 12.

baseband bandwidth of the signal (point 6). From that point on, a simple set of DSP
algorithms are utilized in order to properly decode and assess the quality of the received
signal. First, an automatic gain control algorithm scales the power of the signal to a specific
power level, depending on the order of QAM format. Next, a time recovery algorithm
recovers the symbol rate of the signal and identifies the optimal sampling instants, allowing
for minimization of the ISI and provision of an optimum set of samples at the symbol rate
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(down-sampling). Finally, this set is used for the extraction of the constellation diagram, the
calculation of the EVM and the BER, and thus for the overall assessment of the quality of
the beamforming and transmission system.

Using this simulation setup, we start our study from the re validation of the multi-beam
capability of our beamforming network. We use the same example as in Fig. 5, working
with a 3x8 Blass-matrix at 28.5 GHz and selecting with our algorithm the proper
configuration for beam directions at 40°, 85° and 135°. The power margin is again 0.08,
whereas the excitation type is uniform for beam 1 and Gaussian for beams 2 and 3. Unlike
the case in Figure 6.3, we do not use here a simple carrier, but a QAM signal for each one of
the three beams with 28.5 GHz carrier frequency, 1 Gbaud symbol rate and 0.5 roll-off
factor. More specifically, we use a 4-QAM signal for the first beam, a 64-QAM signal for
the second one and a 16- QAM signal for the third one. The employed modulation and

beamforming parameters are summarized in Table 12. We underline that the purpose of this
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Figure 6.9: (a) Simulated BER as a function of the symbol rate for a 16-QAM signal with roll-off factor equal
to 0.25, in the case of an antenna with 8 and 16 AEs, (b) RF spectrum after the AWGN channel for a 2 Gbaud
signal and 16 AEs, and (c) the corresponding constellation diagram after the DSP. The SNR is 22 dB in the
case of 8 AEs and 25 dB in the case of 16 AEs. (d) Simulated BER as a function of the symbol rate for a 16-
QAM signal with roll-off factor equal to 1, in the case of an antenna with 8 and 16 AEs, (e) RF spectrum after
the AWGN channel for a 2 Gbaud signal and 16 AEs, and (f) the corresponding constellation diagram after the
DSP. The SNR is 22 dB in the case of 8 AEs and 25 dB in the case of 16 AEs.

study is not to compare the system performance in the case of different modulation formats,
but to validate again the multi-beam beamforming of our optical Blass matrix design using
the different modulation formats as an intuitive way to discriminate between the signals of
each beam. We let the three signals get processed by the Blass matrix, and we receive the
emitted signal at the nominal angles of 40°, 85° and 135°, as well as at an intermediate angle
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of 60° Fig. 11 depicts the reconstructed constellation diagrams at the four observation
angles. As it can be observed, the constellation diagrams at 40°, 85° and 135° are very clear
and correspond to the type of QAM signal that was intended to be steered to the specific
direction. On the other hand, the constellation diagram for 60° is very blurry and noisy, as it
contains normalized contributions from the three QAM signals via the main lobe or the side
lobes of the three beams. The four constellation diagrams are in total agreement with the
modulation and beamforming parameters of Table 12, and thus confirm the capability of the
Blass-matrix of combining multiple inputs and generating the required excitation signals in
order to steer these inputs to the target directions.

We focus now on the impact of the beam squinting effect in combination with the
modulation parameters and the number of the AEs. In order to make simpler the simulation
study, we keep the number of the possible beams equal to 3, but we set active only the third
input port, resulting in a single beam under investigation. The excitation of the AEs for this
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Figure 6.10: (a) Simulated BER as a function of the symbol rate for a 64-QAM signal with roll-off factor equal
to 0.25, in the case of an antenna with 8 and 16 AEs, (b) RF spectrum after the AWGN channel for a 2 Gbaud
signal and 16 AEs, and (c) the corresponding constellation diagram after the DSP. The SNR is 28 dB in the
case of 8 AEs and 31 dB in the case of 16 AEs. (d) Simulated BER as a function of the symbol rate for a 64-
QAM signal with roll-off factor equal to 1, in the case of an antenna with 8 and 16 AEs, (e) RF spectrum after
the AWGN channel for a 2 Gbaud signal and 16 AEs, and (f) the corresponding constellation diagram after the
DSP. The SNR is 28 dB in the case of 8 AEs and 31 dB in the case of 16 AEs.

beam is kept Gaussian with standard deviation L/4 as before. The final size of the Blass-
matrix is thus 3x8 or 3x16, depending on the number of AEs in the linear antenna array
(either 8 or 16). Although this study corresponds to single-beam operation, the conclusions
are general and can be extended in a direct way to the case of multi-beam operation. Figure
6.9(a), Figure 6.9(d), Figure 6.10(a), and Figure 6.10(d) present the calculated BER curves
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as a function of the symbol rate for a 16-QAM and a 64-QAM signal, respectively, at 28.5
GHz. The roll-off factor for both formats is 0.25 and 1. The Blass-matrix is combined with a
linear array having either 8 or 16 AEs, and it is configured so as to steer the beam at 30°, 60°
or 90°. In the case of the 8-element array, the SNR is set at 22 dB for 16-QAM and 28 dB
for 64-QAM. In order to take into account the increase in the directivity of the antenna when
we go to the 16-element array, the resultant SNR can be approximated by adding 3 dB and
setting its value at 25 dB for 16-QAM and 31 dB for 64-QAM. The main reason for the
strong dependence of the BER on the symbol rate in almost all cases is the beam squinting
effect. This can be easily understood from the fact that for a nominal angle of 900, where
the beam squinting effect is absent by default, error-free operation is achieved for every
combination of modulation and antenna parameters including the case of extremely high
symbol rates. The small variations of the error-floor between the different diagrams are not
associated with the beam squinting effect, but rather with the specifics of the modulation
format, pulse shaping and SNR in each case. As however, the nominal beam angle departs
from 90°, the impact of the beam squinting effect becomes obvious. This impact is much
stronger in the case of the smaller nominal angle (i.e. 30°), higher symbol rates and higher
roll-off factor (i.e. § = 1). The latter has as a result a larger signal bandwidth around the
carrier frequency, which leads in turn to larger phase differences between the spectral
components of each signal. Moreover, the impact of the beam squinting effect is much
stronger in the case of the 16-element array due to the fact that the wireless beam is much
thinner. As a result, the large improvement in the BER for low symbol rates in the case of
the 16-element array due to the higher SNR is inverted for ultra-high symbol rates due to the
dominant role of the beam squinting effect in the case of these rates. This inversion is
present both for 30° and 60° beam angles, but it occurs much earlier (i.e. for lower symbol
rate) in the case of 30°.

Despite these variations, it should be noted that whatever the combination of the above
parameters is, the BER remains lower than 107, and thus below the forward error correction
(FEC) limit, if the symbol rate remains lower than 3 Gbaud. Since this value is already very
high, it indicates the tolerance of the system to the beam squinting effect. The diagrams in
the bottom of Figs 12, 13, 14 and 15, depict indicative RF spectra and the decoded
constellation diagrams for some of the cases, investigated in this study.

Finally, it should be also noted that the above evaluation results correspond to the case,
where the receiver is placed exactly at the nominal angle of the beam. When there is an
angle offset, the beam squinting effect acts in combination with the drop in the received
power leading to further degradation of the signal quality. For all nominal angles and
absolute values of the angle offset, this degradation is smaller when the offset brings the
receiver angle closer to the 90°, and larger when it takes it closer to the 0° or 180°.

Frequency dependence and impact of the MZI asymmetry: In the second part of our
simulation study, we focus on the impact of the additional frequency dependence, which can
be present in our beamforming network. This dependence is associated with the possible
asymmetry of the MZIs, and thus it is specific to the optical implementation of the Blass-
matrix, which is analyzed in this work. We model this inevitable asymmetry as an additional
length AL in the upper arm, which can be either positive or negative so as to cover all cases.
Using the same notation as in the previous paragraph, we can find again the expressions for
the self- and cross-coupling coefficients in the case of inputs from the first and second port
as follows:
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Figure 6.11: (a) BER of decoded 16-QAM signal (roll-off factor 0.25) at 60° observation angle as a function of
the symbol rate and the asymmetry of the MZIs (ALyy) inside a 4x16 optical Blass matrix. (b) BER of
decoded 16-QAM signal (roll-off factor 1) at 60° observation angle as a function of the symbol rate and the
asymmetry of the MZIs (ALyy ) inside a 4x16 optical Blass matrix. (¢) BER of decoded 64-QAM signal (roll-
off factor 0.25) at 60° observation angle as a function of the symbol rate and the asymmetry of the MZIs
(ALyw) inside a 4x16 optical Blass matrix. (d) BER of decoded 64-QAM signal (roll-off factor 1) at 60°
observation angle as a function of the symbol rate and the asymmetry of the MZIs (ALyyw) inside a 4x16
optical Blass matrix.

, Where f the optical frequency under investigation and n, the group refractive index of the
waveguide, which is supposed to be constant in a first order approximation. As observed in
these expressions, the MZI asymmetry AL introduces a frequency dependence of the

coupling coefficients. As a result, when the input is an optical SSB signal with continuous
spectral content around the optical frequency f, + f;, its different spectral components will
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be subject to different coupling coefficients, when they enter the MZlIs inside the Blass-
matrix. The algorithm that has been presented in paragraph 6.2 can take into account the
MZIs’ asymmetry and compensate for it for the optical frequency f, + f, ensuring that the
excitation signals for the microwave carrier frequency f, will have the correct phases and
amplitudes. For all other spectral components however, the effect of the MZIs’ asymmetry
will be present introducing errors in the intended coupling coefficients. Even with this
correction, a mechanism for the suppression of the temperature fluctuations should be also
present in order to cancel out the thermal drifts that can lead to the reappearance of errors
for the f.. On the other hand, it should be noted that in the absence of compensation of the
MZIs’ asymmetry for the f. via corrective adjustment of the phase shifters inside the MZls,
the excitation errors for the f. will not have a catastrophic effect on the signal, but will
result in an additional rotation of the constellation diagram of the wireless signal. However,
this rotation can be easily removed using a simple carrier phase recovery (CPR) algorithm
in the DSP chain of the receiver.

In order to evaluate the impact of the MZI’s asymmetry, we use again the simulation
setup of Figure 6.7 for single-beam operation, using a 4x16 Blass matrix with active only its
fourth input port. Since the asymmetry of each MZI is random in nature, we use a statistical
distribution to assign the asymmetry value to each one of the 64 MZIs in our matrix.
Without using real statistics about the fabrication imperfections and tolerances, we use the
uniform distribution as a bad case scenario to characterize the asymmetry AL of the MZlIs.
We choose the distribution to be placed around 0, and we use its half-width (ALyy,) as a free
parameter in our study. For example, use of a ALy, equal to 10 um imposes that the actual
asymmetry of each MZI falls within the [-10 + 10] um range with a probability that
respects the uniform distribution. For each ALy, value and each modulation case, we use a
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Figure 6.11(a)-(d) depict the contour plots that correspond to the four cases and the full
space of the two free parameters. As observed, the additional dependence of the BER
performance on the asymmetry of the MZIs does exist, adding up to the symbol rate
dependence due to the beam squinting effect. In a similar way as the beam squinting, this
additional dependence gets stronger for signals with wider spectrum, when the symbol rate
and/or the roll-off factor is higher. On the other hand, it should be noted that the MZI
asymmetry starts having a measurable impact only when the value of the asymmetry
becomes unrealistically large (i.e. ALy larger than 500 um or even 1 mm in Figure
6.11(a)-(d)). Given that in all typical photonic integration platforms, the asymmetry of
typical MZI structures is not expected to be larger than 5 um even in the worst case
scenarios, these simulation results confirm that from a practical point of view, the MZI
asymmetry cannot be a problem in the optical implementation of the Blass-matrix
beamforming concept.

The same concerns regarding the MZIs’ asymmetry in an actual implementation can be also
extended to the overall structure of the Blass matrix. Every input port is connected to every
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Figure 6.13: (a) BER of decoded 16-QAM signal (roll-off factor 1) at 600 observation angle as a function of
the symbol rate and the variation in the power coupling ratio of the couplers inside the MZIs of a 4x16 optical
Blass matrix. The variation is described by the half-width of a uniform distribution (ACRyw). (b) BER of
decoded 16-QAM signal (roll-off factor 1) at 600 observation angle as a function of the symbol rate and the
variation in the phase shifts of the phase shifters inside a 4x16 optical Blass matrix. The variation is described
by the half-width of a uniform distribution (A@gyw)-

output port via a complex interferometer in the form of a nested MZI structure. Longer or
shorter paths in the waveguides that interconnect successive MZIs along a row or a column
of the matrix result in asymmetries that affect the phases and the amplitudes of the
frequencies within the bandwidth of interest in a similar way as the asymmetry of the
individual MZIs. In this case however, there is not an obvious way to calibrate out the errors
that are generated for the microwave carrier frequency, but there is always the possibility to
remove the resultant rotation of the constellation diagram using a CPR algorithm, as
explained above. In order to model this effect, we use again a uniform statistical distribution
of additional lengths (either positive or negative) for each one of these waveguides between
successive MZIs and investigate the impact on the BER. To keep this study short, we
consider again the case of a 4x16 Blass matrix with uniform excitation and active only the
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fourth input port, but we investigate only the case of a 16-QAM signal with roll-off factor
equal to 1, SNR equal to 22 dB and beam direction at 60°. We use again a Monte Carlo
method with 200 simulation experiments, and we calculate the mean BER value for each
combination of symbol rate and half-width (ALyyy) Of the distribution that corresponds to
the additional length of the waveguides. Figure 6.12 summarizes the results for ALy equal
to 5, 10, 20, 50, 100, 150, 200, 250, 500 and 1000 pm and for symbol rate up to 5 Ghaud,
and reveals that the impact of this length variation is negligible for values of ALy up to
150 pum, which is far beyond the variation we can have in true integrated circuits.

Impact of coupler and phase shifter imperfections: Two more practical aspects of the
optical implementation that can have an impact on the system performance are associated
with the accuracy in the fabrication of the two couplers inside each MZI and the accuracy in
the adjustment of each phase shifter inside the matrix. In the mathematical relations of our
analysis in Eq. 6.8-6.11, the two couplers inside each MZI have been supposed to provide a
perfect 50:50 power coupling ratio for the input signals. Due to inevitable fabrication
imperfections however, their coupling ratios will never be precisely 50:50, but will slightly
deviate. In order to model these deviations and investigate their impact on the BER of the
signals, we use again a uniform statistical distribution for the coupling ratio of the couplers
that are inside the MZIs of the Blass matrix. We also employ the same simulation setup as
above based on the 4x16 Blass matrix with active only its fourth port, and investigate the
case of a 16-QAM signal with roll-off factor equal to 1, SNR equal to 22 dB and beam
direction at 60°. Finally, we use the same Monte Carlo method with 200 simulation
experiments and calculate the mean BER for each combination of symbol rate and half-
width of the coupling ratio distribution (ACRyyw). Within this simulation setup the total
number of MZIs is 64 and thus the total number of the couplers is 128. As observed in
Figure 6.13(a), the variation of the coupling ratios has indeed an impact, but this impact is
very low for all symbol rates up to 5 Gbaud, if the ACRyy is up to 0.04 (i.e. if the coupling
ratio varies from 0.46 to 0.54), which is absolutely feasible in all photonic integration
platforms today. It is noted that in order to get these BER results, the use of a CPR
algorithm at the receiver is necessary.

In a similar way, we model the deviations that will be inevitably present in the actual
phase shifts compared to their nominal values due to imperfections in the electronics that
drive the phase shifters inside the Blass matrix. In order to model these deviations we
employ the same method and simulation setup as before, and use a uniform distribution for
the phase shifts of all phase shifters inside the Blass matrix (128 in total) around their
nominal values. Figure 6.13(b) summarizes the mean BER for the different combinations of
symbol rates and half widths of the phase variation (A@yw) and reveals that the impact on
the BER performance is very low even for large half widths up to 0.25 rad. Also in this case,
the use of a CPR algorithm is necessary in order to cancel out the phase errors for the
microwave carrier frequency and remove the additional rotation of the constellation diagram
of the signal.

Optical losses: A further issue that can limit the performance of the optical beamforming
system is the difference in the optical losses that is always present between the signals that
enter the matrix from different input ports and leave it from different output ports. We take
as example the 3x4 Blass matrix network shown in Figure 6.14 having distance a between
successive rows and distance § between successive columns. These values do not involve
only the physical length of the waveguide between the output port — input port of successive
MZIs in each dimension, but also the physical length of the MZlIs itself. Without special
care in this example, the part of any input signal that is directed to the fourth output port
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(Output 4) has to propagate over a distance that is longer by 3 compared to the distance
covered by the part of the same signal that is directed to the first output port (Output 1).
Moreover, the part of the third input signal that is directed to any output port is longer by 2a
compared to the distance covered by the part of the first input signal that is directed to the
same output port. These differences in the propagation distance translate in a direct way to
differences in the optical loss, which can deteriorate the beamforming performance if they
are left uncompensated. In order to eliminate these differences, the Blass matrix can be
designed as a photonic integrated circuit with additional waveguide lengths at the input and
output ports, as shown in Figure 6.14. In this way all optical paths, from any input port to
any output port, have the same length, which is equal to 3a + 48 in this particular example.
The same approach can be used for any MxN Blass matrix in order to make the length of all
optical paths equal to M-a + N-B and eliminate the differences between the various optical
signals.

Even in the absence of any loss difference, the optical loss itself can deteriorate the
performance of the Blass matrix via the noise that will be generated during the detection of
the optical signal. Having in mind the use of the silicon nitride platform called TriPleX,
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Figure 6.14: Modified layout of the optical Blass matrix ensuring equal path lengths for all input signals
propagating towards all possible output ports. In this way the differences in the optical loss that would be
otherwise present are eliminated. The example shown in the figure refers to a 3x4 Blass matrix case.

which has been already proposed for optical Blass matrix systems [5], we can derive a
handy mathematical formula that associates the propagation loss of each optical signal
through the Blass matrix with the size of this matrix. In order to derive this formula, we
assume that the distance o and f are both close to 0.7 cm and that the propagation of a signal
through an MZI on the TriPleX platform does not entail additional losses apart from the
propagation losses over the length of the MZI, which is already taken into account in the
calculation of a and PB. Taking also into account that the propagation loss on the TriPleX
platform is 0.1 dB/cm [6], [7], [8], the loss can be expressed in dB as follows:
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loss (dB) = 0.07 - (M + N) (6.27)

For the example of Figure 6.14 (3x4 matrix), the loss is found equal to 0.49 dB, whereas for
the examples that have been used in the main simulation study (4x8 matrix and 4x16
matrix), equal to 0.84 and 1.4 dB, respectively. It is noted that the calculation in Eq. 6.27
does not include the losses from the optical power that leaves the Blass matrix from the
output ports on the right, as described in the presentation of the configuration algorithm.
Moreover, it does not include the losses from the amplitude modulators, or the other
elements of the beamforming system shown in Figure 6.2 like for example the 1x2 couplers,
the 1xM splitter and the optical filters. The final optical power that is incident at each PD
depends on the losses of all these elements, as well as on the optical power of the laser
source. In order to compensate for these losses and increase the gain of the microwave
photonics links, which are represented by the parallel optical paths between the laser source
and the PDs, an external (off-chip) laser with high output power can be employed.

Finally, it should be also mentioned that the idea of using paths with equal lengths on the
beamforming circuit is not only useful for ensuring the same optical losses in these paths,
but also for preventing the formation of unwanted optical filters, which can result in high
sensitivity of the circuit in temperature fluctuations and laser frequency drifts. This is
especially important for the carrier re-insertion process, where the length of the optical path
that brings each part of the optical carrier to the corresponding coupler should be equal to
the length of the optical path through the modulators, the optical filters and the Blass matrix.
An optical phase shifter will be always necessary to tune the phase of the optical carrier
before its coherent addition with the corresponding output of the Blass matrix, but the
equality of the optical paths is the key for the long-term stability of the circuit.

6.4 The HAMLET project: Development of the first generation of fully
integrated Blass-matrix optical beamformers

The research and innovation project HAMLET, funded by the European Commission
under the Horizon 2020 programme [9]-[11], aimed to disrupt the field of 5G networking,
by developing a hybrid low-loss and a low-power consuming photonic integration platform,
which enables the integration of a large number of photonic structures, providing in that
way on-chip analog signal processing functionalities. Work carried out by HAMLET was
highly based on the heterogeneous integration of graphene sheets on polymer and PZT
layers on low-loss SisN4/SiO> platforms, in order to develop fast graphene based electro-
absorption modulators and an extensive optical beam forming network based on PZT -based
phase actuators. To achieve its goals, the project invested on this hybrid technology for the
development transceivers that seamlessly interface the optical fronthaul and radio access at
the RAUs of 5G base stations. For the accomplishment of its mission, HAMLET focused on
the following objectives:

Objective 1: Development of a simple and reliable methodology for integration of graphene
on PolyBoard platform for the production of single and arrayed versions of electro-
absorption modulators with high bandwidth (>25 GHz) and low insertion loss (<3 dB).
Objective 2: Development of a simple and reliable methodology for deposition of PZT
layers on TriPleX platform for the production of optical phase shifters with sub-uW power
consumption and ns response time.

Objective 3: Development of large-scale integrated beamforming networks for multi-
element antenna arrays based on PZT-based tuneable elements on TriPleX platform.
Objective 4: Development of a hybrid integration engine for PolyBoard-to-TriPleX
integration with large number (>100) of interconnected waveguides and polymer-to-InP
integration with long InP component arrays.
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Objective 5: Development of a simple integration engine for integration and co-packaging
of optical subassemblies with CMOS electronics and MIMO antennas.
Objective 6: Development of hybrid transceivers with integrated optical and wireless
sections for remote antenna units used in future 5G networks operating in the 28 GHz band.
Objective 7: Evaluation of the performance of HAMLET transceivers in emulating 5G
system environments in terms of system flexibility and throughput.
Objective 8: Exploration of the full range of potential application domains that can take
advantage of and/or benefit from HAMLET technology and preparation of a solid roadmap
for its commercial uptake in the post-HAMLET era.

Figure 6.15 depicts the artistic layout of the HAMLET transceivers. In particular, the
transceiver comprised a very large-scale photonic integrated circuit (VLSPIC) based on

Multi-element Multi-element
antenna antenna

Figure 6.15: Schematic of HAMLET transceiver module (example with 4x4 Blass matrix). Top right: close up
of a Blass matrix node showing the 2x2 tuneable coupler and tuneable phase shifter.

the 2D integration engine of HAMLET. Within the network architecture considered,
multiple RAUs can be connected to a central office using a DRoF implementation [12],
which can rely on a WDM ring at 1550 nm. The transceiver enables both digital and analog
processing, and can interact with the optical and wireless domains of the network as
follows: In the downlink, the WDM channel intended for the specific RAU can be dropped
and detected. After digital-to-analog-conversion and up-conversion to the RF carrier
frequency, the data intended for wireless transmission modulate a local optical carrier and
generate the analog optical signal. The latter is be processed by the Blass-matrix based
beamforming network, and the signal replicas with appropriate phase differences are
detected by a PD array. Thereafter, the detected signals are amplified by low-noise
amplifiers (LNAs) and finally drive the elements of the multi-element antenna array. In the
uplink, the RF signals from the elements of the receiving antenna array will drive the GP-
EAMs on the PolyBoard. The analog optical signals are processed by a second Blass-matrix
beamformer, add up coherently at the output of this network and are detected. The digital
data will modulate an optical carrier and will generate a channel that will be added to the
incoming WDM signal and will be sent through the ring back to the central office.

Within a period of 42 months, HAMLET developed two types of prototypes. The first one
(Precursor-1) involves a 2x2 OBFN based on Blass matrix architecture and can feed up to 2
antenna elements and form up to 2 independent microwave beams. The second prototype
(Module-1) involves an 8x8 optical beamforming network based on Blass matrix
architecture and can feed up to 8 antenna elements of a multi-element antenna and form up
to 8 independent microwave beams. In this way, 8 parallel links to multiple groups of users
can be supported while low crosstalk, and substantial increase in the total system capacity is
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achieved. Although for the very first time, GP-EAMs have been successfully integrated on
PolyBoard, their system performance was not as expected. Therefore, at the modulation
stages of both prototypes, InP-EAMs have been used instead of GP-EAMSs.

6.5 Baseline characterization of a 2x2 Blass matrix optical beamformer

Figure 6.15 depicts the functional design and a picture of the assembled Precursor-1
prototype which includes a 2x2 optical beamforming network. An InP laser source was
responsible for the generation of an optical carrier which subsequently was split into three
copies. The two of them fed an InP-EAM and was amplitude modulated by an external RF
signal while the other one was routed at the output of the optical beamformer (Carrier Lead

" ]
(a) TriPleX == PolyBoard InP

Figure 6.16 (a) Functional layout and (b) picture of the 2x2 fully integrated Blass matrix based optical
beamformer.

Around; CLA). Subsequently, the two modulated optical signals were filtered by the on-
chip bandpass optical filters, in order to filter out the optical carrier and the one sideband.
The outputs of the filters were fed as inputs to the 2x2 optical beamformer which was based
on a Blass matrix architecture, employing both PZTs and thermal heaters actuators. At the
output of the optical beamformer, the reserved optical carrier was re-inserted (Carrier Re-
Insertion; CRI) to the two output signals. Finally, a balanced detection scheme was selected
to detect the modulated signals at the photodetectors.

The step-wise testing procedure for the baseline characterization of the precursor included
the characterization of the carrier re-insertion process, the characterization of the optical
tunable filters, the characterization of the two InP-EAMs and finally the characterization of
the 2x2 Blass-matrix optical beamforming network.

The first testing campaign refers to the characterization of the carrier re-insertion process,
in which the optical carrier generated from the back side of the on-chip DFB laser, bypasses
successively the optical modulation, optical filtering and the beamforming stages and is
coherently combined with the optical carrier generated by the front side of the laser which
has been used in all the aforementioned stages. The generated optical carrier is coupled
through the CLA optical path, highlighted in Figure 6.17 (a), to the CRI stage using a pair of
MZIs. Following the same technique, the optical signals processed by the beamforming
networks are coupled to the CRI stage using two MZIs. Each MZI includes a pair of PZT
and heater actuators to control the power coupling coefficients of the MZIs and one pair for
controlling the phase of the optical carrier. For the purposes of this experiment, a Hewlett
Packard lightwave multimeter was used to monitor the optical power at the corresponding
fiber array (FA) output port. When configuring the PZT/heater actuators for maximum
output power at the FA port, the optical power measured at this port for 60 mA of laser
diode injection current and for 0 V EAM biasing was —-52 dBm, revealing a poor
performance in terms of optical power. In this case the optical signal after the carrier re-
insertion would exhibit very low optical power deteriorating the performance of the on-chip
microwave photonic link.
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The next testing campaign refers to the characterization of the on-chip optical tunable
filters. The role of the optical filters is to filter out one sideband and the optical carrier of the
dual sideband amplitude modulated signal. More specifically, an electrical signal with a
microwave carrier f. modulates the amplitude of the optical carrier f,, with the help of the
EAM, resulting in a dual sideband signal with three distinct spectral components — the
optical carrier and the two sidebands at f, + f.. By configuring the optical filter properly in
a way that the one sideband falls inside the passband and the optical carrier and the other
sideband fall outside, the output signal has only one spectral component at f, + f.

To assess the optical filters, a broadband source resulted from an EDFA was used as input
to the port F2 in FA [4], which is directly coupled to the input of the top filter and an optical
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Figure 6.17: (a) Block diagram of the experimental testbed for the static characterization of the carrier re-
insertion process by measuring the optical power at the FA port and (b) Block diagram of the experimental
testbed for the configuration of the optical tunable SSBSC filter using an ASE broadband light source as input
to the top filter.
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Figure 6.18: Optical spectra of the on-chip tuneable filter for different configurations of the heater elements:
(a) 22 GHz passband with 14 dB attenuation at the stopband and (b) 7.5 GHz passband with 13 dB attenuation
at the stopband.

spectrum analyser at the output port F2 out FA [5] which is directly connected to the output
port of the top filter as it can be seen in Figure 6.17(b). As it can be observed in Figure 6.18,
the passband zone of the filter can be varied from 7.5 GHz up to 22 GHz while the
attenuation at the stopband in both configurations is around 13 dB and 14 dB respectively.
Furthermore, it can be noticed that while the passband zone is increasing, the shape of the
transfer function is becoming flatter, meaning that all the frequencies falling inside or
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Figure 6.19: Block diagram of the experimental testbed for the characterization of the on-chip optical tuneable

filter.
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Figure 6.20: Optical spectrum (a) of the amplitude modulated optical carrier by 10 GHz microwave carrier at
the input of the module, (b) of the amplified optical signal at the input port (c) of the transfer function of the
on-chip optical tuneable filter, (d) of the filtered optical signal with suppressed the one sideband and the

optical carrier at the output of the module.

outside of the passband zones are handled by the filter in the same manner. Taking into
account that this module should be able to handle microwave signals with microwave
carriers at 5 GHz, the optical filters exhibit an exceptional performance of filtering one
sideband and the optical carrier of the incoming signal. The performance of the optical filter
could be better assessed when dual sideband signals are served as inputs to the optical filters

and are filtered instead of broadband sources.
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Figure 6.19 presents the experimental testbed which was set up for the purposes of this
testing approach. More specifically, a DFB generated an optical carrier whose amplitude is
modulated by EAM. The driving signal of the EAM was generated by an arbitrary
waveform generator (AWG) which generated a sinusoidal signal at 10 GHz. The bias of the
EAM was controlled using a bias tee which combined the sinusoidal signal with a DC
component. The generated dual sideband signal was amplified by an EDFA to compensate
the insertion losses of the EAM, and consequently was filtered
by an external optical filter to reject the out-band noise. The power difference between the
carrier and the two sidebands is around 18 dB. It should be noted that the polarization state
of the incoming signal is of significant importance because the waveguides on the TriPleX
platform are designed for propagations of TE polarized light. Consequently, the polarization
controller after the EAM ensures that the input signals have the desirable polarization state.
The on-chip filter is configured in a way to filter out the one sideband and suppress the
optical carrier. The attenuation at the stopband zone is almost 25 dB. At the output port of
the module, an optical signal analyser monitors the filtered optical signal. Figure 6.20
presents the optical spectra of the signals (a) after the EAM, (b) at the input of the module,
(c) the transfer function of the on-chip optical filter and (d) the optical spectrum of the
output optical signal. It can be observed that the on-chip filter has successfully filtered out
one sideband and carrier. The peak power of the sideband is 5 dB greater than the peak
power of the optical carrier, validating again the good performance of the optical filter.
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Figure 6.21: Block diagram of the experimental testbed for the validation of the carrier re-insertion concept
using external DFB laser, EAM, EDFAs and OBPFs. The insets indicate the optical spectra at each stage of the
experiment.

The next test refers to the static characterization of the two InP-EAMs without using
microwave signals to modulate the optical carriers. The on-chip InP-laser generates the
optical carrier which is split in two light paths using a 3-dB splitter, each one feeding an
EAM, as it can be seen in Figure 6.16 (a). The bias voltages of the EAMSs were varied from
0 V to-2.5 V with 0.1 V step. In principle, when the bias voltage of the EAM is decreasing
the absorption of the EAM is increasing resulting in lower optical power at the output. In
this specific study, the optical filters and the beamforming network were configured for
maximum optical power at the output port FA [9]. The maximum output optical power was
measured at -37.6 dBm when the bias of both EAMSs were set at 0 V. However, by
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Figure 6.22: Received electrical eye-diagram of the 15 GHz sinusoidal wave, after the combination of the
optical carrier and single sideband optical signal within the prototype.

decreasing the bias voltage no significant change in the output power was observed, making
it impossible to modulate the optical carriers using microwave signals.

Due to the limitations imposed by the low optical power at the CLA path and the poor
modulation performance of the EAMSs, the assessment of the beamforming network was
impossible using the on-chip laser and the EAMSs. For these reasons an extended
experimental testbed was set up to validate the fundamental concept of the beamforming
network - the translation of a phase shift in the optical domain into the equivalent phase
shift in the microwave domain.

Figure 6.21 shown the modified experimental setup for the specific testing. More
specifically, a DFB laser generated an optical carrier at 1554.94 nm which was split into two
optical paths using a 90/10 optical splitter. The 90 percent of the optical carrier was
modulated using a bulk EAM by a microwave sinusoidal signal at 15 GHz generated by an
AWG. The dual sideband signal at the output of the EAM was amplified to compensate for
the insertion losses of the EAM and subsequently, it was filtered by a wavelength selective
switch resulting in a single-sideband signal.

Afterwards, a second amplification stage was deployed to compensate for the insertion
losses of the module. Before entering to the module from port [6], an optical filter was used
to filter out the out-band noise. On the other optical path, the unmodulated carrier was
amplified and filtered before entering to the module from port [7]. In both optical paths
polarization controllers were used to correct the polarization states of the incoming optical
signal. The optical phase shifters located between the rows of the Blass matrix are
controlled in order to define the relative phase difference which will be translated into the
microwave domain. Taking advantage of the Mach Zehnder interferometers which
constitute the four nodes of the Blass matrix, the optical signals are routed inside the matrix
and were combined using an MZI before exiting from the port [9]. At the receiver side, an
EDFA and an optical filter are used to amplify the signal and compensate the losses of the
module. The detection is performed by means of a single photodiode and the generated
electrical signal is directed to an equivalent time sampling oscilloscope. Figure 6.22 depicts
the received eye diagram of 15 GHz sinusoidal signal after the combination process. In
principle, any relative phase shift between the optical carrier and single sideband optical
signal would result in a time shift of the detected sinusoidal signal. However, the use of the
very long fibers to connect the bulk components with each other and the use of the also very
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long fiber array to couple the optical signals to the module, made it very difficult to stabilize
the phase difference between the optical carrier and the single sideband optical signal. On
the other hand, in the integrated version of this experiment the relative phase would be
stable and controllable enabling the beamforming operation.

6.6 Baseline characterization of an 8x8 Blass matrix optical beamformer
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Figure 6.23: Functional layout of the Module-1 consisting of the 2 PolyBoard chips (in blue) with eight InP-
EAMs integrated on the PolyBoard chip; and TriPleX chip (in red) with 8x8 multi beam OBFN.
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Figure 6.24: a) Picture of the assembled Module-1 prototype that accommodates an array of 8 InP-EAMs and
an 8x8 optical beamforming network and (b) & (c) zoom-in pictures of the PolyBoard-InP section and TriPleX
chip, respectively.

For the Module-1, it has been agreed to implement one design consisting of the basic
building blocks needed for the implementation of the 8x8 multi-beam OBFN. Figure 6.23
depicts the functional layout of Module-1. In this prototype, the optical carrier is generated
by an external laser source which is coupled to the TriPleX chip via the fiber array. On
TriPleX, the optical carrier is firstly split into 2 branches by a tunable coupler (TC). The
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Figure 6.25: Measured P-1 curve of the integrated DML laser used for the interconnection of Module-1 with an
optical fronthaul network.

lower branch contains a 1x8 splitter, consisting of TCs, to supply an array of eight InP-
EAMs. The upper branch is used as CLA. The modulated optical signals propagate over the
interface between PolyBoard and TriPleX. At TriPleX, the signals are filtered by ring based
single sideband suppressed carrier filters. Afterward the processed signals are coupled to the
8x8 Blass matrix OBFN where they acquire the proper relative amplitude and phase
relationships according to the desired steering angle of each beam. At the output of the
OBFN, the signals are coherently combined with the unmodulated carrier from the CLA on
TriPleX. This mixing is performed by the CRI section consisting of TCs. The mixed signals
are detected by sixteen balanced photodiodes. The photodiodes are integrated on an InP
platform and mounted on top of the PolyBoard chip which is placed on the interface
opposite to the InP-PolyBoard modulator array chip. The TriPleX chip is also equipped with
test ports to mainly analyse the performance of the individual components within OBFN
building block. Both chips have a set of waveguides in order to perform the alignment
procedures between the two platforms using 2D integration engine. Additionally, for the
generation of the data signal that is transmitted into the optical fronthaul network, a directly
modulated laser (DML) is used. The DML is butt-coupled to the PolyBoard/InP chip.
Finally, it should be mentioned that the phase actuators integrated inside the Blass matrix
are PZT-based while the actuators of the splitting, combining, and filtering stages are
thermo-optical. Figure 6.24 presents picture of the assembled Module-1 prototype.

The first step for the baseline characterization of the prototype was to assess the
performance of the integrated DML and more specifically, to evaluate its capability to
generate optical modulated signal with On-Off Keying (OOK) modulation format. As it is
described in Chapter 3 [32], the DML can modulate the amplitude of the generated optical
carrier by modulating the injection current of its gain section. Figure 6.25 shows the output
optical power of the DML with respect to the amplitude of the injection current (P-I curve).
As observed, for currents below 20 mA, the DML operates within the spontaneous emission
regime while for higher currents, the DML works within its stimulated emission regime.
The output saturated power was equal to 0 dBm for 90 mA injection current. For a direct
modulation, the injection current should be limited between 20 mA and 90 mA. However,
for linear amplitude modulation, the injection current should be further limited to a smaller
regime in order to ensure the DML operates in the most linear part of its P-1 curve.
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Figure 6.26: (Left) Eyediagram of the generated electrical signal at 2 Gbaud symbol rate that modulated the
amplitude of the optical carrier of the integrated DML laser and (right) the eyediagram of the recovered
electrical signal after the photodetection stage, using an external photodiode, and the offline processing by the

DSP toolkit.
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Figure 6.27: (Left) Eyediagram of the generated electrical signal at 3 Gbaud symbol rate that modulated the
amplitude of the optical carrier of the integrated DML laser and (right) the eyediagram of the recovered
electrical signal after the photodetection stage, using an external photodiode, and the offline processing by the

DSP toolkit.
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Figure 6.28: (Left) Eyediagram of the generated electrical signal at 4 Gbaud symbol rate that modulated the
amplitude of the optical carrier of the integrated DML laser and (right) the eyediagram of the recovered
electrical signal after the photodetection stage, using an external photodiode, and the offline processing by the

DSP toolkit.
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Figure 6.29: Layout of the TriPleX chip of the assembled Module-1.1t includes a 1x8 splitting network, 8
SSBSC filters, 8x8 Blass-matrix OBFN, and 8 power combiners.

For the purposes of this testing campaign, a state-of-the-art Keysight arbitrary waveform
generator and an external bias-Tee was used to generate the baseband electrical signal that
was coupled to the DML with the proper DC bias. The output of the DML was coupled to a
port of the fiber array and by using an external photodiode, the optical modulated signal was
detected. The generated electrical signal was sampled and stored by a Keysight real-time
oscilloscope and processed by the developed DSP toolkit. Error! Reference source not f
ound.Figure 6.26 - Figure 6.28 present on the left-hand side, the eyediagram of the input
electrical signals at 1 Gbaud, 2 Gbaud, 3 Gbaud, and 4 Gbaud symbol rate, respectively, and
on the right-hand side, the eyediagrams of the recovered signals after the DSP toolkit. As
observed from the graphs, an error-free operation could be achieved for symbol rates up to 4
Gbaud assuming that a FEC code is used at the receiving side.

The next step in the characterization of the prototype was the testing of the 8x8 Blass
matrix beamforming network. The network consisted of 64 MZIs with a PZT-based phase
actuator integrated in one of their two arms and 56 PZT-based phase actuators integrated in
one of their two output ports. Therefore, for the proper tuning of the Blass matrix, 120 PTZ-
based phase actuators should be configured, without taking into account the thermo-optical
phase actuators of the splitting, combining, and filtering stages. As explained in 6.2
paragraph (Step 4), for the correct routing of the optical signals from the input ports to the
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output ports, we need to know the self- and cross-coupling coefficients of all the MZIs of
the network. To do so, we utilized the additional fiber array ports that are directly connected
to the unused input port of the MZIs of the eighth row (see Figure 6.29) and the ports
connected to the unused output ports of the MZIs of the eighth column (see Figure 6.29).
More specifically, we coupled an unmodulated optical carrier, centered at 1560 nm, to the
input ports of the MZIs of the eighth row and we monitored the optical power at the output
ports using a sensitive optical power meter. Taking into account the network topology and
how the MZIs are interconnected, we started our characterization procedure from the MZI
located to the eighth row and column because its input and output ports are accessible from
the fiber array. After the characterization of the (8,8) MZI, we continued with the
characterization of the (8,7) MZI and for this, we coupled the optical carrier to its unused
input port while we set the (8,8) MZI at the cross-biasing point, meaning that the optical
signal from the (8,7) MZI is coupled to the optical power meter. Following this approach,
the MZIs of the eighth row were fully characterized. For the characterization of the MZIs of
the seventh row, we set the MZIs of the eighth row to the bar-biasing point and we repeated
the same procedure starting from the (7,8) MZI. Using this methodology, all the MZIs were
fully characterized. Figure 6.30 depicts the measured extinction ratios of the all the MZlIs of
the matrix. As observed, from the total 64 MZIs, after several actuations (from cross to bar
and vice versa), only 23 were fully functional with extinction ratios from 23.3 dB to 1.75
dB. These results show that the yield of the PZT-based phase actuators was 36 %.
Consequently, the poor performance of the phase actuators did not allow the signals to be
routed from any the input to any output ports and as a result, we could not use this 8x8
matrix or any other submatrix as a beamforming network.
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Figure 6.30: Extinction ratios of the MZIs constituting the Blass-matrix beamforming network. The
performance of the PZT-based actuators was deteriorated after several actuations.
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Conclusions of Chapter 6

Using a theoretical analysis and extensive simulation studies, this Chapter has set a solid
background for the optical implementation of a Blass-matrix network using MZIs and
optical phase shifters and has described its possible use as a multi-beam optical
beamforming network in next generation of wireless systems. Working with optical signals
that are amplitude modulated by microwave tones, the possibility to transparently translate
the optical phase shifts inside the Blass matrix into an equivalent set of phase shifts in
the microwave domain was proved. Based on this translation, an algorithm for the
configuration of an MxN matrix, taking into account the inherent properties and the
limitations of the MZIs as tunable optical couplers was presented. Moreover, using a
simulation setup that models the operation of the Blass-matrix in the case of optical inputs
with microwave QAM signals, the possibility for multi-beam operation at 28.5 GHz was
validated and evaluated by calculating the BER performance of the decoded signals with
respect to the order of the QAM format, the symbol rate and the pulse shaping parameters.
Despite the presence of the beam squinting effect, in all cases, where the symbol rate was
lower than 3 Gbaud, the BER was lower than 107, showing that the impact of the specific
effect can be tolerated. Finally, the impact of the additional frequency dependence of the
optical Blass matrix operation due to the inevitable fabrication asymmetry of the MZIs and
the Blass matrix itself was investigated as well as the impact of the inaccuracy in the
adjustment of the phase shifters and the fabrication of the 3-dB couplers inside the MZIs. In
all cases the limits that ensure high-quality operation were identified, and it was confirmed
that the current fabrication techniques and optical building blocks can respect these limits.

An actual implementation of this type of optical beamforming network requires the use of
a photonic integration platform for the fabrication of the circuit as a compact device with
stable optical phase relations. TriPleX appears as an ideal platform for the core part of this
circuit thanks to its low propagation loss and its possibility to offer dense photonic
integration leading to large-scale circuitry. Apart from its fabrication, a crucial issue for the
practical operation of this circuit is its power consumption requirements. Main sources of
power consumption comprise the laser, the amplitude modulators, the driving circuits for
the amplitude modulators, the PDs, the transimpedance amplifiers after the PDs and of
course the phase shifters that are needed in the waveguides of the Blass matrix, in the MZIs
of the Blass matrix, in the MZIs and the MRRs of the optical filters and in the waveguides
that bring the optical carrier to the couplers for the carrier reinsertion process. While the
exact power consumption of all these elements can vary significantly depending on the
specific technology that is employed for their implementation, it is clear that the main
problem in an actual device can originate from the large number of phase shifters. As only
an example, the implementation of the 4x16 beamforming network that has been used as a
reference in the simulation study of the previous section would require a total number of at
least 156 phase shifters on an integrated circuit. Assuming that these phase shifters are
thermal in nature with heating electrodes, and taking into account that the power
consumption of a heating electrode on the TriPleX platform can be as high as 200 mW for n
phase shift, the total power consumption of the phase shifters can be close to 32 W, and thus
problematic. This power consumption refers to a reconfiguration rate of 1 kHz, which is
sufficient for the reconfiguration of beamforming networks in modern 5G systems. Using
this value, the total power consumption of the phase shifters becomes less than 625 mwW
leading to practical implementations.

Within the European project ICT-HAMLET, two optical beamforming networks based on
Blass matrix architecture based on the hybrid integration of InP-PolyBoard-TriPleX
platforms and the use of PZT-based optical phase shifters have been fabricated. More
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specifically, the first prototype (Precursor-1) included an InP laser source, two InP-EAMs, a
2x2 optical beamforming network, with PZTs and thermal heaters actuators, and two optical
filters both integrated in TriPleX, and four InP photodiodes. Due to the limitations imposed
by the low optical power at the CLA path and the poor modulation performance of the
EAMs, the assessment of the beamforming network was impossible using the on-chip laser
and the EAMs. Using external opto-electronics components, the on-chip filters were
characterized, demonstrating 14 dB attenuation at the stopband.

By analysing and applying the lessons learned from the fabrication and testing of the first
prototype, the next prototype (Module-1) increased the integration complexity by including
more building blocks that enhanced its system capabilities. In Module-1, the optical carrier
was generated externally and was coupled to the prototype using the fiber array. The first
building block of Module-1 was the splitting stage, consisting of MZIs connected in a
binary tree topology in TriPleX, where the optical carrier was split into eight equal power
copies. Afterward the optical signals were coupled to PolyBoard and from there to eight
InP-EAMSs. The modulated signals were then coupled back to TriPleX where were filtered
(rejection of the one sideband and of the carrier) and processed by an 8x8 Blass matrix
based optical beamforming network. The Blass matrix was purely based on PZT-based
phase actuators. Finally, the output signals were re-combined with the initial optical carrier
and detected by an array of sixteen InP photodiodes. Additionally, for the communication
with an optical fronthaul network, the prototype hosted a DML. The baseline
characterization of Module-1 started from the testing of the DML where it was successfully
demonstrated that it could support OOK modulation format with symbol rates up to 4
Gbaud. The next step was the characterization of the 8x8 Blass matrix optical beamforming
network. To do so, all the MZIs of the matrix were characterized and their extinction ratios
were measured and reported. Based on these measurements, the yield of the PZT-based
phase actuators was 36 %. Consequently, due to the poor performance of the phase
actuators, the matrix could not operate as a multi-beam optical beamforming network since
it was not possible to route any input to any output.

The ICT-HAMLET has reached the end of its contractual lifetime in May 2019. Within
42 months, two integrated optical beamformers based Blass-matrix were designed and
fabricated for the very first time. On top of this huge effort, LioniX Int. and SolMateS [13]
have heterogeneously integrated also for the first-time piezoelectric films on TriPleX
platform, forming ultra-low power stress-optic modulators which were used as the basic
building blocks of the optical beamforming network. Therefore, despite the shortcomings
related to the system evaluation of its prototypes, HAMLET was clearly an ambitious
project pushing beyond their current technological capabilities, both TriPleX and PolyBoard
platforms, setting the bar too high for all the following endeavours in the field of
Microwave Photonics. In particular, regarding the core building block of the HAMLET’s
prototypes, the PZT-based phase actuators, LioniX has only recently reported that the
current yield of the PZT is around 90 % which is undoubtedly a significant improvement
compared to the PZT technology used in HAMLET and enables its use in LIDAR systems,
tuneable laser, telecommunications, and data center systems [14]. Moreover, the
development OBFNs based on the hybrid integration of the TriPleX, PolyBoard and InP
platforms are currently pursuing by the European project ICT-TERAWAY [15] which aims
to provide a set of photonics-enabled transceivers for application in beyond 5G networks
operating in W (92-114.5 GHz), D (130-174.8 GHz) or THz (252-322) bands.
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Chapter 7 — Conclusions and future work

7.1 Conclusions

Microwave photonics, as its name suggests, is an interdisciplinary research field that
combines microwave and photonics technologies. The added value that this filed brings
stems from the fact that can realize key functionalities that in the microwave systems are
either complex or even not directly possible. Among the various systems that microwave
photonics can really revolutionize, beamforming networks for communication or ranging
systems stand out on top of the list.

Within this framework, in this dissertation, the design, implementation, system integration
and performance evaluation of optical beamforming networks (OBFNs) for multi-element
antenna arrays were addressed. Following a holistic and systematic approach, we started by
analysing the theory that dictates the operation of such complex systems and we continued
with the design, implementation, system integration as well as performance evaluation of
four different OBFNs.

In particular, in Chapter 2 was described the theory of antenna arrays. Starting from the
fundamental characteristics of a single antenna, we introduced the concept of multi-element
antenna arrays, focusing on the arrays following a linear geometry. Subsequently, the array
factor of linear antenna arrays was derived and its relation with the underlying beamforming
networks was discussed. More specifically, we investigated which conditions should be met
in order to achieve single-beam, multi-beam, and multicast beamforming operation. Next,
we discussed the main difference between the two different OBFN approaches and in
particular, OBFNs based on true time delay and OBFNs based on pure phase shifters, which
is related to the beam squinting effect. In this chapter, we concluded presenting the
amplitude tapering technique which is an efficient approach to suppress the power of the
sidelobes.

In Chapter 3, we described the principle operation of the microwave photonics systems
by analysing the light generation, optical modulation, and photodetection units. The
outcome of this work was the development of a simulation platform that can emulate the
operation of the MWP systems developed into this dissertation. Additionally, in this chapter,
we reported on the key figure of merits of MWP system which are the link gain, noise
figure, and SFDRa.

Having a solid theoretical background, in Chapter 4, we reported on the design,
implementation, system integration and performance evaluation of a 2x4 OBFN based on
bulk micro-optics elements. More specifically, the 2x4 TTD-OBFN was developed using
commercial off-the-shelf optical modulators, optical delay lines, optical attenuators, optical
couplers and photodiodes and it can support single-beam, multi-beam and multicast
beamforming with continuous tuning of the beam angles and feed an antenna array with
four elements. The operation of the proposed OBFN is based on a number of ODLs for
introduction of time delays to the copies of the signals that correspond to different wireless
beams and different AEs. Through extensive simulation studies, we validated its principle of
operation and continued to its implementation, developing a complex experimental setup
that occupied almost 4 m?. In order to minimize the footprint of the OBFN and significantly
reduce its reconfiguration time, the OBFN was mounted into three rack units while its
reconfiguration process was automatized using a microprocessor and an array of servo
motors. Using QAM signals modulated around 15 GHz, the OBFN exhibited an error-free
performance for all three modes of operation (single-beam, multi-beam, and multicast).

The OBFN demonstrated in the previous chapter was a successful testing vehicle to
validate the theory, the simulation platform but also to demonstrate the inherent advantages
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of MWHP field for OBFNs. However, it was evident that the use of bulk optical components
increases the size, weight and cost of the OBFNs. To tackle this shortcoming and leveraging
the advancements of the photonic integrated circuit technology, in Chapter 5, we reported
on the development and system evaluation of a 1x4 OBFN-PIC based on the hybrid
integration of InP components in a TriPleX platform. More specifically, the OBFN-PIC
consisted of a hybrid external cavity laser, two InP phase modulators, a TriPleX SSBFC
optical filter, four TriPleX OTTDLs based on tunable eight MRRs, and four InP
photodetectors. The OBFN-PIC could process microwave signals with central frequencies
up to 40 GHz and impose continuously tunable time delays over wide operating bandwidths
without deteriorating the system performance. To that end, we assessed the performance of
the OBFN-PIC by measuring the link gain for operating frequencies from 0.04 GHz up to
40 GHz, and the NF as well as the SFDR23at 5 and 10 GHz. The maximum link gain was -
36.98 dB measured at 2.6 GHz. The NF was calculated to be equal to 38.28 dB and 41.95
dB at 5 GHz and 10 GHz, respectively, and the SFDR> and SFDR3 around 5 GHz were 70.5
dB-HzY? and 89.9 dB-Hz%3, respectively, whereas around 10 GHz were 67.7 dB-Hz'? and
88.8 dB-Hz??, respectively. Additionally, using 500 Mbaud QAM signals at 5 and 10 GHz
as input signals and an experimental setup that emulates the operation of the OBFN-PIC in
the downlink direction of a wireless system, we have evaluated the EVM and BER
performance of the decoded signals for beam angles ranging from 45° to 135°. In all cases,
error-free performance has been successfully achieved. This was the first time that a
concrete analysis of the system performance of a fully integrated OBFN-PIC was reported.

In Chapter 6, using a theoretical analysis and extensive simulation studies, we have set
a solid background for the optical implementation of a Blass-matrix network using MZIs
and optical phase shifters, and described its possible use as a multi-beam optical
beamforming network. For the configuration of a such MxN matrix, we have developed an
algorithm that takes into account the inherent properties and the limitations of the MZIs as
tunable optical couplers. Moreover, using a simulation setup that models the operation of
the Blass-matrix in the case of optical inputs with microwave QAM signals, the possibility
for multi-beam operation at 28.5 GHz was validated and evaluated by calculating the BER
performance of the decoded signals with respect to the order of the QAM format, the
symbol rate and the pulse shaping parameters. Despite the presence of the beam squinting
effect, in all cases, where the symbol rate was lower than 3 Gbaud, the BER was lower than
1073, showing that the impact of the specific effect can be tolerated. Finally, the impact of
the additional frequency dependence of the optical Blass matrix operation due to the
inevitable fabrication asymmetry of the MZIs and the Blass matrix itself was investigated as
well as the impact of the inaccuracy in the adjustment of the phase shifters and the
fabrication of the 3-dB couplers inside the MZIs. In all cases the limits that ensure high-
quality operation were identified, and it was confirmed that the current fabrication
techniques and optical building blocks can respect these limits.

Within the European project ICT-HAMLET, two optical beamforming networks based on
Blass-matrix architecture have been fabricated. Both prototypes were based on the hybrid
integration of InP-PolyBoard-TriPleX platforms while their core building block, the optical
beamforming network, consisted of PZT-based optical phase shifters. The first prototype
(Precursor-1) included a 2x2 optical beamforming network and was the testing vehicle to
optimize the efficient integration of the different photonic platform. Due to the high
propagation and coupling loss as well as the poor modulation performance of the EAMs, the
assessment of the beamforming network was impossible. Using external opto-electronics
components, the on-chip filters were characterized, demonstrating 14 dB stopband
attenuation.
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By analysing and applying the lessons learned from the fabrication and testing of the first
prototype, the next prototype (Module-1) increased the integration complexity by including
more building blocks that enhanced its system capabilities. The baseline characterization of
Module-1 started from the testing of the integrated DML, which would ensure the
communication between the prototype and an optical fronthaul network. The DML was
successfully characterized, achieving the generation of optical signals with OOK
modulation format and symbol rates up to 4 Gbaud. Subsequently, the Blass-matrix was
characterized by measuring the extinction ratios of all the MZIs of the matrix. Based on
these measurements, the yield of the PZT-based phase actuators was 36 %. Consequently,
due to the low yield of the phase actuators, the matrix could not operate as a multi-beam
optical beamforming network since it was not possible to route signals from any input to

any output port.

Table 13 outlines the research objectives, formulated at the beginning of this dissertation,
as well as the key scientific results that were achieved and fulfilled these objectives.

Table 13: Summary of research objectives and key achievements of the present dissertation.

Objective number and short description

Key achievements

1 | Development of a sophisticated
simulation engine and a DSP toolkit

tailored to MWP systems

¢ Development of a simulation engine that models
the key building blocks of a MWP systems and
emulates the operation of TTD- or PS-based
OBFNs and linear antenna arrays.
Related Chapters: 2, 3, 4, 5, and 6

e Development of a DSP toolkit including time
recovery, amplitude level control, 1Q imbalance
compensation, adaptive equalization, and carrier
recovery algorithms
Related Chapters: 4, 5, 6, and Appendix |

2 | Design and implement an OBFN based

on bulk micro-optics components

e Development of a 2x4 OBFN based on arrays of
tuneable OTTDL and VOAs. Automatization of
its  reconfiguration  procedure using a
programmable micro-processor and servo motors
Related Chapters: 4

3 | Experimentally validate the ability of
the OBFNs to support single-beam,

multi-beam and multicast operation

e Demonstration of single-beam, multi-beam, and
multicast beamforming using the 2x4 OBFN
Related Chapters: 4

4 | Characterize a fully integrated TTD-

OBFNs

e Experimental performance evaluation of a 1x4
TTD-OBFN by measuring the link gain, NF,
SFDRs; and assessing its system performance
using RF signals carrying with QAM modulation
formats
Related Chapters: 5

5 | Analyse the operating principle of
Blass-matrix
architecture and develop a novel
configuration algorithm for controlling

OBFNs based on

the optical components

e Development of a configuration algorithm for
MxN OBFNs taking into account the inherent
characteristics of the optical components
Related Chapters: 6

6 | Characterize the performance

matrix architecture

integrated OBFNs based on Blass-

e Experimental baseline testing of a 2x2 and 8x8
integrated OBFNs based on Blass matrix
architecture
Related Chapters: 6
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7.2  Future work

During the course of this work, several new ideas have been shaped and formulated
thanks to the fruitful discussions with many colleagues, but it was not feasible to be
thoroughly assessed due to time constraints. However, most of these ideas are currently
investigated within the context of Master or PhD theses. Future work concerns deeper
analysis of microwave photonics technology in order to improve the system performance of
integrated MWP system in terms of link gain, noise figure, and linearity and also to
investigate possible new MWP techniques and OBFN architectures that will enable its truly
commercial uptake not only in the 5G but also in the future 6G networks.
= Improvement of a MWP link/system
High-power laser sources: Tunable semiconductor lasers with a narrow linewidth have
found a wide range of important applications, reaching from coherent communications to
optical sensing. In particular, in a MWP link, the link gain depends quadratically on the
emitted power of the laser source. Therefore, it is of utmost importance the development of
high-power laser source in order to increase the link gain. Towards this target, LioniX Int.
has recently developed a dual gain laser cavity consisting of a tunable dual-ring cavity, two
InP gain sections equipped with phase tuners and two tuneable Mach-Zehnder integrated in
the TriPleX platform [1]. This novel laser can exhibit on-chip optical powers up to 20.7
dBm. As an example, by utilizing this laser source, the link gain of the 1x4 TTD-OBFN
reported in Chapter 5 can be potentially improved by 20 dB.

Modulator technology: Another crucial parameter that determine the link gain of a MWP
link is the VVz of the modulators. As explained through this dissertation, lower values of Vzn
lead to higher link gains and higher SFDRs. An approach to achieve this reduction is to use
push-pull MZMs that exhibit half V& compared to the phase modulators. For example, the
minimum V= of the InP-MZM provided by FhG-HHI is 2V [2]. Apart from the significant
reduction that can be achieved by using push-pull MZM instead of phase modulators is the
fact that can be monolithically combined with semiconductor optical amplifiers. In such a
way, the optical amplifier can boost the power of the modulated signal right after the MZM
and increase the link gain of the system. To avoid the saturation of the amplifiers, the
MZMs should be biased at the zero-transmission point in order to suppress the power of the
unmodulated carrier, as it is explained in Chapter 3. However, this approach increases the
system complexity since an ‘“new” optical carrier should be re-inserted before the
photodetection stage to enable the proper detection of the processed microwave signal.
Another excited alternative to the mature technology of InP modulators is the lithium
niobate on insulator (LNOI) technology. LNOI is one of the most attractive material for
photonics, not only due to its exceptional electro-, nonlinear-, and acousto-optic properties,
but also thanks to its potential to reduce the cost and enable scalable PIC manufacturing.
Combining the LNOI and TriPleX platforms allows to combine their strengths, offering a
unique solution beyond the capabilities of any platform that exist today. LNOI-MZM can
potentially exhibit Vz <0.9 V and insertion loss < 1 dB.

Power consumption: As described in Chapter 6, in order to solve the issue of the high-
power consumption of the thermo-optic phase actuators and eliminate the thermal crosstalk,
LioniX Int. has developed an alternative type of phase actuators based on the stress-optic
effect. In these stress-optic actuators, the stress is induced into the waveguide by a
piezoelectric PZT (lead zirconate titanate) layer, which is actuated by applying a voltage at
an electrode. When the PZT on top of the waveguide is exposed to an electric field, a
uniform electrical field is created in the vertical direction. Since the PZT layer is fixed, this
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expansion generates mechanical stress that is transferred to the underlying waveguide and
results in changes in the refractive indices of the SiO2 and SisNs4 layers, and thus changing
24
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Figure 7.1: Layout of a multi-stage OBFN architecture that can support the operation of antenna tiles with
hundreds of antenna elements.

the effective refractive index of the optical mode. The measured crosstalk of the PZT-based
shifters is almost 10 times lower compared to the thermo-optic phase shifter when the
distance between the waveguides is greater than 20 um. The measured static power
consumption of is well below 1 uW and less than 4 mW for & shift at 1 kHz excitation, and
therefore, more than 5 orders of magnitude lower than that of conventional thermo-optic
phase actuators. For example, the replacement of all thermal-phase shifters by their PZT-
based counterpart in the OBFN-PIC, presented in Chapter 5, can lead to a total power
consumption of less than 0.5 W and achieve reconfiguration times in the MHz regime.
Additionally, the total footprint of the stress-optic actuator is similar to that of thermo-optic
actuators due to the lower crosstalk to adjacent waveguides. These advantages make the
stress-optic actuator an excellent choice for the implementation of larger OBFNs and for the
next generation integrated photonic circuits. However, in order to fully replace the thermo-
optic phase shifters and develop fully functional prototype, PZT technology should be
improved in terms of yield.

= Novel OBFN architectures for serving large antenna arrays

Optical beamforming networks based on modular architectures: For large antenna
arrays with hundreds or even thousands of antenna elements, larger OBFNs are required.
However, larger OBFNs impose strict requirements in terms of fabrication yield and
increase the complexity of the packaging procedure. In order to extend efficiently the
capability of the OBFN these antenna structures, a modular design of multi-stage
beamformers. Following this design approach, multiple, small-sized OBFNs are combined
in a tree architecture to feed a large antenna tile. For example, assuming an antenna tile with
576 antenna elements (24x24), as the one shown in Figure 7.1, a three-stage optical
beamformer network can be practically implemented based on the use of TTD-OBFNs sizes
1x18, 1x8, and 1x4. More specifically, at the first stage, the modulated microwave signal is
transferred to the optical domain and processed by a single 1x18 OBFN with 18 parallel
OTTDLs. The output of each OTTDL is further connected to a 1x8 OBFN at the second
stage which includes in total 18 1x8 OBFNs. Subsequently, at the third stage the outputs of
the OTTDLs of the 1x8 OBFNs are connected to 144 1x4 OBFNs. Finally, at the end of the
third stage, the signals are converted back to the microwave domain and feed the 576
antenna elements. In order to compensate the high losses of this architecture, high-power
SOAs should be placed between the stages.

= Microwave Photonics for THz communication systems:

As part of the European project ICT-TERAWAY [3], OBFNs based on the hybrid
integration of the TriPleX and InP platform using PZT-based phase shifters are pursuing for
application in beyond 5G networks operating in W (92-114.5 GHz), D (130-174.8 GHz) or
THz (252-322) bands. Leveraging MWP concepts and photonic integration techniques,
TERAWAY will develop a common technology base for the generation, emission, and
detection of wireless signals within an ultra-wide range of carrier frequencies that will cover
the W (92-114.5 GHz), D (130-174.8 GHz) and THz band (252-322 GHz). In this way, the
project will provide for the first time the possibility to organize the spectral resources of a
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network within these bands into a common pool of radio resources that can be flexibly
coordinated and used. Figure 7.2 depicts an artistic layout of the TERAWAY transmitter.

Figure 7.2: Artistic layout of the hybrid, photonics-enabled platform for the generation of W/D and THz
signals. The following units are comprised and shown in the diagram: (1) Optical carrier generation unit, (2)
Optical phase locking unit, (3) Optical modulation unit, (4) Optical filtering unit, and (5) Optical
amplification, up-conversion and wireless emission unit. The structures are not shown in scale.

The units that will be brought together for the realization of this technology include:

Optical carrier generation unit (1): This unit will consist of a set of tunable lasers (TLS).
Each one of them will have a cavity that will span across an InP gain chip and the polymer
motherboard, and will generate an optical carrier with free selection of the emission
wavelength over a range of more than 10 nm (i.e. 1.25 THz) [4]. In order to keep this unit
compact, a single InP chip with parallel gain sections will be used. All TLs in this array
apart from the last one will generate the optical carriers that will be modulated by the
baseband or IF signals of the wireless channels. The last TL will be used for the generation
of the reference optical carrier that will be mixed with the other ones, enabling the up-
conversion process at the pin-photodiodes of the platform.

Optical phase locking unit (2): This unit will comprise an optical frequency comb
generator (OFCG) [5] and the necessary optical circuit in order to direct the optical comb
inside the TLs and lock their phases. As a result of this mechanism, the phase noise of the
generated signals at the PDs can be drastically reduced [6], [7]. The OFCG will be based on
a cascade of two PMs on a second InP chip.

Optical modulation unit (3): This unit will consist of a set of PMs on the same InP chip as
above, and will be responsible for the generation of the optical waveforms that will carry the
information content of the wireless channels. The PMs will be used in two modes. In the
first one, each PM will serve as a standalone modulator for the modulation of the optical
carrier by the waveform of a channel with 2.16 GHz bandwidth at an IF of 5 GHz. In the
second mode, the PMs will be part of an 1Q modulator (IQM) and will be driven by the 1/Q
components of a channel with 25.92 GHz bandwidth. The passive circuit of the IQMs will
be formed on the polymer motherboard.

Optical filtering and beamforming unit (4): This unit will be present in the TriPleX part
of the hybrid platform and will comprise a set of optical filters based on the combination of
a MZl with MRRs inside its arms. The design has a well-proven potential for high
selectivity and sharp transitions between its stop- and pass-bands. In TERAWAY, these
filters will be used for the suppression of the optical carrier and the lower sideband of the
optical waveforms carrying the IF signals, enabling their detection by the PDs. Moreover,
within this unit an OBFN based on Blass matrix architecture will be integrated. The OBFN
will accommodate the formation of up to four independent beams by a multi-element bow-
tie antenna with up to 16 elements (4x16 matrix).
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Optical amplification, up-conversion and wireless emission unit (5): This unit will be
responsible for the actual generation and emission of the wireless channels to the air. Within
this unit the optical waveforms will be combined with the reference optical carrier, will be

—

N y Q - ~ (b
Figure 7.3: Pictures of the first assembled TERAWAY Tx (a) and Rx (b), supporting the generation,

processing, amplification, emission, and detection of a wireless signal with central frequency from 92 GHz up
to 322 GHz.

amplified by SOAs to 20 mW per channel, and will be detected by PDs that will be co-
integrated with the SOAs on the same InP chip. The incidence of each optical waveform
together with the reference carrier on a PD will force this PD acting as a photonic mixer and
will result in the up-conversion of the IF or baseband signal carried by the specific
waveform. The carrier frequency after the up-conversion process will be equal to the
wavelength separation between the reference optical carrier and the optical waveform, and
will be controlled by the corresponding TL. After its generation at a PD, each signal will
drive a self-complementary bow-tie antenna [8] that will be part of the same layer stack in
the InP chip.

Figure 7.3 shows picture of the first assembled Tx and Rx TERAWAY prototypes.
Combined together, these prototypes can support the generation, processing, amplification,
emission, and detection of a wireless signal with central frequency from 92 GHz up to 322
GHz by a single antenna element at each side. Next steps include the design and fabrication
of a 1x4 Tx and 4-channel Rx, 2x16 Tx and 2-channel Rx, and 4x16 and 4-channel Rx. At
the core of the transmitters, an OBFN based on Blass matrix architecture with size 1x4,
2x16, and 4x16 will process and steer the emitted beams towards the receiver.

To conclude, microwave photonics is an exciting research field with a bright future.
Especially with the advent of the new generations of communication networks that push the
operating frequencies deeper in the mmWave range or even in the THz band, microwave
photonics can provide the techniques to generate, process, steer, and detect these high-
frequency signals. Of course, microwave photonics is still in its infancy compared to classic
microwave technology and a lot of improvements need to be done before its commercial
exploitation. However, thanks to the inherent advantages over the pure microwave
architectures and its capability to operate almost transparently to any microwave or THz
frequency have make Microwave Photonics the prominent candidate technology for future
communication systems. So, buckle up and enjoy the ride!
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Appendix I: Digital signal processing toolbox
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Figure Al.1:Reference DSP suite for the demodulation of the high-speed QAM signals of the high-bandwidth
channels

In this section, the key algorithms that have been developed for the demodulation of the
QAM signal throughout this work are described. Figure Al.1 depicts the block diagram of
the DSP suite that is implemented in the Matlab environment and will be served as a
reference for the implementation of the algorithms in the receiving baseband unit.
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Figure Al.2: (a) Real part of low-pass 16-QAM signal and its delayed version by half the symbol period, (b)
scatterplot of the reference signal assuming sampling frequency equal to the symbol rate and (c) scatterplot of
its delayed version.

In a wireless communication system, the output signal of the detector must be sampled
periodically, twice per symbol interval, to recover the transmitted information. However, the
sampling clock frequency is not synchronized with the symbol rate of the received signal
which results in a timing error. The effect of this timing error can be easily understood by
analysing Figure Al.2. More specifically, Figure Al.2 (a) presents the equivalent real part of
a low-pass 16-QAM signal as well as its delayed version by half the symbol period. The
timing error in this example is set at half the symbol period. Figure Al.2 (b) presents the
scatterplot of the reference signal assuming sampling frequency equal at the symbol
frequency while Figure Al.2 (c) presents the scatterplot of the delayed version using the
same sampling frequency. As it can be observed, when the timing error is not negligible,
after the sampling process pseudo-amplitude levels are created which can potentially
deteriorate the system performance. The square timing recovery (STR) algorithm is an
efficient, stable and non-data-aided (NDA) timing recovery algorithm [1]. This algorithm
does not require feedback of the signal and directly extracts the timing information from the
received signal, so that the timing error can be quickly captured. The timing recovery is not
influenced by the frequency offset and phase offset of the carrier, so it is prior to carrier
synchronization, right after the match filter and the analog-to-digital converter, as it is
shown in Figure Al.3. Based on the estimated timing error, the STR algorithm controls an
interpolator by determining the specific interpolation time. As a result, the output bit-
sequence of the interpolator is synchronized with the transmitted signal.
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Figure Al.3 (b) presents the block diagram of the algorithm. At the input of this chain, it is
assumed that the received signal, r(t), is a low-pass QAM signal that can be written as:

r(t) = Z a,g7(t — nT — £(OT) + n() (1)

, Where a,, is the complex transmitted symbol sequence, g is the transmission signal pulse,
T is the duration of the symbol, n(t) is the channel noise which is assumed to be white with
a Gaussian distribution , and &(t) is an unknown, slowly varying timing error.
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Figure Al.3: (a) High-level and (b) block-diagram representation of square timing recovery algorithm.

Xk

The signal is passed through a match filter with g (t) impulse response and is sampled at
N/T rate. The signal at the input of the STR algorithm can be written as:

= ()= 3, vl o) o () -
r—rN— angan nN (1.2)
n=-—oo
, Where g(t) = gr(t) - ggr(t). Afterwards, the signal is squared as it is shown in Figure
Al.3and its spectrum includes a spectral component at the symbol rate 1/T. The timing error
of the sampling point is expressed in the frequency domain as phase rotation of this spectral

component. The signal then can be expressed as following:
2

3 (1) 40 ()

Since g(t) varies very slowly compared to the symbol rate, we can assume that it remains
constant for a period of time, so we can group the data and then process the received signals
section by section. In order to extract the spectral component at the symbol rate, the DFT of
x;, should be computed to get the complex Fourier coefficient at the symbol rate. Assuming
that each section comprises of L symbols, the length is LN. The LN-DFT of the x;is given
by the following equation:

(1.3)

Xk =

2mwk
1)LN-1_ -
Xw = E:;;L)NN Xge NL (1.4)

For w=L the Fourier coefficients of the spectral component at the symbol rate are obtained
and given by the following equation:
2k
Xy=p = I((T;l:nll‘)l\ll’N_l xke_T (|5)

The calculation of the unbiased estimate of the normalized timing offset is actually the
calculation of the normalized phase of the X,,—; and be expressed as:

£ = ——-arg (Xy=1) (1.6)
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Figure Al.4: (a) Estimated timing error and (b) the time delayed input signal and the selected samples after the
STR

By using this timing estimation, the received signal is interpolated at the correct time
instants. Following this analysis and assuming that the time delayed signal of Figure Al.2,
the estimated normalized timing error is 0.5 as it is depicted in Figure Al.4 (a). After the
interpolation, the STR algorithm selects the optimum samples as it is shown in Figure Al.4
(b).

Amplitude level control

Signal level is an important parameter in discrete-time processing because many of the
DSP functions that need to be performed require precise knowledge of the signal amplitude.
The signal amplitude is dictated by the selected modulation format. To our specific interest,
for the modulation formats that have been used during this thesis, i.e., QPSK, 16-QAM, 64-
QAM, the power normalization factor (PNF) is 2, 10, and 42, respectively. Therefore, the
signal could be normalized using the following equation:

PNF
/Psignal (|'7)

SSnorm = SSin

IQ imbalance compensation

Ideally, the in-phase (In) and the quadrature (Q) components of a QAM modulation
format are orthogonal to each other. Within the system experiments, the QAM signals were
formed purely in the electrical domain using state-of-the-art high-speed signal generators by
mixing the two components with an intermediate frequency (IF). From the system
perspective, in practice the orthogonality depends on the physical dimensions, the impulse
responses, and the bias point settings of several electrical components and therefore any
slight deviation from the optimum operation point of any of these components can destroy
it. Therefore, the main component that could introduce this deviation in our experimental
setups was signal generators. The compensation of the nonorthogonality is based on the
Gram-Schmidt orthogonalization procedure (GSOP) [2]. The GSOP enables a set of
nonorthogonal samples to be transformed into a set of orthogonal samples. Considering the
two nonorthogonal components of the received signal, rx; and rx,, the algorithm returns a
new pair of orthonormal signals, I, and Q,. Assuming a baseband QAM modulated signal,
the 1/Q amplitude and phase imbalance can be described as following:
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(—0.5m-2_ 5l (T4 0.5 5y
Yex = Re(5rx) L)) o(0st) + Im(spy) JEosma)), (-2 (18)
Yrx = IX| +]IXq (1.9)

,.where I, and I, correspond to the amplitude and phase imbalance. The new pair of

orthonormal is given by the following equations:

o= 7 (1.10)
Qo =rxq -2 (1.11)
Qo = Lo (1.12)

P

Q

Where p =< rx; - rxq > is the inner product, P; = E{rx{} and P, = E{Q,} are the average
power of the rx; and Qj, signals, respectively. In essence, GSOP subtracts the projection of
the vector rx, to the rx; from the rxq, as it is presented in Figure Al5.
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Figure AL5: Vector representation and the key steps of the GSOP algorithm.

Figure Al.6 depicts the effect of phase imbalance set at 15° and 30° degrees and Figure
Al.7depicts the effect of amplitude imbalance set at 3 dB and 6 dB on the constellation
diagram of a QPSK signal with 20 dB SNR.
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Figure Al.6: (a) Scatterplot of an ideal QPSK signal with 20 dB SNR, and the effect of the phase imbalance on
the constellation diagrams considering (b) 15° and (c) 30°, respectively.
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Figure AL.7: (a) Scatterplot of an ideal QPSK signal with 20 dB SNR, and the effect of amplitude imbalance
on the constellation diagrams considering (b) I, =3 dB and (¢) I, = 6dB of amplitude imbalance,
respectively.

Figure AL.8 presents the case where both phase and amplitude imbalance deteriorate the
performance of the QPSK signal while Figure AL8 (c) presents the output of the GSOP
algorithm.
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Figure Al.8: Scatterplots of (a) an ideal QPSK signal with 20 dB SNR, (b) the same signal with 30° phase
imbalance and 6 dB amplitude imbalance, and (c) the signal after the GSOP algorithm.

Adaptive equalization

In a time-variant multipath and frequency selective wireless environment, the receiver
detects several constantly changing, delayed version of the transmitted signal. Therefore, the
propagation through this kind of wireless environments causes ISI. ISI deteriorate the
system performance since at each time instant multiple delayed symbols are overlapped and
detected simultaneously. As a result, the transmitted symbol at a specific time instant is
interfered by the symbols detected due to the multipath effect and are becoming
indistinguishable, increasing in this way the symbol to error rate. The ISI can become even
more severe in the case of bandwidth limitations either at the transmitter or at the receiver
side.

The equalizers are filters that attempt to mitigate ISI and improve the receiver
performance by emulating the inverse propagation channel response. Especially, in the case
of time-varying propagation channels, the filter tap weights should be adaptive in order to
adapt to the channel response over time. The estimation of the channel response can be
facilitated by the transmission of a training symbol sequence that is a priori known at the
receiver. However, in many communication systems, the transmission of a training
sequence is either impractical or very costly in terms of data throughput. For this reason,
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blind adaptive equalizers that do not rely on training sequence have been developed. In the
blind method of equalization, a property of the signal is used for the determination of the
instantaneous error e(n), which is used for updating the taps of the adaptive filter. The most
common used adaptive algorithm for blind equalization is the constant modulus algorithm
(CMA) which uses the constant modularity of the signal as the desired property [2]. CMA
assumes that the input signal has a constant amplitude at every instant in time. Any
deviation of the received signal amplitude from the constant value is considered as a
distortion induced by the channel. CMA attempts to remove the effect of the channel from
the received signal by forcing the output of the equalizer to be of constant amplitude. The
error is calculated constantly by the following equation:

€cma = Y(R— |Y|2) (1.13)

,where y is the signal at the output of the equalizer and R is dictated by the modulation
format and in the case of QPSK is equal to 2. The taps of the filter are updated using the
following equation:

Whew = Weyrr + MU * conj(rx) * e (1.14)

Figure AL.9 presents an example of the channel equalization of a QPSK signal transmitted
through an ideal transmitter in a wireless channel with impulse response h =[1+3i -5i 0.5 2-
3i 1]. Additive white noise is also added so the received signal has 20 dB SNR. After the
CMA, the signal has been equalized and the error has converged.
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Figure AL9: Channel equalization of QPSK signal. (a) scatterplot of the received signal after propagating
through a channel with h=[1+3i -5i 0.5 2-3i 1] and SNR 20 dB (b) scatterplot of the equalized signal after a
CMA with 17 taps.

The residual phase shift is fully compensated by the next algorithm. When high-order QAM
modulation formats with multiple radius are used, the CMA is replaced by the radius
directed equalizer (RDE) [3]. Compared to CMA equalizer, the error criterion in RDE is
based on the error between the equalizer output and the nearest constellation radius and is
defines as:

erpe = Y(Rx = [yl?) (1.15)
, Where R, is the radius of the nearest constellation symbol for each equalizer output.
Carrier recovery
The received complex symbols contain not only the desired phase modulation but also the
phase noise induced by the laser sources, the optical amplifiers and the photodiodes and a
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frequency offset in case of a frequency mismatch between the transmitter and receiver. The
variation of this noise is typically slower than the modulation rate and therefore, by
averaging the carrier phase over many symbol periods, we can obtain an accurate phase
estimation. The phase noise can be extracted by raising the received complex signal at the
Mth-power, where M is the number of the different symbols in a specific modulation format
[4]. The block diagram of the carrier phase recovery algorithm is presented in Figure Al.10.
For an example, for a QPSK signal, the received complex symbols are raised to the 4th
power to remove the phase modulation and ensure that only the phase noise is present. After
averaging this phase component with the phases of the adjacent symbols, the estimated
phase is unwrapped and applied to the symbol sequence, removing in this way the unwanted

phase shift.
Xin (k)

()™

1/M arg(-)

= Unwrapping

gt

Figure Al.10: Block diagram of the carrier recovery algorithm [4].

Figure Al.11 (a) depicts a typical constellation diagram of a received QPSK signal with
significant phase noise while Figure Al.11(b) depicts the same signal after the carrier phase

recovery.
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yopoktipa tovg. Emiong, Ba nbeha va evyopiotiowm tov tdon Avoplavoémovro, Evo mOALA
VTOGYOUEVO EPELVNTY, LE TOV OTOI0 €lyo TNV YOpd Vo CLVEPYOOTHD OTEVE TO TEAELTOIN
xpovio. Kot tov omoiov m Pondewa NTov mapa moAd onuavtikn. To yeyovog 0Tl 6e KOs
ePELVNTIKO TPOPANUA, KATOAYOUE OTO 1010 GULUTEPUGHO, OKOAOVOMVTOC O1POPETIKA
povomatio cuveyilel akdpo Kot Topa va pe ekmAnooet. Akopa, o 0eia vo evyaploTcm
tov Nworoo Avpa kor v Mapio Maccoodtn yo Tig evdopépovses cLiNTNCES Kot
noAbTIHES oVUPoVAES Tovg. Téhog, Ba MBela va gvyapioiow amd kapdiag tov Koot
Xprotoylavvn yio v moAvTun fonfeta, v vTOSTHPIEN TOL KO Y10 TIG EVYAPICTES CTIYIES
pog otnyv “féa”.

[MapdAinia, 6o NOeka va guyapromow Bepud tov Chris Roeloffzen, tov emomuovikd
vrevbvvo g LioniX International yio tqv moAdtiun Pondeid tov Kobmg peydho pépog g
SwtpPng etvan to amotédespa TG EEMPETIKNG LG CLVEPYACTOC.

Evyopiotieg yio v appovikn cuvimapén pog oto EQE, opsiho 1000 ota vedtepa 660
Kol moAondtepo péEAN, Mapild Zmvpomoviov, Anuntpn Amoctolomovro, I[lapackevd
Mnaxomovro, Zavvu [apackevomovrov, ['dvvn [avvodrn, I'dvvn Kovakn, Koota Toka,
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Xapn ZépPo, I'avvn Tlovddmovro, Niko HAdadn, Niko Apyopn, Anuntpn Korappovlio,
Xpnoto Zmabapdkn, Kovotoaviiva Koavtd, Anuitpn ZoPitoavo, Ilavayiowtn Toovpdon,
Anpntpn Fovvapidn, Baowa Aapmporovrov kot [T6Av BAdaon.

dvokd, dev Ba pumopovoa vo mToporeiym v cVvIpoed pov, NikoAétta [laviitva, n
omoia amotedel To d1kd pov amdvepo Apdvi. Tnv vxopltotd Yoo TV aydmn g Kot yio TV
apéplotn VIooTNPEN TG TOL POV Olvovv dVVAUTN VO GLVEXIC® Vo EEMOOOUOL KoL V.
TPo0dEV®.

KAetvovrag, Oa fela va mo to peyoddtepo 0Y0PIOTH 6TOV TATEPQ LoV, BaciAn kot ot
untépa pov, F'ewpyla, yio v aydmn tovg Kot Yo OAeC T1g Bucieg mov Ekovay TOGA POV,
Y10 VO, LITOPEG® VO CTOVAACH KoLl VO KUVIIYNO® T OVELPO, LLOV. XT0 adép@la Lov, Mapivo,
Agvtépn ko Taludpym, ota aviywo pov, Tewpyia, lodvva, BaciAn kot otov d1ddoyo,
XpNoto oAAG Kol otV ayamnuévn pov Xapd yio TNV ovVIOI0TEAT aydmn Kol GTOPYN TOLG.
20g VYOPIOTM OV £10TE TAVTA iAo LoV Kot pov divete amddyepa OAN TNV oydmn cog.
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