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Abstract

The aim of the present Doctoral Thesis is the development of a novel conceptual framework
for personalization in serious games (SGs) for health. The proposed framework leverages sensor
data for the recognition of player engagement during interaction with SGs for health in real time.
This approach aims to automatically generate game content based on player engagement, in-game
performance, and health-related needs. In the present thesis, two novel SGs for health are designed
and developed, aiming to promote self-health management in chronic health conditions and
incorporating mechanics to facilitate procedural generation of content. A novel technique, based
on a genetic algorithm, that employs heterogeneous data for procedural content generation (PCG)
in SGs for health is presented. Two carefully designed experimental processes are implemented to
investigate the feasibility of the proposed framework.

The experimental processes collect data from sensors and interaction with the SG for health
and investigate matters of player experience, educational value of the intervention, and efficiency
of the proposed PCG technique. The two employed SGs for health aim to promote food and nutrition
literacy and raise awareness and promote self-health management for obstructive sleep apnea,
respectively. Analysis for sensor-based real-time recognition of engagement is conducted by
approximating the ground truth, in terms of perceived engagement, through continuous
annotations by participants. Results indicate that the educational value of the first SG for health is
similar to a traditional intervention and demonstrate the predictive capacity of features extracted
from the collected data towards perceived player engagement. In addition, statistically significant
differences are revealed in terms of player experience in correlation with the generated content by
the PCG. Furthermore, the PCG technique’s capacity to rely on clinically relevant sensor data to
produce tailored game content is investigated in a pre-pilot study employing a SG for health for
children with type 1 diabetes and/or obesity. Results display the PCG’s effectiveness in generating
useful and relevant content, tailored to player needs, based on sensor and platform interaction
data.

Finally, the proposed PCG technique is evaluated with the use of deep reinforcement
learning (DRL) agents for automated playing. Results indicate an overall superiority in DRL agents’
training when exposed to SG content produced by the proposed PCG technique. Overall findings
included in the present Doctoral Thesis advocate towards the feasibility of the introduced
conceptual framework. The insights gained from the experimental processes provide convincing
arguments towards creating a closed real-time engagement feedback loop in adaptive SG for
health, based on sensor and interaction data.

Keywords: serious games, health, adaptivity, procedural content generation, sensors, real time
recognition, engagement



MepiAnyn

TTOX0G TNG Tapovoag AISaKTOPIkNG AlatpiBng eivat n avamtuén evog TPWTOTUTIOU
EVVOLOAOYIKOU TIAQULGIOU TIOU ETUTPETIEL TNV €ViOXUON Kal €EATOUiKEuon TNG TapPEUPacng Tou
npoodEpouy £Eumva mawvidia cofapol okomoU yia Thv vyeia (MXXY). To mpoTevOpeVo TTAAIOL0
aflomolsi Sedopéva Tou cUAAEyovTaAl ATTO ALOONTAPEC Yyld TAV aAvAyVWPLON TwV ETIUTESWY
TIPOOHAWGNC XPNOTN OE TIPAYUATIKO XPOVO KATA ThV aMnAsmtidpaor] Tou pe NEXY. H mpoogyylon
auth oTOXeVEL 0T SUVAULKA TIPOOAPHOYN TOU TIEPLEXOMEVOU TWV TaXViSiwy, ue Bacn ta
EKTIHWHEVA ETITESA TIPOCTAWGCNG, TNV ETIS00N 0TO TIALXVISL Kal TIG ISIAITEPES AVAYKES UYEIQG TOU
xpnotn. Ztn SatpiPn, oxedialovral kat avantvooovtal U0 TPWTOTUTIA METY TIOU ATTOOKOTIOUV
OTNV EVNUEPWOT, OTNV EKTTAISEVON KAl GTNV EVIOXUGN TG LKAVOTNTOSG QUTOSIOXEIPIONG XPOVIWY
VOONUATWY KAl EVOWHATWYOUV HNXAVIOUOUE TIOU ETIITPETIOUV TNV AUTOUATOTIONUEVT TIPOCAPHOYN
mieplexopevou (AMM). Mpoteivetal pia pwTtoTuT pebodoAoyia AMM mou BaocileTal o€ YEVETIKO
aAYOpPIOUO KOl OTOXEVEL OTO BEATIOTO KAl QUTOMATO EAEYXO TOU TtePlEXOMEVOU MXXY pe Baon
OUANAEYOUEVA ETEPOYEVH SESOUEVA. TO TIPOTEIVOUEVO EVVOLOAOYIKO TTAALGL0 a&loAoyeital cUpPwva
te SU0 KATAAANAC OXESIACUEVEG TIEIPAUATIKES S1aSIKATIEG.

OL TIEIPAUATIKES Stadikaaieg GUAEYOULV Sedopéva amod atodnTrpeg Kat TNV aAAnAemidpaon
pe MY kat Siepsuvolv INTAMATA EUTIELPIOS XPNOTN, EKTTASEVTIKAC agiag tTng TapEuBaong Kat
emidoong tng mpoTelvopevng pebodoroyiag AMM. Ta Svo NIXY mou a&lomolovvTal GTOXEVOUV GTNV
gvioxuon tng SlatpodIkng Tadeiag Kal TNV EVNUEPWON Kal EVioXuorn TNG aUTOSIAXEIPLONG TNG
UTIVIKAG  armvolag avtioTolxd. MpayUaToToLleiTal avaAuch yia avayvwplon TwV ETMESwY
TIPOOHAWGNG O TIPAYUATIKO XPOVO A&lOTIOWVTAS EMICNUEIWOELS TNG AVTIANYNG TTPOGNAWGNG aTO
TO XPNOTN OE TPAYUATIKO XPOvo. Ta amoTeAéoHATA UTIOSEIKVUOUV OTL TO TPWTO MIIY €xel
Tapopota ekmaldeuTikn aia pe mapadootakn TapEUPBacnh Kal €TISEIKVUOUV TNV TIPORAETITIKA
IKAVOTNTA XAPAKTNPLIOTIKWY TIoU £EaxBnkav amd Ta cuAAeyopeva Sedopéva Tpog Ta avTIANTITA
emineda mpoonAwang Tou Xproth. MapdAAnAd, AMOKAAUTITOVTAL OTATICTIKA ONUAVTIKEG SIadOPES
OTNV EUTIELPIiA XPHOTN TIOU OXETI(OVTAL E TO TIAPAYOUEVO TIEPLEXOUEVO aTtO TNV AMM. H Ikavotnta
™G TPOTEWVOUEVNG peBoSoloyiag AMM va ocuvutoAoyilet Sedopéva pe KAWIKA afia Tou
OUAAEyOVTAL ATIO ALOONTAPES YA va TIOPAYEL EEATOUIKEUUEVO TIEPLEXOUEVO AELOAOYEITAL OE TIPO-
TUAOTIKI MEAETN TTou aflomolel MEY yia maidid pe oakxapwdn diaBrtn tumou 1 rj/kat taxvoapkia.
Ta anoteAéopata apouotdlouv Thv IkavoTnta TnS pebodoloyiag AMM va TIpoBAAEL XPHOLUO Kal
OXETIKO LE TIG AVAYKEG TOU XPHOTN TIEPLEXOUEVO Ttalx VIS0V, Bact{opevn oe Sedopéva atodnTrpwv
Kal aAANAsTTiS paong.

TéNog, n mpotewvopevn pebodoloyia AMM eAéyxeTal PE TN XPNON TPAKTOPWY Badidg
nadnong mou ekmatdsvovtal va diatpéxouv to NIXY autopata. Ta anmoTeAEoUATA ATTOSEIKVUOUY
TNV QVWTEPOTNTA TNG EKTAISEUONG TIPAKTOPWY TIOU EKTIBEVTAL OTO TIEPLEXOUEVO TIOU TIAPAYETAL
autouaTa amo TNy mPoTevopevn pebodoAoyia AMNM. Ta cuumepdopata ou mapouvatalovtal oTny
mapovoa Atdaktopikn Aatptpn vrtootnpilouv Tn duvatoTnTA UAOTIOINONS TOU TIPOTEIVOUEVOU
€VVOLOAOYIKOU TIAALGIOU. Ta ATOTEAEOUATA TWV TEIPAUATIKWY S1aSIKACIWY CUVNYOPOUV OTN
Snuioupyia evog KAeloToU Bpoxou avatpododotnong TthG TMPOCHAWGNG XPHOTN O SuvapKA
uetaaAopeva MY, alomolwvrag Sedopéva atodnTrpwv Kat aAAnAemidpaong.

NEEerg kAeldLa: Ttaixvidia cofapol OKOTIOU, UYEIQ, TPOCAPHUOOTIKOTNTA, AUTOMATOTIONUEVN
TIAPAYWYH TIEPLEXOUEVOU, ALOONTHPES, AVAYVWELOT, TIPOCHAWGN



EKTETAUEVN TIEPIANYN

TTOX0G TNG Tapovoag AISaKTOPIkNG AlatpiBng eivat n avamtuén evog TPWTOTUTIOU
EVVOLOAOYIKOU TIAQULGIOU TIOU ETUTPETIEL TNV €VIOXUON Kal €EATOUIKEUON TG TAPEUPBACNG ToU
npoodEpouy £Eutva Tratxvidia coBapol okotou yia thv uyeia (MZXY). MNa TIC avaykeg Ttou
TIPOTELVOUEVOU TTAALoiou a&lototolvTal SESopEva TToU CUANEYOVTOL KATA TNV aAnAsTiS paon Tou
Xpnotn pe MXIZY amd atebnTPES yia TV avayvwplon Twy EMESwWY TIPOCHAWONG XProTth o€
TIPAYHOATIKO XPOVO. H TIPOOEYYION AuTH OTOXEVEL OTN SUVAUIK KAl QUTOUATH T(POCAPHOYT TOU
Teplexopévou MY, pue BAon Ta eEKTIHWUEVA ETTITIES A TIPOOHAWONG, TNV EMIS0OCN OTO TTALXVISL Kal
TIG 18laITEPEC AVAYKES Lvyeiag Tou Xpnotn. MNa tv afloAdynon Tou TIPOTELVOUEVOU TIAALGIOU
oxedtalovtal kal avarntuocovTtal S0 TPWTOTUTIA METY TTOU ATIOOKOTIOUV OTHV EVNUEPWOT], OTNV
EKTIASELVON KAl OTNV EVIOXUON TNE LKAVOTNTOS AUTOSIAXEIPLONG XPOVIWY VOOUATWY. Ta Ttatxvidia
QUTA EVOWHATWVOUV UNXAVIOHOUC TIOU SIEUKOAUVOUV TNV QUTOHUATOTIOINUEVH TIPOCAPHUOYN
TIEPLEXOUEVOU TOUG OE TIPAYUATIKO Xpovo. MapaAAnAa, oxedialetal Kat UAOTIOLEITAL TIPWTOTUTIN
neboSoAoyia QUTOUATOTIONEVNG TTAPAYWYHNS TiEpLlEXopEvou (AMM) mou Baoiletal otn Asttoupyia
YEVETIKOU aAyoptBuou (MA). H uebodoloyia autr) alomolei etepoyevr) Sedopéva yia to BEATIOTO Kalt
QUTOUATO EAEYXO TOU TIEPLEXOUEVOU MIYY. To TIPOTEIVOUEVO €VVOLIOAOYLKO TIAaioto a&loAoyeital
ovpdwva pe SV0 KATAMNAQ OXESIOOUEVEC TIEIPAMATIKEG SLOSIKACIEG. TN OUVEXEWA, N
mpotelvopevn pebodooyia AMM evowpatwveTal o TAATGOPUA TTAPEUPBAcNS TTou TtepAapBavel
M=2Y kat afloloyeitatpe Paon dedopéva amd alobnTAPEC TIAPAKOAOUONCNC CWHUATIKAG
SpaotnploTnTag Kal Slaxeiptong XPOviwv voonuatwy. H AlatpiBr) oAoKANpwWVETAL YE T XPron
eudLWV  TIPAKTOPwWYV  PBablac  evioxutikng  pabnong  mou afloAoyolv  QuTOpATA Th
(KOVOTNTA TIAPAYWYNG TIEPLEXOUEVOUL O METY.

1. MpooapuooTika Tatxvidia coapol okoToU yla ThV UYELd

Ta maikvidia coBapol okomou (NIX) amoteAolv eSS0 TTOU GUYKEVTPWVEL auEavopevo
EPELVNTIKO eVSladEPOV TNV TeAeuTaia dekaetia. MapdAAnAa, tapatnpEeital GnUAVTIKY AvBion Kat
O€ ETIUXEIPNUATIKO ETUTIESO E EKTIUNAOELS VA TIPORAETIOUY TTEpAITEPW EEENEN TO ETTOUEVA XPOVIA OFE
Taykoo Lo eminedo [13], [14]. H mpwth avadopd tou 6pou NI anodidetal og BiRAio TTou ekd6OnKe
To 1970 amod tov Clark Abt [17]. Amo t0Te ta NI éxouv e€eAxOel GNUAVTIKA KAl EVOWUATWVOUV
TEXVOAOYIEG QIXUNG ATIO TOMEIC OTIWG N TEXVNTH VONUOOUVN Kal N EIKOVIKN KAl €MAUENUEVN
TpayHaTIKOTNTA. 21N BiBAoypadia amavtdartal TA00G 0OPIoUWY OXETIKA UE TO TL OUVIOTA MXY, pe
£vav amnod Toug o Sladedopévoug va avadepel 0Tt Ta NIX amoTeAolv Tatxvidia Tou £XouV KATOLO
Baoikd oTtox0 TEPA amd auto TG Stackedaong [19]. H Siadikaacia tng oxediaong kat avamtugng evog
MY Oewpeital SUOKOAO Kal ATIALTNTIKO £PYO0, TO OTIOI0 XPEIALETAL TIOAU-ETILOTNLOVLKY) TIPOCEYYLON
[45]. Ot tapepPacels AUTEG A&lOTIOIOVY LNXAVIOUOUG TTatXVISIoU Yia TIETUXOUV TO «GoBapo» GTOXO
TOUG EVW TIAPEXOLV HLIA EUTIEIPIA TTOU XapaKTnpiletal amd vPpnAd emineda mpoorAwaong. Ma thv
€vioXuon TNG TOLOTNTAS TNG TTAPEURACNG TIOU TIAPEXOUV GNUAVTIKA €ival n UTIAPEN KATAAANAOU
oXeS1a0TIKOU TAALGIOU TToU BEUEAMWVEL TO OKOTIO TOU TtaLXVISIoU Ye oadr Tpomo [47]. Me tnv
e€ENEN Toug, Ta NI OewpolvTal TTAEOV ATTOSOTIKA EpYAAEia TIAPEURAGCNC TTOU OTOXEVOUV, AVAUESQ
o€ AA\a, 0TNV EKTAISEVON, TNV ATIOKTNON LKAVOTATWY, 0TV ULOBETNON CUUTIEPLPOPWY KAl OTNV
evnuépwon [1]. Ta epyateia autd Bpiokouv epappoyr os TANBoG TTediwy evilapEPovTog, OTWE N
ekmaideuaon, n (pooopoiwon, N Vyeia, N Tapadoaon Kat 0 Touptopog [20]. H uysia amoteAei évav amo
TOUC TILO ONUAVTIKOUG TOUEIS epappoyng Twv NZT [73]. Ta MZXY AsitoupyolV w¢ epyaisia KIVNTAG
KAl NAEKTPOVIKNG LYEIOG pe TTANBWPA TEAIKWY XPNOTWY OTIWG AoBEVEIC, TO AUECO TTEPIBAAOV TOUC,
UYL ATOMA, ETTAYYEAUATIEG LYELAC Kat potTNTES. Ta NZT amoteAoVV TTAEOV KALVOTOMES TIAPEURBATELC
UYELQG TIOU OTOXEUOUV OTNV ATIOKATAGTACH, OTNV EVNUEPWON, OTNV TIAPAYWYI] CUCTACEWY, OTN
Stayvwon, otnv tapakoAoubnarn, 6NV EVIoXUoN CUUTIEPLPOPWYV, OTNV QUTOSIAXEIPLON VOO UATWY,
otnv ekmaidsvon kat otn Oeparmeia [74], [75]. Mepikad mpoodata TAPASEIYUATO TETOLWY



mapepuPacewy amotedolv MIXY yia oxediaon XElPOUpYIKwY emepPBacswy [79], Tn HElwon Tou
OTIYHATOG OXETIKA PE To HIV [80] kat e€atopkeUpEVES TTAPEUBATELS PUXLIKAG LYEiag [83].

210 TAaioto TNe tapovoag ASakTopIknc AlaTpLBrS TIPAYUOTOTIOLEITAL EKTEVAC Slepelivnon
ouvagpouc BiPAoypadiag kat cvotnuatiky avalitnon apdpwv avackomnong mou avaiAlouvy To
medio Twv NIXY TI¢ TeAsuTaieg SUo SekaeTieg. To TAROOC TWV SNUOCLEVCEWY TTapPoUoIAlETaL OTNV
Elkova 1 kat uTtoSNAWVEL TNV AUENTLKNA TAGCT TIOU TIAPATNPELTAL 0TV EPEUVA OTO TIES 0. ATt T0 2016
Kal €melta sivat pavepry n avodo¢ oto TAARBOG Kal TN ouxvothta dnuooicvong Aapbpwv
avaokomnong mou agopouv MELY. NapdMnAa, mpaypatorolsital ta&vounon Twv apdpwy,
avaloya pe To mBUUNTO ATTOTEAECUA TWV TIAPEURATEWY TIOU AVAAUOUV Kol X0ALAlouV. SUVOAILKA,
QTIOTUTIWVETAL TO YEYOVOC OTL Ta XYY amoTeAoUV OUCLOCTIKEC TAPEUPBACELC yia TIAnBwpa
S1apOoPETIKWY TTAONCEWY KAl AVTIKEIUEVWY LYEiag. H ekmaidevon emayyeAUATIWVY UYELQG, N YPUXIKN
uyeia, n Slaxeiplon XPOVIWY VOOHUATWY KAl N ATIOKATAOTACH $AiVETAL TIWG ATTOTEAOUV T TIESIA
TIOU OUYKEVTPWVOUV TO HEYOAUTEPO EVSIADEPOV TNC EPEUVAS. To evSladEPOV TIOU TTapAThPELTAL
OTI( TTAPEUBAOCEIS AQUTEG evioXVel TNV TemoiBnon OTL €xouv TN SUVATOTNTA VA ATIOTEAECOUV
OUCLAOTIKA EPYOAEIQ TIOU LKAVOTIOIOUV TIC OAOEVA Kal QUEAVOUEVEG AVAYKEC TNG LYEIAC yia
TIPOBAETITIKEG, OTIOTPEMTIKEG, EEATOUIKEUUEVEG KAl  OUMMETOXIKEG TIPOOEYYIOEIS  TIOU
avtipetwmifouv ovyxpova mpoBAnuata. H Suvatotnta Twv MapeUBACEWY AUTWY VA TIAPEXOUV
€CATOUIKEVUEVN QVTIUETWTILON TOU XPMOTN UE AUTOMATO TPOTIO, £0TIAJOVTAC OE CUYKEKPIUEVEG
QVAYKEG €VW TIAPAAANAQ EVIOXUOUV TN OCUMUETOXN TOU OTn SlaxXeipton NG uyeiag Tou
xapaktnpiletat we¢ daitepa onuavtiky [43]. 1o mAaiolo TNG Slepelivnong avayvwploTnke
TIEPLOPLOUEVOS APLOUWY SNUOCIEVCEWY TIOU AVaAUOUV ThV KAvOThTa Twv MIXY yia autopatn
TIPOOAPUOYN TOU TIEPIEXOMEVOU TOUG TIPOG auT TNV KatevBuvon. Map’ OAa autq,
ouvuTtoAoyilovtag TtV poodathn SNUOCIEVOT] TOUG, TNV TACK TIOU TIAPATNPEITAL OTO TIESIO TWV
MY OGUVOAIKA Kal TIC MEANOVTIKEG KATEUOUVOEIC TNG £peuvag, OTWG ATOTUTIWVOVTAL OTNV
BiBAoypadia, n avadudpevn a&ia amod TNV EVOWUATWOT TETOLAG TIPOCAPUOOTIKOTNTAS o MEXY
QVAUEVETAL VA ATIACXOAOEL CNUAVTIKA TOUG EPEUVNTEG TA ETIOUEVA XPOVLA.

H TIpOCOPUOOTIKOTNTA ATIOTEAEL ONUAVTIKO TiEdio €peuvag yia Ta Pndlaka maixvidia. H
£VVOLO UTIOPEL VA 0PLOTEL WG, N SuUVATOTNTA Yl KATAAANAN TIPOCAPUOYH O UETABAAANOUEVEG
ouvOrkeg [88]. Ot TEXVIKEG TTOU aloTTOLOUVTAL VIO TNV EVOWHATWON SUVATOTNTAS TTPOCAPUOYNS TWV
TtaxviSiwv e€eAicoovtal ouvexwg Kat Baci{ovTal KUpiwg 0TOV TOUEN TNG TEXVNTHS VONUOGUVNG.
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Ta povtépva Pndlaka matxvidia £xouv Tn SuVATOTNTA VO TIPAYHUOTOTIOIOUV HOVTEAOTIOINGT TWV
TAKTWY, VA TIAPAYOUV SUVAUIKA TIEPIEXOUEVO, VO HETABAAMOUV Ta emimeda SuoKOAIAG TOUG
aUTOUATA KAl VO TEEPIAALBAVOUV XAPAKTNPEG LE PEAALOTIKN CUMTIEPLDOPA. [la TNV ETITEVEN AUTWY
TwV SuVaTOTATWY cuxva a&lottolovvTal TEXVIKEG AMM. Ta TTAEOVEKTHHATA ATIO TV EVOWHATWON
TETOLWV TEXVIKWYV EIVAL ONUAVTIKA KAOWG eVioXUOUV TNV TIPOCHAWGH TOU XPNoTh Kal BEATIWVOUV
NV gumelpia mawvidiov [91]. Ta MY, we epyaleia mapéuBacng, UTTopoUV Va EKUETAAAEUTOUY TA
TIAEOVEKTHUATO QUTA KAl VO UETORAAAOUV TO TIEPLEXOUEVO TOUG AVAAOYQ HE TIC AVAYKEG TOU
XPNoTh. Me TOV TPOTIO QUTO Sev TtePLoPi{OVTAL OTNV EVIOXUON TWV ETUTTES WY TIPOGNAWGH TOU, AAAA
BeATIWVOULY Kal TNV amodoorn TNG TaPEUBAcNS TIOU TIAPEXOUV. SUYKEKPIUEVA yia ta MY, ot
QVAYKEG TOU XPHOTN Utopouv va BacidovTal Kol o€ TTaPARETPOUS KAt XOPAKTNPLOTIKA TTOU adhopouv
TNV vyeia tou. MpPog¢ auth TtV KatevBuvon onuavtikh xapaktnpilstal n povrteAomoinon Twv
ouvVaLoBNUATWY TOU XPROTN KATA TNV aAANAETiSpact] Tou pe METY. TETOLEC TEXVIKEG UTIOPOUV VA
08nNYNoOULV OTNV AVAYVWPLON TWYV ETUTESWY TIPOCAWGTG TOU OE TIPAYHUATIKO XPOVO a&I0TIOIWVTOG
SeSopéva TIou TIPOKUTITOUV aTtd aAleBNTAPES Kal To 8to To Talxvidt. H TpoorAwon amoTteAsl
ONUAVTLKNA €VOEIEN yia TNV TIOLOTNTA TN EUTIELPIOG XPIOTN KAl UTIOPEL VOl EVIOXUCEL GNUAVTIKA TV
mapexopevn mapéuPacn [110].  Ou €€eAifelc otnv TeEXvoAoyia KaBIOTOUV EPIKTEC TETOLEG
TIPOOEYYIOEIC KOl ETITPETOUV TN SnUloupyld EEQTOUIKEVUEVWY TIAPEURACEWY ULYEIAC TIOU
ouvuTIoA0Yi{OUV TIC TIPOTIUNCELS TOU XPNOTH.

2. EvvoloAOYyIKO TTAQIOLO Yl T(POCOPUOOTIKOTNTA Of Talxvidia cofapou
OKOTIOU Yla TV LYELQ

Mo T Snuovpyia ELTVWYV Kal EEATOUIKEVIEVWY TapEUBacswy vyeiag tou Bacilovtatl og MXY
TapouclAaleTal TIPWTOTUTIO EVVOLOAOYIKO TTAQUCLO TIOU ETUTPETEL TN SUVAUIKN TTPOCAPHOYH TOU
TIEPLEXOUEVOU TOUC. TO TIPOTEIVOUEVO TTAQIOLO AELOTIOLEL KAVOTOUEG TEXVONOYIEC Kat uTtooTnPilel T
Suvapikn mpocappoyn Twv MNIXY oe SVo kateubouvoelg. H mpwtn katelBuvon oToxeVEl OTNV
gvioxuon TG TPoonAWGNG TOu XProTn oTnv mapéuBacn mou mpoodpépsl to NIXY péoa amod T
HOVTEAOTIOINON TNG OE TIPAYUATIKO XpOvo. H Se0Tepn KaTeDOBUVON OTOXEVEL OTNV AVAYVWPLON TWV
AVAYKWYV UYEIOG TOU XPNOTN KAl OTNV TIAPAYWYT] TIEPLEXOUEVOU KATAAANAO yia auTEG. 'Eva TAaioto
TIOU ETUTPETIEL TN SUVAMLKA Tipooappoyr evog MY Baociletal o Tpia emineda. ApXIka SeSopéva
Y10 TO XPOTH, OXETIKA LE TO ETLOUUNTO TIEPLEXOUEVO TTALXVISI0U, CUAAEYOVTAL KATA TN SIAPKELX TNG
aAAnAemtiSpaong tou pe to NIXY. H cuAoyr Twv Sedopévwy UTopEl va mpaypatomnolndei pe
OTATIKO TPOTIO, OTIWG MECW EPWTNHATONOYIWV 1 LATPIKOU GAKEAOU, N} UE SUVAULKO TPOTIO, OTIWE
HECW aLOBNTPWY N HETPIKWY TIOU KATAYPAPOVTAL ATO TO TALXVidl. TN ouVEXela, pe Baon ta
oUMeyopeva Sedouéva, KATAOKEVAJETAL KAl OVOVEWVETAL TO WOVTEAO XPHoTn. To HOVTEAO
TEPLYPAdEL Kat TEEPIAAUPBAVEL TIC ISIAITEPEG AVAYKEG KAl TIC TIPOTIUAOEIS TOU XPNOTN. TEAOG,
oxedtaletal Kat avamtuooETal EVPUNG TIPAKTOPAS TIOU TPOPOSOTEITAL ATIO TO LOVTEAO XPNOTH KAl
EAEYXEL TNV ETIIAOYN KL TTAPAYWYN KATAAANAOU TIEQLEXOUEVOU TOU MEXY.

TO TIPOTEIWVOUEVO €VVOLOAOYIKO TIAQIOLO TIOU Ttapouctadetal oTthv Tapouoa AlSAKTOPLKN
Alatpin otoxevel Kupiwg oe MIZY TOU eVIOXUOUV TNV IKAVOTNTA OQUTO-SIOXEIPIONG XPOVIWY
VOONUATWY TOU XPNOTH, AAAQ UTIOPEL VA YEVIKEUTEL KAl 0€ AAAEG edapUOYES. To TTAaicLo a&loTiolEl
ETEPOYEVH S£S0UEVA KAL TEXVIKEG LOVTEAOTIOINONG XPHOTN YA VA TIETUXEL TO GTOXO TOU. H gvioxuon
TOU eVSIAPEPOVTOG TOU XPNOTN OTNV TTapEUBach Tou poadépel To MEIZY TTpayUATOTOLEITAL HECA
amo £va KAELOTO BPOX0o €AEYXOU TTOU BEATIOTOTIOLEL TNV TIPOGNAWGH Tou. MapdAnAa, To mtinedo
SuokoAiag Tou Tatxvidiol petaBAaMetal Suvapika avaloya pe Thv emidoon Tou Xxpnotn. To
TIPOTEIVOUEVO TIAQIGIO0 ouVUTIOAOYI(El OTO OXESIAOUO TOU TIPOKANCELG TIou TtapouctalovTal o€
TapeUBACELS LYEIOG, OTIWE N METABANTOTNTA TWV OVAYKWVY TIOU Ttapatnpsital otn Staxsipion
XPOVIWV VOONUATWY Kal N SUoKOAla 0TV amodoTikn Tpowdnon aAlaywv cuumepidopds. H
EVOWUATWON NS duvatotntag oto MEXY va mapayel EEATOUIKEUUEVO TIEPIEXOUEVO EVIOXUEL TNV
anodoon TNG mMApPEUBACNS TIOU TIPOOHEPETAL KAl AVTILETWTI{EL TIC TIPOKANCELS AUTEC. Ma TV
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ETITEVEN QUTWY TWV OTOXWYV TO TTAAICL0 AELOTIOLEL OLKOVOUIKOUG KAl LN ETTEURATIKOUG aloBNTNPEG oL
ottoiot avayvwpifouyv ta emineda TPoonAwong Kat TapakoAouBolVv TIg avaykeg Uysiag Tou XpnoTn.
'Onw¢ ¢paivetal otnv Eikova 2 TO TIPOTEVOUEVO EVVOLOAOYIKO TIAQIOLO ATIOTEAEITAL ATIO TECOEPQ
emineda.

To TPWTO £TUTESO AVTITIPOOWTIEVEL TO METY Kat TEEPIAAUBAVEL TO TIEPLEXOUEVO TOU TIALXVISIOU,
TOUG HMNXAVIOHOUG avayvwplong TnG €midoong Tou XPNOTNn KOl TI( UETPIKEG TALXVISIOU TOU
oUAAEyovTal KATA TH Stapkela TG aMnAeTtidpaong. H emtiSoon Tou xpriotn avayvwpiletal pe Baon
pnxaviopoug emPpapevong mouv meptdapBavovtal oto MEXY kat apouvaotalel Siaitepn onpaoia
oTnv a&loAdynon tng emituxiog Tng mapepupaong. Ot LETPIKES TTatxVIiSIoL avadEépovTal o Sedopeva
Tou adopolv TN GuUorn TG AMNAETISpacNC HE TO TTAXVISL, OTIWE N SIAPKEL KAl N ouxvoTnTa
£VaoxXOANoNG, Katl XPNOLUOTIOOUVTAL CUXVA KATA TN HOVTEAOTIOINON TNG EUTELplag Taikth. To
SelTepo emimedo amoTeAEiTAL ATIO TOV EVPUN TIPAKTOPA TIOU EAEYXEL TNV ETUAOYH KAl TIAPAYWYN
TIEPLEXOMEVOU TTAIXVISI0U. 210 emimedo auto aglomotovvtal uébodot AMM ot omoieg oToXEVOUV OTNV
TAPAyWYr TIEPLEXOUEVOU TIOU Talplalel OTIC LSIAITEPEG AVAYKEG TOU XPNOTN, YE Bdon tnv
TAnpogdopia 1ov tpododoteital and Ta umolona emineda. To Tpito eminedo avayvwpilel ta
eTiMeSa TPOCHAWGONG TOU XPNOTHN OE TIPAYUATIKO XPOVO KATA TNV aAnAemtidpacr] Tou pe to MIY.
Ma v emitevén Tng avayvwplong alomolovvtat dedopéva amod alodnTnpeg Kat TAnpopopia Tou
ouAAéyovTal amo To £minedo tou MXX. To teAsuTtaio eminmedo cUANEYEL ETEPOYEVH SeSOpEVA TIOU
adpopouV TIG AVAYKEG UYELAG TOU XPNOTHN Kat TIG TPOdPOoSOoTEl 0TO SeUTEPO EMITTESO TTOU EAEYXEL TO
TIEPIEXOUEVO TOU TIALXVISIOU. TUYKPIVOUEVO WE TtopoOpola TTAQiola Tou avayvwpilovtal otn
BiBAloypadia, To TAaiclo TTou TpoTEiveTal oTnV Tapovoa Atdaktoptkn Atatpir StapEpel oTn
OTOXEUGHN TOU YIA TIPOGAPUOYT] TOU MEY 08 TTPAYHUATIKO XPOVO, EVW LKAVOTIOLEL TO SITTAO TOU OKOTIO.

Y10 MAaiolo TG mapoloag ALSakToptkng StatpiBng oxedtaleTal kat avamTUOoETAL TIPWTOTUTIN
uebodoroyia AMM mou Paociletat os FA. H pebodoloyia autr eotialel otnv Tapaywyn
TiEpLEXOUEVOL yia MIZY mou adopolv Xpovia vooruata, e oToxXo Tnv aglomoinon Tng yia Tnv
a&loAOynon ToU TIPOTEIVOUEVOU €VVOLOAOYLKOU TAatoiou. O TA oxedidletal yia va aflomolel
eTepoyevr Sedopéva Tou TPOKUTITOUV amod Ta UTIOAoLTta emimeda Tou TAALoiou. MapdAAnAa,
mepAapBavel T SuvatotnTta va HeTaBAAAel Suvaptkd tn SuckoAia Taixvidiol, evioxUovtag Thv
TIPOOAPHOOTIKOTNTA TOU XYY 6To omoio evowpatwvetat. Ot FA amoTeAoUV UPIOTIKEG HEOOSOUG

M Nepiexopevo
- moapvibot
MNpooappoyn
Suokohias
Avayzipuon Evmofnromol & Anddoan oto < A
voofparog non Tayvide

Ann

I

MNpooniwaon AwBnTrpeg
] A 2
Mpo-
enefepyaoio

Etkova 2: MPOTEIVOUEVO EVVOLOAOYIKO TIAQIGLO YIA TIPOCAPHOCTIKOTNTA O TtalXViSia coBapol okotoU yia TNV uysia.

MeTpLrsg
ToySlo
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TIOU AVAKOUV OTNV EUPEIA KATNYOPLa TwV EEEAKTIKWY aAyopiBuwy kat Bacilouv Trn AstToupyia TOUg
otn Bswpia TNG €€eMkTiknG Brodoyiag [139]. Ot FTA XpnotpomololvTal cuxva Yyl Tapaywyn
TIEPLEXOUEVOU LIE AUTOUATO TPOTIO TOGO o€ TalXVvidia yia Siackédaon [141], 600 kat og MX¥ [147],
£€eA0O0OVTOG TO TIEPIEXOUEVO TTALXVISI0U eV avalnTouv AUCH aTtO £vVa XWPO EVOEXOUEVWY UE Baoh
kptthpta mou opilovtat. MapdAAnAa, n SuvatdTNTA TOUC VA AVAVEWVOUV TO TIEPLEXOUEVO KATA TN
Stapkela Tou TatxvidloL Tpoadidel GNUAVTIKO TIAEOVEKTNA OTNY EPAPUOYH TOUG O TEXVIKEG AT
TIOU AELTOUPYOUV OE TIPAYUATIKO XPOVO TIaLXVISLoU.

H pon Asttoupyiag tou A mapouotaletat otnv Ewkova 3. To meplexopuevo tou MY
TEPLYPAPETAL WG OELPA YOVISiwY Tou oXnuati{ouv To Xpwuoowua tng pebodoloyiag. Ta yovidia
AapBAVOUV SUASIKEG TIMES, LE TNV TLUN «1» VA AVTIOTOLXEL OE TIAPOUOIA TOU TIEPLEXOUEVOU OTO MEXY
Kal TNV TIUN «0» 0€ amoucia Tou. Me TOV TPOTIO AUTO £Va XPWUOOWHO UTTOPEL VA SNULOUPYNOEL i Va
ETUAEEEL TTEPLEXOUEVO TTAXVLISIOV. T€ KABE yevid Tou A €va 1) TieplooOTEPa yovidia eTUAEYOVTAL HE
Baon ouvaptnoelg kataAAnAoTnTag Tou oxedtadovtal avaloya Ue To oTOXo Tou MIXY. Bdpn
avabétovtal og kKAOe yovidio kat ekmaldevovtal pe Bacn eTepoyev SeSopéva TTou GUAAEYOVTAL ATIO
TA UTIOAOLTTA ETUTTES A TOU EVVOLOAOYIKOU TIAQLGIOU. T TN OUVEXELA N a&ia TOU KAOE XpPWHOOWHATOG, N
oTIol0 TIPOKUTITEL A0 Ta eKTatdevpéva Bapn, uttoAoyiletal amo ocuvapTHoELS KATAAANAOTNTAG. Ta
kataMnAoTepa yovidia Oa xpnotpomotnfouyv yia va SnULoupyrjoouy TV EMOUEVN YEVIA. H pUon TG
Sladikaoiag avavéwong Bapwv Kal TWV ouvapTHoEwWV KATAAANAOTNTAC £€apTwVTAl ATo Th
mepBaMov maixvidiol oto omoio edpappolovtal. TEAOG, €va clOThUA Kavovwy emnpealel
Suvaputka tn SuokoAia Tou NIXY, avaloya He TV EMISOCN TOU XPHOTH, ETUAEYOVTAS TIOLO ATIO TA
kataMnAoTepa yovidia Ba alomoindei. 10x0¢ TnG peBodoloyiag autng ivatl va a&lotolnosl
TANBwpPa €TEPOYEVWV SESOUEVWY Kal va eAEYEEL TIEPLEXOUEVO MEZY e aTTOSOTIKO Kal EVEALIKTO
TpOTIO.

Tpéxouoa yevia - - MayvidL coBapou
XPWHOCWHATWY okomoU

Elkova 3: AUTOHOTOTIOINUEV TIApaywyH TIEPLEXOUEVOU TIaIXVISLIoU coBapoll okoTiol LE XPrion YEVETIKOU aAyopibuou.

3. Yxediaon Kat avamtuén TPOCAPHUOCTIKWY TIAXVISIWV coBapol okoToU yia
TNV LyEla

AVo TPWTOTUTIA NZXY TTOU OTOXEVOUV VA TIAPEXOLY TIAPEURATN Yia TN SIAXEIPLON XPOVIWY
voonuatwy oxedlalovral kat avamtuocovtal. To «Express cooking train» (ECT) [149] emuixelpei va
evioxUoel tn Slatpodikny maideia oe €dnBoug Kal VeapoUg eVAAIKEG, HE ATIWTEPO OTOXO TNV
UL0B£TNON CWOTWY SIATPODIKWY CUUTIEPLPOPWY KAL TILO LYLEIVOD TPOTIOU (WNG. H EAAEWPN TETOLWY
OUUTIEPLPOPWY EXEL CUVEEDEL LLE TNV EPPAVIOTN XPOVIWY VOGN UATWY, OTIWE 0 0aKXapwdng dtaBntng,
KapSlayyelaka vooruata Kat 0 Kapkivog [152], evw n IKAvVOTNTA Kal ETITUXIO OTOUWY OTNV
uloB£Tnon toug Tteplopiletal amo TNV EMNEWPN YVWONG OXETIKA LE TNV TIPOETOLUACIA YEVUATWY, TO
ueyebog pepidwy kat tn dtatpodikn a&ia VAIKwy. O oxedlacuog Tou ECT alomolel Eva TTPWTOTUTIO
EVVOLOAOYIKO TTAQUCLO TIOU EVOWMATWVEL OVTOAOyla cuvtaywv Kol kabodnyeital amo Oswpleg
HAOnong. komog Tou TAALGiou auTol ivatl n BEATIWON TNG EUTEIPIAG TOU XPHOTN KAl N EVioXuon
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™G Kavotntag tou MIZY va Asitoupyel w¢ mapépPacn uvyeiag. MapdAAnAa, To TaiXvidt
nepthapfBavet £va meptBaiiov ipooopoiwong koulivag, To oToio TPOPOSOTEITAL HE YVWON UEOW
NG ovtoAoyiag, Kal TAPEXEL SUVATOTNTEG EEATOUIKEUONG HECA ATIO EVa PEAAIOTIKO TtEpIBAAAOV
maixvidiol. To ECT avtAel otoixeia amo Ttpia €idn HOVIEPVWY YNdlakwy TAXVISIWY Kal
mepAapBAavel unxaviopous Kat et RPaBeVCELS TIOU UTTOPOUV VA AEITOUPYHO0UV WG LECOAABNTES yia
TNV emitevén tou emibuuntol oTOXOU.

To «Wake up for the future» (WuF) [125] eivat éva MIZY mou evioXUel TNV IKAVOTNTA
QUTOSIOXEIPLONG KAl EVIUEPWVEL OXETIKA UE TNV ATIOP PAKTIKI UTIVLK artvota (AYA). H AYA amotelel
v mo Stadedopévn Satapaxn UTVOU Kal €KSNAwVETAl PE emavalapBavopeva emelcodia
KATAPPEVONC TOU AVWTEPOU AEPAYWYOU TIOU 08NYOoUV O€ UEIWON ] AKOUA KOt SIAKOTIH TN PONG TOU
agpa pe Stapkela TouAaxiotov 10 SeutepoAémtwy [162]. H mabnon Bswpeital peilov dnuocio
ntnua, kabwe avtimpoowTtelsl 936 ekATOUMUPLA aoOeVEiG TTAYKOOMIWS To 2019 [163], evw ot
TEPLOOOTEPES (80%) TWV TIEPITITWOEWY TIAPAMEVOUY ASIAYVWOTEC. H 0woTH autodlaxeipton tng
VOOOU UTIOPEL VO WhHEANCEL A0BEVEIG TTOU TIACXOUV aTtO AYA Kal N EVaLoONTOTIOINGN OXETIKA UE T
OUMTITWHATA UTTOPEL va BonBnostl oTh Heiwon TNS uTTOSIAYVWONS Kat oTh BEATIwoN TG EKBaong TNS
vooou. H oxediaon tou WuF Baciletal o mapopolo mAaioto pe auto mou aglomoleitat oto ECT kat
EVOWUATWVEL TNV TPOTEVOpEVN peBodoAoyia AMM. To MIXY eVOWHATWVEL PUNXAVIOUOUG ATIO
Pndlakd maixvidla pHe KAPTES Kal 1 oXeSIAor ToU OTOXEVEL O€ EVAAIKOUG XPNOTES. MapdAAnAa, To
Tatxvidt xapaktnpiletal amo oevaplo Tou TTEPIAAUBAVEL AVOLXTO KOGUO KAl T(POCOUOLWVEL AYWVES
ETUXEIPNUATOAOYIAG LE TN XPrON KAPTWY TIOU TIEPIAAUBAVOUV ETUXELPIUATO OXETIKA LE TNV AYA.

H mpotewvopevn pebodoloyia yia Al eVOWHATWVETAL ETTIONG O TAQTPOPUA TTapEUBacng
[172] yia maidia mov maocxouv amd cakxapwdn Stafrtn TUMoOL 1 n/Kal maxuoapkia n ormoia
nepthapfBavel NZZY. Népa and to MEXY, n mMAatpopua amoTeAsital amd SU0 £PapPHUOYES yia
YlaTPOoUG Kat Yoveig kat a&lomolel Sedopgva mou cuAAEyovTal amo TANBwpa atedntnpwy Kat Thv
aMNAeTiSpacn Pe aUTH. ZTOX0G TNG TAATPOPUAS ATTOTEAEL N evioxuon TG IKAVOTNTAG AUTO-
SLOXEIPIONG TWV VOOUATWY HESA OATIO TNV TIAPAYWYH] EEATOUIKEUUEVOU TIEPLEXOUEVOU O HOPDN
UNVUUATWY KOl TIEPLEXOUEVOU TTatxVISIoU. To MNIZY mepAapuBAvel EKTIOLSEUTIKEG ATTOOTOAEG, Ol
oroieg oxedlaotnkav pe tn Borbeta emayyeAUATIWY LYEIQG, OTIWS ETHONG KAl ATTOOTOAEC Yia
Staokedaan. MapdAAnAa o XpnoTtng cUAAEYEL UAIKA GpaynTol Kol VOUIOUOTA, TC OTtoia UTopEl va
XPNOLLOTIOINOEL HECA OTO TIAIXVISL YIO VA ETOIMACEL YeLUATA Kal va aAAAEeL TV eudAavion Tou
Xapaktipa Tou. Mnvipata ou adopolv TNV TPO0do Kal EMIS0CH TOU Kal EKTAISEVOLV TO XPNOTN
OXETIKA E TO VOONUA TOu TtpoBAaAovTal o KATAMNAO XwPo Tou TtatxviSiov. TEAog, n €kBeon Tou
matSlol oTo TalKVviSt o€ nNUeEPnoLo €minedo meplopileTal péca amod T SuvatoTNTA Tou va Tailsl
HOVO 500 S10OECIUEG ATIOOTOAEG.

4. Avayvwplon TipoonAwaong o€ Ttatxvidia cofapol oKOoToU yia TNV VYELa

Ma t Stepelivnon tng SuvatoTNTAS AVAYVWPLONS TWV ETUMESWY TIPOOHAWONG KATA TN
Stapkela aAnAemtidpaong pe NIIY o€ MPaAyUATIKO XPOVo oXeSlAdeTal Kat UAOTIOLEITAL KATAAANAN
melpapatiky Stadikaoia. Asdopéva amod alobnTHPeS Kal To TaALXVidl, OTwWG TeplypAdETal OTO
TIPOTEIVOUEVO EVVOLOAOYIKO TIAQIOLO, GUAAEyOVTal KATA TV aAAnAemidpacn eikool evvéa
OUUUETEXOVTWY UE €kSoon Tou ECT. MapaAAnAa a&loAoyeital n amoTEAECUATIKOTNTA ToU MEXY wg
TIPOG TOV EKTIAULSEUTIKO OTOXO TOU, OTIWG ETIIONG KAl N EUTIELPIA XPNOTN. ETO TPWTO HEPOS TNG
melpapatiking dtadikaaciag, to ECT ouykpivetal pe evaMaktikn mapépPBaocn mou Baociletal oth
UEAETN UALKOV BaCIOUEVOU O€ KEIUEVO. KATAAANAX OXESIAOUEVA EPWTNUATOAOYLA TIOU 0hOPOLV OF
SLATPOPIKES YVWOELG ATIAVTWVTAL TIPLV, AUECWE HETA KAl pia eBSoudda peta Tig mapepPAcEIS. 1O
SelTepo  pEPOG TNG afloAoynong, N EUTEIPIX TOU XPNOTN QTOTUTIWVETAL HECW TOU
epwTnuatoloyiov eumelpiag matxvidiol. Katd tn SiapKela Tou Ttatxvidiol cUAAEYovTaL SedouEva
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Elkova 4: Txediaon melpapaTikig Stadikaoiag.

amo alodnNTAPA KAPSIAKWY TIAARWY, EEUTIVN KAPEKAA LE ALOONTAPES TEONC KAt TO (510 TO TtatXVidt.
la TI¢ aVAYKES TNG TIEIPAUATIKAG S1adIKaciag 0l CUUUETEXOVTEG XWPI{OVTaAL OE TPELG OUASES, OTIWG
¢daivetal otnv elkova 4. Katd tn S1apkela TNG MEIPAUATIKAG Stadikaciag TpaypatomotolvTal
BeAtiwoelg 0to ECT pe BAon amavTtroelg 0TO EPWTNUATOAOYLO EUTIELPIAC XPHOTH KAl CUCTAOELS TIOU
Sivovtal amo tnv opada A Kal TV opada eAEyXou. H emiMTwon Twv aAAaywV 0TV EUTIELPIA XPNOTH
QTIOTUTIWVETAL ATIO TNV OUASA CUUHETEXOVTWY B TIoU AAANAETIISpOUV HE TNV avavEWUEVN EkSooN
TOU TTatXVIdto0. TEAOG, N AVTIANTITA amd XPHoTn TIPOCHAWGT XPNOLUOTIOLEITAl WG TIPOCEYYION TNE
Baotkng aAnbeiag. Metd tnv oAokANpwaon tng aAnAemidpaong pe to ECT Ol CUUMETEXOVTEG
SnAwvouv ta emineda POoHAWGNG TOUG LE GUVEXH TPOTIO KABWE TTapakoAouBouv kataypadr] TG
0006vn¢ matxviSLoL Kat XpnotoTiolwvTas KATaAAnAo epyaleio [183]. H oxediaon Tng MEIPAUATIKIAS
Stadikaoiag mapouataletal oTny IKOVa 4. Miat opada £EL ETUTIAEOV CUUUETEXOVTWYV ETIIOTPATEVETAL
yta tn Badbpovopnon Twv atodntipwy tng £Eunvng kapEkAAC. AvamtioosTal KATAAANAN Epapuoyn
Y10 TOV UTIOAOYIOUO TWV KATWHALWY EVEPYOTIOINONE TWV AtoONTNPwWY TIiEGNS TNG EEUTTVNG KAPEKAAS
UE OTOXO TNV AvVAyvwPLoNn CUYKEKPIUEVWY KABIOTIKWY BE0swv Tou TapatnpolvTal Katd Th
SlapKela TN TEPAUATIKAG Stadikaaoiag.

H avdAuon yia TNV avayvwplon Twy emmESwY TIPOoNAWONG TOU XPHOTH OE TIPAYUATIKO
XPOVO Tpaypatomoleital oe SU0 emimeda. ApXIKA SIEPELVWVTAL CUOXETIOEIC UETAEY KABIOTIKWY
OTACEWY CWHATOG TTOU avayvVwpilovTal HEow TNG EEUTIVNG KAPEKAAG KAt TA ETTITIESA TNG AVTIANTITAS
amo To XPNOTn TpoonAwong. e Seltepo emimedo, afloloyeital n TPOPRAEMTIKA IKAVOTNTA
XOPOKTNPIOTIKWY TIou e€ayovTal amod To TANB0G €TEPOYEVWY SESOUEVWY TIOU GUAAEYOVTAL TIPOG
XOPAKTNPLOTIKA TIOU TIPOKUTITOUV ATtd THV AVTIANTITH artd To XpNoTn TpocnAwa. MNa thv avaiuon
auth kataoksudalovtal KATAAANAa Tapdbupa TapakoAoubnong ta omoia avTIMPOoWTIEVOUV
StadopeTikolg TUTOUG gumelpiag maixvidiol otnv €kdoon Tou ECT mou Xpnotpomotndnke Kat
YEYOVOTA UECA OTO TALXVISL TIOU AVOUEVETAL VA ETINPEACOUV Ta £TIMESA TTPOCNAWGNG XPNoTN. To
OUVOAO TWV SIEPEUVWUEVWY XOPAKTNPIOTIKWY Kal n KabloTikég Béoeig umoAoyilovtal yia ta
mapabupa mapakoAouBnong mou Snuoupyolvtat. H TIPORBAETITIKY (KAVOTNTA XAPAKTNPLOTIKWY
urtoAoyi{eTal PEOW SUASIKWY CUVTEAECTWY CUOXETIONG UE BAoN TIG LETABOAEG TOUG QVAUEDA OE
ouvamnta rapdbupa mapakoAovBnong. Aflomoleital pebodooyia Pndodopiag yia tTnv e€aywyn
TIOAUTPOTILKOU  XOPAKTNPELOTIKOU. H  avdAucn TIPAYUATOTIOIEITAlL HME  YPAUUIKO TPOTIO
XPNOLUOTIOIWVTAG OTATIOTIKA EPYAAELQ, OTIWG CUVTEAECTEG CUCXETIONG Kal Student’s t-tests.
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Elkova 5: Melpapartikr Siadikacia yla avayvwpLon MmmeSwy TPocHAwoNG O TIPAYUATIKO XPOVO.

H pebodoloyia yia Tn HEAETN TNE SUVATOTNTAS AVAYVWPLONEG TWV ETITESWY TIPOCHAWGCNG OF
TIPAYHATIKO XpOvo Ttapouotaletat oty Elkova 5. Ta amoteAéopata ThG LEAETNG SEXVOUV OTL TOCO
To coPapo Tatxvidt 600 Kat N TaPEUPRAc EAEYXOU eVIOXUOUV TIG SIATPOPIKES YVWOELS TOU XPNOTN
(p-value = 0,002, 0,025 avtiotoixa). H olykpton HeTall Twv V0 opadwv Sev Tapouotalel
OTATIOTIKA ONUAVTIKEG SladopéG avaueoa oTig duo mapepPacelg (p-value = 0,25). AvEnuéva
emineda  kavotnTag, eppamtiong, pong kat BOetikol ocuvalobnpato¢ SnAwvovtal oTo
EPWTNUATOAOYIO eUTEIpiag TTaLXVISIOU, YEYOVOS TIOU KATASEIKVUEL TNV EAKUOTIKOTNTA Tou MEXY.
TENOG, TA ATIOTEAECUATA KATASEIKVUOUV GNUAVTIKEG CUCXETIOELS KAl TIPORAETITIK LKAVOTNTA TTPOG
NV avTiAnyn TV EMMTESWY TTPOCGHAWONG TWV CUUUETEXOVTWY ATIO OAES TIG TINYEC SESOUEVWY TTOU
gpeuvwvTal. O TIOAUTPOTILKOG GUVSUACHOG XAPAKTNPLIOTIKWY TIoU Slepeuvatal epdaviel urtepoxn
WE TTPOG TNV TIPORAETITIKN TOU LKAVOTNTA EVAVTL TWV UTIOAOITIWY OVOTPOTIKWY XOPAKTNPIOTIKWY.
Ta amoTeAéCUATO QUTA OUVIYOPOUV UTIEQ TNG OKOTUHOTNTAC TNG AvVAyVWPLoNS OE TIPAYUATIKO
XPOVO TNG TPOOHAWGCNG Of TPOCAPHUOCTIKA MIXY XPNOWOTOWVTaS TNV TapouctalOpevn
T(POOEyyLoN.

5. AUTOHATOTIOINHUEVN TIAPAYWYI TIEPLEXOUEVOU OE TtatXViSIa 6oapol oKoToU
ylol TNV UYyEla

Mo v a&loAdynon tng SuvatoTNTAS TTAPAYWYNS EEATOUIKEUUEVOU TIEPLIEXOUEVOU OE METY pe
autouato TpoTo oxedlaleTal Kal VAOTIOLEITAL KATAAANAN TtElpapaTiki Sladikaolia pe EKSOOELS TOU
WuF 1tou evowpatwvouy th Bactopévn os FA peBodoloyia AlM. 1o mAaioto tn¢ Stadikaciag autrg
SlepeuvaTal n EMMTWON TOU TIAPAYOUEVOU TIEPLEXOUEVOU TNV EUTIEIPLA XPNOTN. ['la TO OKOTIO AUTO
avamntiooovTal TPel ekdooelg (A, B kat ') tou WuF oTIG OoTtoieq N Tapaywyn TEPLEXOUEVOU
TIPOYUOTOTIOLEITAL HE SIAPOPETIKEG TIOAPAUETPOUC KOl OTOXEVEL OTNV TIPOKANGH SIAPOPETIKAG
eumelpiag maixvidiov. Ot ekdoaoelg A Kal B evowpatwvouv Tn pebodoloyia mou Baciletal A, ot
OUVSUAGUO LE TO HNXAVIOUO YO QUTOUATOTIOLNEVN TIpooappoyr SuokoAiag tatxvidiol. H ékdoaon
A oxedialetal yia va TapEXeL epmetpia pe vPnAa emineda SuokoAiag Kat va dnutoupyel aiobnon
amoyonTeuong oto xpnotn. H €ékdoan B avtibeta, mpooapuolel opaAa tn SuckoAia Tn SuckoAia
TOU TTaX VIS0V Kat eVIoXVEL TNV KATAOGTACN porg Tou Xpnoth. H ékdoon I Sev xapaktnpiletat anod
SuvaTOTNTA AUTOUATNG TIPOCAPUOYHG TOU TIEPLEXOUEVOU TNG AVAAOYA LE TNV €MiSoan Tou XpNoTh,
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TIAPA XPNOLUOTIOLEL ATAG GUOTNUA KAVOVWY YA TNV TIOpAywyH TIEPIEXOUEVOU Kal UETAROAN TNG
SuokoAiag tne. Ot Tpelg ekdooelg Sev apouatalouy Kapia omTiky Stadopd TPog To XPHOTN Kat N
a&lotoinor) Toug OTOXEVEL 0T SIEPEUVNON TNG ETUTTTWONG TTou Ba £XOUV GTNV EUTIELPIA TOU.

H mpotewvopevn pebodotoyia yia AMM svowpatwveTal oTiC kdooslg A kat B tov WuF kat
SNUIOUPYEL TOUC AVTITIAAOUG TOU XPHOTH OTOUG AYWVEC ETILXELPNUATOAOYIAS TIOU TIPOGOUOLWVOVTAL
0To TalXvidl. Kabe tétolog avtimalog xapaktnpiletat amd ouvnBeleg Kat TEeTMoIONoelg Tou
emnpealovy TNV gudavion Kat thv ekpacn ¢ AYA. Ta XOPAKTNPLIOTIKA autd oxhuati(ouv To
Bloypadlkd TOU QAVTITIAAOU, TIOU TIAPEXETAL OTOV TIAIKTH, Kal TIC KAPTEG Tou Oa TpEmMEL va
QVTIUETWTIOEL OTO TraLXVidL. [a TNV EVOWHATWON Toug 0To A Ta XapakTnploTika xwpeilovtal o
KATNYOPIEC, KADE pia €K TwV OTIOIWV AVTITIPOCWTIEVETAL ATIO £VA YOVISI0 0TO XpWUOoWA Tou IA.
Ta Bapn Twv yovidiwy skmatdsvovtal pe SLodpoPETIKO TPOTIO OTIC EKSOOEIC A Kat B, avaioya pe Tnv
IKAVOTNTA TOU XPNOTN VA QVTIUETWTI{EL OWOTA TNV EKACTOTE YVWOLAKH KATNYOPIa OTO TTatXVidt.
Tuvaptnoelg KataMnAdtntag oxnuatidovial yia va emAEyouv Ta XpwHoowpata Tou Oa
OXNUATICOLV TOV ETIOEVO TTANBUGOWO TOu A KAl TO XPWHOOWUA TIou Ba SNULOUPYHOEL TOV AVTITIAAO
Y10 TOV EMOUEVO aywva eTIXEIpNUatoloyias. H ékSoon I Tou TtatxviSiol Xpnotuomoleitat wg Baon
oUYKPLONG Yla TIG EKSOOEIC A Kat B, pe Toug avTimaAoug Tng va oxnuati{ovtal pe tuxaio tpoto. O
UNXQAVIOUOC TIPOCAPOYNS TNG SUGKOALOG TOU TIALXVISIOU XPNOLUOTIOLEL €va OKOp Yia KABE Xpnotn
TO omoio peTaBAAAel avaloya pe Thv emidoon Tou. To okop auto emnpealsl to TARBOC Twv
XOPAKTNPIOTIKWY TOU QVTITIAAOU KAl KAT’ ETTEKTACT T SUGKOAIQ TOU TtatXvidtoU.

Y10 TTAQIOL0 TNG TIELPAUATIKAG Stadtkaciag, 42 CUUUETEXOVTES ETIOTPATEVOVTAL KAl XwpilovTal
og 800 ouadeg yia va aAANAeTiid pacouy pe SV0 ek800elS Tou MNITY, XWPI¢ TTPONYOUHEVN YVWON TWV
Stadpopwv pHeTall Toug. H pwtn opdda aAAnAeTISpd pe TIG ekSO0EIG A Kal I, evw n SeUTEPN HE TIG
ekd00e1¢ B kal I, og TuXaia 0€1pa, VW 0L CUVESPIEC A BAVOULY XWPK 0 SUO CUVATITEC NUEPES. MeTA
amo kabe ouvedpia, epappuoleTal TO EPWTNUATOAOYIO EUTIELPIAC TIALXVISIOU. Ta ATTOTEAECUATA TWV
EPWTNUATOAOYIWV ATIOKAAUTITOUV OTATIOTIKA CNUAVTIKEG SIAPOPEG OXETIKA UE THV avTIANPn Twv
XPNOTWV 600V apopd TNV aicbnon KavoTnTag, TV TPOKANCN KAl TNV APVNTIKA EUTELpia yia TIG
ekd0oelg A kat I avtioTolxa, Kat TNV aicnon LKavOTNTaG KAl THV APVNTLKY EUTIELPIA VIO TI EKSOOEIG
B kat I avtioToixa. H €kSoon B metuxaivel kaAUTepeg BabpUoAoyieg 0TV EUTELPiA XPROTH ATIO TNV
£kdoon I evw n €kSoaon A XelpoTepeS Babpooyieg otV eUTELpia XpoTh amo tnv ékdoon . ATt Ta
amoTeAéopata YiveTal cadEG OTL N tpoTtelvopevn pebodoloyia AMM umopsi va mapapetpormotnei
UE TPOTIO TtoU emNPeAlETAl ONUAVTIKA N EUTIELPIO TOU XPNOTN TIPOG TNV embuuntr katevbuvon.
TENOG, Ol GUUMETEXOVTEG SHAwaoaV OTL Sev Pmopecav va avtiAngBolv Stadpopeg avapeoa oTig

ekS00ELC.
Mepieyopevo Mnvupata
Mzzy nxxy

— -

— e

ATTOOTOAN 1 Katnyopia N

¥

ATI'OUTOI\I'] 3 Y1o-karnyopic 2

J ATl'OO'TO)\r.] 4 Y6-karnyopia 3
Elkova 6: Aladikaoia oxXnuatiopol Tou yoviSiou armoé To TEPIEXOUEVO TOU TIalxVISIoU coBapol oKOTIoU yia TV UyEia Kat
Ta UNVUUATA TTPOG TOUG XPNOTEC.
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TTN OUVEXELQ, N LKAVOTNTA TNG TPOTEIVOuEVNG peBodoloyiag AMM va a&lomolel Sedopeva pe
KALVIKE a&ia TTou GUAAEYOVTAL aTIO aloBNTAPEC yia TNV eTitevén e€atopikevong oe NIXY Siepeuvatat
OE TIPO-TUAOTIKN UEAETN. H peAETn TtepthapBavel 20 matdid OV TTACXOUV ATIO TIAXUCAPKIa Kal
AaAANAETSpolV pe TAaTGOpua TapspBaong mov mepthapBavel NIZY yia pia mepiodo dwdska
£BSopadwv. O MA EVOWUATWVETAL OTNV TIAATHOPUA KAL TIOPEXEL EEATOUIKEUUEVO TIEPLEXOUEVO UE TN
HopPr] TIPOCAPUOOUEVWY UNVUHATWY Kal artooToAwy tou MNEZY, AapBavovtac vmopn dedopsva
oL GUAAEYOVTAL Ao atoONTAPES Kat TNV AAANAETIISpAch TWV XPNOTWY UE TNV TAATHOpua. Ma T
SteukoAuvorn NG Asttoupyiag Tou FA TO TTEpLEXOUEVO TTALXVISIOU Kat Ta pnvopata Xwpilovtal o
KATNYopieg Kat oxnuati{ouv Ta yovidia Tou XpwHOooWHATOS OTIwE dpaivetal oTnv Eikova 6. Ta Bapn
TWV YOVISIWV TIou adpopolV TO TIEPLEXOUEVO TOU TIatxVISIoL ekmatdsvovtal pe Baon Tnv emidoon Tou
XpNnotn oe auto. Ta Bapn Twv yovidiwv Tou agopolv Ta pnvopata Tou TpofdaAlovral
ekrtawdevovtal pe Baon Sedopéva aAAnAemiSpaong HE ThV TAATHOPUA Kol atoOnTAPEC Tou
TIaPaKoAOUBOUV CWHATIKY SpacTnpElOTNTA Kat ToloTnTa UTvou. H ekmaidsvon twv Bapwv
TIPOYUOTOTIOLETAL QVA NUEPA Kal 0 A TIApAYEL VEEC YEVIEG XPWHOOWUATWY o€ eBSopadiaia Baon.
To XPWHOOWUA TIOU ETIIAEYETAL ATIO TN OUVAPTNON KATAAANAGTNTAC KaBoPIlEL TO TIEPLEXOUEVO TNE
mAQTPOpHag yia Thv eBSopada ou akoAoubei.

H avaAvon mou akoAouBel afloloyei TV KavotnTa TnG TPOTEWVOUEVNG AMM va mapayet
TIEPLEXOUEVO OXETIKO HE TA SeSopEVa TIoU CUAAEYOVTAL aTtd Toug atobnthpac, OTwS EMIONG Kat
avTIANYPn TNG OXETIKOTNTAG TOU TIAPAYOUEVOU TIEPIEXOUEVOU ATIO TOUG XPNOTEC HEoA QTIO
EPWTNHATOAOYIA T ATOTEAECUATO CUVNYOPOUV TIPOG TNV ATTOTEAECHATIKOTNTA TG AMM ooV
adopd tn Snuiovpyia eEATOUIKEUIEVOU TIEPIEXOUEVOU HE ETAPKI OUVAGDELA Kal XPNoIHOTNTa.
ATTIOKOAUTITETAL OTATIOTIKA CNUAVTIKN CUCXETION HETAEY TOU TIEPLEXOUEVOU TIOU TIAPAYETAL ATIO TO
A Kal TV S£80UEVWY TIOU CUAAEYOVTAL ATTO TOUC AloONTAPEC. Meiwon 0Toug SEIKTES TTou adopoLV
OUXVH] OWUATIK 8pactneloTNTa Kal KAAR Tol0TNTA UTIVOU OUVSEovTalL HE TNV gpdavion
UNVUUATWYV TIoU TIpowBoUv cuvadeic aAAayEG 0T CUTIEPIPOPA. TO YEYOVOS AUTO UTIOYPAUUIZEL TIG
SuvaTtoTNTEC TNC TIPOTEIVOEVNS HeEBoSoAoyiag AMM 0TOV EVTOTIOUO KAl TNV QVTIMETWTILON TWV
£EATOUIKEVUEVWV AVAYKWY TOU XPNoTh. MapaAAnAa, ue BAoh TIC ATAVTHOEL O OXETIKEG EPWTNOELS
ATOTUTIWVETAL N AVTIANYN TNG KATAAANAOTNTOG TOU TIAPAYOUEVOU TIEPLEXOUEVOU ATIO TOUG
XPNOTE.

6. AUTOUATOTIOLNKEVN SOKLUN TtatXVIS1ou coapol OKOTIOU Yia TNV UYELQ

H mpotewvopevn pebodoloyia yia AMNM mouv PBaciletal oe MA afloloyesital pe TN XpNon
TIPAKTOPWY Babldg eVIOXUTIKAG HABNONG YIO QUTOUOTOTIONUEVH SOKIUA TIAIXVISIWY. TEXVIKEG
QUTOMATOTIOINUEVNG SOKIUNG TTALXVISIWY XPNOILOTIOOUVTAL TIAEOV KATA KOPOV KATA TN SIApKELa
™G oxediaong kat avamtuéng PndLakwyv maixviSiwy. Ot TEXVIKEG AUTEC TTAPOUCIAlOUV ONUAVTIKA
TAEOVEKTIHATA AOYW TNG SUVATOTNTAG TOUG Yla TAXUTATH SOKIUA TIAUXVISIWV UE EMAVAANTITIKO Kal
OLKOVOULIKO TpOmo. Ma tnv afloAdynon Tng mpoTelvopevng pebodoloyiag mpaktopss Babiag
EVIOXUTIKNG puabnong ekmaidevovtal va mailouv autovoua 1o WuF. Me Tov TpOTO QUTO YiveTal
duvaTtr n TANPWS AUTOUATOTIOINUEVN a&loAOYNON TNG EVOWUATWHEVNG neBodoloyiag AN, xwpig
TNV AVAYKN ETIOTPATEVONG AVOPWTIVWY CUUHUETEXOVTWY. Ma va emiteuXOel autopatormoinon Kat
autovopia otn dokiun, oxedtaletal kat vAotoleital tapaAiayn Tou WuF n omola oTn Cuvexela
vevikeUeTal kat petadppalstal v pépel oe Tepypadikn yAwooa taxvidiol [228]. Méow tng
Stadikaoiag autrg dnulovpyeital KATAANAO TePIBAANOV TIOU ETIITPETEL OTOUG TIPAKTOPES Badidag
EVIOXUTIKNG Habnong va aAAnAemidpouv pe to NIZY péow epWTNUATWY. H Tteplypadikr yAwooao
TTaXVIS100 EMUTPETIEL THV AVATIOPACTACH AYVWOTWY TIAXVISIWY TIAPEXOVTACS TIANPOPOPIES OXETIKA
LLE TOUG KAVOVEG TOUG. [lal TNV AUTOUATN SOKIUN XPnotpotolovvTal Vo ekd0aoelg Tou WUF, pia o
evowpatwvel Tn pebodoloyia AMM Kal pia TTOU TTAPAYEL TIEPLEXOUEVO HUE ATIAG GUCTNUA KAVOVWV.
TTOX0G TNG Stadikaoiag amoteAel n Siepslvnon Siapopwv oTnV ekmaidevon Kat midoon Twv
TIPOKTOPWY OTAV EKTIOEVTAL OTO TIEPLEXOUEVO TWV SIADOPETIKWY EKSOCEWV. TO TTAAICIO AUTOUATNG
SOKIUNG paiveTal oTnV €1koOva 7.
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Ewkova 7: MAaioto yia autdpatn Sokiph matxviSiol cofapol 6koTol yia TV LYEia.

Fa TNV autopatn SoKIun Twv SU0 ekSO0EWY Tou TtatxviSlol ekmatdevovtal eikoot {euyapla
EexwploTwy TpakTopwyv Proximal Policy Optimization (PPO) [230] oe kaBe ékSoon tou MIXY. H
avAALON TNG ATIOKPLOTC TWV TIPAKTOPWY OTIC SIAdPOPETIKES ekSOoelC SieEayetal utoAoyilovtag To
UECO TIOOOOTO KEPSOUG KABE TIPAKTOPA Kal TN GUVOALKN aVTAMOLRr) TIOU TOU OTTOVEUETAL KAOE
100.000 Brjpata skmnaidevong. Ta anoteAéopata amnd tn Stadikacia ekmaidsvong Katadsikviouy
UL GUVOALKN UTIEPOXN TWV TIPAKTOPwY PPO Tou ekmatdevovtal 0tav ekTiBevtal o€ TTEPLEXOUEVO
TIOU TTAPAYETAL ATO TNV TIPOTEWVOUEVN peBodoloyia AMM, o oX€on UE TOUG TIPAKTOPEG TIOU
ekntatdevovtal otnv amAr €kdoon tou WuF. To H€oo TTooooTO VikNe BpEOnKe va sival onuavtika
UPNAGTEPO KATA LEGO OPO Yia OAA TA OEVAPLA EKTIAISEVONG HETA Ao 300.000 eTTOXES eKTaiSevONC,
OTwC¢ dpaivetal otnv Elkova 8. TPEIG KATNYOPIES OEVapPiwY 0pioTNKAV HETA TNV AVAAUCH CUUPWVA
HE TNV amodoon evtog Ttou malxvidiol. Ot TPAKTOPES TIOU QVAKOUV OTNV TIPWTH KaThyopia
mapouctalouv oNUAVTIKA KAAUTEPN amodoon amd thv apxr g dtadikaciag ekmaidsvong. Ot
TIPAKTOPES TNG SeUTEPNG KaTnyopiag £xouv eAadpws kKaAlTepn amddoon, n omoia gudavidetat
apyotepa oth Sladikaoia ekmaiSeuong Kat ot TIPAKTOPES TNG TPITNG KATNyoplag Xxouv Ttapouota
emidoon Kat oTig SV £k8OoElC Tou WUF. Agv TTapaTnEoUVTAL TIEPITITWOELG OTIOU Ol TIPAKTOPEC TIOU
EKTEONKAV OTO TIEPLEXOUEVO TIOU TtaPAyEL 0 FA £XOUV XAUNAOTEPN ATIOS00N O GUYKPLON UE TOUG
TIPAKTOPECG TIOU eKTtatdevovTal oTnV amAn €ékdoon tou WuF. Ta amoteAéopata autd amoTteAoUV
loxupr €vOel€n TPog TNV LKAVOTNTA TNG TPOTEIVOUEVNG peBodoAoyiag AMM va mpocapudlel To
TEPLEXOUEVO QVAAOYA [E TNV AVAYKN TOU TIAKTH.
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Elkova 8: MEoo TT0000TO ViKWY avd 100.000 Bripata ekmaiSsuong.
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7. X0voyn Katl LEANOVTLKI EpEuva

Ytnv mapovoa Adaktoptkny Atatpifr] mapouctaleTal TIPWTOTUTIO EVVOLOAOYIKO TIAQICLO Yia
AVOYVWPLON TWV ETUMESWY TIPOOHAWONG KATA Th Stdpkela aAANAsTidpaong pe £€umvo NIZY o€
TIPAYHATIKO XPOvo. To TAaiclo aflomolel atobnthpeg, Ssdopéva amo To Tatxvidt kat Ssdopsva
UYelag yia va SnUIoupynoel pia EEATOULKEUUEVN TIOPEUPBACH UE OTOXO TNV EVIOXUON TWYV ETUTES WV
TPOONAWONG Kal TNV OTOXEUON TWV QAVAYKWV UYEIAG TOUu XPNoThn. Ta CUUTEQPACUATA TIOU
napouctalovtal otnyv mapovoa Atdaktoptkn AlatpBn umootnpilouvv T SuvatoTnTa LAOTIOINONG
TOU TIPOTELVOUEVOU €VVOLOAOYLKOU TIAALO(OU. TA OTIOTEAEOMATA TWV TIELPAUATIKWY SIOSIKACLWY
ouvnyopouV oTh Snutoupyia evog KAELoTOU Bpoxou avatpodpodoTnong ThG TPOCHAWGNG TIAIKTH OF
Suvauika petaBaropsva MNxY, aflomowwvtag dsdopeva atodntnpwy kat arnAsmidpaong. H
HUEANOVTIKY £peuva TIEPIAAUBAVEL TNV TIEPALTEPW SLEPEVVNON TNE LKAVOTNTAS TNG TIPOTEVOUEVNG
nebodooyiag AMM yia yevikeuon, OTwG £Ttiong Kat TV a&loAdynon TnS avayvwpLlong TV ETIUTES WV
TPOOHAWONG UE UN YPAUULKO TPOTIO. TEAOG, TO TIPOTELVOUEVO EVVOLOAOYIKO TTAAICIO UTIOPEL va
a&lohoynBei 0To GUVOAO TOU E TNV EVOWHATWON TOU 0€ SIAdOPETIKA €8N METY.
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1.Adaptive serious games for health
1.1 Introduction

Serious games (SGs) have been a topic of growing interest during the last decade. SGs are
considered effective tools that provide means for training skills, education, raising awareness, as
well as promoting behavioral change. The field of health is considered one of the most prevalent
fields of application for SG interventions. These intervention tools can address several health-
related challenges such as raising awareness, training of health professionals, education,
rehabilitation, disease monitoring and diagnosis, promotion of behavioral lifestyle changes, and
management of mental health [1], [2]. However, despite the observed advancements in the field,
the application of SGs in health still encounters various limitations, mostly in terms of the employed
design approaches and the systematic validation of their effectiveness [3]. Additionally, research for
personalizing persuasive game design to tailored players’ needs is still considered nascent, despite
the benefits that have been reported [4]. Relevant literature identifies differences in receptivity of
employed persuasive strategies in SGs for health, among a variety of user types, indicating that
intuitive, one-size-fits-all approaches in SG design are not always effective. This finding, in
combination with the ambiguous results reported regarding the efficiency of SGs, provides
additional motivation for research towards enhancing SG adaptivity [5]. The importance of
delivering personalized contentin SGs is also highlighted in a recent review study [6], indicating that
personalization in these interventions does not only empower game experience, but also addresses
specific user needs linked to the game’s serious purpose, like knowledge acquisition or task
performance. As a result, adaptivity in SGs for health is expected to enhance the efficiency of the
delivered intervention, as well as promote adherence to it. In this manner, SGs for health can be
augmented in tools capable of delivering adaptive interventions, which provide personalized
content tailored to the players particular health related needs.

The main contribution of the present Doctoral Thesis is to propose and investigate the potential
of a conceptual framework for adaptivity in SGs for health, based on a real-time engagement
feedback loop, which employs sensors able to collect clinically relevant data. The purpose of this
framework is to facilitate the development of adaptive SGs for health, which target personalized
player needs by adjusting their content and improving adherence to the intervention. Two SGs for
health, aiming at different health outcomes for a variety of health conditions, were designed and
developed to support the feasibility of the proposed framework. These intervention tools were
designed for adaptivity, incorporating PCG techniques specific to their purpose. In addition, the SGs
were developed to be scalable, with the capacity to be generalized to support diagnosis, raising
awareness, and disease self-management in various conditions. A third SG, aiming to promote
disease self-management in children suffering from obesity and/or type 1 diabetes, was also
employed to evaluate the generalization capability of the proposed framework, as well as its
capacity to incorporate health-related sensor data in the process of generating adaptive game
content. Two experimental procedures were carefully designed and implemented, along with data
from a pre-pilot study, to assess the effectiveness of the developed tools, evaluate user acceptance,
and collect data from in-game metrics and sensors. The feasibility of real-time identification of
perceived engagement during SG playing was investigated, by employing a continuous annotation
tool. The PCG technique incorporated in the SGs was also evaluated in terms of validity of the
generated content and effect to player experience. Results from the conducted experimental
procedures and the analysis of the collected data advocate towards the feasibility of the proposed
conceptual framework for adaptivity in SGs for health.

1.2 Serious games

Nowadays SGs constitute an established field of research that gathers continuously increasing
interest [7]. Discussion regarding games’ potential for purposes besides entertainment can be
traced to the work of Plato [8]. Plato argues that by reinforcing behaviours during play at young age,
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these behaviours would consequently be reinforced in adulthood. In recent decades, the field of
SGs has grown and evolved, a development that is often accredited to simulation-based learning
that has been applied in military training exercises [8]. SGs now refer almost exclusively to digital
games, developed for a variety of operating systems and including virtually all game genres [9]. With
the evolution of the gaming industry and the immersion of novel technologies that facilitate game
development and lower production costs, SGs are now easier and cheaper to develop. Initial doubts
and concerns regarding the “serious” potential of games, voiced by researchers in the beginning of
the century [10], have recently subsided and were mostly accredited to the poor quality of the SGs
produced at that time [11]. SGs have the potential to provide communication and interaction with
peers and mentors, be flexible, portable, and scalable, while maintaining a high quality of efficiency
in terms of the intervention they are providing [12]. After decades of growth, SGs are now widely
considered a valuable tool in many fields of application.

Besides the increased focus on SGs in the field of research, SGs have also displayed a significant
presence in the market, gradually forming their own industry in the past years. According to the
summary of a recent report by Allied Market Research [13], the value of the global SG market was
estimated at 5.94 billion USD in 2020 and is expected to reach 32.72 billion USD by 2030. Another
report, by Mordor Intelligence [14], estimated the market’s worth in 2020 at 6.29 billion USD,
expected to reach 25.54 billion USD by 2026. The COVID-19 pandemic, along with the rising demand
for remote learning it brought about, has been identified as one of the main reasons driving this
rapid growth by both reports. Various commercial SGs are now available to experts and the pubilic,
targeting multiple fields of interest. A large number of companies have shifted focus to
accommodate the needs for the design and development of SGs, by employing professionals from
avariety of backgrounds. Mobile gaming appears to have penetrated the SG industry, in accordance
with the trends recorded in the entertainment game industry [15], while novel technologies such as
procedural content generation (PCG), player modeling, virtual and augmented reality are being
increasingly employed in commercial SGs [16].

1.2.1 Definition and terminology

SGs have been in the research spotlight over the last two decades, however, the first reference
to the term SG can be found in a book titled “Serious Games” by Clark Abt [17], which was first
published in 1970 [18]. As the field of SGs evolved, multiple definitions regarding SGs have been
reported in the literature, with one of the most widely used stating that SGs are digital games with
a main purpose other than pure entertainment [19]. Another similar and more recent definition,
describes SGs as digital games created with the intention to entertain and to achieve at least one
additional goal [20]. The main difference between these two definitions exists in the intention of the
game designer, and whether a digital game can constitute a SGif it was not designed to be one. This
can be considered a significant difference, as there have been many examples of commercial games
that were designed and developed without any “serious” purpose in mind, however resulted in
having significant impact in player wellbeing, reduction of depression, and positive emotional
regulation in general, as well as training of skills, such as learning of second languages,
development of communication skills, improvement of spatial cognition and many other [21]. This
sparks a debate that is perhaps outside the scope of the present Doctoral Thesis, regarding what is
the crossing line between an entertainment game and a serious and how the purpose of the
designer can be safely interpreted. A secondary difference between the two definitions lies in the
distinction between entertainment and “serious” purpose, and whether one of them should be
characterized as primary or main. This difference is more evident in the definition describing SGs as
games that do not have entertainment, enjoyment or fun as their primary purpose [22]. There is an
abundance of other definitions of SGs, some of them implying that the interventions can only be
conducted in formal settings (e.g., educational classrooms). To this day, despite the advancement
of the field, no universally accepted definition of the term SG exists.
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In reality some would argue that the field evolution has led to the surfacing of additional terms
describing intervention tools close to SGs in relevant literature, such as game-based learning [23],
edutainment [24], playful learning [25], games for learning [26], games with a purpose [27]. These
terms share common elements and characteristics in the way they are defined, both with SGs, but
also amongst each other. However, most of these terms refer mostly to educational applications for
games, whereas a SG is a digital game that can be employed for a multitude of purposes besides
learning [20]. In addition, many of these terms do not refer solely to digital games, or even games in
general. As a result, the term SG is considered to be overarching and is currently the most widely
accepted. However, this abundance of terms and definitions has reportedly led to confusion in the
field and amongst researchers, with various attempts of clearing the matter found in relevant
literature.

Finally, SGs are not to be confused with gamification and applications that incorporate such
techniques. Gamification, as a term, made a much later appearance, in 2008, and was not widely
used until 2010 [28]. Gamification refers to the use of design elements that are characteristic to
games in non-game contexts [28]. As such, gamification refers to the transfer of mechanics typically
found in game settings in other applications, mostly digital, whereas a SG satisfies all the necessary
conditions to constitute an actual game. Gamification rapidly gathered much attention, and the
field is now considered to be among the top technology and software trends [29]. Gamification aims
to enhance the applications it encompasses, by increasing user engagement, usability, functionality
and producing positive business impact [30], [31]. These goals are similar to those of SGs; however,
they are achieved in a different manner and applied in different settings. Despite these differences,
gamification and SGs are often considered similar fields, and as such they are studied and
researched together, as is evident from relevant literature [30], [32], [33], [34]. In addition, certain
attempts to align gamification and SGs have been identified, however, the use of game elements in
the two fields has been reported to influence learning through different processes [35].

1.2.2 What is a serious game?

To better understand what constitutes a SG, the first step is to define what a game is. According
to the Oxford Learner’s Dictionaries, by Oxford University Press, a game is “an activity that you do
to have fun, often one that has rules and that you can win or lose” [36]. Comparing this definition
with the ones identified in the literature for SGs, the main difference that arises is the fact that SGs
also serve another purpose besides entertainment. SGs by definition constitute games, and as such,
they are governed by rules and feature winning and losing conditions. In addition, SGs are designed
to be fun to play, otherwise they forfeit one of their greater assets, their capacity to induce
engagement during interaction.

Games employ various mechanics and elements to increase engagement during play.
Engagementisin fact one of the most defining factors in the success of a commercial entertainment
game. However, engagement during play is often considered in different ways and holds multiple
meanings according to context. In a recent review study that investigates engagement in SGs a
three-fold structure to define engagement [37]. These definitions are based on different uses of the
term engagement during SG playing, identified during the review process. The first refers to the
player “engaging” with the SG. The second to engagement referring to the state of the player as
being “engaged”, and the third as a property of the SG that aims to be “engaging”. According to
another study, engagement during play can be modelled in different stages based on player
interaction, namely, point of engagement, sustained engagement, disengagement and re-
engagement [38]. Despite various attempts, no universal consensus appears to exist regarding the
definition of engagement during play [39], but the importance of creating an engaging experience
is highlighted across the literature [40].
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SGs benefit from this aspect of gaming greatly, as they aim to achieve their “serious” goals while
providing an engaging experience. To this end, the entertaining elements that are incorporated in
the SGs are considered key factors to their success. SGs strive to be impactful intervention tools,
able educate, promote attitude or behaviour change and skill acquisition, while maintaining a
balance with their entertainment side [41]. Additionally, SGs employ various other game mechanics
that provide the player with active, experiential, problem based tasks and give immediate feedback
[42], elements of critical importance for effective learning according to modern theories. In order to
better describe the association between games and SGs, based on what defines and separates
them, Figure 1-1 [43] employs seven broad categories of components. According to the author, six
of them exist in both games and SGs, but one is exclusive to SGs. This categorization refers to all
games in general, and of course includes digital game as well.

The first component is the set of rules, gameplay mechanics and systems that govern the game.
The second one refers to the challenge that is presented by the game and the reward that is
obtained from overcoming them. The third one involves the interaction of the player with the game
and all the means present in a game to achieve that. The final two components both refer to the
game objective, which refers to something that, through player actions and decisions, they intend
to achieve or attain. According to this approach, in entertainment games only an explicit objective
is present, entertainment. On the other hand, in SGs the objectives are also implicit, and include for
example, skill improvement, knowledge and experience acquisition, recovery and physical
improvement. This description is in accordance with most of the definitions of SGs that were
presented, however the question remains, whether there exist games that do not present the player
with at least one implicit objective. Whatever the case, for a SG to be effective, the presentation of
these implicit objectives must be clear and concise. To this end, the design process must be taken
into very careful consideration. The fact that this is often not the case, along with a lack of
systematic methodologies for the evaluation of the impact of the SGs is still hindering a wider
adoption of them as intervention tools [44].
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Figure 1-1: What is a serious game.
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1.2.3 Design and validation considerations

Having given a somewhat less vague definition of what constitutes a SG, a question that
presents itself is how one goes about designing and validating a SG. The design and development
process of a successful SGis considered a difficult and demanding task, requiring a multidisciplinary
approach and contribution of experts from various fields [45]. This is to be expected, as the same
principle appliesin the design and development process of a successful entertainment digital game.
A SG, as presented in its definition, adds additional layers of complexity on top of traditional game
design and its success relies heavily on its ability to produce an engaging and fun experience.
Various approaches in SG design have been identified in the literature; however, no universally
accepted one appears to exist [46]. Researchers have proposed frameworks and guidelines in an
effort to improve SG design standards and advance the field. In addition, various attempts have
been made towards establishing theory- and evidence-based design frameworks for SGs. These
frameworks usually employ behavioral theories to enhance the impact and capacity of the SGs.
Based on the findings of a recently published literature review, the effectiveness of SGs often relies
on the successful employment of such a theory-driven design approach [47]. The most commonly
used theoretical basis is reported to be the Social Cognitive Theory (SCT) [48], [49]. Based on insight
gained form the Social Cognitive Theory, in order to develop effective SGs, the game design should
be structured on the basis of a conceptual design framework that takes into account user
experience and interaction. Another approach, that is often applied in conjunction with behavioral
theories [50], is a user-centred design logic [51], in an effort to better understand user needs and
incorporate them in the SGs. This is in contrast with designer-centred design logic, that promotes
designer decisions over needs identified by players, implying that the expert has a better
understanding of their needs. With user experience becoming increasingly important in modern
interactive systems in general, user-centred design approaches have been gaining ground in the
game industry as a whole [52].

Regardless of the preferred design approach an important element of SG design is the proper
application of a conceptual framework that represents and communicates the SG’s design in a
coherent and non-conflicting manner [45]. Adding to that, the underlying framework must not lose
focus from the balance that needs to be maintained between the fun and engagement element and
the “serious” purpose of the SG [53]. Entertainment should never be sacrificed in an attempt to
achieve the main, by some definitions, objective of the SG, as that would instantly defeat the
purpose. Finally, another important aspect of SG design is the application of game metrics and
analytics throughout the whole process of creating a game. Metrics and analytics have been an
important part of software design and development since its beginning, however, measuring
aspects of experience and engagement during interaction with a game presents certain difficulties.
Game metrics and analytics include telemetry data that can be captured during playing and provide
insight regarding player performance, game progress, bugs and potential exploits, among other
things [54]. To this end, methods and techniques that allow for this type of monitoring have become
increasingly important during design and development, as they can facilitate the process and
reduce designer bias. Fast prototyping and agile methodologies have also been applied successfully
along with monitoring of game metrics and analytics in order to facilitate the development process,
reduce costs and expedite it. The application of game metrics in SGs, besides their positive effect
on the design process, have been associated with a capacity to predict the SG’s educational
efficiency [55], [56]. By predicting learning during interaction with the SG experts can enhance the
intervention’s efficiency through design and analysis.

SGs are applied in various fields to achieve a number of different goals, such as learning and
behavior change, however, their efficacy in those tasks is sometimes contradictory. Arguments exist
in the literature that the procedures employed in most validation studies of SGs may not be optimal
in their attempt to measure their potential [57]. There have been several attempts towards
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introducing systematic approaches capable of validating the efficiency of SGs. These attempts
typically include ways to model the receptivity of players regarding the serious content of the
intervention in a data-driven manner [4]. A large volume of taxonomies, validation protocols, and
methodologies can be found in relevant literature [58], [59], [60], [61], [62], however, as is evident in
multiple occasions, there is not much agreement regarding the optimal approach when validating
a SG. This introduces strong obstacles that impact SG research, design, development and
deployment. In addition, the fact that systematic approaches towards validation in SGs are still
considered nascent has allowed for scepticism regarding their actual potential. Despite having a
multitude of research studies advocating towards their capabilities, there have been several
researchers doubting the “revolution” brought by SGs [62]. With the growing volume of results
indicating that SGs can in fact serve as intervention tools with a variety of goals, these opinions
appear to be shifting and subsiding in the last years.

Finally, during the past few years, there has been a growing number of suggestions and
directions in review articles that appear to drive and formalize the process of validation in SGs,
advancing the field in the process. Comparative studies between SGs with the same goal, but
borrowing elements from different genres and governed by different mechanics, is of paramount
importance to investigate the effect that different game styles have on SG efficiency [62].
Furthermore, comparative analysis between SGs and more traditional software interventions can
help with SG design and application, but also help distinguish the elements that can facilitate SGs
in working in unison with traditional interventions. User profiling and modeling can also facilitate
the process of validation in SGs by pointing out the impact different player archetypes have on
intervention receptivity. When such approaches are combined with other design elements that
effect user experience, such as user interface and user experience engineering, the result can be
very beneficial in the SG’s capacity to foster learning and change behaviors [63]. Finally, the
development of modular tools for validation, with the ability to generalize and be applied to
different SG types is going to assist the process of systematically analysing their efficiency in a
replicable manner. SGs are generally very different in form, content, and scope, hence it is often
hard to compare and discern a SG’s efficiency without the application of more generalized tools. To
this end, the development of such tools, along with the formation of taxonomies that point out
important characteristics of SGs, is considered crucial to the advancement of the field [64].

1.2.4 Fields of interest

Over the years there have been a few SGs that are considered prevalent and successful examples
of the impact these tools can achieve and the potential acceptance they can be received with. One
of the earliest examples is “Microsoft Flight Simulator” (Microsoft, New Mexico, U.S.), often
mentioned as the “grandfather of serious games” and one of the few non-combat civil aviation
simulators in existence, with a multitude of successors. “Microsoft Flight Simulator” is currently the
longest-running software product line for Microsoft and one of the longest-running digital games of
all time. “Minecraft Education Edition” (Mojang Studios, Stockholm, Sweden) is another prime
example of successful SG and has been applied in numerous classrooms as an educational tool that
provides accessible and effective learning in various topics such as mathematics, physics,
chemistry, and biology. “Darfur is Dying” (Take Action Games, Santa Cruz, U.S.) managed to attract
800.000 players in the first two months following its release. This SGs can be classified as a news
game, as it attempts to shed light on the war in Darfur and expose the following humanitarian
disaster through an interactive and immersive way. “Pacific: The Leadership Game” (Arc Institute,
Palo Alto, U.S.) is a SG focusing on leadership training, developed with the help of over 200 experts
in the field. The SG allows the player to control a group of in-game characters lost on an island and
through decisions help them survive, forging leadership skills in the process. “EndeavorRx” (Akili
Interactive Labs, Boston, US) is a SG designed to treat ADHD in children between the ages of eight
and twelve. This is the first SG that after seven years of testing was approved by the FDA to be
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prescribed by healthcare professionals to help treat the disorder. In addition, this SG features
adaptive capabilities, as it can tailor the intervention provided according to each child’s needs.

As evidenced by some of the most successful examples of SGs, their potential as intervention
tools allows for their application in various fields and practices. As the field of SGs grows, both
through research and entrepreneurship, so do the potential fields of interest. New SGs with
innovative scopes and purposes emerge each year, while the incorporation of novel technologies
facilitates novelty and generalization. Augmented and virtual reality, advancements in computer
graphics, cloud computing, smart and affordable sensors, internet of things and artificial
intelligence (Al) are but a few technologies that open up new opportunities and capabilities for SGs.
SGs, characterized by a heightened capacity for customization and diversity, are nowadays
considered efficient tools and new ideas for application emerge constantly. Due to this,
categorization of the fields of application is becoming increasingly difficult. An approach that
classifies SGs in five broad categories is presented below [20]:

e Training and simulation

e Education

e Health

e Societal and public awareness

e Cultural heritage and tourism

Training and simulation are two of the most popular application areas for SGs. Various examples
and subcategories of this area exist, with the most prominent being SGs for military simulations,
civilrelief organizations, training environments for various experts and professionals, as well as SGs
for business and management. SGs in this area of interest focus on creating realistic simulation
environments, often taking advantage of virtual and augmented reality technologies, besides
traditional 3D game graphics. With recent advances in game engines and rendering capabilities of
target platforms, training, and simulation, SGs are becoming increasingly life-like and provide
efficient educational and training tools. The employment of smart agents for the incorporation of
human-like non player characters enhances the immersive game experience even further. The
gamified environments produced by SGs provide various benefits for companies as well, by
enhancing recruitment and retention, increasing program adoption and improving work
performance in general [65].

Game
Design

City

planning

Psychology

Pedagogy Design

Marketing

Cultural
Heritage

Figure 1-2: Serious game application domains and design elements combined with further concepts, technologies, and
disciplines.
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Education SGs are often deployed in school or home settings and aim towards playful
acquisition and transfer of knowledge, as well as competence development. SGs in this application
area are reported to gain increasing interest, as they exploit new visualization technologies and
borrow novel game mechanics from the entertainment game industry [66]. In addition, SGs of this
type tend to incorporate a variety of acoustic, tactile, and spiritual stimuli, allowing for multisensory
learning [67], attract students' attention and stimulating their commitment and motivation [68].The
main difference from the SGs employed for training and simulation is their target group, as
educational SGs usually target students and the public. The assessment of student performances
through the use of SGs is considered a difficult issue to address, however its importance is drawing
attention [69]. SGs that could efficiently determine, and address personalized student learning
weaknesses, by reliably assessing their performance, could prove to be incredibly valuable tools
and decision support systems for students and parents.

Societal and public awareness SGs, or as they are often called games for good [20], represent a
category that addresses public and societal relevant issues such as politics, religion, sexism and
racism. This type of SGs is usually publicly funded or supported by non-profit organizations and
charity institutions. Their content and game mechanics is usually similar to educational SGs. The
category of cultural heritage and tourism SGs has many similarities to societal and public awareness
SGs, sharing design characteristics for a different scope. These SGs often incorporate technologies
such as virtual or augmented reality in order to simulate journeys in both space and time and
immerse players in simulated environments. SGs for tourism can increase brand awareness and
loyalty to the destination [70]. Innovative tools have been developed and tested by various
stakeholders, such us destination management organizations, hotels, and airlines, displaying the
significant potential of SGs in the field [71]. SGs for cultural heritage are considered very beneficial
to the field and for this reason several frameworks that allow for a holistic design approach have
been suggested [72]. Cultural heritage games are also often applied in formal educational settings
and facilitate the study of history and culture, coinciding with education SGs in the process.

As SGs for health lay in the core of the present Doctoral Thesis, they are going to be presented
in detail in the following sections. Finally, Figure 1-2 [20] presents an even broader spectrum of
interest domains for SGs, as well as various design elements and theoretical backgrounds that are
often employed for the development of SGs. This graph shows the potential of SGs to impact a large
number of fields of practice and the multidisciplinary effort that goes into the creation of them. SGs
are expected to impact more fields in the future as novel technologies are incorporated, the SG
industry is growing, and opportunities for innovation are presented.

1.3 Serious games for health

One of the most, by some even the most [73], popular field of application for SGs and the main
focus of the present Doctoral Thesis is healthcare. SGs for health act as electronic and mobile health
interventions with a variety of end users including patients, their families, healthy individuals,
medical professionals, and students. SGs appear to have penetrated healthcare, with innovative
interventions aiming to rehabilitate, to raise awareness, provide clinical decision support systems,
to diagnose and monitor conditions, to act as therapeutic interventions, to facilitate healthy
behavioral change, to promote disease self-management and to educate both patients and health
experts [74], [75]. This is evident through the rapid increase in relevant research publications in
recent years, covering multiple medical practices, health conditions and diseases. Additionally, the
development of COVID-19 has shifted medical workers and educators towards telemedicine and
remote education, where SGs can constitute effective intervention tools, increasing their value and
highlighting their capabilities even further [76].

One of the earliest examples of digital games designed and developed for healthcare, Captain
Novolin (Acclaim Studios, Salt Lake City, U.S.), published in 1992, aimed to promote diabetes self-
management in children suffering from T1DM. Captain Novolin was a platformer game released for

36



the Nintendo console Super-NES. The plot of the SG pitted a hero against aliens that had abducted
a diabetic mayor, who had enough insulin to survive only for 48 hours. Captain Novolin included
advice by a doctor and dietician, and the gameplay consisted of trying to avoid aliens who had the
form of junk food. The SG was funded by Novo Nordisk and the National Institutes of Health (U.S.)
and was received with positive acceptance from diabetes specialists and children suffering from
type 1 diabetes. This was evident in two studies [77], [78] that were conducted among children,
which indicated their acceptance of the intervention and demonstrated the SG’s potential to help
parents speak with children about diabetes. However, Captain Novolin was accepted very poorly by
video game critics and has been named since as one of the worst video games of all time. Since then,
SGs for health have evolved into complex and efficient health intervention tools.

Some recent examples of SGs for health feature the incorporation of novel technologies to
produce state-of-the-art interventions with significant benefits over traditional ones. In [79] virtual
surgical planning, an integral part of computer-assisted surgery, is conducted through a virtual
reality environment to reduce or overcome potential shortcomings through the benefits of
visuospatial vision, bimanual interaction and user immersion. Results from a study indicate faster
learning through the virtual reality environment and participants reported less fatigue and a more
intuitive experience. In [80] a SG aiming to reduce HIV-related stigma and promote participatory
gamification culture for health interventions is presented. The SG employed assets from user-
generated content and a randomized trial was conducted to evaluate its performance. The game
intervention was largely preferred by participants and the SG showed an advantage in reducing
intimacy stigma. In [81] a SG improved cervical cancer screening attendance, as well as detection of
women with high risk of cervical cancer, amongst women aged 20 to 69. The SG was a mobile
application featuring educational content and was given to participants bound to have a cervical
exam in the following year. In [82], a user-centred design approach was employed for a home-based
exergame featuring on-body feedback sensors. Most of the participants found the SG supportive
and motivating and stated that they could imagine using the SG at home and playingitin the future.
In addition, the majority of participants reported that they enjoyed the on-body feedback system.
Finally, in [83], a SG for people with mild to borderline intellectual disability incorporating
immersive virtual reality avatars and user-centred development is presented. The SG displayed high
usability among participants and results indicated potential application of similar approaches for
tailored mental health therapies.

As is evidenced by the few examples presented above, design of SGs for health is nowadays
highly diverse and needs to address various problems of increased complexity. A preliminary
investigation of the relevant literature regarding SGs for health revealed a huge volume of scientific
publications on the field. The terms used in these articles varied greatly, with multiple terms and
definitions used for SGs, the objective of the reported health interventions, and the desired
outcomes. A large number of review articles has been identified, however, cohesion in the research
field of SGs for health appears to be lacking, as researchers from a multitude of backgrounds meet
and report their findings in different manners. The limitations described in the sections above
regarding definition and clarity in the research field of SGs appear to be present in the literature
relevant to the application of SGs in healthcare as well. In fact, these limitations seem to be greater
in this case, as the field of health is highly extensive and diverse, with multiple possible intervention
objectives and target groups of players. An attempt [43] to classify SGs for health based on target
groups and purpose can be seen in Figure 1-3. If elements of game design and genre, along with
different types of technologies employed, and particular medical fields of practice are added to the
attempt to properly classify SGs for health, it quickly becomes evident that the limitations
mentioned before might indeed be justified. SGs for health create a complex field of research and
innovation, with many limitations in terms of design, development, validation and application, but
also ripe for successful attempts to create new and novel health interventions.
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Figure 1-3: Classification of serious games for health according to player and objective.

An extensive investigation of the relevant literature has been conducted during the present
Doctoral Thesis. In an effort to map the field of SGs for health, a search for review papers published
in the previous two decades investigating SGs for health was conducted in a semi-systematic
manner. Review papers were selected instead of research articles in order to provide a basis for
discussion about the direction of the field and current application status. The search engines
included in this overview were Google Scholar, PubMed and ScienceDirect. After examination of the
relevant literature and terminology the following search strategy was selected (Table 1). The key
words and concepts were selected based on a similar search strategy presented in a recent review
article [75] that focused on health education. The conducted search did not include terms relevant
to “simulation”, as simulations do not constitute necessarily games. Identified publications that
revolved around simulations that incorporated gamified elements were included in the search
results. The term gamification was included in the search strategy due to its conceptual ambiguity
with the term SG [84]. Only peer-reviewed review papers written in English were included in the
results. In addition, only publications dealing solely with SG interventions, and not e-health or ICT
tools, were included. Results that included the term gamification were included if they reviewed
articles that presented SGs as well. Finally, duplicates were removed and findings from
investigation outside the search strategy were included.

Table 1: Search strategy

Concepts Keywords

Game Game OR Serious Game OR Video Game OR Digital Game OR Gamification OR
Gaming

Health Health OR Healthcare OR Clinical OR Medical OR Medicine OR Rehabilitation

Desired Rehabilitation OR Diagnosis OR Behavior OR Education OR Training OR

outcome Management

Condition Cardiovascular OR Surgery OR Upper limp OR Diabetes OR Mental OR Depression
OR Nutrition OR Dentistry OR Cancer OR Emotion
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Figure 1-4: Number of publications of reviews about serious games for health per year.

After removing articles that did not constitute literature reviews and articles not associated with
SGs for health based on their title or abstract, a total of 113 review papers, published between 2002
and 2022, remained. The search included articles that were published up until July of 2022, hence
publications for 2022 cannot be considered complete. Figure 1-4 presents the number of identified
review articles per year of publication. No relevant review articles were identified until 2008. This
finding can be strengthened by findings reported in [43], where few SGs for health were identified
before 2004 in research literature. In this earlier review paper, an increase in research articles
regarding SGs for health has been identified for the period of 2004 to 2008. This justifies the
publication of review articles investigating these studies from 2008 and onwards. The first identified
review article in the field, published in 2008 [85], investigated twenty-seven research articles
reporting results from design, development and validation of twenty-five SGs that promoted
hearth-related behavior change. Starting from 2008 and until 2015 a relatively small number of
review articles per year is depicted in the Figure 1-4, however a growing trend in publications per
year begins to emerge. From 2016 and on, the volume of review articles per year increases rapidly
and the growing trend in publication frequency becomes more evident. These findings are
reinforced by the findings a recent review study [76], about the application of SGs in healthcare. The
article’s search strategy, from 1998 to 2022, illustrates vividly the increasing trend in research about
SGs for health. This further substantiates the results of the search, conducted for the needs of the
present thesis, in an attempt to map the field of SGs for health and search for limitations and
opportunities.

An attempt to classify the identified articles according to their desired outcome is presented in
Figure 1-5. The generated groups were based on the article title and abstract. SGs about medical
experttraining and mental health appear to gather significant research interest, followed by chronic
disease management and rehabilitation. Rehabilitation, one of the first and most important fields
of application for SGs for health appears to lose some ground in terms of research interest over the
years, as SGs for training, mental health and chronic disease management become increasingly
prevalent. Results from the identified review articles indicate that SGs for health are employed for
a variety of purposes and have the capacity to provide meaningful interventions that gather
increasingly higher research interest.
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Figure 1-5: Classification of identified review articles.

This increase in interest for game interventions in health indicates that SGs have the potential
to fit the needs of the evolution of healthcare towards predictive, preventive, personalized and
participatory interventions and tackle modern problems. However, limited review articles that
focus on adaptivity and personalization for SGs for health have been identified, indicating that
research articles for smart SGs for health are yet not so prevalent. Personalization has proven to be
of paramount importance in health interventions, focusing on individual patient needs, while
providing a sense of agency to the user over their healthcare, enhancing their participation [32].
Digital games provide a multitude of tools and mechanics to be employed for personalization, and
as such SGs can be designed to be adaptive and smart. This adaptivity not only enables the selection
or generation of SG content that fits the user’s clinical needs, but also induces a state of flow [86].
In addition, adaptive SGs can help maximize engagement during training and education, while
evaluating user performance and weaknesses [43]. Finally, even with the incorporation of
technologies that allow for adaptivity, SGs for health remain affordable and easy to use
interventions that can engage remote and hard-to-reach groups in a point-of-care manner [87].
According to the findings presented above, adaptivity in SGs for health is still a nascent field of
research compared to other more prevalent ones. The potential value of incorporation of such
techniques, and their success in other fields of application, are certain to drive future research
directions towards such interventions and present the motivation for the present Doctoral Thesis.

1.4 Adaptivity in serious games for health

Adaptation is an important field of research in games. A common definition for the term is the
“ability to make appropriate responses to changed or changing circumstances” [88]. In computer
science, adaptation refers to the property of a system to change its behavior by considering
information collected about the user. This property often applies to digital games, as many of their
mechanics are in essence adaptive techniques that are driven by player performance and
interaction. These player-centered mechanics offer significant advantages when compared to
static, player-agnostic mechanics, as they try to match the player’s cognitive skill and preferences
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and deliver a better experience [89]. Adaptive techniques in games are continuously evolving, with
new technologies mostly from the field of Al being employed. Modern entertainment games have
the ability to create player models, procedurally generate content, dynamically adjust difficulty
levels and present human-like adaptive non-player characters (NPCs). Some modern examples of
successful digital games that employ such techniques are “Stardew Valley” (ConcernedApe and
Chucklefish, London, England), a story driven resource gathering and crafting game that
incorporates map generation, reward and dynamic difficulty adjustment, “No Man's Sky” (Hello
Games Ltd, Guilford, England), a space exploration survival game that generates new planets and
landscapes the moment the player discovers them and the Borderlands series (Gearbox Software
L.L.C, Frisco, Texas and 2K Australia Pty Ltd, Canberra, Australia), a competitive shooter game that
incorporates weapon generation.

The benefits of employing techniques for adaptivity in games are plenty. According to the model
of flow [90], a construct describing an optimal experiential state that involves complete immersion
in an activity and a deep sense of enjoyment [91], in a game if a player finds the game too difficult
they will become frustrated, and if they find it too easy they will get bored. Adjusting game content
according to player feedback allows for a maintenance of the state of flow [92]. This in turn
promotes engagement and augments the quality of the game. Additionally, techniques that imbue
games with adaptivity can reduce production costs. Procedurally generated content is often
employed to achieve that goal, but also promote game re-playability. With the need to create new
and novel games increasing by the year these approaches allow for small game studios to meet the
challenge and promote the industry. Finally, adaptive games promote inclusivity, as they provide
opportunity to tailor their content according to player needs, regardless of gender, age and
experience [93].

Adaptive learning systems are defined as “learning programs capable of adapting themselves
to the individual abilities of the learner, e.g., previous knowledge, interests, weaknesses or
preferences with regard to forms of representation.” [94]. SGs as intervention tools can take
advantage of the adaptive capabilities present in games and adapt their content according to the
player’s individual needs. In this manner, SGs accommodate the player’s learning pace and style,
enhancing their efficiency towards the target outcome. However, these adaptive techniques when
incorporated in SGs not only facilitate learning or skill acquisition but also improve the overall
gaming experience by engaging the player [92]. As a result, heterogeneous player groups can benefit
from customized experiences adapted to their needs. Adaptivity in SGs for health aims to enhance
their capabilities as health interventions by dynamically generating game content during player
interaction. Despite recent advances in the field of SGs for health, limited research has been
conducted on tailoring persuasive game design to specific players’ needs. The reported results
display that differences in receptivity of learning and behavioral approaches in SGs for health,
among multiple user types. As a result, one-size-fits-all design approaches are not expected to be
always effective. Furthermore, difficult instructions and tutorials, disproportionate levels of
difficulty, and inadequate reward mechanisms are game elements that can demotivate the player
[95]. A recent review study [6] highlights the importance of delivering personalized content in SGs
and employs the term “individualization” for this purpose. Individualization in SGs for health can
not only enhance game experience, but also address specific user needs linked to clinical outcomes,
like disease self-management or knowledge acquisition. Affective player modelling and PCG can be
applied to a great extent to provide SGs for health these individualization properties.

1.4.1 Affective player modeling

Player modeling is the study of computational models of players in games [96]. These models
involve the detection, modeling, prediction, and expression of characteristics describing the player
and manifesting through cognitive, affective and behavioral patterns. The detection of these
characteristics is based on data collected during the interaction with the game and describe the
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complex phenomena that occur during play. This type of data can be applied towards modeling
player actions, tactics, and strategies. Player modeling, therefore, is the study of computational and
Al techniques for the generation of models of cognition, behavior and emotion, as well as aspects
beyond elements of game interaction, such as personality and background [96]. In the case of SGs
for health this can be enhanced to include clinically relevant information that can be in turn
translated in adaptive properties. Player modeling can be applied towards various objectives in
games [96]. Applications of player modeling in game design and development include:

e Adaptive player experience and game balancing, which applies models in achieving a
balance between game difficulty and player skills.

e Personalized game content generation, in which generated content is based on specific
player needs identified through player models.

e Believable game agents, in which behavioral, cognitive and affective patterns
recognized be player modeling are applied towards realistic human simulation.

e Playtesting analysis and game authoring, driven by relationships between game
context, player state and in-game behavior yielded by player modeling.

e Monetization of free-to-play game, where microtransactions are optimized by
modeling player purchasing behavior and its link to in-game behavior.

Player modeling is considered by some researches to be a rather loose concept [97]. It can
involve everything from the expected player reactions in response to game events, to machine
learning (ML) models that predict player actions based on large volumes of collected data. This lack
of cohesion introduces difficulties for researchers that try to navigate the field. A player model can
be easier defined based on four facets, namely, the scope of the application, the purpose of use, the
domain of modelled detains, and the source of a model’s motivation [97]. For player models applied
to deliver adaptivity in a SG for health player’s affect can provide valuable insight towards
improving adherence to the intervention. Affective computing refers to processes that attempt to
assign machines with human-like capabilities of observation, interpretation, and simulation of
affect [98]. The field aims to enhance the quality of human-computer interaction while improving
the intelligence of the machine. Early research attempts that investigate the nature of affect and
emotion can be traced back to the 19" century [99], however the concept of affect was rarely
connected to machines and was traditionally studied by psychologists. Nowadays the field of
affective computing is considered a multidisciplinary field of research that encompasses computer
science, psychology and cognitive science. Affect, or emotion, often carries a stigma in science,
believed to be inherently non-scientific, with little reason found to be brought into tools of science
[100]. This has been traditionally particularly true regarding attempts to bring “affect” into
applications of computers. However, given the essential role affect has in both human cognition
and perception, the reasoning behind the field of affective computing is that machines with
affective capabilities will improve the quality of the assistance they provide. Incorporating
techniques for affective computing in games is often referred to as affective gaming [101] and is
considered to be a field of research that attracts increasing attention during the last two decades.
The gaming and game design community appears to understand the importance of affect in the
development of engaging games. The main focus of affective computing techniques in game design
is the recognition of player emotion and the dynamic adjustment of game content according to it.
An additional aim of these techniques is the generation of human like emotions in NPCs, however
less emphasis is placed on the modeling of such emotions in comparison to understanding how
player affect responds to game content.

Arecent study [102] that compared versions of the same game, one that incorporated affective
computing techniques to interpret player emotions and enhance game experience, while the other
did not, indicated statistically significant differences in the experience of the participants as it was
reported in relevant questionnaires. In particular, most of the positive experience ratings were
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increased in the version that employed player affect as a means to adjust game content. However,
literature suggests that it remains a difficult task to merge affective computing techniques and
game design elements without reducing immersion and worsening the experience that is offered by
the game itself. To this end, multiple approaches have been proposed [89] as means to incorporate
affective computing successfully as part of game design, however dynamic difficulty adjustment
seems to be the most exploited on in literature [103].

Multiple means of identifying human emotion during play have been investigated. The most
common sources for affect information [102] during gameplay are:

- Facial expressions

- Body actions and posture

- Brain computer interfaces

- Haptics

- Sensors (EEG, PPG, EKG, respiratory rate devices, galvanic skin response,

electrodermograph, EMG)

To this day, there not many commercial games that can be characterized as affective games.
Some examples are, Left 4 Dead 2 (2008), in which player stress levels gathered via galvanic skin
response determine the pace of the game. Brainball (2003), where the player moves a physical ball
by trying to achieve a relaxed state that is measured through EEG. Oshiete Your Heart (1997), that
simulates dating and monitors player heart rate and sweat levels. Missile Command (1980), where
a player must destroy moving targets and the game environment changes according to their
heartbeat rate. Bionic Breakthrough (1983), in which sensors pick up facial movement the player
needs to control in order to move a bouncing ball into a brick wall. Several attempts have been
identified in the literature regarding games that have been designed and developed in order to
assess the potential of affective games to enhance game experience [103]. These games tend to
feature PCG techniques that alter the game environment, game-controlled elements, player-
controlled elements, NPCs and game objects. Findings from these studies indicate that despite the
fact that these techniques seem to be enhancing game experience it is critical that they don’t limit
creativity in game design.

Focusing on SGs in the health sector, the rapid advancements in sensing technologies make
feasible the implementation of patient-tailored interventions supported by properly designed SGs
[3]. More specifically, sensor based adaptive SGs, including player modeling and profiling, in terms
of health status and lifestyle habits, along with recognition of engagement in real time, have the
capacity to address important challenges in chronic disease management such as the presence of
inter- and intra-patient variability while offering low-cost services at the point of care. Research on
the recognition and employment of engagement and other affective states to achieve
individualization in SGs for health is still limited. A handful of relevant publications have been
identified, with the most common case being biofeedback SGs for stress management. Features
extracted from breathing signal and heart rate variability (HRV) analysis have been used to predict
affective states, such as stress and engagement during game play, in a biofeedback context for
stress management therapy [104],[105]. The use of ECG signal transmitted in real time to a therapist
has also been reported in the context of a virtual reality SG for emotional regulation in adolescents
[106]. Moreover, a methodology for multimodal affect recognition for SGs targeting the treatment
of behavioural and mental disorders and chronic pain rehabilitation has been presented [107]. ASG
for automated personalised exposure therapy that includes experience-driven PCG has also been
proposed, employing ML techniques to predict stress from physiological signals [108]. Additionally,
emotion recognition has been applied on speech components to support SGs aimed towards
cognitive-based treatment for mental disorders, with results indicating successful recognition of
interest, boredom, and anger [109].

Engagement has been argued to be of paramount importance in terms game experience [110],
related with positive and negative affect through game activities and accomplishment of objectives
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[3]. In particular, engagement is related to a range of emotions, such as satisfaction, fun and
enjoyment, as well as a range of experiences, such as feeling immersed or in the state of flow.
Different perspectives have been identified regarding the construct and measurement of
engagement according to a recent review study [37]; the study adopts a three-part framework for
engagement that includes the dimensions of behaviour, cognition, and affect. Recognition of the
affective aspect of engagement and its employment in an “emotion-sensitive adaptive game
approach” [5] can lead to heightened task persistence and improved learning process. There are
various sources to collect informative data regarding player engagement during game play, such as
self-report (e.g. game experience questionnaires), in-game metrics, wearable sensors (e.g.
electrocardiogram (ECG), electroencephalogram (EEG) and electromyogram (EMG), electro-dermal
activity), and posture recognition sensors [37], [111]. More specifically, pressure sensors, for posture
and mobility monitoring, have been employed for this reason in learning environments [112], or
during intense cognitive activity [113]. Features extracted from heart rate sensors have been
identified as potential detectors of affective states, stress, and learning [114], [115]. Data collected
from sensors can be augmented by in-game metrics and analytics that exhibit promising
associations with learner’s engagement [116], [117].

1.4.2 Procedural content generation

Player modeling can facilitate adaptivity in games by guiding PCG techniques. PCG is a term
used to describe techniques incorporated in games to empower user engagement and increase
replay value by generating new content based on user choices and interaction with the game
automatically. A formal definition for PCG in games describes it as "applications of computers to
generate game content, distinguish interesting instances among the ones generated, and select
entertaining instances on behalf of the players” [118]. Besides the benefits associated with user
experience, PCG techniques reduce game production cost and facilitate player-driven approaches
and player generated content [119]. There are two types of games incorporating PCG in terms of
whether they hide the process that generates content and assets from the player, or they provide
access and control of it to the player [119]. In most games with PCG the player has some form of
indirect control over the generated content through their in-game actions, or in more advanced
approaches through data collected while playing from a multitude of sources. In most of these cases
the player is not aware of the control they are given, or the effect their actions and decisions have
on the generated content. However, there are cases where control over the generation of content is
given to the player in a more direct manner. Perhaps the simpler examples of such approaches are
story driven narrative games, where the player is given options that control the game narrative. The
PCG method that controls the story is in this way driven by the player, who usually has a clear
understanding of cause and reaction. In other, less simple, cases the player develop direct sense of
control over the generated content, with the generator opening up to them and becoming an
element of gameplay.

According to a recent review study about modern trends in PCG techniques for games there are
numerous approaches, algorithms and methods employed. Researchers and developers apply
them not in a systematic manner [120]. Some broad categories that were identified during the
review process were:

- Answer Set Programming, a programming approach that is based on tree search based on
known facts about the game space. This approach has been successfully employed for level
generation.

- Artificial Neural Networks, ML models able to output PCG assets and game content, such as
personalized quests and dynamic narrative.

- Coevolutionary genetic algorithms (GAs), an evolved approach that employs GAs and is
based on subjective fitness functions that avoid early convergence states and deliver
optimal game content.
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- Dynamicdifficulty adjustment, a broad category of simpler approaches that is quite popular
due to their ability to tailor difficulty levels according to player interaction and improve
engagement to the game.

- Experience driven PCG, another broad category that uses player experience, such as
gameplay, skills, activity, or even questionnaires, in generic approaches through rule-based
systems and are often the basis for other more advanced forms of PCG.

- GA, a concept of applying natural selection on chromosomes representing game content
and are deemed fit according to input provided by the current game state and player data.

- Monte Carlo tree search, algorithms that select, expand, and simulate through
backpropagation, measuring playing patterns in the process and altering the design space.

SGs, those that target health in particular, can benefit greatly from PCG techniques [3].
However, according to a recent review article on the use of PCG [120] in digital games, incorporation
of PCG is SGs is far less documented when compared with its prevalence in entertainment games.
Advancements in the fields of data analysis and Al, along with the development of low-cost,
portable, and unobtrusive sensors, enable real-time individualization of PCG based on data
collected from a multitude of sources [92]. PCG methods can be augmented through real-time
recognition and employment of engagement in a constant feedback loop that adapts game content
based on the player state [121], [122]. Novel technologies, from the fields of ML and deep learning,
utilizing data from various sources have been applied to enhance PCG in entertainment games
[123]. For instance, a recently proposed PCG framework employs intrinsically motivated
reinforcement learning that builds knowledge about the player’s preferences by searching for
unexplored information and being rewarded for discoveries [124]. Intrinsically motivated
reinforcement learning, thus, makes feasible the development of experience driven PCG that
considers the impact of the generated content on the player’s affective state. Such frameworks can
be combined with novel techniques that procedurally generate individualized content specific to
self-health management needs and preferences [125]. The procedural generation of SG content
built to accommodate educational and behavioural objectives regarding the targeted condition, is
thus controlled by an engagement feedback loop. These objectives include, amongst others,
knowledge about the management of the condition and daily self-health management goals [126].
Maximizing player engagement not only promotes the SG's effectiveness towards these objectives,
but also increases adherence to the intervention, leading to sustainable improvement in self-health
management. Additionally, sensors employed for the recognition of engagement can produce
clinically relevant data or lifestyle parameters [127], [128]. The integration of such data in the SG
feedback loop, along with in-game metrics, can ultimately lead to PCG that individualizes SG
content according to condition and player specific needs while promoting adherence through
engagement. SGs for health benefit greatly from the incorporation of state-of-the-art sensing
technology [129]. PCG techniques employing this type of sensing data can produce patient-tailored
and clinically relevant content, resulting in a smart personalized health intervention. The
availability of real-time sensing data providing information regarding the user’s lifestyle, behavioral
habits and health status, makes feasible the development of sensor-based adaptive SGs with
increased capacity to address important challenges in self-health management [3], [130].

1.5 Thesis structure

Motivated by the findings presented above the present Doctoral Thesis focuses on investigating
the feasibility of a novel conceptual framework in terms of accurately and reliably recognising
engagement in real time and delivering efficient personalized content in SGs for health. In the
following chapters results from two experimental procedures and a pre-pilot study, aiming to assess
the effectiveness of the developed tools, evaluate user acceptance, and evaluate the proposed
framework are presented. These procedures employ novel SGs for health designed and developed
to take advantage of the capabilities provided by the proposed conceptual framework.

45



In chapter two, a novel conceptual framework for real time recognition and PCG in SGs for
health is presented. The conceptual framework employs heterogeneous data that allow for
generation of personalized content. Additionally, a novel approach for PCG based on a GA is
detailed.

In chapter three the design and development of two SGs that aim to raise awareness, educate,
and empower self-disease management is presented. The design framework that formed the basis
for the development of the games is described in detail. The purpose of the developed games is to
evaluate the feasibility and efficiency of the proposed conceptual framework. To this end, the
games are designed to incorporate mechanics for PCG. Additionally, a platform employed in pilot
studies that incorporates a SG for health is also presented. In conclusion, a novel technique for PCG
in SGs for health based on a GA is described.

In chapter four, a carefully designed experimental process that aims to collect a multitude of
data during play with a SG for health is presented. The collected data are then analysed in an effort
to highlight potential features with predictive power towards real time recognition of engagement.
Engagement is annotated in real time through screen recordings of play by participants. Data are
collected from heart rate and pressure sensors, as well as interaction with the SG.

In chapter five, an experimental process and results from a pre-pilot featuring SGs that employ
the proposed GA technique for PCG are presented. Multiple versions of the GA technique, featuring
different parameters and aiming towards generation of different type of content are evaluated in
terms of acceptance and efficiency of delivered content.

In chapter six, a methodology for employing deep learning agents that automatically play a SG
for health is presented. The aim of this approach is to provide a means to evaluate and calibrate
PCG techniques in SGs that serve as health interventions, as well as evaluate the ability of agents to
be trained faster according to the content presented by the SG.

In chapter seven a discussion regarding the main conclusions of the research conducted in the
present Doctoral Thesis is conducted. The contributions made towards the field of creating adaptive
SGs that can serve as efficient and enduring interventions for health are detailed. Finally, future
research directions focussing on trends recognised in the present study are presented.
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2. Conceptual framework for adaptivity in
serious games for health

In the present chapter a novel framework for adaptivity in SGs for health is presented. This
framework has been designed to employ novel technologies towards smart and personalized health
interventions based on the research trends and healthcare needs that were identified in the
previous chapter. To this end, the aim of the proposed conceptual framework is twofold. On one
side, it aims to create player models that deal with the affective aspect of engagement and apply
them in the domain of SGs for health in order to promote adherence to the intervention. On the
otherside, the aim of the proposed conceptual framework is to model the player’s clinically relevant
needs in a way that can be comprehensive to the SG’s PCG technique and produce tailored content.
Inits most basic form, a structure that allows for dynamic adaptation in SGs for health requires three
elements [11]. Firstly, data and information about the player, relevant to the desired outcome of the
dynamically generated content, need to be collected. Data collection can be conducted through
various means, including questionnaires, observation, interaction with the SG, and sensors. This
data can be both dynamic, e.g., game interaction, physiological signals, and static, e.g.,
demographic data, medical file information. Secondly, a player model must be constructed, based
on the collected data, which defines health relevant needs, as well as game related preferences of
the individual player. In this way, the player model will incorporate the capability to facilitate the
empowerment of engagement, but also reliably detect clinically relevant needs. Finally, an
intelligent agent must be designed and implemented within the SG to generate or select the
individualized content. In this manner the structure for dynamic adaptation receives useful
information about the player, understands it and generates game content according to their need.

A few frameworks for adaptivity in SGs have been identified in the literature. The Square Dance
framework [131] allows for the development of adaptive SGs by taking into account the learner’s
behavior and success in game tasks and adapting difficulty and game environment. The framework
is based on two components, the Director and the Module, with the first controlling the employed
modules that are responsible for high-level game structures, such as mini-games and levels. The
Cognitive Adaptive Serious Game Framework [132] measures the learner’s cognitive load through
an adapted version of the detection-response task by monitoring game performance and evaluating
the learner’s knowledge and experience. In this way the framework has the potential to deliver real-
time personalized training environments. This framework expands on an existing and widely used
conceptual framework [133] for SGs by including the capacity for real-time adaptivity. The I-Mouse
framework [134] employs a combination of eye and mouse tracking data to train ML models that
predict the need for player assistance in education SGs. Another approach [135] features a non-
linear methodology for adaptive SG design that provides space for macro-adaptation of the game
environment and the learning objectives based on the player’s performance.

Focusing on frameworks for adaptivity in SGs for health, RehaBot [136] is a framework for
adaptive generation of personalized SGs for remote rehabilitation. This approach employs motion
tracking sensors, virtual reality environments, and virtual assistants to guide rehabilitation
exercises with personalized guidance and dynamically adjust their difficulty according to the
patient’s needs. Another approach for adaptivity in SGs for rehabilitation, EasyAffecta [95], features
a recognition module for creation of an affective player model in real time through face mapping
based on the Facial Action Coding System. Information about the patient’s affective state is then
used by the adaptation module that adapts game content accordingly. An architecture supporting
integration of SGs aiming to reduce sedentary time, employing internet of things and Al
technologies to dynamically adapt game content and satisfy specific player needs was presented in
[137]. Finally, a framework [138] that employs data from body sensory network, smartphone
applications, and social media to develop context-aware SGs for a healthier lifestyle was identified.
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2.1 Aproposal for adaptivity in SGs for health

A novel conceptual framework for adaptivity in SGs for health, focussing on self-management
in chronic conditions is presented. Based on the presented theoretical background, the proposed
conceptual framework features PCG techniques that take advantage of heterogeneous data and
player modeling to achieve their objective. Real-time recognition of engagement is employed to
create a constant affective feedback loop that empowers adherence to the intervention by
maximizing engagement. This control system helps the player maintain the desired state of flow
through tailored game content and dynamically adjusted game difficulty. This in turn increases the
player’s adherence to the intervention provided by the SG. In addition, challenges in health
interventions, such as chronic condition management, diagnosis, and raising awareness have been
taken into consideration towards designing the proposed framework. Since several lifestyle factors
affect the onset and the progress of health conditions, the monitoring of lifestyle habits and
promotion of effective behavioral lifestyle changes constitute important challenges. Furthermore,
inter-, and intra- patient variability is present in chronic conditions, requiring thus the delivery of
personalized approaches. The ability to generate SG content tailored to specific player needs is
expected to enhance the intervention’s educational efficiency and increase its potential towards
achieving effective and sustainable behavioral change. Achievement of sustainable health status is
also promoted through the increased adherence to the intervention promoted by the constant
engagement feedback loop. SGs addressing the aforementioned challenges can significantly
contribute to empowering patients with chronic conditions in self-health management. In this
sense, adaptive SGs benefiting by the proposed conceptual framework could offer personalized
experience adapted to the patient’s health status, lifestyle, and preferences, while maintaining
increased levels of engagement.

To achieve these goals, the proposed conceptual framework takes advantage of affordable and
unobtrusive sensor technology to measure the affective state of player engagement and provide
insight regarding their specific health related needs. As it is depicted in figure 2-1, the proposed
conceptual framework consists of four layers: (i) the serious game layer, serving as a health
intervention, (ii), the PCG layer, that is responsible for generating appropriate game content
adapted to the player’s needs and preferences (iii) the real time engagement recognition layer,
which utilizes sensing technologies and in-game metrics, and (iv) the health related data layer, that
is responsible for generating important information regarding the player’s health status and
behavioral lifestyle habits. Compared with similar frameworks identified in the literature, the
proposed framework aims to provide SGs for health with real-time adaptivity capabilities, with the
generated content focusing on maximizing engagement and targeting the player’s health related
needs according to the SG’s purpose. Real-time adaptivity is fitting to the dynamic nature of game
experience, with the potential to further enhance engagement and increase game retention. This is
of great importance, especially with mobile game applications, as player retention is generally low
due to the multitude of available options. The main application field of this framework is SGs that
aim to empower self-health management in chronic health conditions. These games promote
sustainable and effective behavioral change, while educating and raising awareness regarding their
target condition. This type of SG based health interventions benefit the most from increased
adherence due to the difficulty of maintaining recently adapted healthy behaviors. Chronic
conditions such as obesity, diabetes, depression, obstructive sleep apnea (OSA), are directly linked
to dietary habits, physical activity, and sleeping quality. Sensing technology applied towards
monitoring of these signals that provide insight about the progression of the condition can be of
crucial importance towards more positive outcomes. However, the proposed framework is
designed to feature generalization capabilities towards other types of SGs for health, such as
exergames, lifestyle improvement games, and rehabilitation games.
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Figure 2-1: Conceptual framework for adaptivity in serious games for health

Each of the four layers of the proposed conceptual framework along with their components are
presented below. In the following chapters the feasibility of the proposed framework is going to be
assessed in a step-by-step approach, through SGs designed for adaptivity, and experimental
processes.

2.1.1 Serious game layer

The first layer of the proposed framework includes the SG space. This space is composed of
game content, in-game performance, and in-game metrics. Game content describes game
mechanics, rules, aesthetics, in-game characters, plot, music, and everything else that can be
considered a component of the SG. Some, or all, of these components can be controlled by a smart
agent and be generated procedurally. The incorporated PCG technique takes up the role of this
agent and controls game content. Game content can also be splitin two main categories depending
on its purpose, and whether it promotes the SG's objective or not. This is usually dictated by the
conceptual framework and the theoretical basis that governs the SG design. This separation is not
necessarily important in the application of the proposed framework; however, it facilitates the
process and ensures that each procedurally generated game component is based on the intended
aspects of the player model. Furthermore, this separation provides a proper design basis for
ensuring that health related content is generated reliably and safely as part of the health
intervention.

In-game performance refers to game progress, in-game rewards and achievements the player
unlocks through interaction with the SG, as well as parameters such as number of victories and
defeats and other elements that tied to specific SGs. Measurement of performance in a SGis crucial
in the evaluation of its efficiency and its success in achieving the intended purpose. In terms of its
involvement in the proposed conceptual framework, dynamic difficulty adjustment is usually based
on elements related with performance besides affect. Maintaining appropriate game difficulty
levels is proportionate to the player’s ability to achieve the SG goals, as they are depicted through
performance mechanics. Not all of performance elements are usually visible to the player, however,
those that are can also be augmented through the adaptive content. In-game metrics refer to data
extracted through the interaction of the player with the SG and is usually relevant to duration of
play, interaction with particularin-game events, and other interaction data. Other examples of data
can include the frequency of SG use and other patterns extracted from the application usage. In-
game metrics provide an accurate description of player interaction with the SG and through the

49



conceptual framework are employed in engagement recognition layer for the generation of player
models of engagement. Besides engagement, these models can also provide information regarding
player progress, learning rate and adherence to the intervention.

2.1.2 Procedural content generation layer

The PCG layer consists of the incorporated PCG technique that applies specific actions to
generate game content (e.g., game mechanics, levels, NPCs, rewards, music, and story) and modify
the game state. Generation of content can be translated in producing new game content or
selection of appropriated content from an available pool. This layer contains all of these available
actions that generate SG content and is designed to accommodate the educational and behavioral
objectives regarding the targeted SG goal. These objectives include, amongst others, knowledge
about the management of a condition and daily self-management goals. In addition, player
engagement, recognized in real time, is provided to the PCG layer to facilitate the generation of
appropriate content, in an effort to maintain the player in a state of flow and increase adherence to
the intervention. To achieve both of these goals, information regarding the player’s game
performance, level of engagement and degree of achieving health related goals, is fed to the PCG
module in order for the latter to produce the game content that improves the intervention’s
efficiency. The required information for this process is collected through the engagement
recognition layer and the health related data layer. In the early stages of its operation, generation
of content can also be employed to improve the model’s knowledge about the player’s preferences
and needs. As mentioned in the theoretical background there is a large number of approaches and
methods for PCG in games. In the present Doctoral Thesis and novel approach for PCG, based on a
GA, is presented and incorporated in the SGs employed to evaluate the feasibility of the proposed
conceptual framework.

2.1.3 Engagement recognition layer

The engagement recognition layer constitutes an important part of the conceptual framework
since it delivers the level of identified affective engagement in real time to the PCG layer. The main
objective in affective games is the modeling of various aspects of player emotion, such as
engagement, stress, fear, and frustration. Multiple approaches have been attempted towards
creating affective player models suitable for incorporation in games. In this approach, the use of
sensing technologies that monitor physiological signals (e.g., heart rate, skin conductance, EEG
signal) and identify postures and physical activity, is proposed as a means to recognise engagement
in real time. Such approaches have been identified in the literature as potentially capable of
discerning states of increased engagement during high cognitive learning interactions.
Furthermore, data collected from these types of sensors can also be applied towards monitoring
disease self-management, symptom progression, diagnosis, and adherence to doctor advice and
medication in multiple chronic conditions. In addition, this layer takes into consideration in-game
metrics such as mouse clicks per second and mouse idleness along with performance score and in-
game decisions. This information has also been proven to be valuable towards recognising
engagement. Acquisition of this type of useful information can be facilitated through the design
process of the SG by incorporating specific in-game events estimated to trigger responses in
engagement. The proposed conceptual framework focusses on the application of player
engagement towards continuously generating game content through a real-time feedback loop. To
assess the feasibility of this approach during interaction with SGs for health an approach for real-
time identification of engagement has been investigated. This approach features annotated
engagement in a continuous manner as perceived by the player to establish a ground truth, and
investigate the predictive capabilities of selected features based on data collected from sensors and
interaction with the SG.

2.1.4 Health related data layer

The health-related data layer includes advanced data analytics for the enhanced integration of
heterogeneous data collected from different data sources such as sensors monitoring clinically
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relevant (e.g., glucose) and lifestyle (e.g., physical activity, quality of sleep) parameters, electronic
health records, internet of thing devices and mobile apps. This facilitates the creation of unique and
complete player’s profiles in terms of health status and lifestyle. These profiles can be employed to
facilitate the generation of SG content tailored to the player’s needs. Data included in this layer can
be both dynamic and static. The generated content can accommodate for the adaptive SG’s diverse
objectives in chronic disease management through appropriate game mechanics and systems. The
intended empowered adherence to the intervention, facilitated by improving player engagement,
allows for sustainable accomplishment of the SGs objectives. Recent advancements in sensor
technology and the abundance of affordable and unobtrusive wearable devices, with the capacity
to send data to the SGin real time, advocate towards the feasibility of the health related layer in the
proposed conceptual framework.

2.2 A genetic algorithm approach for procedural content generation

A GA approach towards PCG in SGs for health has been designed and developed, focusing on
producing content for interventions that target chronic conditions. This approach was first
presented in [125] can be employed as part of the proposed conceptual framework for adaptivity in
SGs for health. The proposed technique features a modular design to facilitate its application in
multiple SGs of different genres. In addition, it can receive heterogeneous data as input and include
player models that provide insight regarding both the affective state of engagement and health
related needs. This technique includes options for dynamic difficulty adjustment after the
generation of procedural content, enhancing its adaptive capabilities. Finally, it provides the
opportunity to control the generated content and ensure that it is delivered safely to the player with
regard to their tailored needs.

Al methods often rely upon heuristic search functions to achieve their goals. Heuristics act as an
evaluator, consulting the algorithm about which step is best to make. One example of such search
heuristics is the evolutionary GAs. Evolutionary algorithms consist of a broad group of optimization
and search algorithms that are based on the principle of biological evolution [139]. GAs, along with
classifier systems and genetic programming are part of this group. Drawing inspiration from
Darwin’s theory of evolution, GAs constitute search methods based on the principles of natural
selection and genetics [138]. GAs have been used in PCG techniques due to their ability to produce
highly customized content for a game, by “evolving” it according to the progress of the user. In order
to achieve these goals, SGs make use of heterogeneous and complex content and mechanics, which
benefit greatly from PCG techniques [139].

The incorporation of GA techniques for PCG in games is widely documented in the relevant
literature. GAs have been employed in game level generation [140], with the ability to control
aspects such as difficulty and aesthetics, as well as employing rhythm for generating game level
geometries [141]. Procedurally generating levels and stages in games appears to be a customary
field of application for GAs, however some approaches go further, also altering game physics and
rules by incorporating them in fitness functions [142]. Besides level, GAs have also been applied to
the generation of games maps in strategy games, taking into consideration the allocation of
resources and confrontations between opponents [143]. Furthermore, GAs have been used to
procedurally generate game quests and missions, through an evolutionary search strategy, guided
story arcs [144]. GAs have also been employed towards dynamic difficulty adjustment techniques
by controlling game characteristics through fitness functions [145].

Attempts to employ GAs for PCG in SGs have been reported in research articles. GAs present
certain advantages in their application to real-time PCG, as they are able to search for optimal
solutions by updating weights included in their fitness functions during live play. This form of
learning is then applied when selecting the fittest individuals that will produce the next generation
and control game content. The time and manner of the production of a new generation can be
dictated according to the specific needs presented by the SG. In addition, the content of
chromosomes and genes can be formed to accommodate for diverse SG content in a modular and
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generalized manner, allowing for the application of such approaches in a broad selection of SGs. A
data driven PCG approach based on a GA and support vector machines to recognize player
capabilities automatically, that can be generalized in various SGs was presented in [146]. This
approach proved to enhance player performance in comparison to a non-adaptive version of the
SG, but also displayed superiority in producing game content against a simple heuristic approach.
Procedural level generation was conducted through the combination of bidirectional long short-
term memory and fuzzy analytic hierarchy process - GA based on player performance and
preferences in an educational game in [147], with results from comparing the method with other
learning methods advocating toward the superiority of the combined approach. Furthermore, GAs
have employed in digital educational interventions that do not employ game mechanics, in order
to generate courses and material in a dynamic manner that fits the student’s needs [148].

A PCG framework (Fig. 2-2) has been designed for incorporation in SGs for health, aiming to
improve the SG’s intervention capabilities and enhance overall game experience. The proposed
technique is based on a GA and is responsible for the automated generation and selection of game
content. This selection can be guided by various aspects of player modeling, built upon dynamic
data, such as player interaction, game progress, and sensor data, as well as static data, such as
demographics, questionnaire responses, and medical files. By translating SG content into
chromosomes of the GA, the evolutionary algorithm searches for the appropriate game content. The
GA’s weights are updated based on the player model and their specific health needs and the fitness
functions select the chromosomes that will form the next generation. Depending on the
characteristics of the SG, game difficulty of the generated content is adjusted automatically. The
resulting adaptive SG possesses the ability to automatically adjust game difficulty and present
content tailored to the user’s health related needs. This approach mainly focusses on SGs that aim
to empower disease self-management in chronic conditions, through mobile and electronic health
interventions. These types of SGs benefit greatly from the deployment of sensors to monitor health-
related behaviors and habits relevant to disease progression. However, it has the potential to be
generalized in SGs for health, or otherwise, with various objectives and goals.

Current generation
of serious game - # Serious game
content

Genetic algorithm _

—eeae o o e o e e e e e O O O T O O ] S ] e e e e e .

Figure 2-2: Framework based on a genetic algorithm for procedural content generation in serious games for health.
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Figure 2-3: Translation of serious game content into the genetic algorithm’s chromosome structure.

In order to effectively communicate game content to the GA controlling it, a novel approach of
representing the adaptive aspects of the SG in elements of the algorithm was implemented. The
proposed approach for PCG treats SG content and assets as a string of genes that form a
chromosome (Fig. 2-3). Depending on the type of SG that incorporates the proposed PCG
framework, different types of game content must be represented in genes. This approach is highly
modular and can be generalized towards various types of game content. An example of the types of
content it can accommodate, explained in detail in Chapter 5, can be found in the incorporation of
the proposed technique in a SG for OSA. In this SG NPCs are described through attributes that are
relevant to the intervention's educational and behavioral objectives. Each of these attributes is
represented as a gene in the GA's chromosome. This way, in this example, a chromosome can be
linked to an NPC by including the number and types of attributes that describe them. The genes
take binary values, with “1” representing game elements that exist during the current iteration of
the GA, while “0” signifies their absence. In the example mentioned above, the whole population of
chromosomes in each generation describes potential NPCs that could exist in the SG. In each
generation of the GA one or more of the fittest chromosomes are selected to determine the
generated SG content according to their gene values. In the provided example, new NPCs would be
generated and populate the SG as opponents for the player.

Weights are assigned to each gene and trained based on the data collected through various
means, such as interaction with the SG and sensors. This data provides insight regarding player
needs according to a player model. The weights can be updated whenever it fits the generation of
new content, according to the needs of a specific game. Based on the updated weights, fitness
functions calculate the fittest chromosomes for each generation. These chromosomes are going to
be used to create the next generation, while mutations take place to decrease saturation in the
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produced SG content. The nature of the weight update and the fitness functions depend on the
application in a specific game environment. A rule-based system then filters the generated content
to dynamically adjust difficulty level according to player progress. The architecture of the proposed
PCG technique is presented here in an abstract manner. Its generalization capabilities have been
tested in the present Doctoral Thesis and two detailed examples from its application are provided
in Chapter 5. The aim of this technique is to employ a multitude of heterogeneous data in the
procedural generation of game content. By splitting SG content in different genes and employing
weights that are updated in a different manner for each gene, this method allows for efficient
control of the generated content by selected aspects of the player model. This way, modalities that
can be applied towards enhancing engagement can work independently from modalities that
generated personalized health related content. The proposed PCG technique has been
incorporated into SGs for health that were used to evaluate the proposed conceptual framework for
adaptivity. Details regarding the incorporation of the GA PCG technique in specific SG spaces are
going to be described in Chapter 5.
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3. Design and development of adaptive serious
games for health

In this chapter the design and development process for two SGs for health that were created
during the course of the present Doctoral Thesis are presented. The first SG was first presented in
[149] and aims to promote food and nutrition literacy among adolescents and young adults and has
the capacity to empower self-health management in chronic conditions with special dietary needs.
The second SG was first presented in [125] and aims to raise awareness about OSA and induce
healthy behavioral change in people suffering from it. In addition, a third SG that was employed in
pilot studies with children suffering from obesity and type 1 diabetes mellitus, aiming to promote
self-health management, and incorporating the proposed PCG technique is described. Preliminary
results from a pre-pilot study and the description of this SG were first presented in [150]. Data
collected during play with the presented SGs has been employed to investigate the feasibility of the
proposed conceptual framework for adaptivity in SGs for health. All three games incorporate
mechanics that facilitate PCG of their “serious” content. The design process of the SGs has been
based on theoretical frameworks, and in the case of the third SG in collaboration with health
experts.

3.1 Aserious game for food and nutrition literacy

Express cooking train (ECT) [149] is a SG designed and developed to promote food and nutrition
literacy skills in adolescents and young adults, by building knowledge regarding food preparation,
portion sizes, healthy recipes, and nutritional values. Malnutrition is currently one of the greatest
challenges faced by our generation, considered responsible for more adult deaths and disability
than smoking habits and alcohol consumption [151]. The onset of multiple chronic conditions such
as cardiovascular diseases and diabetes has been associated with unhealthy dietary habits and
obesity [152]. Limited time spent in cooking along with insufficient skills hampers the ability of
individuals to become healthier by assuming proper dietary habits [153]. Developing knowledge
related to nutrition and cooking, maintaining healthy dietary behavior and achieving normal weight
constitute important milestones towards health promotion and chronic disease prevention and
management [130]. Food and nutrition literacy constitute two key concepts that are becoming
increasingly importantin the promotion of a healthy dietary lifestyle [154]. The ability to understand
information relating to nutritional values, as well as the capacity to make proper dietary decisions
is defined as nutrition literacy [155]. The ability to apply this knowledge during food preparation
constitutes the concept of food literacy [156], [157]. It has been proven that effective dietary
changes are facilitated and empowered by the development and enhancement of both nutrition
and food literacy. To this end, ECT’s game mechanics are linked to mediators aiming to facilitate
behaviour change and knowledge acquisition, in an entertaining way.

The SG design is based on a conceptual framework that incorporates a recipe ontology and
offers an immersive and engaging cooking simulation system, suitable for exploration through trial
and error. ECT was developed using Game Maker Studio engine for Windows operating systems. The
conceptual framework for the design of ECT is presented in Figure 3-1 and incorporates behavioral
science theory concepts [158], along with features from a generalized SG framework [133]. The
conceptual framework is split into three sections, representing the SG content (1), the mediators
(2), and the desired outcome (3). All the elements of the SG content are included in ECT to facilitate
and support the mediators, which intend to promote the SG’s desired outcomes while entertaining
the user. The desired outcome of ECT is not only knowledge acquisition, but also effective and
sustainable behavioral change. The conceptual framework describes the way elements from the SG
are employed as mediators to reach this outcome.
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Figure 3-1: Express cooking train conceptual framework.

a) Recipe ontology

The ability to represent and handle information regarding food recipes (Fig 3-2a), ingredients
(Fig 3-2b) and meal preparation is essential to the kitchen simulation mechanics employed by ECT.
A realistic and fun simulation of meal preparation is critical to the educational and behavioral goal
of the SG. To this end, ontological modeling has been selected to formally represent all the related
concepts, features, and constraints linked to the kitchen simulation system. To this end, an
extended model has been built on an existing ontology by BBC [159], incorporating knowledge
representation fitted to the SG’s needs, while ensuring extensibility, sustainability, and reusability.
There are three main reasons for this approach in ECT. Firstly, this type of knowledge representation
facilitates the handling of complex game concepts that will support a realistic kitchen simulation
system in the SG. Secondly the ontology provides an easy way of expanding the described
knowledge in a sustainable manner by including recipes and dietary options specific to tailored
needs of self-management in various chronic diseases. Thirdly, ontological modeling facilitates the
representation of game content, in terms of recipes and ingredients, in a way that can be employed
by a PCG technique. The employed ontology includes food information relevant to game objectives
and rewards, such as nutrition values and cooking recommendations. Additionally, representation
regarding information collected from the interaction with the player has been included, to facilitate
player modeling and delivery of personalized game content. This information contains in-game
performance relevant to specific recipes or cooking habits monitored throughout the game. Finally,
the SG ontology contributes to the calculation of game score and progress. Ontology concepts are
employed by a rule-based system to evaluate the nutritional value of prepared meals within the
kitchen simulation, as well as their similarity to in-game recipes. The nutritional value of each
prepared meal is calculated by factoring the selected cooking technique, the amount of fats,
calories, carbohydrates, proteins, and the glycemic index of the used ingredients.
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Figure 3-2: Express cooking train example recipe (a) and sample ingredients (b)

b) Game genre

Genre in digital games refers to an informal classification that is based mostly on playstyle
elements of the game. Various attempts to produce a formal classification of game genres have
been identified [160], however genres appear to be evolving continuously and organically with the
development of new innovative games that combine multiple genres or introduce new ones. ECT
consists of playstyles deriving from three different genres: cooking games; roguelike games; puzzle
games.

At its core, ECT is a cooking game. Cooking games, as the name suggests, simulate the cooking
process using various mechanics in a vast variety of manners. In ECT, an attempt to incorporate a
realistic and fully explorable kitchen simulation environment (Fig. 3-3) was made. The player has a
number of recipes and ingredients at their disposal, as well as a virtual kitchen equipped with
appliances and various tools. Player interaction is conducted through the mouse by pointing and
clicking. Every time the player selects an ingredient to use with a kitchen appliance a number of
options appear, describing ways that the ingredient can be prepared by the particular appliance.
The preparation time is represented by an in-game timer. Tips and advice appear if the player makes
a mistake, loses an ingredient or makes an unhealthy decision. By employing the ontology model,
the kitchen simulation mechanics of ECT provide an environment suitable for exploration, as the
player is motivated to try new combinations of ingredients and decide whether they want to follow
arecipe or try to discover new ones. In each playthrough a set of recipes is selected along with a few
starting ingredients, provided in the ontology. According to the recipes provided and the available
ingredients the game difficulty can be adjusted.

KITCHEN WAGON

_
|
e

Figure 3-3: Express cooking train virtual kitchen environment.

57



Roguelike games are characterized by procedural generation of content and randomization
mechanics. In this type of games, player progress is typically ephemeral in nature, as the player
starts from the beginning with each playthrough. This playstyle encourages the player to explore
the game, as in order to progress further they have to improve their skills and knowledge of the
game by learning from their mistakes. In ECT if the player loses, they must begin a new journey, with
new starting ingredients and recipes. In every new train trip, the stage’s environment is generated
procedurally along with the maximum travel time length. Rule based systems that control visual
assets control stage generation, weather elements and day/night cycle. Some upgrades are
retained between playthroughs, facilitating game progress and reducing repetition. In addition,
between train travels, the player is able to make some selections that are going to affect the next
travel in terms of rewards and achievements. Finally, puzzle games usually present the players with
challenges that require strategic planning and problem solving. In ECT the presence of puzzle is
quite subtle, aiming to break the pace of the cooking simulation and reduce its repetitiveness. A
small number of physics games, point and click mechanics, as well as hidden plots and dialogues
exist, to intrigue the player but also promote exploration. Initial design included a catapult mini
game that was not included during ECT development as there were concerns that it could
overshadow the “serious” purpose of the game.

¢) Plot and characters

The game is played in missions, with the player taking control of a train (Fig. 3-4) trying to reach
the next destination carrying valuable cargo. ECT is set in a post-apocalyptic setting and during
these short trips, huge monsters chase the train. The ground level is a barren wasteland and towns
are kept on the air by huge balloons. At the beginning of each trip the train is descended to the
ground level and placed on tracks. The player must travel to the next town where air balloons await
to lift the train to relative safety. The monsters roaming the land are extremely hungry but also very
picky about what they want to eat. When they spot a train, they begin to hunt it, having grown
accustomed to train drivers being some of the best cooks of healthy food available. The player, a
rookie train driver, must cook healthy meals in the kitchen wagon and launch them with a catapult
towards the monsters to satisfy their appetite and reach the next train station safely. Adding to the
game difficulty, the train inventory contains mostly junk food recipes, forcing the player to explore
ways of including healthier ingredients and applying better meal preparation techniques, as the
monsters grow angry if junk food is thrown their way. The train engineer, Suzanna, is accompanying
the player along their train trips offering advice in cooking and managing the train. The monsters,
also accompanying the player in a way, have some interaction options that were initially designed
to produce comic relief, with witty dialogues and comments. Eventually these dialogues were
redesigned to also provide small pieces of plot that would eventually lead the player to understand
what happened to the world and in this way provide players with incentive to explore and play.
Additional characters, plot events and environments have been conceptualized but not yet
implemented in the SG.

Figure 3-4: Express cooking train.
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d) Game mechanics

Several game mechanics have been incorporated in ECT: (1) kitchen simulation, (2) upgrades,
(3) resource management, (4) exploration, (5) physics game.
1) Kitchen simulation: A game environment providing a realistic game space to prepare meals.
Cooking appliances and equipment along with a book of recipes and an inventory for ingredients
are at the player’s disposal to experiment without limitations. A variety of interface interactions are
available, such as drag and drop, swipe, point and click, providing a user-friendly interface. Each
generated meal is awarded with two scores, provided by the recipe ontology. As the game
progresses the monsters become harder to satisfy, demanding healthier food options that are more
difficult to produce.
2) Upgrades: An upgrade system allows users to make permanent improvements in the kitchen and
the train. The ability to progress to later stages of the SG depends on the incorporated upgrades.
This mechanism offers decisions for strategic planning and critical thinking and is directly involved
with the process of better meal preparation in the kitchen simulation environment, as different
cooking appliances and techniques are explored by the user. This mechanic has been designed but
not yet implemented in the SG.
3) Resource management: Resource management is essential to game progress due to the finite
nature of the ingredients. Recipe planning and ingredient procurement form an additional decision
system promoting the acquisition of dietary and cooking knowledge and the empowerment of
cooking skills. This mechanism offers self-participatory problem-solving interaction of a highly
immersive nature.
4) Exploration: Exploration of the SG world provides an opportunity for the player to interact with
NPCs, monsters and game locations, as well as experience other creative facets such as plot,
aesthetics, and music.
5) Physics game: A physics puzzle mini game is employed every time the user launches a meal to the
chasing monster with the catapult on the last train wagon. The difficulty of this mini puzzle game
relies heavily on the similarity of the produced meal against reference “junk” food. Meals of higher
nutritional value automatically reach the monster, encouraging the user to make healthier cooking
choices. This mechanic has been designed but not yet implemented in the SG as it could shadow
the core game mechanics.
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Figure 3-5: Reward, progress and achievement screen of Express Cooking Train.
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e) Game achievement

Game achievement (Fig. 3-5) offers ways to monitor player progress in the SG, as well as their
understanding of the educational content and ability to perform better in game challenges. These
mechanisms reward the player and provide an opportunity to evaluate the learning process.

1) Recipe unlocks: Through successful exploration in meal preparation, the user improves the
existing recipes and discovers new ones. Furthermore, new recipes can be acquired through world
exploration.

2) Personalized challenges: Based on the player’s cooking profile, tailored challenges are generated
to address identified unhealthy habits and weaknesses. This system allows for PCG based on player
modeling; however, it is not implemented in the current version of ECT.

3) High Score: The high score is measured by allocating similarity and healthy points to food
produced by the player. The scoring system is based on the incorporated ontology and is presented
to the player during train trips and on the reward screen.

4) Train upgrades: Train upgrades make the train faster and sturdier. Besides beneficial upgrades
there are also visual upgrades that allow the user to customize the train.

5) World exploration: The progress of world exploration is depicted on a review screen that shows
the percentage of SG completion. It displays the number of recipes the player has discovered, the
achievements, as well as budges awarded for exhibiting healthy habits. With the implementation of
additional characters, locations, and plot points, they will also be included in this screen. This
mechanic has been designed but not yet implemented in the SG.

f) Behavioral mediators

Behavioral mediatorsin ECT are based on the social cognitive theory and the self-determination
theory [161]. According to social cognitive theory, motivation is empowered by the expectation of
positive results in given course of action. This is achieved through the provision of a cooking
simulation environment allowing the player to experiment with food preparation. This environment
allows for a safe trial and error approach with short-term rewards. Moreover, goal setting, review
and feedback are involved in game mechanisms in order to empower self-efficacy, which is a crucial
motivational mechanism [48]. Self-determination theory dictates that autonomous motivation
contributes to a sustainable change in dietary habits as opposed to controlled motivation.
Autonomous motivation refers to the user’s realization of the beneficial outcome of the intervention
provided by the SG. ECT offers a self-participatory and personalized environment that enhances
autonomy and competency which ultimately lead to self-determination [161].

3.2 Aserious game for obstructive sleep apnea

Wake up for the Future (WuF) [125] is a SG aiming to promote disease self-managementin adults
suffering from OSA and raise awareness about the condition. OSA is currently the most prevalent
sleep-related disordered breathing condition [162]. OSA manifests with recurrent episodes of upper
airway collapse that result in a decline, or even interruption, of airflow with a duration of at least
ten seconds. A variety of treatment options exist, however, proper self-management of the disease
can also benefit patients suffering from OSA (e.g. healthy diet options, weight loss, proper sleeping
routines and positions, limitation of alcohol and tobacco consumption) [162]. The condition is
considered a major publicissue, accounting for 936 million patients worldwide in 2019 [163], while
most (80%) of the cases remain undiagnosed. If left untreated, OSA can increase the risk of health
problems such as cardiovascular diseases, diabetes, and depression. Only 20% of OSA cases
globally are estimated to have been diagnosed, indicating that raising awareness about OSA’s
symptoms can help reduce under-diagnosis and improve disease outcome.

60



mechanics: Intervention || Learning and behavior aspects
- : - Scaffolding (messages, dialogues)
- Interactive narrative
- Lifestyle oriented choices A Marcus - Rewards (story advancement)
- Puzzle mini games Tale - Autonomous environment (user choices)
e ar - Engagement (characters, story,
_ £ aesthetics)
- Review screen
- Mini game difficulty adjustment _
- Informative Messages - Awareness regarding OSA
- Personalization - Risk assessment
- _ - Adoption of healthy related habits
- Posture recognition - User information
- Sleep quality assessment - Questionnaires .
Sensors User profiling Desired outcome

Figure 3-6: Conceptual framework for the design of A Marcus Tale [164].

Initially, another approach based on the conceptual framework used for ECT was attempted to
create a SG for OSA. An narrative adventure SG, A Marcus Tale (AMT), was developed using the
framework displayed in Fig. 3-6 [164]. AMT was implemented on the Unity platform to run on
windows operating systems. Its conceptual framework links the game mechanics with raising
awareness and behavioral motivation, targeting adults. In terms of game mechanics, it features a
compelling plot and hand drawn aesthetics to engage the user and provide an immersive
experience. The main character is Marcus, a former robber, that has been recently diagnosed with
OSA. The user makes decisions that affect Marcus’s health status and consequently the
advancement of the story, offering the user a personalized experience. Throughout the game the
user receives messages for healthy lifestyle while gaining knowledge about OSA. The user’s ability
to make correct behavioral decisions minimize the difficulty of puzzle and action mini games.
Furthermore, periodical review screens of the user’s decisions and the influence on Marcus’s health
are presented.

Based on insights gained from the design and development process of AMT the conceptual
framework was revised to accommodate for PCG techniques. Mechanics and systems from digital
card games were incorporated in the design and the desired outcome shifted away from OSArelated
risk assessment. This new approach aimed to raise awareness and promote self-health
management, as these targets were deemed more fitting to the design approach. Monitoring
disease and symptom progression in OSA using electronic and mobile health technologies is a
subject that has been investigated extensively in the literature [165], [166], [167]. However, no SGs
for OSA have been identified and a step-by-step approach was decided regarding the capabilities of
WuF. Systems and mechanics capable of monitoring can be implemented and the future, along with
options for medical decision support, however it is crucial to investigate the capabilities of the SG
in terms of behavioral and educational outcomes before proceeding further. The resulting
conceptual framework for WuF is presented in Fig. 3-7. Its design links the game mechanics with
raising awareness and behavioral motivation, while targeting the adult population. As in the case of
ECT, the framework incorporates behavioral science theory concepts [158], along with features
from a generalized SG framework [133]. The SG features a novel and suspenseful plot with the user
traveling from a dystopian future where all knowledge regarding OSA is lost, to the present. WuF is
an open world digital game, featuring debate battles with the use of card decks. It has been
implemented on the Unity platform and runs on Windows operating systems.
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Figure 3-7: Conceptual framework for Wake Up for the Future.

The conceptual framework describes the way elements from the SG are employed as mediators
to reach this outcome. In the following subsections, elements depicted in ECT’s conceptual
framework are explained in detail.

a) Procedural content generation

WuF incorporates mechanics that allow for procedural generation of NPCs and their short
biographies. This approach aims to empower the SG’s educational value, dynamically adjust game
difficulty and empower player engagement (Fig. 3-8). The implemented system is modular and get
employ a variety of techniques and methods. Every time the player enters a card battle, an NPC
opponentis generated. According to the attributes of the generated NPC the player must apply their
knowledge regarding OSA in order to defeat them in a simulated debate. The proposed PCG
technique based on a GA, presented in Chapter 2, has been incorporated in WuF. In addition, a
randomization rule-based system has been implemented to serve as a benchmark for the validation
of the proposed PCG method. Details for the automated generation of game content in the form of
NPCs in WuF are presented in Chapter 5.
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management
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* empower the game’s educational value
= automatically adjust difficulty level
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Figure 3-8: Scope of Wake Up for the Future.
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Figure 3-9: Cards in Wake Up for the Future.

acter enjoys

b) Game genre

WuF borrows ideas and mechanics from two broad video game genres, card games and open
exploration games. Card games have been frequently employed as educational and behavioral
tools in the form of SGs in various subjects and application fields [168], [169], [170], [171]. These SGs
usually adapt social and constructivist views of learning, such as the ones incorporated in the
employed conceptual framework, and have been evaluated with positive results towards learning,
attitude change and thinking skills. These SGs often include cards with educational content, the
concept of formulating an appropriate deck to win, and the gradual collection of cards that are often
increasingly strong in terms of how they affect the card game. In Wuf, the player collects cards (Fig.
3-9) that represent arguments about the prevalence of OSA, healthy lifestyle habits that are
associated with it, and tips regarding adherence to proposed treatments and medications. Through
this card collection they form decks to engage in card battles facing NPC cards with false arguments
and perceptions. In addition, the SG features an open world where the player can explore and talk
with NPCs, collecting more cards and learning about OSA in the process. This open world is
presented through top-down classic pixel graphics (Fig. 3-10). The open world approach induces
and sense of exploration and discovery and supports the game story while providing an immersive
incentive for the player. The NPCs include opponents for the card battles, but also helpful characters
that present the player with knowledge about OSA in the form of new cards.
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Figure 3-10: Open world of Wake Up for the Future.
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Figure 3-11: Non-player character biographies in Wake Up for the Future.

¢) Plot and characters

WuF features a compelling story about time travel from a dystopian future to the present. In the
future all knowledge regarding OSA has been erased by a corporation that controls the populace
suffering from OSA. In this alternate reality the condition is affecting almost the entirety of the
population and the evil corporation has found a way to exploit this. The main character is a person
from this future that travels back in time to the world of today in an effort to collect knowledge
about OSA and ways that can improve self-health management and treat the condition. With this
knowledge the character intends to return to the future and save the world from the corporation by
spreading knowledge and helping people suffering from OSA to manage their condition. With their
arrival in the present the main character quickly finds out that OSA is under-diagnosed and widely
spread. In an effort to learn and help people they meet and talk with people suffering from OSA in
an effort to raise awareness and convince them about the seriousness of the condition and the need
to manage it through healthy behavioral change. These debates are simulated by the SG’s card
mechanics.

d) Game mechanics

During the game, the user participates in debates with NPCs. These NPCs describe people with
undiagnosed cases of OSA, with no awareness of their condition and without the necessary
knowledge skills. The user’s purpose in the game is to convince these NPCs and contradict their false
beliefs and unhealthy habits. In this way, the user takes up the role of a mentor, trying to raise
awareness and promote self-disease management for OSA. The debates are incorporated in the SG
with a card game, where each card represents an argument, which is associated with an attribute.
Attributes are habits (smoking, alcohol consumption, sleeping position, etc.) and chronic conditions
(obesity, hypertension, diabetes, etc.) that are linked to the onset, diagnosis, and progress of OSA.
Every NPC is characterized by some of the above attributes, creating a profile, which is presented to
the user via a short biography before each card battle. Each of these attributes is linked to a false
argument the NPC uses during the debate, which strengthens their lack of motivation towards
healthy lifestyle change. The short biography (Fig. 3-11a) provides the user with some insight
regarding the upcoming debate battle, enabling him to prepare his arguments properly, by selecting
cards for their deck.

The debates are simulated by a card game system (Fig. 3-11b). There are two types of cards, NPC
and player cards:

* NPC cards represent their false arguments, each linked to an attribute. Every NPC possesses
one NPC card for each attribute in their biography.
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» Playercards represent correct arguments about OSA, each linked to an attribute. Before every
debate, the user must create a deck of five player cards. There is a pool of available cards,
featuring two user cards per attribute.

The card game is then played in rounds. The player’s maximum hand size is two cards. Before the
start of the first round, the player can reshuffle their starting hand and draw a new one. At the start
of every subsequent round, the player draws one new card, always respecting the maximum hand
size limit. The NPC cards start the debate on the board facing down. If no NPC card is open at the
beginning of every round, one is flipped open.

On every round the player has the following available actions:

1) Play up to two cards from their hand. A player card destroys a face up NPC card of the
corresponding attribute. If no NPC card is facing up, then the player card reveals a face down NPC
card of the corresponding attribute. If no appropriate NPC card exists, the player card has no
effect. A played card is then discarded.

2) Passthe turn. In the player selects to do so, they have the option to reshuffle and draw up to two
cards from their existing deck.

3) Surrender. The debate ends with a losing resolution.

The player wins the debate if they destroy all of the NPC cards within five rounds.

e) Game achievement

Game achievement, as mentioned in the case of ECT, offers ways to monitor the user’s mastery
of the game, their understanding of the educational content and ability to apply it on in-game
challenges. These mechanisms deliver the pleasure of reward and provide a learning assessment
opportunity.

1) Card collection: Through interaction with the game world, the player accumulates an increasing
number of cards that represented compelling arguments that can be used in the debates. As the
game progresses the player unlocks more powerful cards that are able to contradict more than one
type of false arguments. This process provides the player with a sense of goal and fulfilment as their
collection reaches completement.

2) NPCs: As the player meets NPCs in the open world, they unlock new dialogue options based on
their progress in the SG. These dialogues further the knowledge of the player towards OSA, but also
introduce narrative advancement and reward the player for their successes. This feature was not
incorporated in the preliminary version of the SG.

3) Debate scores: Depending on the success of their deck formation and the ability to handle the
cards they are dealt each turn, the player is able to complete debate battles faster and with less
argument cards. This improves their understanding of the educational content and rewards them
as they are able to defeat more difficult opponents produced by the PCG approach.

4) World exploration: The progress of world exploration is measured by the number of NPCs the
player has managed to convince in the simulated debates and the number of NPCs they have
befriended and acquired cards from.

f) Behavioral mediators

Behavioral mediators in WuF are based on the social cognitive theory and the self-
determination theory [161]. Motivation, according to the social cognitive theory, is enhanced
through the expectation of positive results in given courses of action. This is achieved through the
provision of progress in simulated debates, with their difficulty governed by the PCG technique. In
this way a smooth game progress that empowers motivation and engagement is achieved. The
collection of new cards, formation of new decks and debate scores, along with the progress
observed in the SG world, provides goal setting, review and feedback in order to empower self-
efficacy, which is a crucial motivational mechanism [48]. Autonomous motivation can contribute,
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according to the self-determination theory, to a sustainable change in habits related to the onset
and progress of OSA. Autonomous motivation is driven by the player’s realization of the beneficial
outcome of assuming the habits presented by WuF through card content and card mechanics.

3.3 Aserious game for type 1 diabetes and obesity

The third SG that was employed towards the validation of the proposed conceptual framework
is part of the ENDORSE platform. The ENDORSE project introduces a novel integrated platform to
empower self-health management in type 1 diabetes mellitus (T1DM) and childhood obesity [172].
T1DM is a chronic metabolic disease characterized by elevated blood glucose levels. T1DM results
from the autoimmune destruction of pancreatic beta cells, which causes the lack of insulin
production. If not treated properly, the disease has serious short-term complications such as hypo-
and hyperglycemic episodes and severe long-term complications such as micro-and macro-
vascular diseases. According to the diabetes control and complications trial [173], diabetes
complications can be prevented through intensive glycemic control. Obesity is an increasing public
health issue as well. Obesity is associated with a range of comorbidities, such as, cardiovascular
disease, OSA, diabetes, and cancer [174]. The platform is designed for children within the range of
6 to 14 years and their parents. The platform consists of a mobile SG for children, a mobile
application for parents and one for healthcare professionals, enabling remote health monitoring.
The platform leverages data collected from multiple sources, including sensors (i.e., physical
activity sensors, continuous glucose measurement sensors), internet of things devices (i.e., smart
insulin pens), as well as data collected during interaction with the platform. The platform is capable
of delivering personalized content through the incorporation of a recommendation system. Content
generated by the recommendation system is made up of two parts: missions for the SG and
messages for the SG and the mobile applications.

The SG consists of several mini games that form educational and action game missions.
Healthcare professionals have beeninvolved in the SG design process, in order to ensure the validity
of the game content and the efficiency of the SG intervention. Through the educational and action
missions, the player collects in-game currency and food ingredients. The currency can be spent to
customize their avatar, whereas food ingredients can be used in a meal preparation mini game to
collect further rewards. Additionally, educational and progress messages appear daily in a
predefined game space. The messages selected by the recommendation system come from a pool
generated by the healthcare professionals. Educational messages include advice and tips about
healthy lifestyle and disease self-management. Progress messages provide positive reinforcement
based on the progress monitored by the platform’s sensors. In order to minimize the SG’s
contribution in total daily screen time, only two game missions, an educational and an action, are
available on a daily basis.

In the pre-pilot study of the platform with children suffering from obesity, four missions were
included in the SG. “Cross the Swords” and “Dive and Rise” were the names of the educational
missions and “Fruit Ninja” and “Balance Beam” the names of the action missions. In “Dive and Rise”,
the player collects healthy food ingredients and avoids unhealthy while swimming in a river. In
“Fruit Ninja” the player to slices different kinds of food that follow random parabolic paths across
the screen. With more slices, a bar fills gradually. The mission is successful if the sliced food
ingredients are healthy. In “Balance Beam” the player has to cross a narrow bridge while
maintaining balance by using a paddle. A random food appears on the side of the paddle and the
player has to adjust its quantity to achieve a reach portion. If the right portions are chosen, the
avatar maintains its balance and crosses the bridge. “Cross the Swords” places the avatar in a
contest of reflexes. The player has to react quickly and pierce different kinds of healthy food
ingredients. Across the SG, food classification in healthy and unhealthy has been conducted with
the assistance of healthcare professionals. Additional educational and action missions were
included in the during pilot testing of the platform. Finally, a mini game which allows the player to
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prepare meals is always available in the SG’s main screen. The food ingredients that are collected
throughout the game are available for use here, categorized in food groups according to their
content. The player places these ingredients in a food basket and when they are satisfied with their
choices, they can place the basket for scoring. According to their choices they are rewarded with
coins based on the contents of the food basket. If the prepared meal is balanced, then the rewards
are greater. As for the mobile application for the parents, it has been designed with four purposes
in mind. Firstly, it presents the messages delivered by the recommendation system on a daily basis.
Secondly, it provides the parents with the ability to communicate with the healthcare professionals
with messages. Thirdly, it allows the parents to input the child’s weekly weight and daily dietary
options. Fourthly, it distributes questionnaires to the parents, such as the Post-Intervention
Feasibility Study Questionnaire.
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4.Modeling engagement in serious games for
health

Player modeling, as introduced in previous chapters, is the process of creating a model that
describes the player’s traits and tendencies [175]. These described characteristics are relevant to
the player’s actions and intentions, style, and preferences, as well as goals and motivation. The
generated model attempts to recognize, or even predict, this information through cognitive,
affective and behavioral patterns that manifest during game playing [176]. Player modeling
facilitates the procedural generation of tailored content; however, this approach is not considered
a prerequisite to such content. Methodologies that generate game content procedurally generate
content either automatically or with minimal guidance [177].The advantages of employing some
type of player model to guide content generation are twofold [175]. Firstly, player modeling
provides a data driven approach able to justify game adaptations and facilitate PCG. Secondly, PCG
techniques based on player models are considered more scalable and able to generalize to other
games. There are three main types of data that are typically employed for the creation of player
models. Gameplay data, collected through player interaction, are the most common, subjective
data that are collected mainly from questionnaires, and objective data, obtained mostly from
biometrical observations through various types of sensors.

The conceptual framework for adaptivity in SGs for health proposed in the present Doctoral
Thesis highlights and focusses on the modeling of player engagement in real time through a sensor-
based approach, facilitated with game metrics produced during SG play. A SG for health able to
generate game content that maximizes player engagement can benefit from increased adherence
to the intervention it provides. In addition, data collected from sensors can also be applied to
enhance the player model with clinically relevant information. This approach allows for procedural
generation of SG content that is tailored to the players specific clinical needs, improving the overall
efficiency of the SG as a health intervention tool. In this chapter, the design of an experimental
process featuring interaction with ECT and the analysis of results obtained from sensors, towards
real-time recognition of engagement are presented. The experimental process and results were first
presented in [178] and [3].

To investigate the potential of the proposed framework (Fig. 4-1) for real-time recognition of
engagement during SG playing a sensor-based approach was designed and evaluated through an
experimental process. The experimental process involved the interaction of volunteers with ECT.
The employed SG was selected for two reasons, firstly due to its capability to serve as an
intervention in self-health management for chronic conditions, and secondly, due to its potential to
incorporate procedural generation of SG content related to the targeted condition. During the
experiment, heterogenous data from a multitude of affordable and unobtrusive sensors have been
collected to provide insight regarding a multimodal approach in recognition of engagement. The
predictive power of features extracted from the collected data in terms of real-time recognition of
engagement has been assessed through a detailed analysis. An approximation of the ground truth
has been produced through self-annotation of perceived engagement in a continuous manner by
leveraging a state-of-the-art tool designed for affective recognition in video games.
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Figure 4-1: Conceptual framework for real-time recognition of engagement.

4.1 Experimental process

A sensor-based approach was designed to investigate the capability of recognising player
engagement in real time during SG playing. The employed sensors (heart rate and pressure sensors)
were selected due to their potential to be applied in the collection of clinically relevant data. In this
way the application of the investigated methodology could be generalized within the proposed
conceptual framework to incorporate PCG techniques that benefit both from real-time player
engagement and recognized health-related needs. Data were also collected from the player
interaction with the SG. The setup of the experimental process is presented in Figure 4-2. The
process employs three interconnected spaces, which enable the necessary data acquisition and
analysis. The SG space includes the in-game metrics that are gathered though player’s interaction
during playing. Self-reported annotation traces to be considered as the ground truth levels of
engagement as perceived by the player during game play are generated through an annotation tool.
Sensing data are collected by means of: (i) pressure sensors placed on a chair towards identifying
postures and mobility, and (ii) a heart rate sensor providing the heart rate (beats per minute) and
inter beat intervals. Two microcontrollers have been employed for the acquisition of sensor data.
The collected heterogeneous data feed the data analysis space in order for the latter to apply
thorough statistical analysis investigating the potential of sensor and in-game metrics data towards
real-time engagement recognition. A summary of the investigated features is presented in Table 2.
Each spaceis explained in detail in the following sections. Additionally, ECT’s educational value was
evaluated through a quasi-experimental study which involved a control group that received a
traditional intervention. This alternative intervention was created based on text material. Finally,
the effect of user interface changes based on player feedback provided after their interaction with
ECT was investigated. The game experience was measured through the application of validated
qguestionnaires after the participant’s interaction with the SG.
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Figure 4-2: Setup of the experimental process.

Table 2: Summary of extracted features.

Feature source Description Symbol
In-game metrics (A) | Average number of mouse clicks per second uMc
Average distance of mouse movement per second in
. uMm
pixels
Annotation traces | Average value of annotation trace UA
(B) Area of annotation trace, calculated by the f y
composite trapezoidal interval
Amplitude of trace A
Average gradient of trace AA
Pressure sensors (C) | Average number of transitions (Postures) uT
Average gradient of pressure output (Mobility) AT
Heart rate sensor | Amplitude of heart beats per minute q
(D) Standard deviation of inter beat intervals AH

4.1.1 Serious game version

During the experimental process, a version of ECT that contains three game missions (Fig. 4-3)
has been employed. Mission-1 includes a tutorial phase, a gameplay phase, and a review phase.
During the tutorial phase, players are given instructions about game interface and mechanics, as
they are introduced to the game world and objectives. Interaction during the tutorial is quite
minimal as players are presented with explanatory text boxes and experiment with game
functionalities under guidance. As tutorial ends, a hungry monster appears and chases the train,
signifying the beginning of the gameplay phase. During this phase, players apply knowledge
acquired in the tutorial to prepare healthy meals for the chasing monster and avoid it until the train
reaches its destination. Finally, the review phase launches with a small cinematic of the train
escaping the monster in case of a successful mission, or the monster catching up with the train in
case of defeat. Following the cinematic, a review screen appears, containing game statistics,
nutritional facts of recipes used, new discoveries and unlocked achievements. After Mission-1 is
complete, players can continue playing for a maximum of two additional missions. The additional
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missions feature small train trips and thus include shorter gameplay and review phases. During
playthroughs, the SG monitors in-game metrics, including the number of mouse clicks, mouse click
duration and mouse idleness. Additionally, game score, mission progress and in-game decisions,
cooking simulation parameters and game events are collected. Two features based on mouse
interaction have been extracted, namely average clicks per second (uMc) and average mouse
movement (uMm). Mouse movement measures the cursor distance travelled per second, in pixels.

4.1.2 Measurement of the intervention’s efficiency

To evaluate the ECT’s effectiveness in terms of its educational value and game experience, a two-
part study was designed and implemented (Fig. 4-4). Part | of the study aimed at the evaluation of
the game’s educational value through a quasi-experimental approach. In Part I, the user’s
experience was assessed via a validated questionnaire. A total number of 29 participants were
recruited (Table 3); nineteen of them (Game Group A and Control Group) participated in both parts
of the study while the remaining ten participants (Game Group B) enrolled solely in the second part
of the study. Most participants were undergraduate and postgraduate students at the School of
Electrical and Computer Engineering of the National Technical University of Athens (NTUA). Data
from 26 participants was employed for the investigation of real-time recognition of engagement. No
participant had any apparent mobility or visual impairment and most participants had normal BMI
scores (BMI score: 18.5 - 25), except for two slightly overweight (BMI score: 25-27), and two slightly
obese (BMI score: 30 - 35). As ECT is in English, all participants reported a good understanding of the
English language. All participants signed a consent form, and the study was approved by the Ethics
Committee of the National Technical University of Athens (NTUA).

Upon arrival, participants were given a brief description of the experimental process, the aim of
the study and the potential outcomes, while being encouraged to engage in conversation about
possible concerns. Subsequently, they were provided with consent forms that included a detailed
description of the experimental process. Upon providing their consent, the participants sat on the
smart chair in front of a desktop computer and were asked to assume a comfortable position. The
heart rate sensor was then placed on the ear lobe of their choice, and they were asked to perform
exploratory movements while seated, to confirm that the sensor is not hampering them in any way.
After setup was completed and participants felt comfortable, they were instructed to fill out some
digital questionnaires including information about demographics, exposure to gaming and cooking
habits . Participants were then instructed to start Mission-1 at their leisure while given the option to
play the two additional game missions. Once the playthrough session was completed, the
participants were given instructions on how to use the annotation tool. After a short time to
familiarize with the mouse wheel control, participants annotated their perceived engagement on the
video playback of their game session and concluded their participation. Mission-1 was played by all
participants, while Mission-2 and Mission-3 by 14 and 3 participants, respectively.

(d)

Figure 4-3: Screenshots from the three phases of Mission-1 and the monster: (a) Tutorial; (b) Gameplay; (c) Review; (d Monster
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The SG’s educational value was investigated against a control intervention based on the study of
text-based material on dietary knowledge and food safety. The duration of both interventions lasted
less than 20 minutes. Knowledge acquisition and retention were measured by administering a
questionnaire a week prior to, immediately after, and a week after intervention. The Knowledge
Questionnaire was created based on the combination of a General Nutrition Knowledge
Questionnaire [179] and a Food Safety Knowledge Questionnaire [180]. The Knowledge
Questionnaire consisted of a total of 25 questions in the form of multiple-choice and multiple-choice
grid, with a maximum score of 52 points. The questions were selected to evaluate knowledge on food
measurement, food safety and label food groups,, salt consumption and nutrition related chronic-
diseases. These topics are widely used in tools measuring food and nutrition literature [181]. The
questions were translated in Greek, with slight modifications applied in particular questions and
answers for localization purposes.

| Partl: Evaluation of the Educational Value |

one week
prior to visit

Application of the nutrition
I knowledge questionnaire

Game
Group B

immediately

Traditional
intervention

1
1
1
1
one week |

after 1 after visit E

Q. __
-

"Express Cooking
Train”

Version A

Implementation:
* Ul enhancement
= Difficulty settings
* Tutorial improvement

Version B

“Express Cooking
Train”

Figure 4-4: Design of the evaluation study for educational value and game experience of Express Cooking Train.

Table 3: Participants of the experimental process

Part I
Information about the Part 11
participants _ Game Group A | Control Group | Game Group B
All (N=29) (N=9) (N=10) (N=10)
Gender male (19), male (7), female | male (4), female | male (8), female
female (10) 2 (6) 2)
Age 26 +4.08 28.67 £4.56 26.52+4.70 22.81+3.82
. . _ Game Group A Control Group Game Group B
Gaming habits All (N=29) (N=9) (N=10) (N=10)
Never 10 1 5 4
Once or less per week 7 2 2 3
More than once per 12 6 3 3
week
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The evaluation of user experience was calculated by employing two modules of the widely used
and validated Game Experience Questionnaire (GEQ) [182]. The Core module of the questionnaire
comprises of multiple dimensions of game experience, that is, competence, sensory and
imaginative immersion, flow, tension, challenge, negative affect, and positive affect. Likewise, the
Post-game module deals with positive experience, negative experience, tiredness and returning to
reality. Each dimension consists of a number of questions and receives a score based on the average
value of its items, on a five-point Likert scale (from 0 to 4).

After concluding Part I, participants of the Control Group played ECT and responded to the GEQ.
The data they provided, along with feedback data collected from Game Group A, were employed to
apply specific enhancements to version A of ECT. This resulted in the updated Version B, which was
used by Game Group B. Particularly, the following changes were implemented:

1) The overall difficulty was reduced by lowering the starting speed of the chasing monster.
2) User interface was augmented resulting in a more consistent and attractive user interface.
3) Tutorial was improved to facilitate user onboarding process.

4.1.3 Annotation of perceived engagement

Various annotation methodologies exist for the approximation of the ground truth regarding
player engagement, varying greatly in terms of who the annotator is, when the annotation takes
place, and how perceived engagement is annotated. During the present thesis, a tool based on
RankTrace [183] was developed in GameMaker Studio (Fig. 4-5a). This design allows for continuous
and unbounded annotation of affect by the player, by presenting them with screen recordings of
the playthrough, right after the game session is completed. Using the tool, the player generates a
continuous annotation trace (Fig. 4-5b), with an annotation sample recorded per second. The
annotation trace was selected as reference in the harmonization process of the various
heterogeneous data sources, and the sampling rate was set to facilitate it. Annotation data were
normalized in the range [0,1] using minimum and maximum values of each individual annotation
trace. From each observation frame generated, four statistical features were extracted
corresponding to the mean annotation value (uA), the area of the annotation trace (f A), calculated
by the composite trapezoidal integral and normalized by duration, the amplitude (4), calculated by
the difference between maximum and minimum value, and the average gradient of the annotation
trace (AA).

4.1.4 In-game metrics

During playthroughs, the SG monitors in-game metrics, including the number of mouse clicks,
mouse click duration and mouse idleness. Additionally, game score, mission progress and in-game
decisions, cooking simulation parameters and game events are collected. In the present study, two
features based on mouse interaction have been extracted, namely average clicks per second (uMc)
and average mouse movement (uMm). Mouse movement measures the cursor distance travelled
per second, in pixels.

Playback of playthrough recording

Annotation tool interface M 100 200 o %00 %00

(a) (b)

Figure 4-5: (a) The interface of the annotation tool along with the playthrough recording as shown in
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4.1.5 Sensors

Sensor measurements were acquired through two Arduino Mega 2560 R3 [184]
microcontrollers, one for the pressure sensors (Figure 4-6b) and one for the heart rate sensor,
following the setup used in [185]. The microcontrollers transferred data to a desktop computer
through a USB interface. PC port control was provided by the Python 3.6.5. The user interface to
control the sensors was also developed in Python. A case was crafted and affixed to the back of the
smart chair to hold the microcontrollers and breadboards in place and facilitate cable
management.

A smart chair was employed to identify sitting postures and monitor their variations. A set of
pressure sensors, FSR101 Shuntmode from Sensitronics [186], were placed on the seat and back of
an office chair to measure pressure exerted by body weight during playthroughs of the SG on a
desktop computer. The sensors were strapped on the chair, along with the cables linked to them.
Afterwards, two cloth covers were fastened on the chair, one on the seat and one on the back, to
secure sensor placement while reducing the risk of bias by making sure that sensors’ location is not
visible to the participants. Measurements were recorded from all sensors, with no load on the chair,
to ensure that pressure from the tape or cloth cover did not affect sensor output. Eight sensors were
placed to monitor pressure distribution on the seat of the chair (four under each thigh), while four
sensors were placed on the back of the chair (two sensors on each side) to detect sitting back
postures. Sensor arrangement along with the employed smart office chair are shown in Figure 4-6a.

Data collected from the smart chair were used to identify sitting postures during playthroughs
based on a sensor activation methodology [113]. Postures were identified by detecting different
sensor activation patterns and matching them to predefined sitting positions. A sensor placed on
the smart chair was considered active when its output value exceeded a certain threshold. A set of
six sitting postures (Table 4) were identified during the experimental process. Participants were
observed to assume mainly upright postures, always activating most of the four front seat sensors
due to the placement of monitor, mouse, and keyboard on the office desk. Additionally, no postures
including leg crossing were observed during playthroughs. Data collected supported these
observations, with sensors situated in the middle of the seat being always active. Based on these
observations and preliminary analysis, data acquired from sensors 1,2,5 and 6 (Figure 4-6a, Table 4)
were excluded from posture identification and the activation patterns shown in table 4 were
selected. Postures P1 and P4-P6 include activated sensors on the back of the chair, whereas
postures P2 and P3 do not. Two features were extracted from the observation frames. First, the total
number of posture transitions (uT'), normalized by duration was extracted to acquire a macroscopic
measure of participant mobility [113]. Secondly, a feature of relative change (4T), calculated as the
average gradient in sensor output, was extracted from the sensors included in posture detection, to
provide insight regarding mobility observed in pressure distribution [112].

T

(a) (b)
Figure 4-6: (a) Smart chair with initial arrangement of 12 pressure sensors. PulseSensor (placed in the user’s ear lobe) is
marked by the green circle.; (b) Microcontroller setup for acquisition of data from the smart chair.
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Table 4: Set of sitting postures and their activation patterns.

Posture Description Activated sensors Sensor location on chair
P1 Upright position with (3 or7)and (4 or 8) and (a or
backrest d) and (b or ¢) C d
Upright position without
P2 backrest (B or7)and (2 or d) a b
P3 Front sitting position (3 or4) 7 8
P4 Front sitting position with (3or4) and (a or b or c or d) 5 76
backrest 3 4
P5 Upright position with right | (3 or 7) and (2 or 8) and (a or 1 @ g2
backrest )
P6 Upright position with left | (3 or 7) and (2 or 8) and (b or 7 :“?ensors ok
backrest d) included

The sensor activation threshold constitutes a vital component for the reliable identification of
sitting postures. In this study, a separate small-scale experiment was conducted to estimate a
general activation threshold. A group of six individuals within the healthy BMI range (BMI: 18.5 - 25)
were recruited, yet these participants were excluded from the main experimental process to reduce
the risk of bias. After an initial visual presentation of postures P1-P6, participants were told to test
them, while sitting on the smart chair, with no time limit. Consequently, these postures were
displayed through an application developed in GameMaker Studio, for 10 s each in random order,
until all possible posture transitions had been presented. Participants were instructed to assume
postures as they appeared on the screen.

To determine the appropriate threshold, a wide range of sensor output values (1 - 300 mV) were
considered to identify sitting postures. The obtained average accuracy across all participants for all
activation thresholds is depicted in Figure 4-7. The maximum average accuracy (0.96) was achieved
foractivation threshold values ranging from 86 mV to 93 mV. Multiple ANOVA single factor tests were
applied on batches of 50 consequent activation threshold values, to investigate statistically
significant differences in mean accuracy values across participants with respect to different
threshold values. No significant differences were observed for activation threshold values higher
than 30 mV (P > 0.05). Consequently, the general activation threshold selected for sitting posture
identification was 90 mV.

The heart rate sensor employed within the frame of this study is the PulseSensor from World
Famous Electronics llc. [187]. PulseSensor is an affordable and non-obtrusive sensor that can be
placed around the finger, or on the ear lobe. For this study, the sensor was placed on the ear lobe to
avoid obstruction during game play. The sensor detects pulses through a light-emitting diode
generating a photoplethysmography (PPG). Inter beat intervals (ms) along with beats per minute
were obtained in real time from PPG. Data from PulseSensor was collected at a rate of
approximately 25 Hz. Inter-beat intervals were isolated and ranked in time order. The intervals were
then pre-processed for the removal of ectopic beats and outliers in Python 3.6.5. From the resulting
values, two features were extracted: the amplitude of heart beats per minute (H), measured as the
difference between maximum and minimum heart rate value, and the standard deviation (cH) of
inter-beat intervals [188].
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Figure 4-7: Accuracy results towards the determination of sensor activation threshold for posture identification.

4.1.6 Dataanalysis

Regarding the validation of ECT, for the first part of the study, Knowledge Questionnaire scores
were acquired by Game Group A and Control Group, one-week prior to, immediately after and one-
week after the intervention. Paired sample Student’s t-test was employed between pre- and post-
intervention scores to investigate the educational effectiveness of both interventions. Two-sample
t-test was used to examine for significant differences between the scores of Game Group A and
Control Group. For the second part of the validation study, in order to investigate potential
improvement of version B over version A, in terms of user experience, GEQ scores were compared
by applying two-sample Student’s t-tests. Additionally, data collected from the in-game metrics
regarding interaction through the computer mouse was analyzed using the Pearson correlation
coefficient. One-way ANOVA measurements were employed to investigate possible association
between mouse interaction and self-reported user experience.

Regarding the recognition of engagement in real-time, data harmonization was conducted to
ensure the synchronization of heterogeneous data collected from different sources during the
experimental procedure. The considered data sampling rate for in-game metrics and pressure
sensing data was 1 Hz. Annotation traces and recordings of playthroughs were employed as
synchronization reference. A moving average filter with a cut-off frequency of 1 Hz was applied on
the signals obtained from the pressure sensors for noise removal and synchronization. Data from
the heart sensor were pre-processed and synchronized as described in Section 4.1.3.

Different types of observation frames (continuous and reactive) were considered [183] to link
the ground truth, investigated features, and identified postures with different types of gameplay
and specific game mechanics, as depicted in Figure 4-8. Initially, continuous, and non-overlapping
observation frames, representing different game phases (Tutorial, Gameplay, Review, Mission-2,
Mission-3) were generated. The average duration of all game phases for all participants is presented
in Figure 4-8. Due to the limited number of participants advancing to the Mission-3, the frames
corresponding to this mission were omitted from the analysis. Game phases correspond to the
different types of gameplay, with engagement levels expected to vary according to user
preferences. The Tutorial phase is a linear and educational phase, with rich text content and
minimalinteraction (Figure 4-3a). The Gameplay phase requires a higher degree of game interaction
and provides an exploration experience, with the player being free to experiment with ingredients
and cooking tools while switching between train wagons (Figure 4-3b). Furthermore, the Gameplay
phaseincludes the dangerimposed by the chasing monster and the possibility of defeat. The Review
phase contains a lot of information yet allows the player to survey it freely (Figure 4-3c).
Additionally, the Review phase features the element of reward in the form of score points,
discoveries, and achievements unlocked. The Mission-2 phase provides a similar gameplay
experience to the one provided by the Gameplay phase.
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Figure 4-8: Continuous and reactive frames

Reactive observation frames were specified as those triggered by specific in-game events. In-
game events include a visual alarm indicating danger and triggered by close monster proximity to
the train, and monster related player interaction such as launching a meal to the monster with the
catapult or clicking on the monster. These events were selected to point towards game moments
that favour changes in player engagement. The nature of these events is memorable, aiming to
produce more accurate annotation traces of perceived engagement around them. Furthermore, the
manifestation of these events is not scripted and is based on the player’s actions and performance;
hence players cannot expect or plan them, reducing thus risk of bias. Each event generates two
reactive observation frames, prior to and after the event. Atotal of 89 in-game events were produced
during the participants’ playthroughs. Reactive frames of different duration, 10 s and 30 s, were
investigated in accordance with current practice for ultra-short analysis of heart rate variability
[189], [190]. As is evident in Fig. 4-8, the duration of reactive frames was quite shorter than the
duration of continuous frames.

Features were extracted from all data sources and sitting postures were identified for all
observation frames, continuous and reactive, across participants. The feasibility of real time
recognition of engagement during play was investigated in two parts as shown in Figure 4-9. The
first part relied on statistical analysis of sitting postures and features of perceived engagement as
extracted from annotation trace. Contingency tables were generated for each observation frame,
continuous and reactive, to perform transition analysis [113]. The element (P, P,) of the contingency
table represents the number of times a transition was identified from posture P, to posture P,.
Distributions of identified postures were extracted from the contingency tables for each observation
frame. Wilcoxon signed-rank tests were employed to search for statistically significant differences
between observation frames in terms of identified postures and perceived engagement.
Additionally, whisker boxplots were created from the annotation features to accurately present
trends in perceived engagement.

T



Posture

BreseTe identification e Statistical analysis
sensor data {LeEe
—p Conti tabl
slesiatad et Associations
between
p = I identified
Heart rate = g AT ur postures and
o =pt (&)
sensor data g S > Wilteonute ground truth
+—
o % AH 7}
g 4 -—n A
B v Feature
In-game £ = I Correlati predictive
&g _— 0 e T M > pMe — orrelation capacity
metrics ) v coefficient analysis Y
= towards

Features

ground truth
Annotation N N J' N ‘

traces
Ground truth

Figure 4-9: Flowchart for data analysis.

The second part of the analysis evaluates the predictive capability of features extracted from
sensors and in-game metrics, based on relative changes observed between adjacent observation
frames, towards perceived engagement. To this end, an analysis based on correlation coefficients
[183], [191] was conducted for continuous observation frames and reactive observation frames,
separately. More specifically, a correlation coefficient,

¢ioj(2) = TN, (/) with i € [uA, [ A,4,04], j € [uMc, uMm, uT, AT, A, 6H] 1)

was calculated for every possible combination of pairs between annotation features (i), and sensor
and in-game metrics features (j). For each participant, the observation frames were ranked in order
of time, with N representing the total number of adjacent frames across all participants. By
measuring agreement in relative change of features i and j between the k — th pair of adjacent

frames, z;” was calculated as,

Zli('j = +1,if relative change of i and j match

2

Z,i('j = —1,if relative change of i and j does not match @
If clear relative change in any of the examined features was not present, the corresponding z,l(” was
not included in the calculation of ¢;_;(z). The average number of pairwise comparisons (N) of all
investigated feature pairs for all participants, per type of observation frame, after the exclusion of
pairs that did not display clear relative change, is shown in Table 5. Relative change in the average
number of posture transitions (uT) was clear in very few comparisons (25.2 + 13.6) and no
statistically significant resulting values of ¢;_,r(z) were observed. As such, c;_,r(2) values were
excluded from the corresponding analysis. The p-values of c(z) were calculated through the
binomial distribution, with correlation being highly significant for P < 1%, and significant for
1% < P < 5%.

Table 5: Number of pairwise comparisons included in different types of observation frames.

Reactive frames (10 s) Reactive frames (30 s) Continuous frames
Primary features 76 +5.6 83.7+3.7 56.4+0.6
Multimodal feature 76.5+1.1 82.7+0.4 55.7+0.4

Motivated by the superior performance that can be achieved through combining different
modalities [192], a majority voting scheme was investigated towards the generation of a new
multimodal feature (V). The choice of this particular combination scheme was based on its
approved robustness in binary cases [193]. The majority voting scheme assumes the dominant
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relative change observed in all primary (sensors and in-game metrics) features. Voting includes only
clear relative changes, and in case majority voting does not produce a clear result, the pair is
excluded from the calculation (Table 5). Consequently, c¢;_y(z) is calculated for all features (i) of
perceived engagement.

4.2 Results and discussion

4.2.1 Measurement of the intervention’s efficiency

The results from the assessment of the educational value of the SG are presented below.
Answers to the Knowledge Questionnaire were collected from all participants from Part | of the
study one week prior to and immediately after the intervention session. Regarding answers
gathered on the week after the session, there were two dropouts from the Game Group A and one
from the Control Group. The participants’ scores on the Knowledge Questionnaire are summarized
in Fig. 4-10. Paired sample t-test demonstrated statistically significant increase between score
values before and immediately after the intervention for both groups (p=0.002 and p=0.025 for
Game Group A and Control Group). The correspondingincrease in the score value was 3.44+2.60 and
2.45+3.67 for the Game Group A and Control Group, respectively.

50

37.8 367 396 379 403

40 33.2
30

20
10

0
Week before  Immediately after Week after

Game group Control group

Figure 4-10: Average scores in Knowledge Questionnaire for Game Group A and Control Group.

A single participant from each group scored the same one-week prior to and immediately after
the intervention. All of the participants from Game Group A scored higher immediately after the
intervention, whereas two participants of the Control Group scored lower immediately after the
intervention. No statistically significant differences were observed between Game Group A and
Control Group in terms of score difference in the Knowledge Questionnaire one-week prior to and
immediately after the intervention (p=0.25). Comparison between Knowledge Questionnaire scores
administered immediately after and one-week after the intervention was not found to be
statistically significant different for the two groups.

Knowledge Questionnaire score results demonstrated that both ECT and the traditional
intervention are effective in terms of nutrition and food knowledge procurement. These preliminary
results arein line with previous reports demonstrating SG effectiveness as an educational tool [194].
No statistically significant difference was observed, in terms of educational value, between the two
interventions. However, it should be mentioned that all participants of the Game Group A achieved
higher or equal score after intervention, while two participants of the Control Group scored lower,
thus, implying the potential of ECT to demonstrate higher educational value. Administration of the
Knowledge Questionnaires one-week after the intervention did not produce statistically significant
results regarding knowledge retention, in both Game Group A and Control Group. Further
investigation is necessary to determine proper time intervals between intervention for a better
assessment of knowledge retention.
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4.2.2 Game experience

Scores for the GEQ Core module dimensions are presented in Table 6 for both versions of the
game that were employed. An increase across all positive dimensions except challenge was
observed for version B over version A. Analysis of the results revealed statistically significant
differences for competence and positive affect (p=0.006 and p=0.05 respectively). Comparison of
versions A and B in terms of negative dimensions yielded no statistically significant differences.
Scores for the GEQ Post-game module are presented in Table 6 for versions A and B of the ECT
Comparison between the two versions for negative experience, tiredness and returning to reality
produced no statistically significant differences. Positive experience demonstrated a significant
increase of 0.75 points (p=0.007) after the game improvements were implemented.

Table 6: Results for GEQ for the two versions of Express Cooking Train.

Mean + Standard Deviation

Core module Post-game
(scale 1-4) Version A Version B module Version A Version B
(scale 0-4)
Competence | 1.98+0.62 | 2.53+0.44 | POSIVe |, o3 074 |2.28+0.70
experience
Immersion | 2.79+0.68 | 3.03+044 | Ve8Ve 535,034 |032+044
experience
Flow 2.49+0.89 | 2.84+0.65 | Tiredness | 0.24+0.34 | 0.31+0.95
Tension 0.5140.61 | 0.2240.44 | RUMINE | 4204056 | 0.77£0.72
to reality

Challenge 2.31+0.76 | 2.22+0.73

Negative

+ +
Affect 0.42+0.45 | 0.30%£0.37
Positive

+ .22 +0.
Affect 2.87+0.65 | 3.22+0.45

In order to evaluate user experience in ECT against available SGs [37], GEQ scores of “Express
Cooking Train” versions A and B were compared with corresponding results reported in the
literature [195], [196], [197], [198], [199] for five SGs for the GEQ Core module and three SGs for the
GEQ Post-game module (Table 7). The scores are presented in Fig. 4-11 and 4-12, for the Core and
the Post-game module, respectively. Version B of ECT achieved the highest score in four positive
dimensions (competence, immersion and positive affect and positive experience), and the lowest
in two negative dimensions (tension and negative affect). However, comparison between SGs of
different genres, designed for different target groups and purposes, is not expected to provide solid
results regarding user acceptance. However, such a comparison could serve as a tool to investigate
the effect of different choices in SG design. Differences in GEQ score results observed between game
version A and B, indicate that the latter produces a better game experience amongst participants.
The introduction of changes based on player feedback proved to have an immediate effect on user
experience, thus, highlighting the importance of participatory user-driven game design for SGs.
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Table 7: Information about serious games applying GEQ identified in the literature.

. R . Ith .
Serious Rehabilitation Adventures in simse [197] Rel :i:i‘:sos Game Bridge Express
Game game [195] Sophoria [196] ?1981 [199] Cooking Train
Participants 48 26 12 12 50 29
Age group 20-43 7-19 19-25 19-25 - 20-34
nleual:is“ll:l)ér Role-playin Multiplayer Roguelike,
Game genre Exergame . piay Simulation praying play simulation,
online role- game puzzle
. puzzle
playing game
Upper limb Facilitating Problem
Game stroke intercommunicatio C'ompa.ny Survival skills solvingin FL and NL skills
purpose rehabilitation n during cancer simulation human
treatment sustainability
4 M Express Cooking Train v. A
35 e
m Rehabilitation game
3
2.5 m Adventures in Sophoria

2

15
1

0.5 I
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Flow Tension
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m SimSe

® llha dos Requitos

M Game Bridge

Express Cooking Train v. B

Figure 4-11: GEQ Core module dimensions for version A and B of Express Cooking Train, along with comparison with five
serious games identified in the literature.
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Figure 4-12: GEQ Post-game module dimensions for versions A and B of “Express Cooking Train”, along with comparison
with three serious games identified in the literature.
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Preliminary analysis of data collected from player interaction focused on mouse clicks and
mouse movement. Relevant data were collected from 25 participants. A strong positive correlation
between average mouse clicks per second and average mouse movement per second was found
(r=0.88, p=0.0001), as expected. Additionally, a weak negative correlation between average mouse
clicks per second and average click duration was identified (r=-0.35, p=0.084). Based on the level of
user’s interaction in terms of clicks per second, three different clusters were identified:

e Cluster 1: low interaction with clicks/sec <0.3 (N =11)
e Cluster 2: intermediate interaction with 0.3 < clicks/sec < 0.4 (N =9)
e Cluster 3: high interaction with clicks/sec> 0.4 (N = 5)

where N is the number of participantsin the identified clusters. ANOVA test demonstrated statistical
significance in four dimensions (positive experience, competence, tiredness, tension) of the GEQ
(Fig. 4-13) for the second cluster. The clusters of participants with the highest and lowest mouse
interaction levels scored significantly higher in terms of positive experience and competence, as
well as significantly lower in terms of tiredness and tension dimensions in comparison with
participants of cluster 2.

2.47 2.44
2.18

1.4

0.78 0.89

0.18 0.2
0 0.1

Positive Experience (p=0.02) Competence (p=0.0002) Tiredness (p=0.02) Tension/Annoyance (p=0.01)

Cluster 1 Cluster 2 Cluster 3

Figure 4-13: GEQ dimensions with significant differences among Clusters 1 (low interaction), 2 (intermediate interaction) and
3 (high interaction).

Analysis of data from player interaction with ECT against scores provided by the GEQ proved to
include valuable information that can lead to improved personalization solutions. User
characterization and clustering can provide unique insight to user specific needs [200]. Within this
context, an important finding of the present study was that the users displaying intermediate levels
of mouse interaction exhibited significantly lower satisfaction in terms of user experience. This
could be considered as preliminary evidence that high levels of mouse interaction indicate
engagement focusing on game mechanics, while low levels point towards an immersive experience
with focus on game content.

4.2.3 Real time recognition of engagement

Results from both parts of the data analysis for real time recognition of engagement are
presented for the investigated continuous and reactive observation frames. Data collected from two
participants were excluded from both parts of the analysis for reactive observation frames, as in-
game events were not recorded properly by the SG. Additionally, data collected from two more
participants were excluded from the second part of the analysis due to movement of the heart rate
sensor during play.

The distribution of identified postures (P1-P6) for continuous observation frames, Tutorial,
Gameplay, Review, and Mission-2 is depicted in Figure 4-14. A statistically significant decrease in the
percentage of postures including the back of the chair was observed from Tutorial to Gameplay
(one-sided Wilcoxon: P=0.03). Posture P3 (front sitting) was identified in very few occasions (< 0.1%)
across all collected data. No other statistically significant changes in identified postures were
identified between continuous observation frames.
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Figure 4-14: Distribution of postures identified for Tutorial, Gameplay, Review, and Mission-2.

Contingency tables showing the percentages of postures for continuous observation frames are
presented in Figure 4-15a-d. The percentage of transitions is presented in Figure 4-16, with
participants demonstrating the highest mobility in Gameplay. However, no statistically significant
changes were present between any pairs of observation frames.

-Pl P2 | P3| P4 | P5 | P -Pl P2 | P3| P4 | P5 | P

p1 | 510] 01 [ 00|00 | 03] 03 p1 | 416 01 [ 00 [ 00 | 10 | 03

P2 00 [223] 00 [ 00 [ 04 [ 03 P2 01 [351] 00 |00 |05 03

P3 00 [ 0.0 00 |00 [ o00]o00 p3 00 [ 00 [ 00 |00 [ 0000

P4 00 [ 0.0 [ 00 | 3800 ] 00 P4 00 [ 00 [ 00 | 38 [ 00 | 00

P5 03 | 04 [ 00 |00 [119] 00 P5 11 [ 0500|0087 |00

6 04 | 03 [ 00 |00 [o00] 82 PG 03 [ 03|00 |00 [00]e61
(a) (b)

PL | P2 | P3| P4 | P5 | P
534 | 01 | 00 | 00 | 08 | 01

PL | P2 | P3 | P4 | P5 | P6

P1 4431 01 | 00 | 00 | 0.7 | 05 P1

o o1 T332 00 100 02 o3 P2 00 | 329 | 00 | 00 | 05 | 0.0

3 0.0 0.0 0.0 0.0 0.0 0.0 P3 0.0 0.0 0.0 0.0 0.0 0.0

” TTREGERGE 20 EREGG P4 00 [ 00 | 0.0 | 0.0 | 0.0 [ 0.0

ps 07 04 0.0 0.0 6.0 0.0 P5 0.9 0.4 0.0 0.0 10.0 0.0

o 04 105 T 00 oo oo | 52 P6 01 | 00 | 0.0 | 00 [ 0.0 | 0.5
(c) (d)

Figure 4-15: Contingency tables for continuous frames: (a) Tutorial; (b) Gameplay; (c) Review; (d) Mission-2
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Figure 4-16: Percentage of posture transitions identified in each frame.
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Whisker boxplots for features extracted from the annotation traces of perceived engagement
are presented in Figure 4-17. The two-side Wilcoxon test revealed statistically significant (p-
value<0.01) increase of 82.75 % and 79.31 % from Tutorial to Gameplay in mean value (uA) (Figure
4-17a) and area of the annotation trace ([ A) (Figure 4-17b), respectively. A statistically significant
increase, of 34.09 % and 37.20 %, was also present from Review to Mission-2 for these two features,
respectively. The decrease depicted for uA and [ A from Gameplay to Review was not significant.
Changes observed in amplitude (A4) (Figure 4-17c) were not statistically important. A decrease of
76.47 % and 428.79 % in the average gradient of the annotation trace (AA) (Figure 4-17d), from
Tutorial to Gameplay and from Gameplay to Review respectively, were found to be statistically
significant (two-side Wilcoxon, P <0.01).
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Figure 4-17: Whisker boxplots for Tutorial, Gameplay, Review and Mission-2, for (a) mean value of perceived engagement, (b)

area of annotation trace, (c) amplitude of engagement, (d) average gradient of engagement.
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The above presented analysis was also applied for reactive observation frames. The distribution
of identified postures (P1-P6), for reactive frames of 10 and 30 s, is depicted in Figure 4-18. A
statistically significant decrease in postures including the back of the chair was present in 30 s
frames (two-side Wilcoxon: P = 0.03). No other statistically significant change in postures between
reactive observation frames was observed.

70.0

60.0 57.358'757.§8-3

50.0
40.0
30.0
3.1 238
21.93L, ¢
20.0 131
11659 g5
10.0 45454545 I I 47374339
0.00.00.00.0
0.0 ] TN
P1 P5

P2 P3 P4 P6

Frames prior to events (10 s) B Frames after events (10 s)

Frames prior to events (30 s) B Frames after events (30 s)

Figure 4-18: Distribution of postures identified during reactive frames.

PL | P2 | P3 | P4 | P5 | P6 - PL | P2 | P3 | P4 | P5 | P6
pL | 3611 01 007100 01106 PL 1569 | 00 | 00 | 0007 | 05
p2 00 | 2.0} 00 ] 00 1 06 | 0.2 P2 03 | 223 | 00 | 00 | 01 | 04
P3 00 | 00 700 00} 00} 00 P3 0.0 | 0.0 | 0.0 | 0.0 | 0.0 [ 00
P4 00 ] 00 100 45 100 00 P4 00 | 00 | 00 | 45 | 00 | 0.0
ps | 01 | 04 [ 00 | 00 | 106 02 P5 03 | 02 | 00 | oo | 89 | oo
e |04 | 01|00 00102736 P6 | 06 | 03 ] 00 | 00| 01 |28

(a) (b)

PL | P2 | P3| P4 | P5 | P6 - PL | P2 | P3 | P4 | P5 | P6

PL 1561 00 | 00 | 00 | 04 | 03 pL | 567 ] 00 00100 )05 04

p2 00 | 199 | 00 | 00 | 04 | 01 p2 03 | 229100700 01702

0.0 0.0 0.0 0.0 0.0 0.0

P3 00 | 00 | 00 | 00 | 0.0 | 0.0 P3
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Figure 4-19: Contingency tables for reactive frames: (a) Frame prior to event (10s); (b) Frame after event (105s); (c) Frame prior
to event (30 s); (d) Frame after event (30 s)
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Figure 4-20: Percentage of posture transitions identified in each frame.
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Figure 4-21: Whisker boxplots for reactive frames, for (a) mean value of perceived engagement, (b) area of annotation trace,

(c) amplitude of engagement, (d) average gradient of engagement.

Contingency tables including the percentages of postures for reactive observation frames are
presented in Figure 4-19a-d. The percentage of transitions is presented in Figure 4-20, with
participants demonstrating higher seated mobility in frames after in-game events for both
investigated frame durations. However, no statistically significant changes were identified in both
cases. Whisker boxplots for features extracted from the annotation traces of perceived engagement
for reactive frames are presented in Figure 4-21.
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A statistically significant increase of +5.6% and +5.5% was observed in pA (Figure 4-21a) and [ A
(Figure 4-21b), respectively (two-sided Wilcoxon: P <0.01), for 10 s observation reactive frames. The
corresponding increases for 30 s frames were up to +10.4% and +9.5%, respectively (two-sided
Wilcoxon: P < 0.01). A significant increase in A (Figure 4-21c) was also present in 30 s observation
reactive frames (two-sided Wilcoxon: P <0.01). Changes observed in average gradient (Figure 4-21d)
were not found to be statistically significant.

For the second part of the analysis, the predictive capability of sensor and in-game features
(Table 3), along with the multimodal feature V, towards features of perceived engagement are
presented in Tables 8, 9, 10. The amplitude (A) of the annotation trace presents the most cases of
statistically significant correlation with sensor and in-game metrics features, thus highlighting its
capacity to represent the hypothesized ground truth independently of type and duration of the
observation frame. In particular, a negative correlation was observed with average mouse clicks
(uMc) and variability of inter-beat intervals (AH) for 10 s reactive frames. Additionally, significant,
and highly significant positive correlations were observed with the amplitude of heart beats per
minute (H), and voting (V) for both 30 s reactive and continuous frames. Finally, a highly significant
positive correlation with mouse movement (uMm) and a significant correlation with the average
gradient of pressure sensors (AT) were evident in 30 s reactive frames. The mean value (#A) and the
area ([ A) of annotation trace were correlated significantly with V, in 10 s and 30 s reactive frames,
with both in-game metrics features in 30 s reactive frames, and AT in 10 s reactive frames. The
average gradient of the annotation trace (AA) did not display significant correlations with any
sensor or in-game metrics feature.

Table 8: Correlation of annotation features and features extracted from posture sensors, heart rate sensor and in-game
metrics for 10s reactive frames. Significant values (P<0.05) are depicted in bold. Highly significant values (P<0.01) are denoted

by (7).

. Reactive frames (10s duration)
Annotation features -
uMc uMm AT H AH V
UA 0.00 0.20 0.34* 0.00 0.12 0.26
f A -0.01 0.19 0.33* 0.01 0.14 0.27
A -0.29 0.13 0.00 0.06 -0.33% -0.13
AA -0.07 0.04 0.01 0.16 -0.11 0.15

Table 9: Correlation of annotation features and features extracted from posture sensors, heart rate sensor and in-game
metrics for 30s reactive frames. Significant values (P<0.05) are depicted in bold. Highly significant values (P<0.01) are denoted

by (*).

Annotation feat Reactive frames (30s duration)
nnotation features —
uMc uMm AT H AH |4
uA 0.28 0.51* 0.01 0.01 -0.12 0.25
fA 0.30* 0.49* 0.03 0.04 -0.10 0.28
A -0.05 0.31* 0.26 0.24 0.08 0.33*
AA 0.06 0.18 0.11 0.13 -0.21 0.07
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Table 10: Correlation of annotation features and features extracted from posture sensors, heart rate sensor and in-game
metrics for continuous frames. Significant values (P<0.05) are depicted in bold. Highly significant values (P<0.01) are denoted

by (%).

. Continuous frames
Annotation features —
uMc uMm AT H AH vV
UA - - -0.05 -0.11 -0.05 -0.25
f A - - -0.05 -0.11 -0.05 -0.25
A - - 0.25 0.42* 0.18 0.42%
AA - - -0.12 0.14 -0.26 -0.07

Results from the first part of the investigation for real-time recognition of engagement are in
accordance with those reported in the literature [113], indicating that the assumed sitting postures,
along with the transitions between them and the overall seated mobility are associated with
engagement as perceived by the player. Associations pointing in that direction were identified in
both investigated types of observation frames. In continuous frames, the significant increase
observed in the mean value (1A4) and area ([ A) of the annotation trace from Tutorial to Gameplay
was accompanied by a significant shift in assumed positions. Percentage of postures that include
laying on the back of the chair was significantly lower in Gameplay than in Tutorial, with many
participants leaning forward as engagement increased and game interaction intensified. This shift
was also present on overall mobility (uT) during continuous observation frames, but no statistical
significance was observed. From Gameplay to Review, sitting postures activating the back of the
chair appeared to increase in frequency, accompanied by a decrease in perceived engagement (uA
and [ A). However, these changes in assumed postures were not found to be statistically important.
In contrast, a significant increase in perceived engagement from Review to Mission-2 was not
accompanied by a significant change in identified postures. This may be in part because Review has
rather short duration, in comparison to Tutorial and Gameplay. Additionally, the observed increase
in perceived engagement between Review and Mission-2 was smaller than the one from Tutorial to
Gameplay. These findings were consistently present in reactive observation frames. The
investigated in-game events, for both 10 s and 30 s frame duration, resulted in significant increase
in three extracted features (u4, [ A and A) of the annotation trace of perceived engagement.
Furthermore, the frequency of postures activating the back of the chair was lower in reactive frames
following in-game events, being of statistical significance only for the case of 30 s reactive frames.
Finally, an increase of overall player mobility (uT) was also evident after in-game events, but no
statistical significance was observed.

These findings indicate that an increase in perceived engagement is accompanied by the
tendency to leave the back of the chair and an increased overall seated mobility (uT). The
significance of these observations appears to be affected by the duration of the observation frames,
with increased time yielding more significant results in both continuous and reactive frames. These
observations are in agreement with findings of other studies that have employed different types of
interaction tools [113], [201]. The presented results can be a steppingstone for the development of
systems for real time recognition of engagement during SG play in office and home settings. In this
direction, the identification of a general sensor activation threshold for posture monitoring, as
proposed in the present study, isimportant. To this end, further investigation is necessary regarding
the robustness of the threshold activation threshold across the BMI spectrum. Additionally,
postures observed and identified during the intervention have not been particularly relaxed. Even
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though the participants have been instructed to get comfortable, this appears to be hindered by
their presence in a research setting. This is expected to affect the type and number of postures
assumed in other settings. A single and quite standard office chair has been employed during the
present study. Desks in home settings tend to include chairs that vary greatly in size and comfort.
The importance of data collection from home settings is, thus, highlighted and expected to provide
more reliable results.

The second part of the analysis for real time recognition of engagement has identified
significant predictive capacity of both sensor-based sources and in-game metrics towards player
perceived engagement, as reflected by their significant correlation with features from the
annotation trace (amplitude (4)), mean value (u4), and area (] A)). No significant correlation with
the average gradient (AA) of the annotation trace has been found, despite its reported efficiency
and robustness [183]. This may be attributed to the different data sources employed in this study
and the larger duration of the examined observation frames. Reactive frames appear to produce the
majority of features with significant predictive value, with 30 s frames revealing the most significant
correlations. Features from sensors and in-game metrics present a range of significant and highly
significant correlations (absolute values in therange 0.26 - 0.51) with perceived engagement, across
all types of observation frames. However, an overly superior, in terms of robustness and
effectiveness, unimodal feature could not be identified. On the contrary, the generated multimodal
feature (V) was consistently found to be significantly correlated with features of the annotation
trace.

In summary, data collected from affordable and unobtrusive sensors, assisted by in-game
metrics features, appear to hold predictive value towards the hypothesized ground truth.
Nevertheless, the presented analysis has investigated these features’ predictive capability in a
linear fashion. Supervised ML techniques can be employed to assess the features’ potential to
accurately recognize engagement in a non-linear fashion. Such methods can be incorporated in
PCG, as part of a constant feedback loop that enhances adherence to SG-based health interventions
by maximizing player engagement through generated game content. The suitability of the
multimodal feature IV needs to be further validated through advanced feature fusion techniques via
ML. Deep learning methodologies, along with larger datasets, can be employed towards this
investigation, given their increasing popularity in the field of multimodal affective recognition.
Issues related with gender representation in participants should also be investigated towards
identifying potential impact of gender imbalance on our core findings.
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5.Procedural content generation in serious
games for health

As described in the second chapter, PCG is a term that involves techniques incorporated in
games to empower user engagement and increase replay value by automatically generating new
content based on user choices and interaction with the game [202]. Data gathered from a variety of
sensors can also be integrated into PCG techniques. With the integration of such types of data in the
PCG workflow, the content provided is usually relevant to the desired SG goal, while also
maximizing user engagement and thus adherence to the intervention. In general, SGs for health
benefit greatly from the incorporation of state-of-the-art sensing technologies [129]. To this end,
PCG techniques employing sensing data can produce patient-tailored and clinically relevant
content, resulting in a smart personalized health intervention that can be applied towards raising
awareness, prevention, diagnosis, monitoring, and treatment. More specifically, the availability of
real-time sensing data providing information regarding the user’s lifestyle, behavioral habits and
health status, makes feasible the development of sensor based adaptive SGs with increased
capacity to address important challenges in self-health management [3], [130]. Moreover, current
research on PCG in SGs for health highlights the potential of the technology to generate game
content automatically and on-demand, thus reducing the time and effort needed for design
purposes and increasing replayability [203], [204].

To investigate the potential of the proposed conceptual framework for adaptivity in SGs (Fig. 5-
1) firstly, an experimental process with WuF was designed and implemented. WuF, as described in
Chapter 3, is a SG that promotes disease self-management for OSA and raises awareness for the
condition employing card game and open world mechanics. Results from this experimental process
were presented in [125]. The process consisted of a comparative analysis between the game
experience of participants playing three versions of WuF, each incorporating different systems for
the generation of NPCs. Each participant would play two versions of the SG without being aware of
any differences between them. Analysis was conducted on data produced by game experience
questionnaires. Secondly, data were collected from a pre-pilot study that included children with
obesity playing the SG that was part of the ENDORSE platform for a period of 12 weeks. Results from
this pre-pilot study were presented in [150]. The SG aims to enhance disease self-management
capabilities in children with type-1 diabetes and/or obesity through mini games and educational
messages. Both procedures involved the interaction of players with two novel SGs that were
designed to promote disease self-management in chronic conditions (OSA, type-1 diabetes
mellitus, and childhood obesity). Both SGs incorporated the PCG technique based on the proposed
GA approach, that generates and promotes game content relevant to the players personalized
needs and weaknesses. In the first case the PCG technique produces game content based on player
interaction. In the second case the PCG technique is generalised to include data from sensors
monitoring lifestyle information such as daily steps and sleeping quality, along with data collected
from objective reports. Finally, both SGs incorporated a dynamic difficulty adjustment system that
worked in conjunction with the PCG technique. This system changed game difficulty according to
player progress and efficiency and worked towards maintaining the player in a state of flow that
would promote engagement. The experimental procedures aimed at evaluating the validity of the
generated content and player acceptance in relevance to PCG technique. As shown in Fig. 5-1 these
procedures involve three of the four spaces of the proposed conceptual framework, the SG, the PCG
space, and the health related data space. In the first process the SG and PCG space are implicated,
whereas all three spaces are involved in the pre-pilot study.
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Figure 5-1: Conceptual framework for procedural content generation.

5.1 Incorporation of the genetic algorithm technique in a SG for
obstructive sleep apnea

The proposed PCG technique was incorporated in WuF, to empower the game’s educational
value and improve overall game experience. The proposed technique is based on a GA and is
responsible for the automated generation of new NPCs, based on user choices and game progress.
The resulting adaptive SG possesses the ability to automatically adjust difficulty levels through a
rule-based system and present educational content tailored to the user’s needs. An initial
population, with NPCs as individuals that are generated in a random manner, is set as the starting
generation. After every debate card battle a new generation of NPCs is generated as offspring from
aselection of thefittestindividuals of the previous generation. For each card battle an NPCis chosen
at random from the fittest chromosomes of the current generation to serve as an opponent.

For the representation of the NPCs in the GA, their available characterizing attributes are joined
in a string as genes to form chromosomes. In this way, each chromosome features several genes
with binary values, “1” represents presence of the particular attribute in the NPC’s profile and “0”
absence. An example of a chromosome characterizing an NPC with seven attributes is shown in
Table 11. As a result, the number of expressed genes is proportional to the difficulty of the resulting
debate, as every gene is translated in an enemy card that must be defeated. Furthermore,
knowledge domains about OSA are linked to the chromosome genes in the form of attributes,
constituting the core of the SG’s educational content. In this manner, the GA adjusts game difficulty
dynamically and presents tailored educational content by selecting the fittest individuals to
produce offspring, based on fitness scores calculated after each debate.

Table 11: An example chromosome featuring seven non-player character attributes linked to obstructive sleep apnea.

Smoking Alcohol | Medication | Sleeping Obesity | Hypertension | Depression
Position
S A M SP 0 H D
0 1 0 0 1 1 0
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For the selection of the fittest chromosomes two fitness functions are employed, namely, the Winning
Fitness Function (WFF) (Eq. 3) and the Losing Fitness Function (LFF) (Eq. 4):

WFS=W,*a+W,*b+...+W,*x (3)

LFS=L,"a+L,*b+...+L;*x (4)

After every debate, the fitness scores (WFS, LFS) are calculated for every chromosome of the
current population. The parameters (a, b,..., X) represent the binary values of the genes in each of the
generation’s individuals. The parameters W, and L, constitute weights with initial values of zero,
which are trained during each debate battle according to the following rules:

Training rules for W,:
o W,=W,-1,V particular attribute of the NPC opponent.
o  W,=W,-1,Vxlinked to player card used correctly.
o W,=W,+1,V xlinked to player card used wrongly.
o W,=W,+1,V xlinked to player card not played.

Training rules for Ly
o [,=L,+1,V particular attribute of the NPC opponent.
o [,=L,+1,V xlinked to user card used correctly.
o [,=L,+1,Vxlinked to user card used wrongly.
o [,=Ly-1,V xlinked to user card not played.

Weights linked to attributes that are subject to player interaction with corresponding cards are
updated continuously during play in this manner, and the prevalence of corresponding attributes in
future games is determined based on the need of the player to be exposed to the educational
content. If the player wins a debate, the highest WFS scores are employed to select the fittest
individuals of the current generation, benefiting mostly NPCs with never-before-seen attributes, or
attributes associated with wrong player choices. If the player loses the current debate, the highest
LFS scores are employed to determine the fittest individuals among the current generation. This way,
the player who suffers losses will face opponents with higher likelihood of similar attributes, in an
effort to revisit educational content that they do not seem to comprehend. In this incorporation of
the PCG technique the GA creates new generations after each debate, providing a constantly
changing game space. In addition, due to this constant flux in the game space, the weights of the
fitness functions need to be re-initialized after each new generation in order to avoid rapid saturation
of content and an abrupt increase in game difficulty by punishing of player mistakes. This leads to a
somewhat memory-less PCG approach that bases decisions solely on the last game. This was found
fitting for the short nature of the gaming sessions carried out during this experimental process.
However, in longer and less frequent gaming sessions, an approach that would update weights after
each debate and produce new generations at specified time periods would be more appropriate. This
approach was adopted in the incorporation of the PCG in the SG for children with type 1 diabetes
and/or obesity.

For the production of a new generation after every card battle, the fittest chromosomes form
pairs. Each pair produces two offspring for the next generation, by exchanging genes based on a
random crossover point. A number of fittest NPCs is selected so that every population retains its size
across generations. In the resulting generation, every NPC has a small chance to be mutated,
changing a random gene from “0” to “1”. The mutation mechanism enhances the variability in the
resulting populations. Afterwards, an NPC from the resulting generation is picked as an opponent for
the next debate. The difficulty of the SG is automatically adjusted by a rule-based ELO ranking system
that selects NPCs with a specific number of attributes. The number of the selected attributes is
defined according to player losses and victories in the previous debates, that increase or decrease
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their ELO score respectively. The number of attributes is then selected according to preset
thresholds.

5.1.1 Experimental process

To perform an initial evaluation of the proposed PCG technique, in terms of user experience, a
blind experiment from the player perspective was implemented. Three versions of the SG were
employed, version A, B and C. In each version, the user would play in five iterations of the debate
card game, versus different NPCs. A pool of seven possible attributes was available for NPC
generation (Table 11). A starting population of twenty NPCs, each characterized by exactly three
attributes, was generated randomly for each of the three versions. After every card battle, the five
fittest NPCs were selected to produce offspring for the next generation by pairing in all possible
ways. In-game dialogues presented a basic tutorial to the player at the start of each version,
explaining the rules of the SG and illustrating a simple presentation of the user interface. All
versions were visually indistinguishable to the player and the participants were not informed of any
differences between SG versions they played.

Version Aincorporated the GA technique and was designed to deliver a punishing experience to
the player. The generated content was affected greatly by in-game mistakes, and the player was
presented constantly with enemy cards affiliated with these mistakes. To this end, the weights of
WFF and WLF were not re-initialized after each debate to provide the algorithm a memory of the
player’s progress. In addition, the ELO system for dynamic difficulty adjustment was simplified to a
more unforgiving version. In particular, NPCs with one additional attribute were selected from the
resulting generation with each win and one less for each loss, to a minimum of two attributes and a
maximum of five attributes.

Version B incorporated the GA technique and was designed to deliver a smoother learning
experience. Weights of the WFF and the WLF were re-initialized after each battle, in order to provide
the desired adaptivity within small gaming sessions. In this way, player mistakes were not exploited
by the algorithm to entirely favor undesirable content. For difficulty adjustment, a starting rating
value of “1” was assigned to the player. This value increased by one with each win and reduced by
one with every loss. This approach delivered smoother difficulty adjustment without being
transparent to the player. NPCs were chosen randomly among the fittest chromosomes from the
current generation according to the following rules:

e Rating between 1 and 3: 3 attributes
e Rating above 3 (max 5): 4 attributes
e Rating below 1 (min -2): 2 attributes

Version C generated the attributes characterizing randomly the NPCs. The number of attributes
of the NPCs was also chosen randomly, between 2 and 4, with the exception of the NPC of the first
battle, who was characterized by exactly 3 attributes to provide a similar starting point to the other
two versions. This version was designed to serve as a point of comparison between version Aand B
incorporating the GA-based PCG technique.

A total of 42 participants were recruited for this preliminary validation process. Participants
were split in two groups, with group 1 interacting with versions A and C, and group 2 with versions
B and C. Both groups played their corresponding versions, one on each of two consequent days. The
participants were not informed of any differences between the two versions, and the order in which
they played each version was chosen randomly. To measure user experience, two modules of the
Game Experience Questionnaire [182] were deployed after each session. The core module provides
insight about competence, sensory and imaginative immersion, flow, tension, challenge, negative
affect and positive affect. The Post-game module asserts positive experience, negative experience,
tiredness and returning to reality. Paired sample Student’s t-tests were applied on the results to
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investigate for statistically significant differences between scores obtained from the
questionnaires. Information about the participants is presented in the table below.

_ Group 1 Group 2
All(N=42) (N=23) (N=19)
male (25), male (12), male (13),
Gender | o male (17) | female (11) | female (6)
Age 27.90+£4.93 | 29.56+4.77 25.89+4.35

5.1.2 Results and discussion

Scores of the GEQ are displayed in Table 12, for groups 1 and 2, respectively. Results display
differences in terms of user experience between the adaptive and non-adaptive versions of the SG.
Analysis of the results revealed a statistically significant decrease in competence (t(22)=2.46,
p=0.021), and an increase in challenge (t(22)=-2.48, p=0.020) and negative experience (t(22)=-3.42,
p=0.002), between versions C and A respectively, played by the first group. On the other hand, the
feeling of competence increased significantly (t(18)=-2.30, p=0.033) and negative experience
dropped (t(18)=2.53, p=0.020) between versions B and C respectively. The remaining dimensions of
the GEQ did not display statistically significant differences (p>0.05) between game versions for both
groups.

Table 12: Results in terms of game experience for groups 1 and 2.

Mean * Standard Deviation
GEQ Group 1 Group 2 Group 1 Group 2
(Scale 0-4) Version Version Version Version Version | Version Version | Version
A C B C A C B C
Core Module Post-game Module
Competence 2.03+ 2.46+ 245+ 2,13+ Positive 1.29+ 1.50 + 1.53+ 1.49 +
P 0.87 0.64 0.71 0.84 experience 0.86 0.71 0.86 0.78
. 221+ 2.14+ 2.28+ 225+ Negative 0.27+ | 0.12% 0.02+ 0.11+
Immersion .
0.84 0.66 0.72 0.78 experience 0.30 0.24 0.08 0.17
Flow 1.88+ 1.69 + 1.60 + 167+ Tiredn 0.06 + 0.04 + 0.13+ 0.13+
o 0.95 0.86 0.84 0.95 eaness 0.22 0.20 0.35 031
Tension 0.47+ 0.31+ 0.15+ 0.21+ Returning to 0.55+ 0.46 + 0.36+ 0.47 +
0.57 0.45 0.27 0.43 reality 0.56 0.40 0.56 0.53
Challenge 1.31+ 0.95+ 0.84 + 1.04+
g 0.50 0.42 0.36 0.44
Negative 0.84 0.59 0.39z 0.47 %
Affect 0.89 0.50 0.35 0.42
s 234+ 237+ 245+ 253+
Positive Affect | (" 0.75 0.76 0.77

A small set of participants (N=10) were chosen randomly from both groups, to take partin semi-
constructed interviews after their game sessions. They were asked if they became aware of
differences between the versions of the SG they interacted with and provide feedback. All of the
participants stated that while game difficulty was clearly different between the versions they
played, they were not certain of other differences or the mechanics governing difficulty adjustment.
Additional comments involved concerns about Ul elements, the tutorial and the reporting of game
bugs that took place during playing.

Initial validation of the proposed PCG technique incorporated in WuF indicated that game
experience differed between the deployed SG versions. Version C, lacking any adaptive features,
was used as a benchmark to test the effect of the other two versions on participant experience.
Versions A and B were implemented to evaluate the potential of the proposed technique from
different perspectives. Version A punished successful progress by increasing difficulty to very high
levels. To achieve this, the weights of the fitness functions were not re-initialized, hence NPC
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attributes linked to user errors were promoted by the GA perpetually to the following generations.
Additionally, the number of NPC attributes increased with every win. The effects of this harsh
difficulty adjustment were evident in the responses of the GEQ questionnaire of group 1. Sense of
competence was significantly lower in version A, while negative experience and challenge was
significantly higher than those observed in version C. On the other side, version B was designed to
provide a smoother experience which adapted to player progress. The weights of the fitness
functions were re-initialized after each debate, due to the short length of the game session. This
feature allowed for a wider variety of attributes to be promoted to next generations, resulting in
more heterogeneous populations of NPCs and less content saturation. In this way, the user would
face both NPCs that would share attributes linked to past mistakes and NPCs characterized by new
attributes, resulting in more engaging experience. Furthermore, the number of attributes
characterizing the NPCs scaled slower according to player wins and losses, avoiding thus sudden
spikes in game difficulty. As a result, questionnaire answers obtained from group 2 are consistent
with design considerations of version B, as sense of competence was significantly higher compared
to version C, and negative experience was significantly lower. In contrast, sense of challenge was
not found to be significantly different between versions B and C. This could point towards the fact
that the proposed technique has the potential, if applied properly, to promote the perception of
user competence without altering perception of difficulty. Results from this preliminary validation
of the proposed PCG technique indicate its potential to enhance user experience while delivering
tailored educational SG content. This observation was possible, despite the limited content the
deployed versions of the SG and the relatively short duration of the session. Additionally,
chromosomesin the proposed GA consisted of only seven genes, while only five generations of NPCs
were produced in each playthrough.

5.2 Incorporation of the genetic algorithm in a SG for type 1 diabetes
and obesity

The proposed PCG technique was also implemented in the ENDORSE platform in order to
control game content based on interaction and sensor data. The platform’s recommendation
system employs a version of the proposed PCG technique that has been expanded from its initial
application. In particular, for the incorporation of the PCG technique in the platform, SG missions
and displayed messages have been translated into genes containing binary values, with the value
of “1” signifying content presence. This collection of game content-oriented genes constitutes a
chromosome, as was the case with the incorporation of the PCG technique in WuF, while each gene
is represented in the chromosome in a designated position. As depicted in Figure 5-2, chromosomes
in this case have been splitinto two sections. The first part (MG) is comprised of genes that designate
the game missions that are available every day. On the first daily login in the SG, the application
would send a pull request from the platform’s recommendation system and receive the appropriate
content. The second part (RG) selects appropriate messages to be displayed to the platform’s end-
users. During the start of the intervention, the GA is initialized with a population of chromosomes,
each containing a selection of genes corresponding either to the availability of a mission or the
appearance of a specific message. A total of 380 chromosomes are created for the starting
population to provide sufficient diversity among the chromosome population. A five percent
probability of mutation per gene has been applied to adjust for cases with limited diversity.
Furthermore, the length of the chromosomes has been significantly enlarged in comparison with
firstincorporation of the PCG technique, containing 103 genes, 28 of them used for mission content
and 75 for messages. Constraints have been applied to the chromosomes to limit the availability of
daily game missions, based on expert recommendations for maximum daily screen time. In
particular, there are no chromosomes allowed containing more than two missions per day, while
each day has one educational and one action mission.
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Figure 5-2: Chromosome formation, with genes controlling missions (MG) and genes controlling messages (RG).

On the first generation, a chromosome is selected randomly as a representative and controls the
platform’s content for the first week. From then on, based on data collected from sensors and user
interaction, a fitness function (Eq. 5) is applied to determine the fittest chromosomes from the initial
population.

FS = WMGI * MG]. + ot + WMGZS * MGZ8 + WRGl * RGl + ot + WRG75 * RG75 (5)

The fitness function employs weights (Wen), assigned to each gene. Weights are trained to be
analogous to the desirability of the gene’s presence in the next GA state. Weight training is based on
relevant data collected by the platform. Weights for game missions (MG) are trained based on data
collected through the interaction with the SG:

o Wye =Wy + a4, if mission score is low
o Wy =Wy — ay, if mission score is high
o Wye=Wye — as, if mission is played

Weights controlling the appearance of messages are trained based on the heterogeneous data
collected from the platform’s sensors. For physical activity and sleep monitoring, the Fitbit ACE 2
(for kids) was employed with the ability to track steps, calories and sleep (duration and quality of
sleep). For diabetes self-management monitoring, the Freestyle Libre and Medtronic continuous
glucose measurement sensors and the Insulclock smart insulin pen were employed. Specific
thresholds have been applied on the obtained sensing data towards classifying every day as good,
medium, or bad, in terms of recognition of healthy lifestyle habits and self-health management. For
educational messages:

o Wy =Wge — by, for each good day
o Wy =Wge — by, for each medium day
o Wre =Wgs + bs, for each bad day

For progress messages:

o Wy =Wge + by, for each good day
o Wre =Wy — by, for each medium day
° WRG = WRG + b3, for each bad day

This weight training ensures that the GA promotes content that is associated with identified
player needs, replicating it further and passing it on to future generations. Weights were not re-
initialized in this application of the GA. SG missions where the player scores low are more frequently
promoted over missions that are either played frequently or are completed with high game scores.
Additionally, educational messages linked to healthy behaviors monitored by the platform’s
sensors have a lower chance of appearing. Progress messages are more likely to appear to promote
healthy habits or remind about identified unhealthy tendencies.

At the end of each GA iteration, the fittest chromosomes are paired to produce the new
generation. The twenty highest scoring chromosomes are selected, based on the score provided by
the fitness function, to create the next generation of chromosomes through the crossover. One of
those is also chosen to be the representative, responsible for providing the system’s content.
Crossover (Fig. 5-3) occurs separately for mission game content and the messages (MGs and RGs),
to ensure the structural integrity of the offspring and its compliance with the imposed constraints.
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Figure 5-3: Chromosome crossover. (a) Two random points, cM and cR, split the chromosomes. (b) Two new gene sequences
for MG and two for RG are generated.

97

Algorithm 1: Genetic Algorithm Update [150]

Data:  Previously selected chromosome CH

Previous generation Gen, its difficulty D and its weights W,
user interaction with the platform Ul and data from activity
tracker UD

Result: Newly selected chromosome CH

function NewGeneration(CH, Gen, D, W, UI, UD)

previous MG, previous RG « split CH
# region Serious Game
D « CalculateNewDifficulty MG(MG, D, UI)
W « CalculateNewWeightsMG(MG, W, UI, UD)
Gen «— CrossoverMG(Gen, W)
Gen «— MutationsMG(Gen)
new MG « SelectChromosomeMG(Gen, W)
if new MG same as previous MG
Gen « InitialisePopulationMG(W)
new MG « SelectChromosomeMG(Gen, W)
# endregion
# region Messages
W « CalculateNewWeightsRG(RG, W, Ul, UD)
Gen «— CrossoverRG(Gen, W)
Gen <« MutationsRG(Gen)
new RG « SelectChromosomeRG(Gen, W)
if new RG same as previous RG
Gen « InitialisePopulationRG(W)
new RG < SelectChromosomeRG(Gen, W)
new RG < ApplyRGMask(new RG)
# endregion
CH « concatenate new MG and RG
CreateNewSave(CH, Gen, D, W)
return CH




For each pair of chromosomes, the MGs and RGs are split independently into two segments at a
random point. Then each segment of the chromosomes is combined with that of another fit
chromosome to create two sets of new MGs and RGs. Finally, the MGs and RGs are combined in four
ways resulting in four total offspring.

Algorithm 1 summarizes of the update process the GA for the next generation. The algorithm
receives, for every user, as input data from the previous GA state as well as relevant data from
platform interaction and data collected from the activity tracker. The output is the generation’s
representative chromosome. As described, the crossover occurs separately for MG and RG parts of
the chromosomes and takes into account the previous generation’s fittest chromosomes. If the
newly selected representative RG or MG is identical to that of the previous generation, the
chromosome population is deemed saturated and is reinitialized while keeping the same weights.
Then the representative is selected from the newly generated fittest chromosomes. This process
facilitates the addition of genetic diversity to the population, in case the gene mutation isn’t
enough.

5.2.1 Experimental process

The proposed PCG technique incorporated in the platform’s recommendation system was
evaluated in terms of user acceptance, and accuracy of the generated tailored content during a pre-
pilot study. Twenty children (aged 6 - 14) suffering from obesity were recruited in the pre-pilot study
for a period of 12 weeks. The SG and a Fitbit Activity Tracker [205] were employed by the children,
while the platform’s mobile application was used by their parents. The pre-pilot study was
approved by the national ethical committee. The intervention included 12 weekly iterations. During
each iteration, data relating to the children’s physical activity were collected and fed into the GA’s
fitness functions. Simultaneously, data from the children’s interaction with the content and
missions of the SG were collected. One of the GA’s highest-scoring chromosomes was designated as
representative and provided the weekly content. The report produced by the Fitbit activity tracker
included the daily number of steps, sedentary time, and sleep time. For every participant, the
average steps per day were calculated for days deemed as active. An active day was defined as a
day with at least two thousand steps. This cut-off was set as a threshold for including data from the
Fitbit Activity Tracker in the daily training of the relevant chromosome weights. Similarly, the
average sleep duration was collected, taking into consideration days with more than zero recorded
minutes of sleep. Thresholds for categorizing days as good, medium or bad were appointed based
on relevant literature [206], [207].

The incorporation of the PCG technique was evaluated in two directions. In the first direction, a
post-intervention questionnaire was created including questions relevant to the acceptance (Q1-
.Q2.) and usefulness (Q3) of the personalized content [172]. The children’s parents would answer
each question with a score ranging from 1 to 5. The questionnaires were applied after the
completion of the intervention plan. In the second direction, Pearson’s Correlation test was applied
on the data collected from the activity trackers and the messages provided by the GA in order to
assess PCG’s ability to provide content relevant to the child’s lifestyle status. Messages controlled
by the GA were split into the following categories: “Physical Activity”, “Sedentary Time” and “Sleep
Duration”. “Physical Activity” and “Sedentary Time” were correlated with average daily steps per
participant and “Sleep Duration” with average sleep duration. Each of these categories was
represented in the GA by two genes, one designated for educational messages and the other for
progress messages. Pearson’s correlation was calculated for these genes both separately and in
combination, against relevant data collected from the Fitbit sensors.

5.2.2 Results and discussion

The scores obtained from questions relevant to the acceptance of personalized content are
presented in Table 13. Overall, a positive score was awarded to all three questions. The highest
score was achieved in Q2, investigating the usefulness of the delivered messages towards the
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achievement of personal goals (Q2: score 4.13). The lowest score was reported in Q1, regarding the
relevance of the displayed messages to the child's needs, (Q1: score 3.07). A statistically significant
difference (score 1.04, p=0.0217) was identified by applying the Student’s t-test between questions
Q1 and Q2, regarding the usefulness and relevance of messages displayed within the SG.

Table 13: Post-intervention questions for user acceptance.

Scores

Questions Standard
Average Value -
Deviation

Q1l: How relevant to your child’s
needs did you find the messages 3.07 1.38
shown through the game? ’

Q2: How useful did you find the daily

messages you received to achieve 4.13 1,06
your goals?

Q3: How useful did you find the

game’s ability to display educational 3.40 1,50
messages?

Results for Pearson’s correlation are depicted in Table 14. The average steps per day were
9840.6 and the average sleep duration was 458.6 minutes Among all participants. Out of the 20
participants, there were two dropouts and three cases where responses to the post-intervention
questionnaires were not provided. Negative correlations were observed across all of the
investigated combinations. Statistical significance was found between the number of "Physical
Activity” messages sent, and the average steps (p = 0.042), as well as the number of combined
“Physical Activity” and “Sedentary Time” messages and the average steps (p = 0.030).

Table 14: Pearson's correlation between delivered messages and sensor data.

Correlation
Category —
Gene 1 Gene 2 Combination
Physical Activity -0.20 -0.30 -0.45
-0.17 -0.25 -0.29

Sedentary Time
Physical Activity and - - -0.48

Sedentary Time

Sleep Duration -0.23 -0.11 -0.19

Answers to the post-intervention questionnaires indicate an overall acceptance of the
personalized content generated by the GA. A statistically significant difference was discovered
between message relevance and usefulness. Based on the answers provided to Q1 and Q2, the
messages sent by the GA were regarded as more useful than relevant. This may imply that due to
the fact that the messages were designed with the help of healthcare professionals specifically for
the intervention provided by the SG, they inherited general usefulness to the health-related needs
of the recipients. On the other hand, the message’s appearance in the SG content was defined by
the GA. Despite its ability to identify and generate relevant messages, a comparatively lower score
on Q1 is to be expected, as one of the GA’s primary objectives is the diversification of content to
avoid saturation. Both scores, though, advocate towards the fact that the messages had an overall
positive effect in the intervention provided by the SG.

The negative correlations presented in Table 15 display the GA’s sensitivity to trends regarding
lifestyle and self-health management habits monitored by the platform’s sensors. When high levels
of physical activity were observed, the frequency of related messages declined and vice versa. The
fact that this particular pattern was identified in all categories, displays the overall success of GA’s
incorporation. The fitness functions managed to translate the observed trends into proper weight
training, thus enabling the GA to promote the most suitable genes for its chromosomes in the
following generations. Furthermore, the GA avoided reaching high values of negative correlations,
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a sign that would point towards content saturation. The non-deterministic selection of content
performed by the GA provided the recommendation system with the capability to sometimes omit
chromosome genes with high weights. This behavior highlights the difference between a rule-based
system and the GA, in terms of providing varying tailored content. These results indicate the
generalisation capabilities of the proposed PCG technique in SGs of different genre, with the ability
to control educational game content of different type. The inclusion of sensor data in the generation
of game content appears to be successful. These findings are further substantiated by the
preliminary analysis of data obtained from the following pilot study for children with obesity and
pre-pilot and pilot studies for children suffering from type 1 diabetes. The ENDORSE platform
incorporated the proposed PCG technique, while SG content was enhanced with more mini games
and additional messages. The personalization capabilities, based on sensor data and interaction
with the platform, afforded by the GA appear to produce an automated intervention space that can
be as much effective as intervention tools that provide frequent communication with healthcare
professionals. Further analysis on the data collected during these studies, that feature larger sets of
participants and control groups, will provide insight towards the capabilities of the proposed
conceptual framework.
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6.Automated testing in serious games for health

In this chapter the process of developing deep reinforcement learning (DRL) agents that can
navigate and play SGs for health automatically is presented. Automation denotes a machine with a
self-contained principle of motion. Digital games, in contrast with physical games such as board
games, always feature some level of basic automation, in the form of calculating game parameters,
object collisions and distances, among others. However, Al-driven, non-human automated play is a
different concept that gathers growing attention in the field of games. It includes a wide range of
examples, such as autonomous NPCs, idling game worlds, non-human agents traversing
multiplayer spaces, and smart self-learning agents [208]. Self-learning agents have been widely
used to test digital games by automatically playing them [209]. Testing in video games is a crucial
aspect that comes into play in almost the entirety of the production pipeline. It is very important in
the ideation and design process, where it is usually conducted with the use of game prototypes. But
is also of paramountimportance during development and post-production to avoid the presence of
bugs, exploits and broken game mechanics, which can prove to be detrimental to the game
experience. Findings from a recent survey indicate that current testing processes rely mostly on
manual playing and the tester’s intrinsic knowledge [210]. However, this kind of testing is very
expensive both in time and resources due to its lack of automation. Agents for automated playing
can reduce the cost and time of applying manual testing. Various techniques towards automated
playtesting have been investigated, such as active learning for game parameter tuning [211], deep
player behavior models for balancing in multiplayer games [212], reinforcement learning for
estimating player progress [213], and Monte-Carlo-Tree searches [214]. In addition, there are
humanlike agents that are trained on data generated from actual players [209]. These agents are
better suited towards analysing the difficulty of the game, generating playthroughs, becoming
opponents for human players. Deep reinforcement learning (DRL) has also been applied to
automate game testing [215]. DRL frameworks are capable of exploring game mechanics with
increased test coverage, and can be used to find exploits, detect problems, and test game difficulty.

Automated testing can also be applied to SGs. The benefits mentioned above from this type of
testing translate perfectly to the field of SGs. Moreover, automated play can provide valuable
feedback about the SG’s educational or behavioral purpose. However, few examples of automated
testing based on some type of smart agent that explores the SG space and simulates playing and
learning have been identified in the literature. In [216], a mathematical model helps track player
game actions and present them by creatin a set of game states that simulate the gaming process in
a SG about social engineering. In this approach player actions are not predicted, however the
system records and structures them in a way that useful actions can be extracted and form context-
specific questions about gaming sessions. In this manner the system can also identify problems in
the game design that need to be addressed. In [217], a system that employs player data to evaluate
a SG’s educational efficiency automatically is proposed. The model uses game learning analytics,
robotic process automation and statistical analysis as an automated post-test assessment tool. In
[218], video analysis and data mining was employed to measure the implicit science learning during
play with an educational SG. Specific game strategies were automatically detected in this manner
and coded in a sample of 69 high school students. These attempts do not exactly constitute
automated testing; however, they involve modeling of the game space and data driven approaches
towards replicating playing.

The COVID-19 pandemic has also significantly impacted the application and validation of SGs.
On one hand, SGs are tools that can be employed for remote and distance learning, and provide
positive educational outcomes, enhanced engagement and motivation, through a safe and
interactive asynchronous environment [219]. On the other hand, preliminary validation and testing
of SGs in live settings, such as schools, hospitals, or research facilities, allows for hands-on

101



observation and interaction with players. The widespread implementation of social distancing
measures and lockdowns has made live testing difficult. As a result, there has been a shift towards
remote testing methods, such as online surveys and virtual focus groups. While these methods hold
some value, they also present their own challenges, such as difficulty in monitoring participant
attention to the intervention and relying on subjective reports.

An approach to employ agents for automated testing, to gain insight about the incorporated
PCG techniquein WuF is presented below. To evaluate the impact of the PCG in the SG’s educational
efficiency, two versions of WuF that generate their content differently have been used. The first
version is considered the control version, with randomly created opponents. The second version
employs the proposed PCG technique to generate NPCs based on the player's interaction with the
game. A conceptual framework has been developed, able to translate a SG for use in automated
testing based on DRL. By using DRL to test WuF, it is possible to reduce the need for live testing and
improve the efficiency of the testing process. One of the key advantages of using DRL for SG testing
is the ability to simulate a wide range of scenarios and player behaviors. DRL allows for the creation
of Al agents that can act as players and interact with the SG in a varied manner. This approach is
motivated by the increasing demand for personalized and dynamic digital health interventions,
such as SGs, and the need to efficiently design and evaluate these interventions. By training deep
learning agents to play SGs, the aim is to automate the process of content generation and
evaluation, and to assess the impact of dynamic game content on the speed and effectiveness of
agent training. The goal of this methodology is to identify the key factors that influence the
performance of deep learning agents as they play SGs, and to inform the development of more
effective and personalized SG for health purposes. This can help provide a more comprehensive
understanding of the game's effectiveness and identify potential issues that may not be evident in
traditional testing methods.

6.1 Deep reinforcement learningin games

DRL is considered a huge step towards the creation of autonomous systems with a higher level
of understanding of the environment they operate in [220]. In part this is one of the primary goals of
Al techniques, to allow for fully autonomous agents that learn optimal behaviours and improve
through trial and error. DRL is a subfield of ML that involves training Al agents to make decisions and
take actions in a dynamic environment in order to maximize a reward signal. Reinforcement
learningis a field of Al that is based on mathematical frameworks that operate on experience-driven
autonomous learning [221]. The idea of these systems is based on the principle that interacting with
an environment to achieve a goal, in turn leads to learning. In order for learning to occur the agent
in question must be able to understand the state of the environment and take actions within it.
These approaches however are often found to be lacking in scalability and are thus limited to low-
dimensional problems. DRL, having the advantage of the powerful function approximation and
representation learning properties of deep neural networks, is able to overcome these problems.
DRL combines the use of neural networks with reinforcement learning algorithms to enable Al
agents to learn through trial and error. DRL has been successfully applied to a wide range of tasks,
including control systems, natural language processing, and robotics [222]. The key concept in DRL
is the use of a reward signal to guide the learning process. An Al agent is trained to take actions in
an environment in order to maximize this reward signal. The agent learns through trial and error,
adjusting its actions based on the resulting rewards and attempting to find the optimal strategy for
maximizing the reward. DRL algorithms can be classified into two main categories: value-based and
policy-based. Value-based algorithms focus on estimating the value of each action at each state,
whereas policy-based algorithms directly learn the optimal policy for selecting actions.

DRL plays an important role in game Al, by enabling the training of agents to automatically play
complex single-agent and multi-agent games [223]. While there are still many challenges in the
domain, there have been many cases where DRL agents have achieved super-human performance.
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Games in general provide a safe and controllable virtual environment that generates an infinite
amount of data, making them suitable for research in Al techniques. Due to these characteristics,
DRL is gaining ground in its application in games. Deep Q-Networks have been combined with
reinforcement learning, using video input, to play a multitude of old Atari 2600 games [224].
AlphaGo is the first automated play agent to beat a human champion of the game Go and combines
tree search with deep neural networks [225]. The game of Go is considered highly complex, much
more than chess, and applying automated play techniques has been an open problem for decades.
Until 2016 the strongest available Go-playing Al could not defeat the best human Go player. DRL
techniques have also been applied to play in games that include environments that are not 2D and
fully observable to the agent. Architectures have been presented to tackle more demanding 3D
environments in first-person shooters with results indicating that they are able to defeat build-in
simpler Al agents [226]. DRL has also been applied to SGs, however, only applications that aim
towards adaptivity have been identified. For example, an approach for interactive deep learning for
adaptive gameplay that combines human player and trainer feedback in an effort to direct the
learning process in SGs is presented in [227]. The incorporation of automated play through state of
the art DRL agents in adaptive SGs for health is expected to facilitate testing of both the SG and the
technique employed for adaptation. These approaches allow for testing in a repetitive and
reproducible manner, without the need and effort included in human testing. Calibration of PCG
and metrics that will provide insight regarding the effectiveness of the adaptive SG are going to be
facilitated and in conjunction with human testing lead to an improvement in the health intervention
provided.

6.2 Automated testing of a serious game for health

Evaluation of the proposed PCG technique based on a GA was also conducted by applying deep
learning algorithms. Specifically, DRL agents were trained to play WuF autonomously. This enabled
another means of evaluation of the incorporated PCG, fully automated and independent of the
recruitment of human participants. To achieve automation and autonomy, WuF was generalized
and translated in GDL (Game Description Language, Stanford University [228]), an environment that
enables the DRL agent to interact with the SG through queries. This language allows for the
representation of previously unknown games by giving information regarding their rules. To test the
effectiveness of the two versions of the game, separate proximal policy optimization (PPO) agents
have been trained on each version.

6.2.1 Conceptual framework for testing

To perform the testing of the SG in a standardized manner, a conceptual framework has been
designed. It describes the process of translating a SG through adjustments that make it compatible
with PPO agent training. The process of designing a SG is demanding, as it not only involves
everything a regular game would require, but also demands careful planning and integration of the
serious purpose. This is of paramount importance when dealing with mobile health applications,
where the serious purpose and the limitations it applies often overshadows the rest of the game
design process. To this end, it is crucial that the proposed automated testing pipeline is abstract in
nature, to avoid interfering with the SG development. The framework comprises of three distinct
parts (Fig. 6-1) that communicate with each other through interfaces. The first part is the SG and
encapsulates the whole game space, including game logic, graphic user interface and serious
purpose. The second part is the translation of the game mechanics to a format understandable by
the DRL. The last part is the DRL itself. This architecture enables the whole process to be more
versatile. In case the DRL model needs to be changed, only the translation needs modification. In
the same manner, if a different SG needs testing, the translation is the only thing to be modified.
For this modularity, the interfaces between the three parts play a crucial role. They act as means of
communication and they standardize the way each part interacts with the others.
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Figure 6-1: Conceptual framework for automated testing in serious games.

6.2.2 Serious game

The SG employed for automated testing, WuF, was presented in detail in Chapter 3, whereas the
incorporation of the proposed PCG technique and its validation with human players was presented
in Chapter 5. WuF is a SG aiming to raise awareness for OSA and improve self-health management
of people suffering from it. The SG is mainly based on card game systems and mechanics but also
features open world exploration. The incorporated PCG technique generates NPCs that are used as
opponents in the card game battles. In WuF NPCs represent SG content with educational value that
form the cornerstone towards achieving effective behavioral in the player. The player’s ability to
win in the simulated debate battles, as presented in WuF’s conceptual framework, is directly linked
to their knowledge about OSA and the desired SG outcome. In this manner, an assumption can be
made, that an automated testing agent that learns to select appropriate cards and achieve victory
approximates the human player learning process. According to this assumption the evaluation of
the agent’s capacity to navigate the SG space, learn to efficiently select and use game cards and
achieve victory can be employed as a metric to evaluate the content that is produced through PCG.

In order to streamline the validation of PCG in the SG through automated play, a demo variant
has been developed. This variant removes the open world exploration system from the game and
presents the player with sequential debate battles against NPCs. These battles form the main
system of the SG. As presented in WuF’s conceptual framework, elements and game assets of the
open world exploration also act as mediators towards the SG’s desired outcome. However, almost
the entirety of the educational content is present within the card game mechanics. Removing open-
world content is expected to introduce bias regarding the validation through automated play
agents. This bias, however, is expected to not impact the insights gained through this process
greatly. The reason for the removal of the open world content is technical. The card mechanics are
concise and simple allowing for an easy representation of the in-game state - action space. This is
not the case with open world mechanics, as their representation in an understandable manner for
the automated play agent would require extended design and vast resources, effectively defeating
the purpose of conducting automated testing. Based on this variant, two SG versions have been
created to be employed in comparative analysis in terms of automated agents’ efficiency in playing
them. The control version presents the player with randomly generated NPC profiles that feature a
varying number of cards. This version is similar to Game Version C presented in Chapter 5. The test
version employs the PCG technique to generate NPC tailored to the performance of the player, while
simultaneously adjusting their difficulty. This version is similar to Game Version B presented in
Chapter5.
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Figure 6-2 : Screenshot from the core game aspect of Wake Up for the Future.

The variant version of WuF can be effectively split in two major sub-games, the deterministic
core game (Fig. 6-2) and the arbitrary meta game (Fig. 6-3). The core game consists of the card
battles simulating debates between the player and NPCs. This sub-game is governed entirely by
deterministic rules and its content is defined from start to finish in each iteration. Player cards have
already been selected by the player, and the NPC card deck is formulated before the start of the
game. Player actions are specific and finite, while the outcome is based solely on the current state
of the game. In contrast, the meta game is governed by arbitrary rules that feature randomness and
incomplete state of knowledge. The meta game consists of the part of the game which is outside
the core game loop. It determines what manner of NPCs the player encounters, the attributes that
describe these NPCs and player deck building. The player selects cards for their deck in a
deterministic manner, with a large possible but finite number of possibilities available to them,
however NPC deck formulation is governed either by the GA technique for PCG or by randomness.
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Figure 6-3 : Screenshot from the meta game aspect of Wake Up for the Future.
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6.2.3 Interaction interpreter

The GDL [228], a language developed at Stanford University, was used to rewrite the SG in an
interactive way to allow for interaction with the DRL algorithm. GDL is a rule-based language that is
designed to represent the game mechanics of a wide range of games. The language is based on first-
order logic, which allows for the representation of complex game rules and state transitions. GDL
has been developed as a high-knowledge presentation formalism for axiomatizing the game rules.
This approach applies a fundamental limitation to its representation capabilities, requiring the
game to be governed only by deterministic rules. Due to this limitation only the core game of WuF
was described by GDL in a more interactive way by representing the game mechanics in a formal
language that can simplify the communication with the Interaction Interpreter.

An extension of the GDL has been developed to formalise rules of arbitrary games, however
another approach was chosen to represent the meta game of WuF. A system was developed in
Python to support different versions of the meta game, some of them incorporating the GA and
some other enabling the generation of NPC profiles through randomness. This approach was
deemed preferable, to be able to control the automated generation of content within the SG and to
easily produce different versions of the SG for the agents to be trained on. By fusing the
representations of the core and the meta game, GDL was integrated with the PCG technique to
generate NPCs tailored to the player's performance while simultaneously adjusting their difficulty.
This allows the represented game to provide a challenging and dynamic gameplay experience while
still being able to interact with the DRL algorithm in a more efficient manner. This approach also
makes the represented game more modular and easier to update in this setting, as changes to the
game mechanics can be made in the GDL code, while changes in the PCG can be made to the Python
based system, rather than the underlying game code. In this manner, both systems were merged in
order to create an environment that would allow for deep reinforcement learning agents to
automatically play the SG and be trained through each iteration.

6.2.4 Deep reinforcement learning

A family of policy gradient methods [229] for reinforcement learning have been selected to
implement the agents. The DRL algorithm used is PPO, developed by OpenAl. PPO is a type of
reinforcement learning algorithm that has gained widespread popularity in recent years due to its
simplicity and stability. PPO algorithms are designed to learn optimal policies for decision-making
in complex environments, such as game playing and robot control. One of the key features of PPO
algorithms is their ability to update the policy in a more stable manner compared to other
reinforcement learning algorithms. This is achieved through the use of a trust region constraint,
which limits the size of policy updates and helps to prevent large, destabilizing changes. PPO
algorithms also use an optimization objective that is simpler and easier to optimize than other
reinforcement learning algorithms, further improving their stability and efficiency. These methods
alternate between sampling data through interaction with the game environment and optimize a
“surrogate” objective function using stochastic gradient ascent. In addition, these proximal policy
optimization methods enable multiple epochs of minibatch updates, in contrast with standard
policy gradient methods which perform one gradient update per data sample. OpenAl offers these
methods in the stable baselines package, along with a variety of other DRL algorithms, developed
in Python. The way to interact with PPO is through Gymnasium [230], formerly known as Gym by
OpenAl. Although by using Gymnasium a variety of DRL algorithms becomes available for testing,
PPO has been selected because of its simplicity to fine-tune and adequate performance in complex
environments.

The performance of the PPO agents has then been studied to determine the effectiveness of the
different way of generating NPCs in the employed SG. A recent study has shown the capability of
PPO to present comparable attention to game elements to human players. This approach has
allowed for the initial testing of the game in a controlled and efficient manner, without the need for
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in-person testing or human players. This approach is simpler to implement, more general, and has
better sample complexity. During learning, an agent starts with no prior knowledge of the game,
apart from the initial game state. Each epoch of training involves several interactions of the agent
with the SG. The interactions include the agent providing the SG with a vector describing its current
action in the state of the SG and receiving a response that includes the action’s score and the next
SG state. After each epoch the agent’s weights are updated through backpropagation, with the
ultimate goal of maximising the sum of individual scores collected by the agent’s actions and thus
its optimization to achieve victories against the NPCs. The results of the study provide insight into
the potential of this novel approach for automated SG testing.

6.2.5 Analysis

For the evaluation the automated play agents’ ability to learn in the game space, the two
described versions of the WuF variant were employed. The SG version incorporating the PCG
technique to produce contentaccording to the agent’s actions is denominated as “ga” in the results,
while the SG version that produces game content using randomization rule-based mechanics is
denominated as “simple” in the results. Through autonomous playing, the ability of the agent to
optimize its actions in the simulated card battles was evaluated, and insight regarding the PCG’s
potential to increase the agent’s training speed and capacity was attained.

To facilitate a systematic approach in comparison between efficiency in training on the
employed SG versions, twenty different training scenarios were implemented, allowing the agents
to train on the same initial conditions. This allowed for both an overall and a pairwise comparative
analysis. In this manner, a total of 40 agents were trained, 20 on each version of the SG. Analysis was
conducted by measuring the average win rate of each agent and the cumulative reward gained at
regular intervals. The agent was rewarded for contradicting an enemy card and achieving victory in
a card battle. Each interval included 500 time steps, with each time step indicating an action in the
SG. The number of card battles included within each interval varied between 100 and 125, based
the number of actions the agent would need to complete them. As the agents learned over time,
they could achieve victory with fewer actions and the number of card battles included within an
interval would increase. Each agent was trained for approximately one million steps. Finally, the
percentage of the chosen attributes generated by the proposed PCG technique, and the
randomization rule-base system were logged for every training interval.

6.3 Results and discussion

Results in terms of overall wining rate for the agents and cumulative awards gained over time
are presented below. Training efficiency with the SG was grouped in three major categories
according to three training patterns that were observed. The first category features cases of optimal
training for the agent trained on the version of the SG featuring the GA approach, with agents
displaying superior training capacity when exposed to the procedurally generated content. The
second category features cases where the agents trained on the adaptive version of the SG
displayed better performance in the metrics, however this superiority was observed after a certain
number of training epochs and the overall improvement in metrics was not as significant as in
category 1. Finally, category 3 features training cases where both agents, trained in the adaptive
and simple version, performed with similar efficiency in the measured metrics. There were no cases
observed in the twenty training scenarios that were implemented where the agent trained in
adaptive content underperformed in comparison with the agent trained on the same environment
in the simple version of the game. Out of the 20 environments, training on 7 resulted in patterns
fitting to category 1, 8 in category 2, and 5 in category 3. An example for each of the three categories
in terms of the observed metrics is presented in Fig. 6-4 through Fig. 6-9.
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Example training of Category 1:
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Figure 6-4: Overall win rate of an example training in category 1.
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Figure 6-5: Cumulative reward of an example training in category 1.
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Example training of category 2:
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Figure 6-6: Overall win rate of an example training in category 2.
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Figure 6-7: Cumulative reward of an example training in category 2.
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Example training of category 3:
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Figure 6-8: Overall win rate of an example training in category 3.
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Figure 6-9: Cumulative reward of an example training in category 3.
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Figure 6-10 displays the average performance of all agents in the twenty training scenarios, as
depicted by average win ration in the game for every 10.000 training steps. A statistical significance

in Student’s t-test (P<0.05) was observed between agents been trained on the adaptive version of

80

the SG (A) and agents trained on the simple version of the SG (B), after 30.000 training steps, with
70

agents being trained on version A performing better. Figure 6-11 presents overall win rate for agents
trained on versions A (blue) and B (orange) in every training scenario that was implemented.
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Figure 6-11: Overall win rate for all training scenarios.
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One of the main challenges in using DLR agents to test SGs in an automated manner is ensuring
that they can adapt to different game content and learn from their experiences as they are exposed
to it. This is particularly important in the context of SGs that incorporate PCG techniques, as the
effectiveness of these interventions depends on their ability to tailor their content according to
specific user needs. In order to apply DLR agents to evaluate the impact of PCG techniques in the
content produced by WuF two systems were developed to provide a training environment that
would ensure that the agents are exposed in the deterministic nature of the core game while the
meta game generates the appropriate content as intended. This approach aims to enable the agents
to learn and adapt to different game content and to improve their performance over time. Overall,
the goal of this methodology is to assess the feasibility and effectiveness of using DRL agents to play
SGs automatically, and to identify the key factors that impact their performance. By understanding
these factors, the development of more effective and personalized SGs for health purposes, and the
advancement the field of digital health interventions can be facilitated.

Based on the metrics that were monitored during the training of the DRL agents, performance
of agents trained on the adaptive version of the SG was found to be superior to the performance of
agents trained on the simple version of the SG. Average win rate was found to be significantly higher
on average for all training scenarios after a number of training epochs. Three categories were
defined according to in-game performance, with agents in category 1 performing significantly
better since early in the training process, agents in category 2 performing slightly better later in the
training process and agents in category 3 trained in both versions of the SG having similar
performance. No cases where agents trained in the adaptive version underperformed in comparison
to agents trained in the simple version of the SG were observed. This is a strong indication towards
the capacity of the proposed PCG technique that is based on a GA to generate content according to
specific player needs in response to their performance in the SG. These results can be a
steppingstone towards the development of tools that are able to evaluate the efficiency of adaptive
SGs and allow for automated calibration of the PCG parameters. Future steps include the
comparison between versions of the SG that include PCG techniques with different parameters in
an effort to augment the generated content in an automated and systematic manner. Results from
this type of comparison can also be validated through an experimental process with human
participants to replicate the results obtained through DRL agent training with human players. The
impact of procedurally generating appropriate content could also be generalized in other types of
interventions besides SGs and DRL agents could serve as a way to prepare better prepare these
techniques for application.
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7.Conclusions and future work

In the present Doctoral Thesis, a novel conceptual framework (Fig. 7-1) that allows for real time
recognition of engagement during play with adaptive SGs for health is presented. The framework
employs data from sensors, interaction with the SG, and user-specific health related data to tailor
SG content, through PCG techniques, to personalised user needs. The aim of this approach is to
empower the health intervention provided by the adaptive SG by delivering content relevant to user
health needs, while enhancing engagement. The literature review conducted during the present
Thesis advocates towards the potential of adaptive SGs to serve as state-of-the-art health
interventions with the ability to address modern and urgent healthcare needs. Furthermore, recent
advancements in sensing technology, as well as the availability of affordable and easy to use
wearable devices, able to collect a multitude of health-related data in real time, present an
unprecedented opportunity for such approaches. To investigate the feasibility and potential impact
of the proposed conceptual framework, two novel SGs aiming to empower self-health management
in chronic conditions have been designed and developed. These SGs have been employed, along
with a third SG for health, in experimental processes, pilot studies, and simulated gameplay to
collect data and investigate the impact of real time recognition of engagement and incorporation
of PCG techniques in SGs games for health. In addition, the proposed PCG technique has been
evaluated in terms of its ability to generate content which expedites the training of DRL agents for
automated testing.

The insights gained from the presented results, along with conclusions drawn from relevant
literature, provide convincing arguments towards the value of incorporating a real-time closed
engagement feedback loop in adaptive SGs for health, based on sensor and interaction data, as
suggested by the proposed conceptual framework. Some of the key conclusions presented in this
Doctoral Thesis include the potential superiority of multimodal approaches, which take advantage
of heterogeneous data sources, for real-time recognition of engagement in comparison to more
traditional unimodal approaches. Additionally, sensor data containing information about specific
health-related user needs, can help tailor SG content through PCG techniques. Finally, DRL agents
developed for automated testing in SGs for health achieve more efficient learning when exposed to
content generated by the proposed PCG technique.
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Figure 7-1: The proposed conceptual framework for adaptivity in serious games for health.
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In the following sections conclusions from the work detailed in the current Thesis are presented,
along with identified limitations and possible future work. The first section deals with conclusions
drawn regarding the adaptive properties incorporated in SGs for health, and in particular, their
capacity to affect player experience, enhance engagement, and deliver personalized content. The
second section deals with conclusions drawn regarding player modelling, and in particular, the
special needs imposed by the nature of the intervention provided by SGs for health while taking into
account the effort to achieve real-time recognition of engagement during interaction with them.
The final section of this chapter presents future directions that will facilitate and further
substantiate the employment of the proposed conceptual framework in building adaptive health
interventions that employ SGs.

7.1 Adaptive serious games for health

As discussed in Chapter 1, adaptivity in SGs for health can provide the means for dynamic and
personalized interventions that not only deliver tailored content, but also enhance adherence to
theintervention. The proposed conceptual framework builds on this notion, by employing data that
can help tailor game content towards both of these directions. PCG techniques employed for
adaptivity in games hold additional benefits, such as reducing production cost, facilitating user
generated content and enabling player driven design approaches, as was evidenced by the design
and development processes that were undertaken for the SGs included in the present Thesis. The
incorporation of PCG techniques and mechanics facilitating the procedural generation of game
content proved to reduce the necessary resources in the SG production process, while providing a
systematic way to generate additional game content that can be controlled by a set of rules. In turn,
this allowed for easier implementation of changes in the SG suggested by participants during the
experimental processes. Besides the observed advantages, the incorporation of PCG techniques in
SGs for health proved to present certain challenges as well. Interaction with SGs might share a lot
in common with entertainment digital games, however, the difference in their intended use and
game content calls for specific approaches in the incorporated mechanics for adaptivity. This is
particularly true for PCG techniques employed in SGs for health, where the necessity to ensure that
the delivered content is appropriate for the desired intervention is of paramount importance. The
incorporation of a control system, able to monitor the delivery of health-related game content to
the user is thus necessary, as shown in the incorporation of the GA approach in the SG for type 1
diabetes and obesity. The layered approach of the proposed conceptual framework for adaptivity
was found to facilitate the design of such a contingency system. Both SGs that were created during
the present thesis have been designed with these considerations in mind, to facilitate adaptivity.

F Ak

Ly
All Cards Selected Cards

[ miconoivas | [ aicanolana osa | [ avcon, a burden |
| |

Previous Page : Page: 1/3 | Next Page

(a) (b)
Figure 7-2: Game mechanics facilitating the incorporation of procedural content generation techniques in the employed
serious games: (a) ingredient selection in Express Cooking Train; (b) card selection in Wake Up for the Future.
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Regarding the mechanics facilitating adaptivity in ECT, their design approach takes into
consideration the SG’s goal, namely, to build skills and introduce behaviors with the ultimate goal
of promoting effective dietary change in young adults. ECT’s design framework is based both on a
theoretical background and modern game mechanics to improve player engagement and achieve
this desired outcome. To this end, the in-game systems that govern game content benefit from
ontological modeling. In this manner, game content such as food ingredients (Fig. 7-2a) can be
dynamically altered based on different queries that can be in turn controlled by PCG techniques.
Thus, personalized dietary needs tied to the self-management of chronic conditions can be
represented through appropriate dynamic game content. Additionally, these queries can be easily
controlled and monitored to ensure the appropriate nature of the game content delivered to the
user. In terms of the effect these mechanics displayed in the efficiency of the intervention provided
by ECT, results from the experimental process indicate that it is on par with the traditional
educational intervention that was employed. No statistically significant differences were observed
in the post-intervention application of the knowledge questionnaire, however, the fact that no
participants received a lower score in the case of ECT could point towards its superiority.

The small number of the participants, as well as differences in their knowledge basis, as
depicted in their initial responses to the questionnaire, can be considered a limitation of this
experimental process. This can be especially true when taking into consideration the complex
nature of ECT and the multiple mechanics that work in conjunction to deliver the desired outcome.
Participants only played one session of the SG, limiting thus their interaction with the intervention.
ECT’s system for ontology-assisted generation of game content was also limited during the
experimental process, as all participants were exposed to similar content to avoid risk of bias.
However, the free exploration system of the kitchen simulator that can be employed towards PCG
was widely accepted among participants and produced an intuitive game experience. Investigation
of knowledge retention was also inconclusive, which is to be expected given the limited pool of
participants and the relatively small amount of time (one week) that was given for the participants
to retake the knowledge questionnaire. Finally, investigation towards the efficiency of ECT was
conducted using a version of the SG prior to changes conducted in the Ul and tutorial of the game.
The increase that was observed in positive fields of GEQ might have contributed towards increased
learning and knowledge retention. This preliminary examination of the potential of a complex SG
such as ECT, points towards the feasibility of borrowing mechanics and systems from state-of-the-
art digital entertainment games with the capacity to adapt their content dynamically as indicated
in the proposed conceptual framework.

In terms of game experience and acceptance ECT displayed positive responses in the fields of
GEQ. Comparison between the two versions of ECT that were different in terms of user interface
demonstrated that the enhanced version produces a better overall experience amongst
participants. User feedback was employed to introduce changes in ECT, specifically in terms of
player controls, user interface and the tutorial. The kitchen simulation received few negative
comments and as a result limited changes were made to its interface to accommodate for them.
These changes were found to have an immediate effect on user experience, thus, highlighting the
importance of participatory user-driven game design for SGs. Player driven design techniques can
be further enhanced with the use of PCG approaches, as procedural generation of game content
allows for the development of assets that can be created by users and experts. The improved version
of ECT achieved better scores in the GEQ in comparison with the corresponding results of five SGs
for the Core module and three SGs for the post-game module. Since itis not easy to compare games
with so many differences, this comparison is not expected to provide an indication towards ECT’s
acceptance, or the improvement between the two versions of the SG, but rather to serve as a tool
to investigate the effect of different design choices.
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An approach that facilitates adaptivity was also adopted in the design and development of WuF.
WuF aims to empower self-health management in OSA and raise awareness about this
underdiagnosed condition, mainly targeting older adults. To achieve its goal WuF features
simulated debates through flexible card game mechanics as well as an open pixel world that allows
for player exploration and interaction with NPCs. The incorporation of the GA-based PCG technique
in WuUF proved to be facilitated through the SG’s card mechanics, which provide an environment
that can be easily controlled by available player cards, deck formation, and the card selection
process (Fig. 7-2b). Results from the preliminary validation of this technique with human
participants indicated differences in game experience between the game versions deployed,
despite no visible differences between them. The employed versions featured different variations
of the proposed PCG technique in terms of the generated content and dynamic difficulty
adjustment. Sense of competence, negative experience and challenge were found to be different
among participants according to the generated content and difficulty of the SG, with the observed
trends matching the intended design choices. The limited number of participants and the small
length of the play sessions can be considered limitations for this study as well. However, the fact
that the impact of the procedurally generated content on player experience was observable in this
limited playthrough is encouraging regarding the proposed technique’s potential to affect the
intervention’s capabilities.

This initial implementation of the proposed technique for adaptivity based the generated game
content solely on data produced through the interaction with the SG. The proposed technique for
adaptivity in SGs for health was also investigated in terms of its potential to be applied in different
SGs and employ a variety of data. To evaluate the proposed conceptual framework for adaptivity,
the GA-based technique was designed with the capacity to process heterogeneous data from a
multitude of sources. Additionally, its capacity to represent game content in an abstract manner
proved to enhance the technique’s generalization capabilities to be incorporated in different types
of SGs, as it was intended through its design. To this end, the proposed technique was employed in
the Endorse platform and the SG it incorporates, generating game content in the form of available
missions and messages displayed to the player. In this instance the PCG technique was not only
based on data produced through player interaction, but also takes advantage of health-related data
collected through sensors to generate game content. The SG incorporated in the platform aimed to
promote self-health management in type 1 diabetes and childhood obesity. Its modular nature,
featuring a mission selection system, was found to facilitate the incorporation of the proposed
technique as well.

In this instance game content was generated in the form of missions available to the player and
messages displayed to them throughout the game. The answers provided in the post-intervention
questionnaires indicate an overall acceptance regarding the individualized content provided by the
GA, in terms of relevance and usefulness. The participation of health experts in the design of the
adaptive content was found to be beneficial, advocating towards the need for participatory SG
design. The proposed PCG technique was able to employ sensor data to recognize and promote
messages that were relevant to user needs. This was evident in the observed correlations between
the generated content and the collected health-related data. Furthermore, high levels of
correlations were avoided indicating that content did not reach saturation and was successfully
diversified by the algorithm to avoid repetition and maintain engagementin the intervention. These
results display the superiority of the proposed approach over simpler rule-based systems in
generating tailored content. One of the limitations of this pre-pilot study can be considered the
limited number of missions in the employed SG. In next iterations that were evaluated through pilot
studies for children suffering from obesity and type 1 diabetes game content was enhanced with
more educational and action missions. In conclusion, the importance of making design options that
facilitate the enhancement of SGs through adaptivity was largely highlighted in all case studies
presented in this Thesis.
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Finally, the proposed PCG technique was evaluated in terms of its capacity to facilitate
automated testing with the use of DRL agents. According to the monitored metrics during the
training, accelerated learning was achieved in the case of the agents exposed to content generated
by the PCG technique. The employed version of WuF that incorporated the GA-based technique
included similar parameters with the version that achieved better user acceptance on the
preliminary experimental process with human players. The capacity of DRL agents to perform
differently according to the content provided by the SG is a strong indication towards the capacity
of applying automated testing in adaptive SGs for health. Insights gained through this study can be
employed to limit the requirements in human testing and facilitate the calibration of PCG
techniques in SGs. The investigation of the performance of agents in multiple training scenarios in
SG spaces that are controlled by different versions of PCG can shed light in the efficiency of PCG.
The application of additional types of agents can also help substantiate this type of testing. The
generalization capabilities of automated testing in different games controlled by similar PCG
techniques can also be investigated.

7.2 Player modeling in serious games for health

In the present Doctoral Thesis player modeling was conducted towards real-time recognition of
engagement. An affective state of engagement was investigated, based on subjective player
annotated traces. The presented experimental process aimed at extracting features from sensor
data and interaction with the SG, that can lead to real-time recognition of engagement during
interaction with ECT. This process led to substantial results that advocate towards the feasibility of
the proposed conceptual framework for adaptivity. Results based on the recognition of sitting
postures indicate that the assumed sitting postures, the transitions between them, and the overall
seated mobility are associated with user-perceived engagement. Associations pointing in that
direction were identified across both types of observation frames. Shifts in sitting position were
correlated with increased perceived engagement both in continuous and reactive frames. Laying on
the back of the chair was correlated with absence of perceived engagement, while the process of
shifting to an upwards seated position that did not include the back of the chair points towards an
increase in engagement. The significance of these observations appears to be affected by the
duration of the observation frames, with increased time yielding more significant results in all
observation frames. These results can facilitate the development of systems for real time
recognition of engagement during SG play in desktop computers. The increased need for remote
working and learning during the COVID-19 pandemic increased the value of such approaches. For
their generalization, identifying a general sensor activation threshold for posture monitoring with
smart chair can be very important. Results towards this direction are limited in the presented
experimental process, as participants were young and featured normal BMIs. Additionally, postures
observed and identified during the intervention were not particularly relaxed due to their presence
in aresearch setting. The investigation of additional office setups with multiple chairsincorporating
similar sensors can lead to valuable results towards this direction.

Analysis for real time recognition of engagement indicated a significant predictive capacity of
both sensor-based sources and in-game metrics towards player perceived engagement. The
features of the annotation traces were investigated in terms of their potential to act as the ground
truth for engagement during interventions with a SG for health. Differences among them in the
presented results were discussed. The duration and nature of the observation frames proved to be
significant in recognizing perceived engagement in real time. Game design appears to play a
significant partin including appropriate game events that can trigger emotional responses from the
player and facilitate real time recognition of engagement. In the presented results from the
experimental process, reactive frames seem to produce the majority of features with significant
predictive value, with 30 second frames revealing the most significant correlations. To this end,
recognition of engagement needs to be tailored in each application to the intervention provided by
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a SG. Appropriate observation frames and in-game events need to be identified. An automated
approach towards the selection of this characteristics could prove valuable in the generalization of
such approaches. Features extracted from sensor data and in-game metrics presented a range of
significant and highly significant correlations with the player annotated perceived engagement,
across all types of observation frames. Comparison between features in a unimodal fashion was not
possible. The employed multimodal feature, however, was found to be significantly correlated with
features of the annotation trace consistently. Data collected from affordable sensors was found to
containinformation that can model engagement during interaction with a SG for health. Limitations
of this study includes the number of participants and the platform the intervention was tested on.
Interaction was only conducted through a keyboard and a mouse; however mobile games are
becoming increasingly prevalent. Investigation for real time recognition of engagement during
interaction with a SG for health on a mobile platform can yield significant results towards the
feasibility of the proposed conceptual framework for adaptivity.

7.3 Future work

The proposed conceptual framework for leveraging sensors towards recognising engagement
in real time and procedurally generating content in SGs for health needs to be investigated further.
Results collected from the pilot and pre-pilot studies with children suffering from type 1 diabetes
and obesity will be applied towards additional evaluation of the proposed PCG technique. The
generated SG content in these studies, as in the case of the pre-pilot study that was included in the
present Doctoral Thesis, is based on sensor data that monitor disease self-management and
lifestyle habits and provide game content tailored to specific clinical needs. Besides children with
obesity, these studies include children suffering from type 1 diabetes mellitus that use wearable
sensors for blood glucose and insulin intake monitoring, as well as activity trackers. Data collected
from these sensors, along with data from the interaction with the SG and responses to user
acceptance and feasibility questionnaires will be employed to assess the GA’s capacity to deliver
personalized content accurately. The efficiency of the intervention will also be evaluated, along with
user acceptance and experience regarding the PCG technique incorporated in the SG. The studies
include versions of the employed SG with additional content in terms of mini games and messages.
More participants were recruited, while updates and enhancements in the employed platform led
to increased adherence levels. Analysis on the collected data is expected to provide valuable insight
regarding the proposed PCG technique’s potential and generalization capabilities, as well as
towards the feasibility of the proposed conceptual framework.

Regarding the investigation of real-time recognition of engagement during interaction with SGs
for health, the presented analysis has investigated the features’ predictive capability in a linear
fashion. Supervised learning techniques can be employed to assess the features’ capabilities in
classifying perceived engagement in a non-linear fashion. Predictive models of engagement can be
employed to serve as controllers in constant affective feedback loops and empower adherence to
SG-based health interventions. Besides their application in real time, these approaches can also
guide SG design by identifying player experience pitfalls in SGs. Advanced techniques in multimodal
fusion can be employed to investigate the potential of multimodal features to a greater length via
ML. In addition, a multitude of features from a variety of sensor-based data can be employed
towards this direction. Deep learning and reinforcement learning methodologies can also assist in
this investigation, given their increasing application in the field of multimodal affective recognition.
However, larger datasets are necessary in this direction. Issues related with gender representation
in participants should also be investigated towards identifying potential impact of gender
imbalance on our core findings. The proposed conceptual framework needs to be investigated in
terms of recognizing engagement in real time during interaction with other SGs for health as well.
Differences in game mechanics and systems are expected to have a great impact on identifying
perceived engagement. Regarding the employment of DRL agents, as mentioned in Chapter 6,
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future directions include the comparison between different versions of the PCG techniques to
evaluate their potential in accelerating agent learning. Results from this type of comparison can
also be validated through an experimental process with human participants to replicate the results
obtained through DRL agent training with human players.

Finally, a novel experimental procedure will be implemented to evaluate the proposed
conceptual framework in its entirety. The procedure will employ a novel SG that aims to diagnose
Parkinson’s disease and monitor the progression of motor symptoms by collecting tracing samples
from smartphone touch screens. The SGis in the process of development and features the proposed
GA approach for PCG. Shapes for tracing are generated procedurally in the form of labyrinths and
game difficulty is dynamically adjusted. The SG is designed on the premises of the proposed
conceptual framework to procedurally generate appropriate game content that maximizes player
engagement and addresses their personalized needs according to the identified severity of motor
symptoms. The experimental process will deploy sensors for EEG, heart rate and recognition of
hand movement, as well as data from interaction with the SG. The collected data will be analysed
along with annotated data of perceived engagement in an effort to produce a clinically relevant
engagement feedback loop that drives generation of game content in accordance with the
proposed framework.
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