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IlepiAnypn

O xoopog v abAnudatewv fantasy éxel yvopiost pa €kpngn ot Snpotkotna, pe 1o
Fantasy Premier League (FPL) va exopilel wg évag arnod toug rmp®Iorndopoug otov Topéa auto.
Autr) 1 SUMAGPATIKY £pyacia EMKEVIPAOVETAL OTNV £PAPHIOYT] TEXVIKAOV HUNXAVIKNG Pabnong
oto Fantasy Premier League (FPL) yia tnv evioyuorn tng anodoong tov opddev Kat tr Afyn
anopdace@v. O1 EpeUVNTIKOL OTOXO1 NTAV TPELG: va avartuXOouv HovieéAa PnXavikng padnong
yia v nipoBAeyn g Avapevopevng Aglag (Expected Value, EV), va priopouv va ripotabouv
BéAtioteg kivnoelg (petaypadeg) pe Pdon g npoBAlenodpeveg THEG NG ASlag OV MAKIOV
Kal va ouvelopEpel otov topéa tng avaluong tou FPL mpowBaviag tnv edpappoyrn 1eXvikav
pnxavikng padnong.

H augavopevn dnpotikdtnta tou rayvidiou (rave aro 11,4 ekatoppupila opadesg ot oe-
fov 2022 /23) £xet augnoet ) {tnon yia otpatyikég rou Bacidoviat ota dedopéva pe otox0
TV AIOKIN 0L AVIAY®VIOTIKOU TAgovektpatog. [Tapott mponyoupeveg ripoonidbeleg g Kot-
votntag tou FPL €xouv e§epeuvr)oetl TApopoleg £VVOLEG, 1] MeALTn) 1aAg IApouotdlel 1o mPQTo
avolXtou Kwdika, mAnpeg poviédo FPL mou xpnotponotel teXvikeg pnyxavikng padnong.

Ta anotedéopata g €peuvag pag deixvouv v aveTepOTnTa TOU POVIEAOU Pag O OXEOT)
e ta reploodtepa dAda unapyovia poviéda. Méow auotnprig a§loAdynong Xprotonoloviag
dragpopeg petpikés (MAE, RMSE, R? okop), ta J1oviéda pag mapouciacav cuvexmg KaAute-
p1 anodoon ano oxebov 6AOUG TOUG aviay®wviotég oty rpoBAeyn tng Avapevopevng Aglag.
EruumAéov, éva onpaviuko eniteuypa nrav n npwtn 9€on nouv katékmoe n opdda mou dia-
Xepiomke 1o poviédo pag ot GW24 Atyka, Senepvmviag rave aro 25.000 opdadeg pexpt 1o
1¢A0G NG 0elov.

Evoopatovoviag pe smtuyia adyopifpoug pnxavikng pddnong xat BeAtiotonoinong, 1
epyaoia pag rapéxel otoug naikteg tou FPL ouykekpipéveg ouotdoelg yla v €mAoyr) o-
padag, Tg pertaypadEég Katl ) orpatnylky Afyn anoddoewmv. AUTH 1] €pEUVA OUVEIOPEPEL
oNpaviika otov topéa g avaduvong tou FPL, poopépoviag piia Katvotopo Auorn mou BeA-
Tovel v arnodoorn 1®v opadev Kal mapeyel IOAUTIHES MTANPOPOPIES YA TOUG MAIKTEG TTOU

ermbupouyv va Bedtiwoouv T1g ermdooelg toug oto FPL.

A&terg KAe161a

Fantasy Premier League, Mnyavikry Md6norn, Avapevopevn ASia, BeAuotornoinorn, FPL
Analytics
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Abstract

The world of fantasy sports has witnessed a surge in popularity, with Fantasy Premier
League (FPL) standing out as a leader in the field. This diploma thesis focuses on the
application of machine learning techniques in Fantasy Premier League (FPL) to enhance
team performance and decision-making. The research objectives were threefold: to de-
velop machine learning models for predicting Expected Value (EV), to generate optimal
moves based on the predicted EV values, and to contribute to the field of FPL analytics
by advancing the application of machine learning techniques.

The growing popularity of FPL (over 11.4 million teams in the 2022/23 season) has
increased the demand for data-driven strategies across the community to gain a compet-
itive edge. While previous efforts by the FPL community have explored similar concepts,
our study presents the first open-source, full-scale FPL model utilizing machine learning
techniques.

The results of our research demonstrate the superiority of our model compared to
most of the other existing models. Through rigorous evaluation using various metrics
(MAE, RMSE, R? score), our models consistently outperformed almost all competitors in
predicting EV. Furthermore, a noteworthy achievement was the top-ranking performance
of the team managed by our model in the GW24 league, surpassing over 25,000 competing
teams by the end of the season.

By successfully integrating machine learning and optimization algorithms, our project
provides FPL managers with actionable recommendations for team selection, transfers,
and strategic decision-making. This research significantly contributes to the field of FPL
Analytics by offering an innovative solution that enhances team performance and provides

valuable insights for managers seeking to improve their FPL results.

Keywords

Fantasy Premier League, Machine Learning, Expected Value, Optimization, FPL Ana-

lytics
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Extetapévn EAAnvirn IepiAnwn

Zt0 KePAAAIO AUTO MAPOUOIAleTal pia eKTETAPEVH TEPIANYN NG €pyaciag autng ota

eAANvika.

0.1 Ewayoyn

To Fantasy Premier League (FPL) eivat éva dnpogidég dradiktuako marxvidt rmou ert-
TPETIEL OTOUG CUPHETEXOVIEG VA SNIOUPYIOOUV EIKOVIKEG OPABES ATTOTEAOUIEVEG ATIO TIPAY-
patkoug niodoodaiptotég g Premier League. Ilapéxel otoug Adtpelg tou modoopaipou pa
81adpactikn mMiatpoppa ya va addnAsmudpacouv pe v Premier League kat va erubeiouv
TG "mporovnTKEG™ toug Hediotnteg. To rmayvidt avabétel mOvIoug otoug maikteg pe facn tnyv
andédoor) T0Ug 08 TIPAYHATIKOUG aymveg tng Premier League, 0iwg 1a YKOA TIOU 0KOPAPOUYV,
ol aoiot ou KAvouv, Tig avenadeg eotieg (clean sheets) mou kpatdve Kat AAAEG OTATIOTIKEG
ouvelodopég. To eARUOTIKO onpeio tou mayvidlou eivat n duvatdnta tou va dnpioupynoet
Ha elKoViKT) eprielpia Siaxeipiong opddag, Orou o1 CUPHPETEXOVIEG TIPETIEL VA EMMAETOUV TTIPO-
OEKTIKA TNV opada toug, va kavouv addayeg, va ermAégouv apxnyous Katl va arodpacioouv
oxnpatopd kat taxkukr. Ot naikteg aviayevidoviat petady toug, mpoonabwviag va ou-
YKEVIPOOOUV TO PEYAAUTEPO aAp1Bd MOVIEY KAl vad EMTUXOUV UPNALG KATATASELS EVIOG TV
MPATAOANPATOV PE TOUG PIAOUG TOUG, 1 IAYKOOHI®G.

To maiyvibt £xel yvopioet ekBetikt] avdartudn ta tedevutaia Xpovid, rmPooeAKUovVIag eKaA-
TOPPUPLla CUPHETEXOVIEG O MAYKOoH1o eminedo (mave and 11 exkatoppupla opadeg ya
o0edov 2022/23). Me v auavopevn dnpogidia tou mayvidiov, mapatnpeitat pia avgnon
Ot XPNon g avaAuong 8edopévav Kal TEXVIK®V PNXAVIKHS Pabnong yla v andkinon a-
viaywvioukou rdeovektpatog. Ot naikteg tou FPL avalntouv tpdroug yia va aglonoirjocouv
otpatnykég rou PBaociloviatl oe Hedopéva Katl IPOoBAETTTIKA POVIEAd, TIPOKEIEVOU va BeAtt-
OTOTTO|00UV TIG €MAOYEG TOUG otV opada, va BeAtidoouyv 1 AnYn anodpAcenmv Kal TeEAKA
VA eVIOXUOOUV Tr] CUVOALKY] ToUg emiboor oto ratyvibl. Autd £€xel o8nynoet oty egepevvnon
Slapopwv adyopibpev pnxavikhg pabnong, otatiouK)V POVIEAOV KAl TEXVIKGV BeATioTorno-
inong ya mv npdéBAsyn g anddoong 1oV MAKIOV, v eKtipnon mg adiag toug Kat )
dnuoupyia BéAtotev otpatmyikev. Me Bdon tn) onpaocia Kat tov auiavopevo evdlapépov
ya myv epappoyn mg Pnxavikng pdbnong oto FPL, auty) n Sutdopatikn epyacia otoXeuet
va oupBdlel oTov TopEd avartuoooviag IPOBAEITIKA POVIEAA Yla TV avapevopev adia tov
MAKTOV KAl va TIpoteivel BEATIOTEG KIv|oelg Baot{opevn o auTtég TiG TIPOBAEYPETG.

To kivntpo mioe and aut ) SiIMAEPATIKY gpyacia aroppéel anod i duvatointa tng
HNXavikng pabnong va BeATIOoel onuaviika myv anodoorn) Kat ) Afyn anopdacewmv oto FPL.

[Mapadooiaxd, ot naikteg Bacidovial oe UNOKEIEVIKEG AS10AOYT|0E1G, EVOTIKTOOEIS ArOPAELS
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Extetapévn EAAnvikn ITepiAnuyn

Kat neploptopéva debopéva yla va rmapouv anopdacetlg. Qotdoo, UApXEl Pia auiavopevn
avayvoplon g avaykng yla meploootepes anopaoelg Baociopéveg o dedopéva Kat aviket-
pevikeg mipooeyyioelg oto FPL. To maixvidt aviapeiBel i ouvenela Katl 1o pakporipobeocpo
oxeblaopo, kabilotdviag Kpiown t XpHon Se6opévev yia v KATAKINOoL AvIay®VIoTIKO-
U mAeovektpatog. Ot TEXVIKEG PNXAVIKAG PABnong mpoopEPouv 1oxUpa epyaleia yua wmyv
avduorn peyadou oykou dedopévav. Exmaibevoviag poviéda pnxavikng pabnong oe 1oto-
pwkda 6edopéva tou FPL, propouv va avakaAugBouv potiBa, CuoXetioslg Kal TAoelg Petagyu
TV OTATIOTIKQOV TV MAIKIOV, TOV 10TOPIKOV SE60EVOV KAl AAAROV OXETIKOV ITAPAYOVI®V TTIOU
UITOPOUV VA EMNPEACOUV TNV ATTOS00T] TRV MATKIOV.

Ot KUp101 OTOXO01 AUTHS NS SUMAOPATIKYG epyaociag eivat n avartudn Kat n agloAoynon
HoVIEA®V prxavikng pabnong yua to FPL. Ei6ikotepa, 10 evOlapEéPoV ETUKEVIPOVETAL OV
npoBAeyn tng Avapevopevng ASiag yia toug naikteg Kat ) Snpoupyia PEATIOTOV KIvH)oe®v
pe Baon autég g mpoBAéwelg. Me tnv emiteudn autov tov otoxev, n Sumdopatky pyacia
artookortel va oupBdAet otov topéa g avaduong tou FPL kat va npowBrjoet tig epappoyeg

g PNXavikng pabnong oto mAaioto tou FPL.

0.2 IIeprypadn IIpoBAnpatog Kat Ztoxot

0.2.1 Kavoveg

To Fantasy Premier League Baoiletatl oty anodoorn tov naikiov oty AyyAikn Premier
League. Ot naikteg €xouv ) Suvatomia va oxnpatioouv t 61kn toug opdda pe Evav
nipoUrnodoyiopod v £100 ekatoppupiov. O otoxog eival va ermdeyel pia opdada 15 naktov
(ocupmepldapBavopévav 2 teppatoPuldrev, 5 apuviikev, 5 péonv Kat 3 ermbetkev) rmov Sa
OKOPAPEL TOUG TIEPIOOOTEPOUG TIOVTIOUS Pe Bdor v anodoor] Toug 0ToUg ay®wveg tng Premier
League. Ot maikieg MpEMel va €MAEYOUV Pa ap)ikr evdekdda maikidv aro v opada
Toug pe toug 15 mpwv amod kdbe aywviotukn e8dopada, cuprieptAapBavopévou evog apXnyou
Kat evog avit-apxnyou. O apxnyog Kepdidel SumAoug mmovioug, KAl 0 avil-apxnyos PIopet va
niapet ) 9€on Tou apxnyou av autog dev aywviotel [Exnpa 1]. Ot movrol arnovepovial yia
dlapopeg evépyeieg oto yrmedo, Onwg T0 OKOPAPIOPRA YKOA, 1 tapoxn aciot, n Siatrpnon
avenagng €otiag, ol ArIOKPOUOELG KAl UITAPXOUV Kal ITOVIol urovoug. O aptBjiog tov moviov

IOV arovepovial yia Kabe evépyela nmowkidel avadoya pe ) 9€on tou naikn [12].

e Y& évav aywova, ol Ipelg KaAutepot naikteg kabopiovial cuppweva pe to Zuotnpa Bab-
poAoynong Bonus tou FPL kat toug anovépetat pnovoug 1, 2 kat 3 moviev aviiotoyda.
O1 Babpoi Bonus unodoyidovtal facetl 32 otatiotik®v 10U ay®vd, OIoU Td YKOA ToU
OKOPAPOVIAL, Ol aC10T KAt Ol avenadeg £0Tieg eival Ol IAPAYOVIEG TTOU £€XOUV TO HEYaA-

Autepo Bapog.

e [Ma va AdBet évag teppatoPuUAaKrag 1) APUVIIKOG ITOVIOUG Y1d averadn) eotia, IIPETeL va

rnai§et touAdyiotov 60 Aerttd, e§APOUPEVOU TOU XPOVOU KAaBUOTEPT|CEDV.

e Kdbe ayoviotikn e86opndada o kabe naiking naipvetl ano to rawxvidt 1 dwpeav peta-

ypaodrn. Kabe smuumAéov petaypadr) mou mpaypatonotel o maikmmg Kooti¢el 4 ovioug.
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0.2.2 TIpoBAnpa

TeppatopuAakeg | Apuvikoi | Méoot | Ermbetukotl
Ta ocuppetoxn péxpt 60 Asrta 1 1 1 1
Ia ouppetoxn 60 Asrta KAl mave 2 2 2 2
IMa kaBe ykoA 6 6 5 4
IMa kabe aoiot 3 3 3 3
Ma avénaen eotia 4 4 1 -
IMa kabe 3 anokpovoelg 1 - - -
Ia kaBe mévalt mou anokpovetal 5 - - -
Ia xkabe xapévo mévadt -2 -2 -2 -2
IMa kdaBbe 2 ykoA mou déxetal n opada -1 -1 - -
IMa kabe kitpivn kapta -1 -1 -1 -1
INa kabe KOKKIVY KApta -3 -3 -3 -3
Ma kabe autoykoA -2 -2 -2 -2

Table 1. Zvotnua aduofdynong tawktov oto FPL

e To mawxvidt divel otoug maikteg 4 e1dwka chips: 1.Wildcard: Awpedv amepiopioteg
petaypadeg yia pia ayeviotikr). Mnopet va xpnowonow0ei 2 @opég ) oe¢ov. 2.Free-
Hit: Awpedv amnepilopioteg petaypadeg yla pia ay®viotiky pe v opada oou va ert-
OTPEPEL WG NTAV TNV EMOUEVH AY®VIOTIKY. Mriopei va xpnoyonowmBei 1 popd 1) oeldv.
3.Bench Boost: Kepdileig movioug kat aro toug 15 nmaikteg tng opadag yia pia ayw-
viotikr). Mnopei va xprnowporioinOet 1 gopad ) oe¢ov. 4.Triple Captain: TpiurtAaoiadet
TOUG TIOVIOUG TOU apXNyou yla pia ayeviotikn. Mrmopei va xpnotponoindei 1 gopad 1n

oedov.

e Av €va YKOA OKOpPAPETAL ATIO PAOUA 1] TIEVAATL, O MTAIKTNG ITOU KEPO10€ TO PAOUA /TIEVAA-
Tt arnovépetal pa aciot. Emiong, av éva ykod oxkopdpetat ano rebound peta anod
ArOKPOUOT TOU AVIIAAOU TEPPATOPUAAKA, AIOVEUETAL HU1d AOIOT OTOV TAiKIN ITOU

paypatornoinoe v apXKn mnpoorabeia.

0.2.2 IIpo66Anpa

Yto Fantasy Premier League, k&6 rnaiktng rmpoornabel va PEYIOTOMO|0el TOV OUVOAIKO
ap1Bpod TV MOVIEV ToU Katd 11 didpkela 0AOKANpPng tng oe¢ov. 'Onwg @aivetat oe autod 1o
KeddAato, TOAAEG aropacelg mPEret va AngOouv kabe ayoviotikr e8dopada. O1 anopdaoelg
autég meplAapBavouv moloug Maikieg va rpootefouv oty srmAeypévn opada Kat moloug ma-
iKteg va eruAégouv yia v apXikr) evéekdda. ErmumAov, npénet va ermdeyet évag apxnyos Kat
€vag avil-apXnyos. EmumAéov, mpémet va oplotel pia mpotepatotia avilkatdaotaong yid T0Ug
raikteg rou dev ermAéyovial yla v apyikr) evéekada. 'Onag £xetl sruonpavlet, Evag maiking
€xel ) duvatotnta va kavel petaypadég katd ) didpkela g oe¢ov. Emopévag, mpénet -
iong va arnogaocioel eav 9a MPAYHATOIOI0El Pld PETAypadpn] Kal, KATA OUVEIELA, TTO10UG
naikteg 9a avraddddel yia kdbe aywvioukn e66opndda. 'Etot, ot aropdaocelg AapBdavovial pe
YVOHOVA APKETEG AYDVIOTIKEG OT0 PEAAov. AapBavoviag unmoyn 1o yeyovog OTL umdpXouv
nave and 500 maikteg oy Premier League xkdBe 0edov, autd ev eivar eukoro. H afia
€VOG TaiKTn PItopet emiong va dapepet ya dapopetikoug naikieg FPL, kabog Baociletal o

TTIOAAOUG TIAPAYOVIES (LEPIKES (POPES KAl [T HETPHOoUg). AAAAG MG PITOPel auto va yivet
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Extetapévn EAAnvikn ITepiAnuyn

€ AVTIKEEVIKO TPOTTO Yia KAOe maiktn ; AKOpaA Kat av Propoucapie va rpoodlopicoupe v
a&la kdBe maixktn, mowa eivat n PEATIO) OTPATNYIKEA PETAYPAPOV V1A VA HEYIOTOIO|COUHE
T0UG peAAOVIIKOUG movioug tng opddag pag; Ilote eivarl np 1davikn ouyprn) yla va xpnot-
porojooupie Ta chips; Autd eivatl epotipata mou kabe naiktng tou FPL oképtetal kabe

ayeviotiky e86opada tng oglov.

0.2.3 Ztoyot
'Onog avapépObnke otnv £10ayayI), AUt N epyaocia £xel 1oug akolouboug 3 otoxoug:

o O 1pwTog Kat KUP10g 0T0X0G £lvat 1) avartusn PoviEAmv Pnxavikng pdbnong mou pro-
pouv va mpoBAémouv v Avapevopevr Agia yia toug raikteg g Premier League oto
rmAaiolo FPL. H avapevopevn a§ia avirpoo®nevel tov aptdpd moviov rmou €vag 1a-
1KING avapéveTal va OKOPAPEL O £€VaV OUYKEKPIIEVO aymvd, Baci{Opevog og 10TOPIKA
dedopéva, XapaKInElouKka Tou maikty, duvapn avurdlou kKat AAAoOUg OXETIKOUG Iia-
payovieg. O1 arpiBeig mpoBAéwelg g Avaupevopevng Adiag eivatl {wukng onpaciag
yia toug rtaikteg tou FPL, kaBog arnoteAouv 1) BAoh yia artOTEAECPATIKEG OTPATNYIKES
£IMAOYT§ MAKTOV Kat ouvOeong opddag. Me v avartugn poviéAev rmou propouv va
EKTIPOUV v Avapevopevn Agla pe uyndn axkpiBela, propouv va Anedouv 1o evijie-
POPEVES ATIOPAOELS OXETIKA L€ TIG AMTOKINOEIS TIAIKTIOV, TIG EMAOYEG apXNyeiag Kat v

OUVOAIKI) OTPATNYIKY] TG opadag.

e O deUtepog 0TOX0G €ival ) PoTacn BEATIOTOV KIVHOE®V yid Toug naikieg tou FPL Ba-
olopéveg otg rpoBAernopeveg Tipég g Avapevopevng ASiag. Ot BéAtioteg Kivroetg
propei va reptdapBavouv ouotdoelg yia petaypadég, ermAoyeg apxnyeiag n mpooap-
poyég ot ouvBeon g opadag mou PEYIOTOIOI0UV TOUG AVAHPEVOHEVOUG TTOVIOUS NG

opadag.

e O 1ed1kOg 0T0X0g €ival 1 gpyaocia va cupBdAel otov topéa g avaduvong tou FPL kat
va pomBnoet v Ppappoyr] TEXVIKGOV PnxXavikig padnong oto FPL. Autn n Sutdopa-
TIKI] €pyaocia oToyeuel va mapeyel MPAKTIKEG elonynoelg, pebodoloyieg Kat epyaleia
ITOU HUITOPOoUV va Xpnotporoinbouv aro toug rnaikteg tou FPL ya va BeAtiwoouv g
Sadikaoieg Anyng armopdcewv toug. MEow g anddegng g arotedeopatkotnag
KAl )¢ XPNOHOTTag T@V HOVIEA®V PNXavikig nabnong oto FPL, auty) n épeuva emi-
dlwkel va npowdrioel pa mpoogyyilon rou Paocidetatl ota dedopéva Kat va oguviedéoet

OtV OUVOALKI] KATAVON o1 TOU ratxvidiou.

0.3 Ta Analytics ota AGAnpata kat oto IToSoopaipo

H xprion tov otatioukov otov abAntiopo undpyetl 6@ Kat mave ano évav aiova, aild
fitav 1g tedeutaieg dekastieg mou mpaypatka apxioe va ouveldnrornoteitat 1 agia toug kat
va yivovtat odoéva kat rmo dnuogiAr). To baseball rtav adiapgioBrinta o npoto abAnpa
IOV €101 YAYE TNV £€Vvold TOV OTATIOTIK®V ota abAnpata aro ta t€An tou 19ou aiwva, otav

10 IIPOTA OTATIOTKA Kataypdpnoav os aywveg. Tig dekaetieg 1970 kat 1980, sionxbnoav
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0.3.1 Avapevopeva I'kod (xG)
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Figure 1. Ouadéa FPL

Kat éywvav diaonpa ta Sabermetrics, dnAadn n mpaxtikr xpriong pebodnv otatioukng ya
MV avaiuon nakieov kat opadev baseball. g apxég tou 2000 o Billy Beane kat ot
Oakland Athletics e&érAngav tov KOOPO pe Vv ermtuyia t1oug o oXEor HE T0 MIKPO TOUg
priatéet. O Billy Beane rou ftav o GM tng opddag xkAOnke va aviayoviotel opadeg pie
roAAarnAdola Pratdet Katl Xpnotponowviag pebodoug otatiotikng avaluong katadepe va
EVIOITIOE1 UTIOTIUNHPEVOUG TIATKTIEG KAl va "XTIoel” pia eVIUNOOIaKA aviay®VvioTiK: opdda pe
) yvootr aro 1ote pébodo tou Moneyball. To BiBAio kat n tawvia mou KUKAOpopnoav ya
Vv 1otopia, €kavav Tov 0po TMOAU dnpoglAn Kal Tautoonpo He 1 Xpron odedopévev yua
TV €UPEOT] UNOTIUNPEVOV TTAKIOV KAl 1] OUYKPOTIOl AVIAY®OVIOTIKAOV 0pddev ot 0Ad ta
abAnpata kat evénveuoav 1ita 0AOKANen yevid avadutev dedopévav. Inuepa, ta analytics
ATOTEAOUV ONHAVIIKO TIAPAYOVIA OA®V TV aBAnpdtev, apou n ouldoyn dedopéveov aida
KAt 1 avantudn vémv teXvoloyikov pebddov ouviedouv otnv avartuér) toug. Ta analytics
onuepa kabopilouv mote pia opdada oto apepikaviko moddéopaipo da maifel kavovika oto 40
down, rotd cout kat ano oG JEoelg Sa napet pia opdada oTo PIACKET yia va €XEL TNV IO

ATIOTEAEOPATIKY] €TUIOE0T 1) T OTPATNYIKI] OINHPEVAV PACER®V Piag opadag rodoodaipou.

0.3.1 Avapevopeva I'koA (xG)

Y10 €MMIKEVIPO NG €navactaocng tov dedopévev oto modoodaipo Ppiokovial ta avape-
vopeva ykoA. Ilapott dev eivatl 1o povo, eival avapgiBoda 1o mo Swadsdopévo metric oto
tod60(palpo KAl 10 0 XPNOH0 yla aut)y ) Sumdopatiky pyaota.

Ta Avapevopeva I'rold (1) xG) petpouv v nowdtnta pag eukalpiag vrodoyidoviag v
mOavotnta va Petatpariel oe YKOA ano pia ouyKekpipévn d€on oto yrnedo katd ) diapkeia

H1ag OUYKERPIEVNG (PAONG TOU TatXvidiou. Auty) n tipn Paocietal oe apKeToug apAyoviesg
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Figure 2. Enineba tov Analytics [1]

PV amno v ektédeon tou cout. To xG perpiEtal oe €va eUpog arnod 1o Pndev €ng 1o €va,
OTIOU TO PN6EV AVILITPOOKMITEVEL Jild £UKALPia TOU €ival adUvato va PeTaTpartel o€ YKOA Kat to
£va aQVUITIPOORITEVEL Hld €UKalpia TTou da avapévape €vag maiking va okopdpet Kabe popd.
I'vepidoupe 6T pa gukalpia and ) péorn ypapur Sev eival tooo mbavo va katadrietl oe
YKOA 600 pla gukailpia amno 10 e0MTEPIKO TG meploxnsg. Me 10 XG, prmopoupe mpaypatikda
va perprjooupe oco mbavo sival évag Mmaiking va OKopapel aro KABs pia aro autég Tig
kataotdoetg. Na mapadetypa, vnobéote OTL 1] eUKAlpia ATO TO0 €0MTEPIKO NG MEPLOYXNG HE
£va OUYKEKPIPEVO OUVOAO XAPAKTINPIOTIKGOV TPy To oout agi¢et 0,1 xG. Auto onpaivet ot évag
péoog naiking Ya avapéveral va oKopapetl €va YKOA arnod kabe 6éka mpoomnabeieg oe autrv
Vv kataotaon. O 0pog prnopet va eivatl véog, aAAd autég ol PPACELS £X0UV XPnotpiornoinOet
ano @iloug tou modoodaipou yia 1moAdd xpovia mpwv eloaxBel 1o xG: 10 oKOpdApeEl evvea

(POpPEG oG 6€ka” 1] "ETpeETe va eixe KAvel Xat-ipik” [8].

Kata 1 diapkeia tou rnaiyvidioy, Priopouje eVOTIKIOO®MS va IIPO0610pi00UE TTO1EG EU-
Kaipieg eivat mo mbavo va petarpanouv o YKoA. [1oco kovid ftav o maiking oto €pud;
[Towa frav n yevia tou cout; ‘Htav tet-a-tet; ‘Hrav pia kegpadia ; To mpoBAnpa eivat 6t katd
H£€00 0po Urtdpxouv 25 cout avd aywva yid ta oroia mpernet va to a§lodoyrjcoupie autd. 'OAa
aUTA Ta COUT UITOPEL va TIPOEPYOVIAL AT Povadikeég Kataotdoelg. To mAeovéRTpa evog 1o-
VIEAOU avapevOPEVOV YKOA lval 0Tt PIOpoUlie va TIAPOUNE TI§ PETABANTEG TTOU avadepOnkav
MapArnAave - Kat AAAeg - KAl va TOCOTIKOITO00UHE TIOG Kabepia ennpeddet tnv mbavotnta
£VOG YKOA. Me autov Tov TPOIT0, UIMOPOUHE va ASl0AOYT)OOUNE TV TO10TNTA TRV EUKAIPIOV
yia 6Aa ta 9.398 cout rou npaypatoroibnkav otnv Premier League ) oe¢ov 2019-20 oe
Atya 6eutepoAerta. Ag avaduooupe yia rapadetypa 1o poviedo xG g Stats Perform. Eivat
KATAOKEUAOHEVO e XPLOT £vOG HOVIEAOU AOY10TIKYG TTaAtvdpopunong rmou eivat 1popodoto-
UPEVO arto eKAtoviadeg X1A1ddeg cout amo ta 1otopika dedopéva g Opta katl meptdapBavet
APKETEG PETABANTEG TIOU mnPedouV TV TBAVOTHTA OKOPAPIoRATOS £VOG YKOA, HEPIKEG ATTO

TG IO ONPAVUKEG ard autég eivat ot e€ng:
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0.4 Ozwpia Mebodwv Regression

e Arndotaon amo 1o pua

e lovia 1pog 1o eppa

e Tet-a-tet

e Mepog 0OATOG TTOU Xprotpornoteitat (r.X. KedpdaAt, mody

e Turmog ndoag rou rmponynonke (rm.x. kabetn nmaoca, oévipa, Aoda pog td MmMio® KiA.)

e Kataotaon naivibiov (m.X. KAVOVIKY] POr), avierifeorn, areubeiag (pAaould, Kopvep,

AGY10 KTA.)

Oplopéveg kataotdoeig eivat 1diaitepeg Kat yia autd poviedorotouviat ave§dptnta. Ta révai-
TL £X0UV Jla otaBepr) T ITOU AVIIOTOLXEl OTO0 OUVOALKO IT0000TO Jetatportg toug (0,79 xG),
eve ta aneubeiag @Aoul €xouv 10 81KO toug poviedo. Emiong, ol eukalpieg pe kedpalia

a&lodoyouvial S1aPopPeTIKA Yid OTUEVES PACEIS KAl KAVOVIKT] POI) ratxvidiou.

0.4 Ozwpia McB05wv Regression

H pé0odog regression (mmaAivdpopnon) avagpépetat e81kd otnv eKTipnon 1ag ouvexoug
eCaptnuévng petaBAntg ard pia Aiota petaBAntov £10060u 1] Xapakinplotkov. H maAw-
Spounon eivat pia teXViky eknaideuong pe emiBAewn rou BonOd otov evioriopd tng CUCKETL-
016 PeTady PetaBAnToV KAl Pag ermTpErnel va ripoBALpoulie t) ouvext] eSaptnpévn petabAnt)
pe Baon pia 1) ieplocotepeg rpoBALTIoUceg PetaBAnteg [9].

LINEAR REGRESSION

The thing we want
to explain ie 77% of the variance in y is If you only had data on x. this line

explained by x. Below ¢.30% means provides your best estimate of y. If the
DEPENDENT they're hardly connected. Above 5% fit is strong and no major ourliers, x could
VARIABLE and they're practically the same. be used as a surrogate or forecast of y.

- S<LINE OF BEST FIT

Y } R*=0-77

95% CONFIDENCE BAND
If a data point falls outside these
lines, you're 45% sure there is

% something special about it causing it
to do better or worse than others -
7 OUTLIER an ‘outlier’ worth understanding
-0
7 The factor we think
- ————— — INDEPENDENT might influence the
x & VARIABLE dependent variable

Figure 3. Regression (I[Iafwépdunon) [2]
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0.4.1 Random Forest Regression

H 11¢606og Random Forest Regression eivat évag alyopiOpog pnyxavikig padnong pe -
niBAeyn rou xprnowporotei ensemble 1éBodo yia tv madwvdpdpnorn. Eivar pia texvikn bag-
ging (bootstrap aggregating). Ta 6évipa otov adyopiBpo Asttoupyouv napdaddnlda, paypa
nou onpaivetl 6t ev urtapyxet aAdnAernidpaor petady toug Katd ) S1apKeld TG KATAOKEUNS
toug [Exnpa 4] [13].

H 1€06060g bootstrap aggregating, yvootr) kat og bagging (aro to bootstrap aggregating),
elvatl éva peta-aAyopiOpog oty Pnxaviky pabnon mou €xet oxediaotel yia va BeAtmoet
otaBepotnta KAt myv akpibela twv aAyopibpuev pnyxavikng pdbnong mouv xpenoiponoouviat
ot otatotikn tadivopnon kat alvdpounon. Ermiong, pewwvel ) Stakvpavon kat Bonda
otV arnoduyr] g unep-eknaidevong [14].

Agbopévou evog Kavovikou ouvolou exkraideuong D peyéboug n, n pébodog bagging na-
payet m véa ouvola sknaidbevong D;, kaBéva pe péyebog n’, epappodoviag detypatoAnyia
pe avukatdotaon aro 1o D. Me 1 SetypatoAnyia autr], oplopéveg apatnprjoelg PIopet
va ertavadapBavovratl os kabe D;. Eav n’ = n, tote yia pueyddo n to cuvodo D; avapévetat
va éxe1 10 KAdopa (1 — 1/e) (nmepinou 63.2%) tov povadikev napadetypdtov tou D, pe ta
unddoria va eivatl aviitypada. Autou tou eidoug derypatoAnyia ovopadetat derypatoAnyia
bootstrap. H &siypatoAnyia pe avukatdotaon s§aodpalidet tv ave§aptnoia kabe bootstrap
ano ta dAda, kabwg Sev e€aptatal anod nponyoupeva ermdeypéva deiypata. ‘Emetta, yivetat
N eKmaideuon m PovViEA@V XP1o0IIoldVIaAg tTd Iapandave m bootstrap ocuvola kat ocuvdu-
adovtat pe Tov UroAoyiopd Tou P€oou 6pou tev e§0dav (yia aAwvdpounon) 1) g yhgou (yia
tagwvounon). Erurdéov, ektog amo 1o ot kabe &Evipo e8etadlet povo éva bootstrapped ouvolo
detypdtov, povo éva pikpo aAdd otabepd MANO0G POVASIK®OV XapaKInNPelouKOV Aapbavetat
urnoyn katd mv katdradr) 1oug og ripoBAénovieg petaBAntég. Autd onpaivetl ot kabe Sévipo
yvopilel povo yia ta dedopéva rmou agopouv éva PMikpod otabepd aplOpo XapaKInploTKOV
Katl éva petaBAnto apidpo deypdiev mou eival HiKpotePoG 1] 100G TOU apX1Kou ouvodou de-
dopévav. Qg ex toUToU, ta HEvipa £X0oUV peyaAutepn mBavOTnTa va APEXOUV IO MTOIKIAEG
AIavinoelg, MIPOEPXOHEVES A0 MOKiAeg yvwoelg. Auto odnyel o mMAgoveKTpaAta yida &va
tuxatio ddocog (random forest) oe ouykpion pe €va povo dévipo anodaong rou dnpoupyeitat

X®pig tuxaotta [14].

0.4.2 XGBoost Regression

To XGBoost (eXtreme Gradient Boosting) eivat pia p18A100rKkn AoylopiKoU avoiXtou
KOSIKA TTOU TapEXel €éva TAAiolo ekmaidsuong pe ) xprnon aiyopibpwv gradient boosting
[15]. Zta Boosted Trees xpnotupornotouviatl cuvola 8évipav, orniwg kat ota Random Forests.
H 6iagpopa avapeoa otig Suo pebodoug Bpioketatl otn gdon tng eknaidevong. Eve ta Ran-
dom Forests xpnouyiornotouv v teXVviKn tou bagging rmou avaiudnke napanave, 1o XGBoost
Kat 6Aa ta povieda pe boosted trees xpnotpomnolouv v tEXViKL) Tou boosting [16].

H texvikn boosting eivat évag ensemble peta-adyopiOpog ya ) peiowon Kuping tng mpo-
KatdAnyng (bias) kat emiong tng dtaxkupavong oty emBAernopevy pabnorn, Kat pida olko-
yévela aAyopibuev pnxavikng padnong mou petatpénouv aduvapioug pabntég o 10XUpoug
[17].
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0.4.3 Ridge Regression
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Figure 4. Random Forest Regression [3]

Ot meproocotepol aAyopiBpotl boosting amoteAouvial amo TV ENAVAANIUIKY EKPAONoN
abuvapev Tadvountov ©g IPog Hid KAatavopr) Kat tTov ouvduaoio Toug o évav teAlKo 10YU-
p6 tagvourntr). ‘'Otav npootibeviatl, ot tadivountég aglodoyouvial BACEL evOG OUVIEAEDTY] P
Bapn mou oxetiovial pe v emruyia 1wv aduvapev padntov. Metd tnv rpoobrKr evog a-
duvapou padnty, ta Bapn wwv dedopévev emavapubpiloviatl. Ta eloepyopeva debopéva ou
ripoBAérovtatl AdBog armoktouv uywnAodtepo BAapog Kat ta napadeiypata rmou rpoBAEpOnkav
owotd xavouv Bapog. 'Etot, ot peddovukoi aduvapol pabniég emrevipwvovial ota napade-
iypata mou o1 mponyoupevol aduvapotl padnteg mpogBAsyav pe AavBaopévo tpomno [17]. Me
auTOV TOV TPOTIO, 01 adUvapol Pabniég EmMKeVIP®VOVIAL OA0 Kal TEPLO00TEPO ota rapadeiy-
pata mou ot mponyoupevol aduvapol pabntég npoBAériouv AavOaoyiéva, ermrpéroviag £Iot
) dnpuioupyia 1oxup®V padniov.

ZuvoAikd, o alyopiOpog boosting emitpénet ) ouvexr) PeAtioon g anodoong tou po-
vtédou, petatpenoviag aduvapoug pabniég os 10XUpoUg Kat aglornoimviag v minpogopia
and ta Adbn tev nponyoupevev padntev yia va BeAtimoet tig ipoBAéwetg tou. To XGBoost
etvatl éva nmapddsiypa adyopibpou boosting rmou xpnotpomnotleital sUpemg yia v emiAuvon
npoBAnpatev raivdpépnong kat tagivopnong oe 81apopoug TOUELIG NG PNXAVIKAG 1abn-
ong.

0.4.3 Ridge Regression

H Ridge regression sivat pia p1€6080g eKTIIN0NG TOV OCUVIEAECTOV TTOAAATIAGV YPAPHIK®V
HOVIEAQV OE MEPUTIWOELS OTIOU Ol avedaptrieg petaBAntég sival uypnida ouoyetiopéveg. ‘Exet
XpnotporiownOel oe oAAoUg TopEelg, OTIOG 1 OlKovopETpia, 1 ¥xnpeia kat n pnxavikr. Eivat
1dlaitepa XpHoun yla v avilpeI®Iiorn 10U poBAnatog g rmoAAarnirg cuoxEtiong (multi-
collinearity) ot ypappiky) maAivépopnorn, to ornoio cupBaivel ouxva o€ POVIEAA e PEYAAO

ap1Bpo napaperpwv. H pébodog Ridge Regression avantuybnke og pia mbavr) Avon otnv
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N Doosting

1 iteration

Figure 5. Bagging vs Boosting [4]

avakpiBeld TV EKTIPNTOV TOV EAAXIOTOV TEIPAYOVEOV OTav Td YPARHIKA PoViEAd naAtvEpoun-
ong £XOUV HEPIKEG TIOAAATIAG OUCKETIOPEVEG avegaptnteg PetaBAntég - Snuoupywviag évav
extpnt) Ridge Regression (RR). Auto rmapéyet piia mo akpiBr) eKTipnon 1oV apapeéIpeyv 10U
ridge, kKaBwg 01 HLaKUPAVOELS TOU KAl Ol TEIPAYWVIKEG PEOEG EKTIIIOELG TOU oUuvmg eivat
HIKPOTEPEG ATIO TIS EKTIPNOELS EAAXIOTOV TEIPAYOVOV TIOU £XOUV IMTPONYOUPREVROG TTPOKUYEL
[18]. Towg o 1o anAog aAyop1Bpog rmou propet va yivel kernelized eivat o Ridge Regression.

Auto odnyei otov Kernel Ridge Regression [19].

0.5 Ixeukég Epyaoieg

H yevikr) taon nou napatnpeitat otig Iponyoupeveg epyaocieg eivat n Xpron Kuping 1oto-
PKAOV oTatiotikev Sedopévev oe ouvduaod pe adyopibpoug Naive-Bayes, Random Forests,
Boosting Machines kat ensemble peBodoug yia v rpoBAeyn t@v peAdovikev ermdooemv
TOV MTATKTIOV.

Xpnotponowwviag évav adyopidpo Gaussian Naive Bayes, o Thapliya katagepe va mipo-
BAéwet g peAdoviikeég ermbO0ElS TV MMAKTIOV Pe avapepopevn akpiBeia 86% [20]. Katétade
ta 6edopéva oe HUo katnyopieg: toug maikteg rou onpeiwoav 8 1) MEPLOCOTEPOUG TTOVIOUG
Kadl autoug pe Atyotepoug aro 8.

Xpnotponowwviag rapopola ouvoda eknaideuong, o Raghunandh Sianiotwoe 6t 1) Xprijon
ensemble nebddmv 6nwg ot Gradient Boosting Machines (GBM) prnopet va fon@rjoet otnv
npoBAeyn mbavev emAoymv yia apxnyesia [21].

1o apbpo toug, o1 Bonello, Beel, Lawless ka1 Debattista erubiongav va s§etdoouv eav 1
ouvduaotikr) xprion dedopévev anod Siagpopeg ninyeg Sa Bonbovoe oty avgnon g akpiBelag
KAl TG OUVOAKYG arnodoong g rpoBAeyng. Ilapd v unooxopevn auty) 16éa, avadepe-
1Al OTL AVIIPETRITIOAV HUOKOAleg otV evoopdteon dedopévav Kelpévou and ta KOWeVIKA
S8iktua Katd v UAoroinor v HoViEA@V ernetepyaociag @uolkng yAmooag (NLP). ITapora
autd, Katagepav va eImMTUXouV H1ia oAU Kadr katatagdn g tagng twv 30.000 ano toug 6,5
eKatoppUptla raikteg kat dariotwoav 6t ot GBMs givat ot 1o arnoteAeoPaTIKEG O AUTV
NV NMePim®on), e181KA AdYe T®V 11 1ooppornpévav dedopévav [22].

O Bonomo et Al. avérrtu§av éva pabnpuatiko poviédo BeAToTonoinong XP1notonoioviag
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0.6 Aebopéva

YPAPIKO TIPOYPAPHATIONO Yia va TpoBALet 18avikeég eviekddeg oe KABe ay®VIOTIKY OtV
Apyevtivikn ITobooparpikn Altyka. Xpnowpornoindnkav otopikd dedopéva oe ouvduaopo pe
MANPOPOPIES ATTO TI§ CUVEVIEUSELG TRV TPOTIOVI|TOV TPV ATTO TOUG aywveg [23].

Ot Pokharel, Timalsina, Panday kat Acharya xpnowonoinoav XGBoost regression kat
erukevipoOnkav oto ROI yia va rpoBAéwouv v £miboorn tov maKidv, e6etaloviag eriong
Vv enidpaocn npocHetv dedopévav amd aymveg KUTEAAOU IMOU MPAYHATOIO0UVIAV PECO-
Bdopada. Katagpepav éva péoo RMSE oxkop 2,048 yia 6Aoug toug naikteg [24].

Ye o s§elypéva poviéda, ot Matthews, Ramchurn kat Chalkiadakis mapouciacav
£€va Kawvotopo Mpoyvaotiko poviéAo yia to fantasy football, to ortoio aroteAeital amno belief-
state MDP poviéAa og ouvduaopo pe adyopidpoug Bayesian Q-Learning yia v eknaidsuon
poviEd®v pe ta tedeutaia mévie xpovia dedopévav rmodoopaipou [25]. To 1o ermtuxnpévo
povtédo toug xpriowpornoinoe éva egeAtypévo poviedo Bayesian Q-Learning yia va avuipeto-
mioel v aBeBalotnta, torobetiviag 10 otoug Kopugaioug 500 maikteg amnod toug 2,5 eka-
Toppuplous. To apXiko Poviedo Ntav apeAég, Ae1toupyouoe PURITIKA, AapBdavoviag unoyn
povo 1ov emopevo ayova. [Tapd toug meploploplous autoug, 10 POVIEAO AUTO KATAPEPE va -
TTUXEL €va TI0AU 0eBaoto erminedo katatadng otr 9éon 113,921, Me v eMéKtach autoy ToU
povtédou yia va egetdoet emiong 6edopéva amnod v rmponyoupevr) oedov, 1o Hoviedo Bedtimvet
v katdragn ot 9éon 60,633.

Ta tedeutaia xpovia, np kowotnta tou FPL éxet Snuioupyrjoet moAdd adiénawva €pya otov
topéa. 'Eva and autd sivat adiapgobrinta to poviédo tou FPL Kiwi [26]. Xpnowporotet
avapevopeva dedopéva (avapevopeva YKOA, avapeVOPEVEG A0i0T KATT) Ao T1G IIPOYOUHEVES
5 0edov kat daxwpidel 1o mpoBANpa o PNIKPOTEPA, P KABe PKPpOTEPO MPOBANPA va avti-
otoixel otnv nPoBAeyrn pag sexwplotg Katnyopiag mou odnyel oe rovioug. Xpnowporotet
spreadsheets yia tv uAonoinon t®v AETTOPEPOV UTOAOYIOU®OV TOU, £XEL TO H1KO TOU P1OVIEAO
Y1ld TOV UTTIOAOY10H0 TG 10XU0G TV opadav kat aveBalel tig poBAgyeig tou yia va Bonbrjost
v Kowotnta [27].

[ToAA£€g 10100edibeg OXETIKEG He TO MAXViBl £€X0UV £MMioNg avartuiel mpoopata ta S1ka
toug poviéda. To FPL Review [28], 1o Fantasy Football Scout [29], to Fantasy Football
Hub [30], to Fantasy Football Fix [31] eivat 6Aa niapadeiypata g npoodpatng £Kpning

6edopévav oto maiyvidt tou FPL.

0.6 Acsdopiva

To ocuvoAiko Giaypappa pong v dedopévav g epyaciag @aivetatl oto Xxnpa 7

0.6.1 ZInpavukn Ano¢gaon

H nipoBAeywr tng agiag evog naikin yia tg ernopeveg aywviotikeg oto FPL eivat éva ripoBAn-
Ha yia to oroio dev untdpyet £10110 ouvodo Sedopévmv yla va Xprotpornotoovpe. Qotdoo, n
eprnelpia pag arno 1o AbAnpa kat 1o matyvidt pag odnyet oe PETPIKEG TTOU PITOPOUV va XP1ot-
portoinfouv yia va mpoBAéwouv autrv v adia. 'Etot, énpere va Snuioupyrnoe ta 61ka pou
ouUvoAa 6eboévmv KAl va MeEPapation® pe 61agpopa oUVoAd XAPAKINPEIOTIK®V IIPOKEIEVOU

va emIUXe Td Kadutepa duvatd anoteAéopata. Metd anod MPOooKITKA MEPAPATA, OULTHOELS
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e péAn g Kowotntag tou FPL kat pedétn maAaidtepev OXETIKAOV EPYAci®V, anoddoloa Ot
eixe vonua va xopion 1o rmpobAnua mg rpobAeyng g adiag kabe maiktn oe PIKPOTEPA U-
nortpoBArjpata [Zxnpa 6]. Tha kabe evépyela/yeyovog otov aymva Imou mapdyetl OvVIoug yia
£vav naiktn, Urdpxet £va 61apopetiko urorpoBAnua rnou mpérnet va ermAubel. Ta kuplotepa

OV anattouv §1kd toug poviéda eival ta akéilouba:

e Mn-miévaAt koA

e Aoiot

I'koA Onadag

ITévaitt

e Armiokpouoelg
e Mrmovoug IToviot

Ta pn-mévaAtt YKoA Kat ta révadtl, o rpocbétouv agia povo otoug eKteAeotég mévaitt Kabe
opadag, aroteAouv 10 OTOIXEI0 TV YKOA yla v tedikn agia tou maikt). Autd 1oxUvetl yla
0Aoug ToUg TTaiKTeG (J1€ TOUg Teppatopulakeg va eivat ot Atyotepo mbavoi va okopapouv). Ta
YKOA g opddag, yia rmapddeiypia, Xp1notornolouvidl yid oV UTIOAOYIoONO tng rmbavotntag
yla avénageg eotieg (xprnoponoioviag v dtadikaoia tou Poisson [32]), mou divouv niovioug
0€ OUYKEKPIEVOUG TTAIKTEG avaloya pe 1 9éor toug. Ot emepBaocelg Xpnotponoovvial yia
TOV UTTOAOY10H0 T®V MOVI®V AITOKPOUCERDV POVO Y1id TOUG TEPHATOPUAAKEG, EVE Ol aoiot Kat

ot évrot prdvoug eivat ya kdbe naixt.

e s
Non penalty Goals ‘ Penalties ‘ Team Goals

A ~ J

Goals Assists Clean Sheets Saves Bonus Points

~

»Qlayer positiorp

Figure 6. Ta Ztoyceia ¢ TeAwng Aiag kade Ilaikin
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0.6.2 TIlInyég Aedopévav

0.6.2 TIInyég Asdopévav

ITapoddo mou dev Nrav §1a0£01110 £€va CUYKEKPIIEVO OUVOAO §£60PEVAV Y1a VA ETTUX® TOV
OTOXO0 HoU, Ta aratépyacta dedopéva dev nrav 6uokoro va Bpebovv. Ed®, S9a nmapouoiaowm

T1G INYEG ano 1§ omnoieg ouAAEXOnKav ta akatépyaota dedopéva.

e To API tou Fantasy Premier League: Auto cival to API tou enionpou mnaiyvidiou.
IMapéxet e§apetikda xpriopa debopéva yla v epyaocia, onwg dedopéva aywvav, Sedo-
Péva MAKI®V Ao IPOoNyOUHEVES AY®VIOTIKEG, AKOA KAl OTATIOTIKEG ITANPOPOPIES Yia
TG TIPONyoUNEVEG 00V TV MAKKIOV. EKI0¢ autou, Pmopoujle va KAVOUUE AlTHOELg
oto emionpo API yia va AdBoupe dedopéva yla évav ouykekpipévo raikm tou FPL 1)

AN POPOPIeg OXETIKA PE TIG AlyKeg OTIg ortoieg ouppetexet [33].

e Understat: To Understat eival évag 10T0TOTIOG TTOU TIAPEXEL AEMTTOPEPT] OTATIOTIKA
va ta XG (avapevopeva yKoA) otig Kopudaieg eUporaikég Altykeg. O 0t0X0g TOUG
frav va Snpioupynoouv v rmo akpiBn pébodo yia tv afloAdynor) g oot ag tev
oout. T'a 1o okomd autd, exknaideuoav adyopiBpoug podBAeyng e veupovikda diktua
Xprotponot®viag éva peyddo ouvodo dedopévav (mave amo 100.000 cout, ave aro
10 mapdperpor yua kabe éva [34]). Xpnoworoinoa to Understat yia ypriyopa xkat
evnuepopéva dedopéva xG yia v Premier League. ErmmA¢ov, to Understat apeixe
b6edopéva Orwg pPn-mévatt avapevopeva YKOA, 00UT Kat IAoeg-KAEO1d ava ayova ya
Kabe maiktn, ta oroia Ppnka 1dlaitepa Xproipd yld tov otoXo Pou. XpnolpoIolw to

naketo understat [35] yia va €xw pooBaon ota Sebopéva.

e To GitHub Repository tou Vaastav: To API tou Fantasy Premier League mapéxet
dedopéva povo yia v pexouca oefov. Auto Sa kabiotouoe aduvartn tr cudAoyr) Sedo-
PéveV aro mponyouneveg oe¢ov yia v exknaidevuon teov poviédev pag. To repository
tou Vaastav Auvel auto 1o npoBAnpa rapexoviag dedopéva anod nponyoupeveg oe¢ov
arto to FPL API kat arto to Understat [36]. Auto 1o repository rjtav e€aipeukd onpa-
VKO yia v gpyaocia, kabmg anotédeoe ) Bdon yia oda ta dnuoupynbévia ouvoda

dedopévav.

e O Xaptng tav IDs tou Chris Musson: To API tou Fantasy Premier League Sev €xet
10 1610 avayvoplotiko yla tov id1o naiktn pe to API tou Understat, oute kat 1o 1610
Ovola Og TIOAAEG MEPUTIWOELS. Z€ Pid vEéa 0e¢ov Tou FPL, 10 avayveplotiko evog maikin
dev mapapévetl anapaimta 1o 1610, PoraAAGvVIag mpodavy] rpoBAnpaIa avilotoixiong
otav npoortaBoupe va ouvbudocoupe to FPL API pe to Understat yia mponyoupeveg
o0elov. To repository tou Chris Musson Auvet 1o poBAnpa tng aviiotoixiong tov ava-
YVOPLOTIKGOV, KaBmG £xel avilototyioetl ta avayveptlotikd tou FPL pe ta avayveplotika

tou Understat yia kaBe naikin yia apketeg mponyoupeveg ogov [37].

e FiveThirtyEight: Eniong, xpnowonowOnkav o1 fabporoyieg SPI (Soccer Power In-
dex) rat o1 petpikég 1wV npoBAeniopevav yroA anod to FiveThirtyEight. Autég ot pe-
TPIKEG Xpnotporo)dnkav oe iadopa Povieda yla va mapexouv minpodopia yia 1
duvaun piag opdadag o€ €va CUYKEKPIIEVO XPOVIKO ONHEI0 O OXEOT 1€ TOV aviirnalo.

To ouvodo debopévmv Club Soccer Predictions tou FiveThirtyEight xpnotpomnow)6nke
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Y14 va EVO®PATOO0EL AUTEG TIS HETPIKEG [38]. Znv apxr) pag ogdov, 1o SPI pag opadag
ennpedetat arno 1o SPI jie 10 ortoio 0AOKANP®WOE TtV Iponyoupevy oe¢dv Kat v adia
g opadag otnv ayopd. Katd ) 6idpkela plag oedov, 1o SPI piag opadag aAAdadel pe

Baon tg semddoelg tng opadag, KAl Mo OUYKEKPEva Baoiletal ota mpooappoopéva

YKOA, OTa avapevopeva YKoA e Ao Ta 0oUT KAt Ota avapevopeva YKoA ot e Bdon

Ta OOUT PEeTd amod KaBe mawxvidt [39].

Ot BaBporoyieg SPI Bonbouv otov urodoyt-

Op0 TV TIPOBAETIOPEVAOV YKOA yia KABs maixvidl kal xpnolponoloviag ) diadikaocia

Poisson [32], urtoAoyidouv v mbavotnta piag opdadag va ViKroet.
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Figure 7. Awaypaupa Porg Asbopévov g Epyaoiag

Ta dnpioupynBévia ouvora dedopévav avaiuovial ITAPAKAT® OV EPYAcia KAl PIopouv
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0.7 Exnaideuvorn kat A§loAoynon tov Moviédwv

va Bpedouv oto GitHub pou [40].

0.7 Exnaidsuon rat A§lodoynon tov Moviédov

Ye autnv v evotnta, 9a e§ePEUVHOOUNE TIS TEXVIKEG TTOU XPHNOIPornoriOnkav Kat tg
anoacelg mMou napbnkav Katda I @Aon g eKmnaideuvong twv poviedov. ®a availucou-
HE TG PETPIKEG He TG ortoieg adlodoyrOnkav ta poviéda Kat da rmapatrnprjooupe AUTEG TIG

a&loloynoeig.

0.7.1 Movtéda kat Metpireég A§loAoynong

Enedr) ta 6ebopéva yia 10 ouykekpipévo mpoBAnpa teivouv va eival oAy SopubBndn,
Xperagopaote oAU avOeKTIKA /KAVOVIKOTIOPEVA POVIEAA TTOU anodeuyouv 1o overfitting.

Ta povtéda rou ermdéxOnkav yla exkrnaidevorn eivat ta e&ng:

e Random Forest Regressor
e Kernel Ridge Regressor

e XGBoost Regressor

Autd ta poviéda enédetfav tig KaAutepeg ermbO0elg CUPPEVA HIE TIAPOHOIEG EPYATIES TTOU £8e-
Tdoape Katd I @aor g £peuvag oty PBAoypadia (BA. Kepadaio 0.5: Zxeukég Epyaoieg).

Ot petpikég pe g onoieg 9a afiodoynbouv ta poviéda pag ivat ot €§1g:

e Mean Absolute Error (MAE): Eivai o 1£€00G 0p0g oV artoAuTeVv Stadop®v avapeosa

OTNV MPAYHATIKI TIH KAt TV TIPoBAETIOPEV T[] TOU POVIEAOU.
1 &
MAE == > lui ~ U]
i=1

orou, N = ouvoAKAG apBog Sebopévay, y; = MPAYHATIKY TIHL), Y; = poBAenopevn
).

e Root Mean Square Error (RMSE): Eivai n pia tou péoou 0pou eV TEPAYROVIK®OV
Slapopav avapeoa otnv MPAYHATIKL T Kadl TV IPOBAETOPEVH) TIJir] TOU HOVIEAOU.

'‘O00 xapnAoteprn €ivat n T, 1000 KAAUTEPO €ival 1o poviedo tadivdpounong [41].

N
— 1 /\2
RMSE = J N izgl(yi - yl)

orou, N = oUvoAKOG ap1Opdg Sebopévav, Y; = MPAYHATIKY TL, Y; = poBAeropevn

yn.

e R? orop: To R? efnysei oe moto Babpo n Sakvpavon piag petaBAntig e€nyet ) da-
Kupavorn g 6evtepng petaBAntrg. Me aAda Adyia, petpd 1o IT0000To TG H1aKUPAVonG
g eCaptnuévng petaBAntrg rou egnyeitat amo tg ave§aptnteg PetaBAntég.

SSE

RP=1-—
SST
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orou SSE eivat 1o abpoiopa 1oV TEPaAynvev 1oV S1apopmv avapeod otV MPAYHATIKL)

T KAt TNV TPoBAETIOPEVT TIT).
N
SSE = " (yi — y)?
i=1

ka1 SST eivat 1o cuvoAlko aBpolopa TRV IETPAYOVEV TRV S1adop®V avapleod oty mpay-

HATIKL) TJ1] KAt 10 P€00 NG IIPAYHATIKAG TIHNS.
N
SST = ) (yi - 1)’
i=1

Edw, y; eival n mapatnpoupevy 1 otoxou, y; eivat 1 rpoBAendpievn iy, y eivat

péon tpr, Kat o N avanapiotd 10 GUVOAIKO aplOpo mapatnprjosmv.

0.7.2 Exrnaidsuon

To ouvolo exknaibeuong neptdapBavetl Sedop€va amo tig Tpetg ponyoupeveg oe¢ov (2019/20
-2021/22), eve) 10 0UvoA0 eAfyXou riepldapBavetl 6edopiéva amno v tpéxouoca oedov (2022 /23)
BEXPL TNV 251 ayeviotiky £B86opdada. Autn eival pa katavopr 80%-20% yia ta dsdopéva
pag. Xpenotporoloviag tny tpexouca oe0v @G OUVOAO €A£yX0U, 1ag EMMITPENEL va a§loAo-
yfjooupe 6Aa ta poviéda pag oty ida oeddv, ave§dptnta anod 10 av ErmKeEVIPOVOVIAL OtV
anodoorn OV NMAKIOV (0N®G T0 POVIEAO Yla tTd YKOA X@pig mévaldty) 1) otnv arnodoon tng
opadag (6rwg To PovIEAo Yia Ta YKOA g opddag).

IMa ) BeATIOTOI0INonN TV UEPIIAPAPEIP®V TOV HOVIEA®V, XPnotporoinonkav ot pebodot
Grid Search Cross Validation kat Randomized Search Cross Validation (pe n_iter=10) e

1a akoAouBa eupn TIHOV:
e n_estimators: 200 - 1200
e max_depth: 2 -7
e learning rate: 0.006 - 0.016
e alpha: 0.5-1.5

'Etot Bpébnkav o1 BEATioteg TAPAPETPOL Yia KABs poviéAo.

0.7.3 Ag§oAdynon

Ta anotedéopata 6cov apopd 10 MAE 10V poviedev p1ag rapouctalovidl oTov Iapakdat®
mivaka.

[Mapatnpouvpe ot ta povieda Random Forest kataAapBdavouv tig 1pelg ripateg Yéoelg
avapeoa ota €861 poviéda, eve ta poviéda XGBoost kataktouv v npot) 9éon ota 2 and
ta 3 unddowua povieda, kat to Kernel Ridge eivat mpoto oto poviédo tov I'kod Opadag.
Qotdoo, ot Sapopeg petadu twv poviedov Random Forest kat XGBoost eivat shayioteg
Kat 10 Kupiapxo povigdo propei va addddetl otav divoupe peyadutepn €ugacn ot akpaieg

MEPUTIAOEG.
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0.7.3

AZl0Aoynon

Random Forest | XGBoost | Kernel Ridge
Mn)-riévadt T'koA 0.09378 0.09366 0.11581
Aoiot 0.10092 0.10484 0.11247
[Mévait 0.23667 0.20918 0.21616
I'roA Opadag 0.94811 0.94030 0.93470
Artokpouoeig 1.00484 1.02365 1.17936
Mrniévoug ITdvtot 0.24714 0.25096 0.28834

Table 2. Aiofoynon MAE

Ta anoteAéopata ocov apopa 1o RMSE 1oV poviéAev 1ag rmapouotadovial 0Tov Imapakdate

rivaxka.

Random Forest | XGBoost | Kernel Ridge
Mn)-riévaAtt T'koA 0.24316 0.23885 0.24850
Aoiot 0.23798 0.23596 0.24017
[MTévait 0.31277 0.30599 0.31374
I'koA Opadag 1.19468 1.19524 1.18542
Artokpouoelg 1.54129 1.563651 1.59737
Mrniovoug Tlovrot 0.55274 0.55206 0.56428

Table 3. Adiofoynon RMSE

IMapawpoupe 6t ta povieda XGBoost kuplapyouv ektog aro 1o poviedo I'kod Opadag,

orou 1o Kernel Ridge e€akolouBei va Bpioketat oty kopudr). Eivat evéiapépov ot ta po-

vieda XGBoost eivat kaAutepa and ta povieda Random Forest oe kaBe katnyopia, kpivovtag

aro 1o RMSE, evo ta povieda Random Forest gaivovtav kaAutepa katd v a§loAdynon pe

Baon 1o MAE. Autr) n adAayr vrniodndwvel 6t ta poviéda XGBoost teivouv va eivat mo

arp1B8r] OXETIKA HE TG MEPUTIOOEIS PE UYPNAL dakupavor, apou 1o okop RMSE tipwepet

EPLO0OTEPO Ta peydda opdApata. Qotooo, €ival onpaviiko va onpelndetl ot ta povieda

Random Forest rapouotadouv povo edappmg Xe1poteprn) arodoor Kat eakoAloubouv va sivat

APKETA KAAEg AUoES.

Ta anotedéopata tou okop R? tov poviédev pag napouctddovial otov Napakdate mivaxa.

Random Forest | XGBoost | Kernel Ridge
Mn miévadt 'koA 0.11814 0.14911 0.07900
Aoiot 0.07706 0.08808 0.05996
[Mévait -0.01321 0.03020 -0.01951
I'koA Opadag 0.14130 0.14049 0.15455
Armokpouoeig 0.46550 0.46881 0.42590
Mrniévoug ITévtot 0.12817 0.13029 0.09138

Table 4. Aiojoynon R? okop

Ed0, nmapatnpoupe mapopola anotedéopata Pe autd Iou avapepOnKav rmaparndave oTtov

niivaka RMSE. Ta poviéda XGBoost kupltapxouv oe 0Aeg T KATNYOPIeg, EKTOG ATTO Td 'KOA

Opadag omou 1o Kernel Ridge eivat pwto.
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Extetapévn EAAnvikn ITepiAnuyn

0.8 TeAwka Ztadia Kat AntoteAéopata

0.8.1 YmoAoyiopdg Avapevopevng Afiag

Aot éxoupe erudéSel ta povigéda pe tv KaAutepn anodoor) yia Kabe evépyela oto yredo
ou 0dnyel oe movioug, £xetl Vepediwdel n fdon ng poBAerntikrg Sradikaoiag. To poévo rmou
£XOUpE va KAVOUHE Twpa ival va cudAétoupe kaOe tpéxov edopévo yia kabe naikn mou a-
ratteitat ano kabe povido. Tt cuvexeld, IpoPpodotovpe autd ta dedopéva oty ouvaptnon
TTOU UTIOAOY1{EL TOUG AVAPIEVOIEVOUG TTOVIOUG Yld £vav TAIKT Y1a Hld OCUYKEKPIHIEVT] AY®VL-
otk e686ondda kat akodouboupe authv v enavaAnnukn diadikaoia yla kabe naikn kat
KaBe aywviotikr e86opdda péxpt tov emieypévo opiovia (tnv ayeoviotky eBdopdda pexpt
Vv oroia 9a yivouv o1 UTIOAOY101101 T®V AVAPEVOHEVOV TIOVI®V).

'Eva mpaypatika onpaviko pépog g 6tadikaociag UMOAOYIoRoU TV aVAPEVOPEVOV
moviev (EV) etvat avapgiBoda o urtodoyiopog tev xMins (avapevopeva Aermtd). Auty n da-
dkaoia avagéperal oTtov UMOAOYIOPO TV AEMTOV yla Kabe maiktn ylua kabe pia amo tg
EMOMEVEG AYOVIOTIKEG £8601146eg 10U Sa yivel 0 UTIOAOY10110G TOV AVAPEVOPEVRV TIOVIRV. Ta
Aertd mou nailet évag maiking £€xouv Kpioo poAo oto va mpoBAéyelg tnv agia tou yua g
EMOpEVEG AYVIOTIKEG £Bdopadeg, éva yeyovog 1ou eivat apketd guvonto. '‘Oco 1meplocotepo
XpOvo BpioKketal évag MAiKING OTOV AY®VIOTIKO X®PO0, TO00 KaAUtepeg ival ot rubavotnteg va

OKOPAPEL TTOVIOUG.

0.8.2 ArnotsAéopata

Ye autnv v evotnta, 9a ouyKpivoupe ta TeAKA arotedéopata g epyaciag pe dAAa
napopola €pya rou IpoBAfrouv v avapevopevr adia yia rnaikteg g Premier League
Kat avadepbnkrav oto kepadato 0.5 pe 1g oXeUKEG epyaoieg. Oa yivel n oUuykplon Paoet
dedopévav pdBAeyng yia v erepxopevy ayeviotkn eB86opdda, kat Sa xpnotpornowouv
o1 petpikég MAE, RMSE kat R? okop yia tv afloAéynon. Ta poviéda ouykpivoviat oe 6900
Kowa delypata amno ) oe¢ov 2022 /23, ayoviotikeg e86opnadeg: 26-38 (nave aro to 1/3 g
0edov). To poviedo Kiwi eixe odAAég anouoladouoeg THEG, EMOPEVRS OUYKPiOnKe Sexwplota
e 1o 61kO pag poviédo (Ayoviotikeg eBdopadeg: 26-33 / Zedov: 2022-23 / N=2317) rat 1o
61k0 pag poviédo eixe emidoorn onpaviika KaAuteprn oe KaBe perpikn. Ta anotedéopata tov

HOVIEA®V ITapouc1tddovial OToV ITAPAKAT® ITivaKkd.

MAE RMSE R?
Movtédo Epyaoiag 1.2898 | 2.3004 | 0.3334
FPL Review 1.3005 | 2.2713 | 0.3502
Mikkel’s Model 1.3175 | 2.3278 | 0.3175
Fantasy Football Fix 1.3678 | 2.3606 | 0.2981
Fantasy Football Scout | 1.3279 | 2.3083 | 0.3306
Fantasy Football Hub | 1.4150 | 2.3798 | 0.2867

Table 5. Amnoteiéouara MovigAov (Ayouviotkég e66ouadeg: 26-38 [/ Zelov: 2022-23 /
N=6900)

Iapatnpoupe 6t 1o §1kO pag Poviedo rapouotddel e§alpetiky anddoor oe CUYKPLOT] HE
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0.8.3 BeAuortornoinon oto FPL kat Solvers

1a kopugaia povieda tou mnediou. Eivail onpaviko va onueiwbel ott 0Aa autd ta povieda
(extog aro to poviédo Kiwi) armotedouv mpoidvia yia ta oroia mpérmet va MANPoOoelg Kat
Yewpouvial o1 kadutepeg SabBeopieg Avoeilg otnv kowotnta tou FPL.

To 61ko pag PoviéAo eival 1o KaAutepo 6oov apopd 1o Méoo ArtoAuto ZpdApa Kat Seutepo
povo otig ddAeg Vo perpikeg, miowm povo aro 1o FPL Review. Emopéveg, pmopoupe va
moupe pe acpaldeia ot arotedei pia amno tg KaAutepeg AUOELG TOU £X0UV Kataokeuaotel yia
10 IpoBAnpa tou FPL.

1o Zxfua 8 mapouotadovial ta KaAutepa poviédd. ‘Oco o rave 6e&§1d 1600 1o KaAutepo
yla o poviédo Kat 600 PeyaAutepo 1o péyeBog g @ouokag t6oo peyadutepo 1o R? okop tou

povtédou.

Model Evaluation

.Model

1.30 4 Review

kel
1.32 1

1.34 -

FFScout

MAE

1.36 4
FEFix
1.38
1.40 4
.Hub
1'42 N T T T T T T
2.38 2.36 2.34 2.32 2.30 2.28

RMSE

Figure 8. Awaypaupa Aofoynong MoviéAov

'Evag akopa roAu 9etikog Seiktng g 1Kavotntag 1ou §1kou 11ag PovieAou eivat to yeyo-
vog 011 1 opdda mou draxerprgotav ano ) GW24 katédaBe v rpotn 9¢on avapeoa os OAeg

TG opadeg (mave ard 25,000 oudadeg) mou ekivnoav ard tov 1610 yupo [Zxnpa 9l.
= 1 Gameweek 24

Figure 9. Aiyxa Oudéwv mou fexivnoav t GW24

0.8.3 BeAtiotonoinon oto FPL kat Solvers

H BeAuotonoinon oto FPL avagépetatl ot dadikaoia emAoyng tou BéAtiotou cuvbua-
OpoU MAIKTIOV PE0A 0ToUG 8eH0PEVOUG TIEPIOPIONOUG TOU At Vid10U, PE OKOTO TI] HEY10TO-
01N 01 TOU CUVOAIKOU avapeVOIEVOU aplBol moviov rou Kepbidel ) opada oe €évav ouyke-

KPIPEVO 0pilovia ay@VIOTIKOV.
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To mpoBAnpa Bedtiotonoinong tou FPL sivat éva mipdBAnpa ypappikou mpoypappatt-
OP0U Pe PIKTIEG akepaleg petaBAnteg (MILP), mou onpaivel 0tt oplopéveg aro tg PeETtaBAnteg
nieplopidovral va eival aképaiot apBpol, eved aAdeg petaBAnteg Priopouv va eivat pin akepates.
O 1po1I0G £miAUONG AUTOV TOV PoBANPATeV £ival péoe g pebodou Branch and Cut. To
Branch and Cut niepidapBavet tv ektéAeon aiyopibpou Branch and Bound kat ) xpron
cutting planes yia v cUodi§n 1OV YPAPPIIKGOV IIpoypappatiopev [42].

Ye autv myv gpyaocia, £€xm evooparoost tov solver tou Sertalp [43]. Xpnowporotel
B1BA1001kn sasoptpy yia va poviedorou)oet 1o rpoBAnua tou FPL kat va exppdoet 6Aoug
T0UG H1adpopoug IEP1OP1ooUg Kat PetaBAntég. O solver emTPENEL OTOV XPI)0Tn va £10aYAyEel
1§ pubnioeig rou ermbupel, onwg v arooBeor) (decay), tnv adia tov xpnpatev oty tpdrneda,
mv adla piag dopeav petaypagng xAm, kabog kat ta debopéva ng opadag tou yia va
dnpoupyroetl povorndtia petaypadev orwmg auto nou @aivetatl oto [Exnpa 10].

Zuvoyidoviag, ot solvers givatl epyaleia mou Xpnotpoolovvidl yid vad POVIEAOTIO|00UV
Kat va ermAvcouv 10 npoBAnpa tou FPL, Baoci{opevol oe éva oUVOAO XPro®V TIHOV ava-
pevopevng agiag (EV), onwg autég nou napayxdnkav oe autfjv 1) Suldeopatkn epyaoia. O
solver eivat o "TuPAdg epydng” mou petadpadetl T XPr|oleg TIHEG avapevopevng aglag tov

MAKIOV 0g epappoopa oxedla Kal IPoTaoelS.

iter buy sell score

a8 - - 128.436611
1 salah Fernandes 127.947591

Figure 10. [Tivakxag IIpotewousvov Metaypapov ano to Solver

0.9 EmilAoyog

Y& aut] ) Suldepatkn epyacia, e§epeuvnOnKe 1 ePpAPHOYI] TEXVIKWV EMMOTUNG TOV
dedopévav kat pnxavikrg pabnong oto miaioto tou Fantasy Premier League (FPL). Ot otdyot

g epyaociag frav ot e€ng:

e Avarttudn PoviEAd@v PnXavikng pabnong yua v npoBieyn tng Avapevopevng Atiag

TOV IMAKIOV

e [Ipotaon BEATIOTOV KIVIOE®V BACIOPEV®V OTIG TIPOBAETIONEVEG TIHES TG AVAPEVOIEVNG
Atiag

e Yuvelopopd otov Topéa tng avaiuong tou FPL kat mpoobnon g epapioyng IeXVIKoOv

HnNxavikng pabnong oto ratyvidt

Katd ) Sidpkela g gpyaoiag, éxoupe oulnuroet tyv e§€AEn tov analytics otov abAn-
TIOP0, KaBG KAl TIG IO OXETIKEG PETPIKEG TV analytics oto modoodalpo, TG JempnTikeg
Bdaoelg tov H1aPpOpeV TEXVIKGOV MAAvOpOUNonNg IOU XPNOII0IIo0UVIdl, £XOUHE e§ePEUVIOEL
oXeuky] BBAloypadia otov Top€a Katl £X0UHE Kataokeudaoel diadopa ouvola Sedopévav, a-

vayvepidoviag Toug KUPloug IAPAYOVIES ITOU M PeadouV TV arodoor tov naktov oto FPL.
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0.9 Emidoyog

Erurméov, éxoupe egetdoel 81apopoug adyopiBpoug kat texvikég pnxavikig pabnong, ert-
Aéyoviag toug rmAéov KatdAAnNAoug yia ) OUYKEKPLHIEVT epyacia pag.

Ta arnoteAéopata IoU MPOEKUWPAV Artd TG MEIPAPATIKEG pag pedéteg anedeav ) du-
vatonta g PnNxXavikng pabnong va Pedtwost v anodoon oto FPL. Xpnowomnoigviag
10T0p1IKA He60PEva MAKTIOV KAl OPAS®V KAl EVOROUIAT®VOVIASG OXETIKA XAPAKINPIOTIKA OTIMG
OTATIOTIKA TTAKIOV, TV 10XV opddag Kat goppa opddag/maikiov, ta Hovieda pag pmope-
oav va rapdagouv 1KAvVOIouTikEG PoBAEWELS yia TOUg PEAAOVIIKOUG ITOVIOUS TV ITAIKTIOV.
EmnA¢ov, evoopatwoape pe ermruyia tov adyopiBpo BeAtiotornoinong tou Sertalp, o omoiog
dnuoupyel epappdoia oxeda yia toug raikteg tou FPL péoa oto mAaiolo tov Kavovev Tou
raxvidiou. Ta euprjpatd pag vroypappi¢ouv ) onpaocia g Aoy XapaKInPloTK®OV Kat
g a&loddynong poviédwv oto miaioto tou FPL. IMapatnprjoape tt oplopéva Xapakinpilott-
Kd, OTIOG 1] IIPONYOUHEV] artodoor) T®V MAKIOV oe 61ddopa Xpovika rapabupa, n 10XUsg g
opadag kat n péxouca arodoon g opAdag KAl TV MAIKIOV, eixav UynlAn enidpaocn otnv
poBAeyn g peddovukrg anodoong. Ermrdéov, o1 texvikég aSloAdynong twv poviéAwv, ou-
prieptaapBavoviag ) pébodo cross validation kat tev perpikov anodoong orwg 1o RMSE,
10 R? okop kat 10 MAE, anobdeixOnkav kpiocija yia tv a§loAdéynon tng anoteAeopatikotnag
1OV POVIEA®V 1aAg Kat Tr) OUYKP10T) TG artodoot|g Toug.

[Tapa ta sArmbopopa arotedéopata nou emreuxdnKav os autnv ) peAénn, eivat onpa-
VIIKO va avayveplotouv OplojiEévol TEploplopiol Kat mbavoi topeig Bedtinong. Ipwtov, évag
mOavog MePloPIoPog TG HEAETNG AUTNG £YKELTAL OTO YEYOVOG OTL Xprotponow)fnkav 6edo-
péva aro 1 0e¢ov 2019-20 €wg ) oedov 2022-23. O1 eruuttooelg 1ou COVID-19 ennpéacav
onpavuka v Premier League, pe ta yhnieda va eivat adsia Adyw niepropiopov COVID. E-
TIOPEVRG, KABMOG €va onpaviiko 1€pog tov dedopévav cUAAEXOnKe Katd ) diapkela autng
g TEP10doU, 1) €KTAOT) NG EMidpAong Tou va gival évag naiking n pia opada eviog 1] EKTOG
£€6pag pmopet va pnv €xel eppunveubel owotd ota debopéva. AsUtepov, €vag topeag yia PeA-
Tiwon Sa ftav avapgiBoda pia §exwpilotr) pedétn yua v npoBieyn tov xMins (avapevopeva
Aerd v naktev). 'Oneg avagpépbnke vopitepa, n onpaocia twv xMins eivat e§aipetikn
otav 1PoBAETIOUE TOUG PEAAOVTIKOUG AVAMEVOHIEVOUS TIOVIOUSG €VOG TIAiKTN, KAOMG 1 1o
onpavtikn mpounobeon yla va oKopdpel ITOVIoug gival va Bpioketatl oto yhredo. 'Evag aA-
Aog tubavog topgag €peuvag Sa propouce va eival np Snuoupyia kat n a§loddynorn elbikwv
BoVIéAeV 1ou TPoBALTIOUV TV avapevopevr adia yia vpnlev emdooenv naikeg Sexwpiotd.
Kdau rou agidet va AngBel undoyn eivat ta ensemble povieda, dnAabdr) i cuvduaocpiévn xprnon
Sebopévav amo moAdd avedaptnta poviéda ot €va poviédo, rapdpold pe v 18éa g “oo-
piag tou mAnboug”. H Guvatomta anopuyng Aabwv PHEPOVOIEVOV FIOVIEA®V PITOPEL va givat
XPHOH1, av Katl PEPIKEG POPEG UITOPEl va yivetal oe PApog 181KV "ePInveuoe®v” amo au-
1d. ErmumAéov, 1 evoOpPAT®OOn Mo IPOoNyHEeVeV TEXVIKOV HNXAVIKNG Habnong, oneg poviéda
Babidg pabnong (deep learning), prmopei va evioyxuoel mepattépn v poBAertiky duvapn
1OV poviédev pag. Tédog, n Snpoupyia heuristics yia ) pei®on Tou XpOVOU eKTEAEOTG TOU
solver eivatl katt rou 9a Propouocs va PEATIOOEL TV EPMEPIA Yia Evav Xproty), e81Ka €av 1
Tayutnta eivat mo onpavilky arno v akpiBeia. O1 pébodot pe heuristics dev eivatl maviote
ermbupnteg, apou Sev UTIAPYXEL TPOITOG va YVePiloupe OO0 Pakpld PPlokopacte aAro v
BéATiotn Avon, adAd évag ouvduaopog apaymyng piag ypnyopns Avong pe heuristic kat

Vv eKTEAEOT] BEATIOTONOINONG OTO MTAPACKI VIO yla Vv aroden g BéAtiotng Avong propet
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va anoteA€oel Tov KaAutepo ouvduaopo.

Zuvoyidovtag, 1 £Pappoyr TEXVIKQOV pnxavikng pabnong oto FPL €xet anodeixBetl aro-
TeAeopatikng oty mpoBAsyn g anodoong TV MAKIOV Katl v BEAtiotn ermdoyn opdadag.
H Suvatétnua adonoinong 10topikev 8ebopévav Katl e§aywyng moAUTIH®V TTIANPOPOPIOV d-
O PEYAAEG TTOOOTNTEG MMANPOPOPIDV TIAPEXEL OTOUG MAIKIEG £va ONHAVIIKO AVIAY®OVIOTIKO
rmieovéktpua. Ta armotedéopata autig g £pyaciag CUVEICPEPOUV OTOV AUTAVOLEVO XOPO
g avaduong abAnukov dedopévav Kat dSnpioupyouv eva Jep€Aio yia PeAAOVIIKEG EPEUVES
oToV Topéa NG ermotiung v dedopévev oto FPL. H evoopdtowon alyopidpov pnXavikng
padnong £xet ) duvatotra va adAdagetl tov TPOIo IoU 01 MAIKIeg MPOoEYYilouv v ermt-
Aoyn opadag, 1§ petaypadEg KAl T OUVOALKY OTpatnyikr tou raryvidiou. Kabog to FPL
eCediooetal kat ) dabeopotnra dedoptvav auvgavetat, o pOAog g PNXAVIKYG pabnong oto
mayvidt avapévetatl va yiver akoprn mo onpavikog. Me v apoxr) ponyHeveV Ipoyve-
OTIK®V HOVIEA®V KAl aAyopifpwv BeAtiotonoinong, PItopoulle va eVioXUCOULLE T OUVOALKI)
epnetlpia tou raviblou Kat va rapexoupe Bedtiopéveg emmdooelg. Autn 1 epyaoia aroteldet
éva TpOTo Pripa mpog v areAeubépPorn Tou MMANPouUg SUVAPIKOU TG PUNXAVIKHG pabnong
oto Fantasy Premier League kai mapotpuvel yid MEPAITEP® £PEUVA KAl KAVOTOHIA OF AUTOV

1OV OUVAPITIAOTIKO TOPEA.

O x)d1rag g epyaciag propet va Ppebet oto GitHub pou [40].
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Chapter ﬂ

Introduction

Fantasy Premier League (FPL) is a popular online game that allows participants to
create virtual teams of real-life Premier League players. It provides football enthusiasts
with an interactive platform to engage with the Premier League and showcase their man-
agerial skills. The game assigns points to players based on their performance in actual
Premier League matches, such as goals scored, assists made, clean sheets, and other sta-
tistical contributions. The appeal of FPL lies in its ability to provide a virtual managerial
experience, where participants must carefully select their team, make transfers, choose
captains, and decide on formation and tactics. FPL managers compete against each other,
striving to accumulate the highest number of points and achieve the top rankings within

their leagues or globally.

The game has witnessed exponential growth in recent years, attracting millions of
participants worldwide (over 11 million teams for the 2022/23 season). Its popularity
can be attributed to several factors. Firstly, FPL allows fans to deepen their involvement
with the Premier League by assuming the role of managers and having a stake in the
performances of their chosen players. It enhances the overall football experience by
fostering a sense of ownership and engagement. Moreover, FPL provides a competitive
environment where managers can test their skills and knowledge of the game. It requires a
keen understanding of player form, fixture schedules, team dynamics, and other factors
that can influence player performances. FPL managers must make strategic decisions
regarding player selection, formation optimization, captaincy choices, and transfers to
maximize their team’s potential and gain an edge over their competitors.

With the increasing popularity of the game, there has been a surge in the use of
data analytics and machine learning techniques to gain a competitive advantage. FPL
managers are seeking ways to leverage data-driven strategies and predictive models to
optimize their team selection, improve decision-making, and ultimately enhance their
overall performance in the game. This has led to the exploration of various machine
learning algorithms, statistical models, and optimization techniques to predict player
performance, estimate player values, and generate optimal strategies. In light of the
significance and growing interest in applying machine learning to FPL, this thesis aims
to contribute to the field by developing predictive models for players’ Expected Value (EV)
and generating optimal moves based on these predictions. By harnessing the power of

machine learning, FPL managers can make informed decisions, maximize their team’s
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potential, and improve their rankings within the competitive FPL landscape.

The motivation behind this thesis stems from the potential of machine learning to
significantly enhance FPL performance and decision-making. FPL managers face various
challenges in navigating the complexities of the game and optimizing their team’s perfor-
mance. These challenges include the selection of the most promising players, forming
an effective team composition, making timely transfers, and choosing the right captaincy
strategy. Traditionally, FPL managers have relied on subjective assessments, intuition,
and limited data to make decisions. However, in a game where consistency and long-term
planning can make a substantial difference, there is a growing recognition of the need for
more data-driven and objective approaches. This realization has fueled the exploration
of machine learning techniques as powerful tools for analyzing vast amounts of data and
generating valuable insights. Machine learning offers the potential to unlock patterns, re-
lationships, and trends within player statistics, historical data, and other relevant factors
that can influence player performance. By training machine learning models on histori-
cal FPL data, managers can gain a deeper understanding of how player attributes, form,
fixtures, and other variables correlate with future performance. This predictive capability
can enable managers to make informed decisions backed by data-driven insights.

The primary objectives of this thesis are to develop and evaluate machine learning
models for FPL. Specifically, the focus is on predicting Expected Value (EV) for players
and generating optimal moves based on these predictions. By achieving these objectives,
the thesis aims to contribute to the field of FPL analytics and advance machine learning
applications in the context of FPL.

The thesis is organized into 10 chapters. Chapter 1 provides an introduction to the
topic, including the background, motivation, objectives, and an overview of the thesis
structure. Chapter 2 explains the game on a deeper level. Chapters 3 and 4 focus on the
evolution of sports and soccer analytics respectively, while exploring famous applications
of analytics or useful metrics, such as expected Goals (xG), that play a key role in the
thesis. Chapter 5 delves into the theory of the regression models we will train, and Chapter
6 presents the related work. Then, Chapter 7 is about the data flow in the project, and
Chapter 8 explores the training and evaluation of our models. Chapter 9 is about the
EV calculation process, the solvers that are used, and final results presentation. Finally,
Chapter 10 concludes the thesis, summarizing the key findings and their implications.

The development of machine learning models for EV prediction and generating optimal
moves directly benefits FPL managers. By utilizing these models, managers gain access
to valuable insights and recommendations to enhance their decision-making processes.
The accurate prediction of EV enables managers to identify undervalued players, exploit
favorable fixtures, and optimize team composition strategies. The generated optimal
moves provide managers with actionable recommendations, leading to improved team
performance and higher rankings in the competitive FPL landscape.

This research extends the application of machine learning techniques to the domain
of sports analytics, specifically within the context of FPL. By demonstrating the efficacy of
machine learning models in predicting player performance and generating optimal moves,

this research showcases the potential of machine learning to enhance decision-making
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and strategy formulation in sports-related games. The methodologies, techniques, and
insights derived from this research can be applied to other sports fantasy games and even
real-world sports analytics, contributing to the broader field of sports data analysis.

In summary, this introduction chapter has provided an overview of the thesis, outlin-
ing the background, motivation, objectives, thesis structure, and significance of applying
machine learning in FPL. The subsequent chapters will delve deeper into the research,
exploring relevant literature, methodologies, predictive models for EV, generating optimal

moves, and concluding with the key findings and their implications.

The code for this project can be found on my GitHub [40].
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Chapter E

Problem Description and Objectives

2.1 The Game

In this chapter, we will provide an overview of the basic elements of the game.

2.1.1 Rules and Scoring

Fantasy Premier League is based on the performance of players in the English Premier
League. Players are allowed to build their own team with a budget of £100 million. The
aim is to select a team of 15 players (including 2 goalkeepers, 5 defenders, 5 midfielders,
and 3 forwards) that will score the most points based on their performance in Premier
League matches. Managers must select a starting lineup of 11 players from their squad
of 15 before each gameweek, including a captain and a vice-captain. The captain earns
double points, and the vice-captain can take over if the captain does not play [Figure 2.3].
Points are awarded for various on-pitch actions, including scoring goals, providing assists,
keeping clean sheets, making saves, and earning bonus points. The number of points

awarded for each action varies depending on the position of the player [12].

Goalkeepers | Defenders | Midfielders | Forwards
For playing up to 60 minutes 1 1 1 1
For playing 60 minutes or more 2 2 2 2
For each goal scored 6 6 5 4
For each assist 3 3 3 3
For keeping a clean sheet 4 4 1 -
For every 3 saves made 1 - - -
For each penalty saved 5 - - -
For each penalty missed -2 -2 -2 -2
For every 2 goals conceded -1 -1 - -
For each yellow card -1 -1 -1 -1
For each red card -3 -3 -3 -3
For each own goal -2 -2 -2 -2

Table 2.1. Point System of FPL

e In a match, the three best players are decided according to the FPL Bonus Points

System and awarded a bonus of 1, 2 and 3 points. Bonus Points are calculated
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according to 32 match statistics, where goals scored, assists and clean sheets are

the factors that are heaviest weighted.

e For a goalkeeper or defender to receive points for a clean sheet, he has to play at

least 60 minutes, excluding stoppage time.

e If a goal is scored on a direct free kick or a penalty, the player who got the free
kick/penalty is awarded an assist. Also, if a goal is scored from a "rebound" after a
shot saved by the opposing goalkeeper, an assist is awarded to the player that made

the initial shot that was saved.

2.1.2 Transfers

Fantasy Premier League players are allowed to make a certain number of free transfers
per gameweek. The number of free transfers available per gameweek depends on the
player’s overall strategy, and can range from 1 to 2 per gameweek. Additional transfers
lead to a 4 point penalty each. When a player transfers a player out of their team, they
will earn or lose money depending on the transfer fee, as well as the current value of
the player. This can affect the overall value of the team, which can in turn affect future

transfers. [12]

X

Confirm Transfers

Out In Cost
I Kane Haaland 0 pts I
Total Cost 0 pts

Figure 2.1. FPL Transfer

2.1.3 Chips

In addition to transfers, Fantasy Premier League also includes the following "chips"

that players can use to gain an advantage during the season [12].

e Wildcard. The Wildcard allows the manager to replace his entire selected squad for
free. As for the Wildcard squad selection, the same rules apply as in the regular
fantasy team composition. Hence, one can only select a maximum of three players
from each team, and the formation criterion must be upheld. When playing a
Wildcard, a manager’s budget is set to the sell price of his selected squad in that
particular gameweek. Further, when playing a Wildcard, any saved transfers will be
lost. The chip can be used twice a season, once in the first and once in the second

half of the season.
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e Bench Boost. The Bench Boost allows a manager to receive points for all the 15

players in the selected squad. The chip can only be used once a season.

e Free Hit. The Free Hit allows a manager to replace the entire selected squad for one
gameweek. However, for the next gameweek, the selected squad is reversed back
to the squad from the previous gameweek. The Free Hit can only be used once a
season. As for the Wildcard, the same transfer- and budget rules apply for the Free

Hit. The chip can only be used once a season.

e Triple Captain. The Triple Captain triples the points of the captain for a gameweek.
If the captain does not play, the points of the vice-captain are tripled. If neither the
captain nor the vise-captain play, no players are awarded triple points. The chip

can only be used once a season.

Wildcard Active

ACTIVE

Figure 2.2. Wildcard

2.1.4 Leagues and Rankings

Fantasy Premier League includes several different types of leagues that players can
join, including private leagues, public leagues, and head-to-head leagues. Each league
has its own rules and scoring system, and players can compete against each other for
prizes and bragging rights. Players can also view their overall ranking in the league, which

is based on their total points earned throughout the season. [12]

2.2 The Problem

In Fantasy Premier League each manager attempts to maximize his or her total number
of points over an entire season. As seen in this chapter, a number of decisions must be
made each gameweek. The decisions include which players to add to the selected squad
and which players to pick for the starting line-up. In addition, a captain and vice-captain
must be chosen. Further, one has to set a substitution priority for the players that are
not selected for the starting line-up. As pointed out, a manager is allowed to perform
transfers during the season. Therefore, a manager must also decide whether to make
a transfer or not, and consequently which players to be transferred in and out for each
gameweek. Hence, decisions are made in a multi-period manner. Considering the fact

that there are over 500 players in the Premier League each season, this isn’t an easy
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task. A player’s value can also be different for different players, as it is based on a lot
of factors (sometimes even not quantifiable). But how can that be done in an unbiased
way for every player? Even if we could determine each player’s value, what is the optimal
transfer strategy to maximize our team’s future points? What is the ideal time to play the
chips? These are questions that every FPL manager is thinking about every gameweek of

the season.

2.3 The Goals

As mentioned in the introduction, this thesis has the following 3 goals:

e The first and main goal is to develop machine learning models capable of predicting
the Expected Value (EV) for FPL players. EV represents the expected number of
points a player is likely to score in a given match based on historical data, player
attributes, fixtures, and other relevant factors. Accurate EV predictions are vital
for FPL managers as they form the foundation of effective player selection and team
composition strategies. By developing models that can estimate EV with high ac-
curacy, managers can make more informed decisions about player acquisitions,

captaincy choices, and overall team strategy.

e The second goal is to generate optimal moves for FPL managers based on the pre-
dicted EV values. Optimal moves may include transfer recommendations, captaincy
choices, or formation adjustments that maximize the team’s potential points. By
incorporating EV predictions into the decision-making process, managers can op-
timize their team’s performance by identifying undervalued players, exploiting fa-
vorable fixtures, and capitalizing on emerging trends. The objective is to develop
algorithms and strategies that utilize EV predictions to generate actionable insights
and recommendations, enabling managers to make data-driven moves with a higher

probability of success.

e The final goal is to contribute to the field of FPL analytics and advance the appli-
cation of machine learning techniques in FPL. This thesis aims to provide practical
insights, methodologies, and tools that can be utilized by FPL managers to enhance
their decision-making processes. By demonstrating the effectiveness and utility
of machine learning models in FPL, this research seeks to foster a data-driven ap-
proach to FPL management and contribute to the overall understanding of the game.
The objective is to empower FPL managers with the knowledge and resources needed

to improve their team’s performance and achieve higher rankings.
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Figure 2.3. FPL Team
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The Evolution of Sports Analytics

Sports analytics, the use of statistical analysis and data visualization techniques to
extract insights and knowledge from sports data, has become an increasingly important
field in recent years. The use of statistics in sports has been around for over a century,
but it wasn’t until the past few decades that it really began to gain traction. In this
chapter, we will explore the evolution of sports analytics, from its early beginnings to the

present day.

3.1 Early Beginnings

The earliest form of sports analytics can be traced back to the late 19th century, when
baseball statistics were first recorded and analyzed. Baseball analyst Henry Chadwick is
often credited as the father of baseball statistics, as he created the first box score in 1859.
Over the next few decades, statistics continued to be recorded and analyzed, but the use
of statistics was limited to basic measures. Chadwick was elected to the Hall of Fame in
1938 [44].

3.2 The Rise of Sabermetrics

The use of statistics in sports really took off in the 1970s and 1980s, with the advent
of sabermetrics. Sabermetrics is the practice of using advanced statistical analysis to
evaluate baseball players and strategies [45].

The term was coined by Bill James, a baseball writer and statistician who began
publishing a series of books on baseball statistics in the 1980s. James’ work popularized
the use of advanced statistical analysis in baseball, and led to the development of new

metrics that helped further the understanding of the game [46].

3.3 Moneyball

The Moneyball story began with Billy Beane, the general manager of the Oakland
Athletics baseball team in the early 2000s. The Athletics were a small-market team
with limited financial resources, and Beane was faced with the challenge of building a

competitive team on a tight budget.

Diploma Thesis m



Chapter 3. The Evolution of Sports Analytics

To address this challenge, Beane turned to statistical analysis as a way to identify
undervalued players who could help the team compete with larger-budget rivals. He
assembled a team of data analysts and began using advanced statistical models to eval-
uate players, focusing on measures such as on-base percentage and slugging percentage

rather than more traditional measures such as batting average and stolen bases.

Through this process, Beane and his team were able to identify talented players who
were undervalued by traditional scouting methods. They used this data to build a team
of players who were not necessarily stars, but who had the potential to outperform their

expectations.

The result was a team that was highly successful, making the playoffs in multiple
seasons despite having one of the lowest payrolls in the league. The success of the
Athletics led to a wider adoption of statistical analysis in baseball and other sports, and
the concept of Moneyball became synonymous with the use of data to identify undervalued

players and build competitive teams on a limited budget [47].

Michael Lewis’s book "Moneyball: The Art of Winning an Unfair Game" chronicled the
story of Beane and the Athletics, and was later adapted into a movie starring Brad Pitt
as Beane. The book and movie helped to popularize the concept of sports analytics and

highlight its importance in building successful teams [47].

The Moneyball story is often cited as an example of the power of data analysis in
sports. By using statistical models to identify undervalued players and build competitive
teams, Beane and his team were able to outperform their expectations and compete with
larger-budget rivals. The success of Moneyball has inspired a new generation of data
analysts and revolutionized the way many sports teams approach player recruitment and

strategic decision-making.

Figure 3.1. Oakland Athletics Logo
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3.4 Sports Analytics Today

Today, the use of analytics has spread to many other sports, including basketball,
football, soccer, and hockey. Teams and analysts use a variety of data sources, including
player tracking data, performance data, and scouting data, to gain insights into player
performance and identify areas for improvement. The use of machine learning and ar-
tificial intelligence has also become increasingly common, allowing teams to make more

sophisticated predictions and develop more effective strategies [48].

r'y .
Sense & Respond Predict & Act

w : :
(U . .
< : . Optimization
< : :
- : H What is the best that
E E ;r;cliitl:_live could happen?

: odeling
w E Generic E
E : Predictive | 1

. Analytics H
E ] Ad Hoc H What will
w : Reports & : happen?
o Standard OLAP :

Reporis " Why did it
P e —
ata
3ia @
e @ What
happened?

ANALYTICS MATURITY

Figure 3.2. Analytics Stages [1]

3.4.1 Famous Applications Today

Statistics and data in sports have become commonplace. The average fan can visit
websites, pull data from databases in almost every sport or even view analysis done by
professionals on websites such as FiveThirtyEight.com [49]. We can view Mike Trout’s
on-base percentage against right-handed pitchers in a home game. We can see Stephen
Curry’s three-point percentage in the final moments of a playoff game. We can even find
a New York Times Bot that makes recommendations on when to go for it on 4th down
[Figure 3.3]

Daryl Morey of the Houston Rockets spearheaded the analytics movement in basket-
ball and completely evolved the way the game is played. As shown in the chart below, the
Rockets were way ahead of the league when it came to understanding the efficiency and
value of a 3 pt. shot [Figure 3.4]. Whether it’s ‘Moneyball’ or ‘Moreyball’, a lot of these
concepts seem obvious now that we look back a few years. However, at the time, they

were considered different and others were years off from adoption [5].
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Figure 3.3. NYT 4th Down Bot Recommender [5]

The Rockets aren’t the only team playing Moreyball now
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Figure 3.4. Moreyball [5]

In the past decades, teams across all of the NBA have widely adopted the use of

analytics to better develop more efficient game styles. The midrange shots that we all
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grew up watching in Michael Jordan and Kobe Bryant are now considered “bad shots”
unless taken by those that are of top efficiency levels there [Figure 3.5]. In baseball, teams
have begun to employ the shift in baseball. In football, teams have decided to go for it on

fourth down conversions with far more frequency [5].

THE GAME HAS CHANGED

Top 200 shot locations in the NBA, 2001-02 versus 2019-20

2001-02 2019-20

Figure 3.5. Shot Locations Evolution [5]
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Soccer Analytics

As we saw, the use of analytics — using data and statistics to better understand
something — is growing across most sports. This is especially true in soccer, where the
most successful teams are also frequently the most dedicated to analytics. Barcelona,
Liverpool and Bayern Munich have all been public about their willingness to use data to
inform decision-making. In the international game, so have U.S. Soccer and the German
Football Association. More and more, winning teams’ decision makers have an analytical
edge over the competition [50].

Analytics are tied closely with the understanding of the game. Much of analytics is
really about putting concepts that soccer people already understand into terms that can
be described with data. Most people know intuitively what a counterattack is, for example.
A goal of analytics, though, is to answer a question like “How valuable is a team’s ability
to prevent counterattacks?” To do that, we need to define and quantify a “counterattack”
first. From that definition, an analyst can determine that the team’s defensive ability
there prevented up to five or six goals in a season. The goal of this quantification is to

give an analyst a way to describe at scale what happens on the field [50].

4.1 Possession Value

A lot of useful concepts have been developed in the field throughout the years. Pos-
session value is one of them. Possession value calculates the probability of a goal being
scored at any point in a possession. Just like with shots, a team on the ball right outside
the box is much more dangerous than a team knocking it around in its own half — this is
why straight percentage of possession stats can be misleading. Possession value models
that danger. Much of analytics focuses on determining the actions that lead to higher
and lower value possessions [50].

Possession value allows us to value every action on the pitch and see how effective
players have been for their team. For example, imagine that Kevin De Bruyne has the
ball near the halfway line where the possession value is 1% (PV start = 0.01). If he
carries the ball down the line and then plays a pass to Raheem Sterling in the box,
where the possession value is now 13% (PV end = 0.13), Kevin De Bruyne has increased
the likelihood of his team scoring by 12%. This is what we call possession value added

(or PV+) and rewards Kevin De Bruyne for his contribution irrespective of what Sterling
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chooses to do with the ball next. Manchester City are now 12% more likely to score
within the next 10 seconds (PV+ = 0.12). In this way, it allows us to credit players who
may previously have been undervalued by more traditional metrics such as goals and
assists. We can look at all of the contributions of an individual player and evaluate

whether their positive actions outweigh their negative actions [6].

De Bruyne's contribution would be given 0.12 PV+ i meAnalyst

- ~ —

o Kevin l:l_e Bruyne's involvement inc/reased
] \\ / the F"pssesslorl Value by U.IE.I‘S‘OIHB
- | ( . 'Iﬂl:l:ll.ﬂd be credited with D.l‘E
/ \ Possession Value added (PV+)
\ // for these actions

\x__,/ Possession Value
013

Passession Value
0.01

Carry Pass

Figure 4.1. De Bruyne’s added value example [6]

4.2 Sequences

Sequences are defined as passages of play which belong to one team and are ended
by defensive actions, stoppages in play or a shot. A sequence starts with a player making
a controlled action on the ball. This includes passes but not defensive events such as
tackles and interceptions, unless these events are followed by a controlled action such as
a pass or dribble [7].

By stringing events together, we are able to value the contributions of the players
who don’t necessarily score or assist goals but are still integral in the build-up. While
secondary assists (the pass before an assist) provide some of this context, we can now
go even further back with sequences and see who is starting these moves or who is most
frequently involved before these final actions. Here is the passage of play leading to

Arsenal’s Martin @degaard’s first Premier League goal in the North London derby against
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Tottenham.

Martin Odegaard goal (43:50) e me Analyst

Arsenal | Arsenal 2 - 1 Tottenham Hotspur | English Premier League 2020-21 i

Start Event End Event Pass Carry

@ @ —_—

Figure 4.2. Martin @degaard’s first goal sequence [7]

Each team plays differently, and their style is typically hard to quantify. With stylistic
metrics derived from the sequence framework, we can now compare how teams typically
move the ball. The graphic below shows how Premier Leagues 2020-21 teams currently
compare in terms of their number of passes per sequence and direct speed, where direct
speed is the average speed of ball movement towards the opponent goal line during a

sequence [Figure 4.3].

Unsurprisingly Manchester City are out on their own. They play almost three more
passes per sequence than West Bromwich Albion at the other end of the scale and are
patient with progressing the ball up the pitch. Comparing teams like this gives a high
level overview of how their style of plays contrast, with similar teams clustering according

to their directness and passing tendencies [7].
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Figure 4.3. Teams possession style [7]

4.3 Expected Goals (xG)

At the forefront of the data boom in soccer is xG. It is without doubt one of the most

widespread and insightful metrics in the soccer analytics sphere.

4.3.1 What are Expected Goals (xG)?

Expected goals (or xG) measures the quality of a chance by calculating the likelihood
that it will be scored from a particular position on the pitch during a particular phase
of play. This value is based on several factors from before the shot was taken. xG
is measured on a scale between zero and one, where zero represents a chance that is
impossible to score and one represents a chance that a player would be expected to score
every single time.

We know that a chance from the halfway line isn’t as likely to result in a goal as a
chance from inside the box. With xG, we can actually quantify how likely a player is to
score from each of these situations. For example, suppose the chance from inside the box
with a given set of pre-shot characteristics was worth 0.1 xG. This means that an average
player would be expected to score one goal from every ten shots in this situation or 10%

of the time.

The terminology may be new, but these phrases have been used by football fans and
commentators for years before xG was introduced - “he scores that nine times out of ten”
or “he shouldve had a hat-trick” [8].
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4.3.2 Common Misconceptions

The main criticisms of expected goals (xG) often appear in scenarios where the metric
isn’t actually being applied correctly. The most common of which is at the game level.
The team that has the higher xG in a match doesn’t necessarily imply that they should've
won the game. xG is only measuring chance quality and not the expected outcome of
the game. Exactly as the old saying suggests, goals do change games and the score line
influences how teams play. If a team takes an early lead, they don’t necessarily need’
to generate more chances and we often expect to see the opposition generate more goal
scoring opportunities for the remainder of the game in pursuit of a comeback.

Another misconception is in the literal interpretation of the metric name. We do
not “expect” goals to occur exactly as the likelihood predicts. We also understand that
fractions of goals cannot be scored. The name “expected goals” is derived from the math-
ematical concept of “expected value” and it is a measure of the likelihood of an outcome
occurring. The expected value of a fair coin toss is 50% likely to land on heads and 50%
likely to land on tails (the expected heads or the expected tails is 0.5). We do not expect
exactly half of our tosses to land on each outcome, but rather that over a larger number
of coin tosses, it is likely to regress to this balance. The same applies to expected goals.
Variance from the expected value is inevitable and this is valuable information that we
can analyze in football.

A player or team who has been overperforming their xG, does not then have to un-
derperform to regress to expectation. This is a concept known as the Gambler’s Fallacy.
While we would expect them to regress back to scoring in line with their expectation with
their future shots, they have already ‘banked’ this overperformance and so we will still
expect them to overperform by this amount in the season aggregates. In the same way, if
a coin toss landed on heads ten times in a row, future coin tosses are still equally likely
to land on heads as they are tails, but the ten times that the coin landed on heads have

already happened [8].

4.3.3 How do we calculate Expected Goals (xG)?

While watching a game, we can intuitively tell which chances were more or less likely
to be scored. How close was the shooter to goal? Were they shooting from a good angle?
Was it one-on-one? Was it a header?

The difficulty is that there are an average of 25 shots per game that we need to work
this out for, all potentially from unique situations. The advantage of an expected goals
model is that we can now take the variables above - and others - and quantify how each
of these affects the likelihood of a goal being scored. With this, it allows us to value the
quality of the chances for all 9,398 shots taken in the Premier League 2019-20 season in
a matter of seconds.

Let’s analyze the Stats Perform’s xG model for example. It is built using a logistic
regression model that is powered by hundreds of thousands of shots from our historical
Opta data and incorporates a number of variables that affect the likelihood of a goal being

scored, some of the most important of which are listed below:
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Distance to the goal

Angle to the goal

e One-on-one

Big chance

Body part (e.g., header or foot)

Type of assist (e.g., through ball, cross, pull-back etc)

Pattern of play (e.g., open play, fast break, direct free kick, corner kick, throw-in

ete)

We recognise that some situations are particularly unique and so these are modeled
independently. Penalties are given a constant value corresponding to their overall con-
version rate (0.79 xG); direct free kicks have their own model; and headed chances are

valued differently for set-pieces and open play [8].

4.3.4 How can we use Expected Goals (xG)?

Let’s compare two players from their 2019-20 seasons, Manchester City’s Gabriel Je-
sus in the Premier League and AC Milan’s Hakan Calhanoglu in Serie A. Both players took
exactly 100 shots last season (excluding penalties) but scored 14 and 8 goals respectively.
So, what was the difference between their shots?

By quantifying the quality of the 100 chances for each player, xG adds additional
context to their shots that goes beyond the traditional metrics such as shots on target or
average shot distance. We can now measure the quality of chances that each player had
[Figure 4.4].

FOOTBALL

DOMESTIC COMPETITIONS 2019-20

100 CHANCES

Gabriel Jesus Hakan Calhanoglu

Shots (excl. penalties)

Expected goals (xG)

Goals
xG per shot

xG per 90

Figure 4.4. xG Comparison [8]
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4.3.4 How can we use Expected Goals (xG)?

From the chances that Gabriel Jesus had we would expect the average player to
score nearly 18 goals (17.7 xG). On the other hand, from Hakan Calhanoglu’s chances,
we would expect the average player to score only 7 goals (7.0 xG). We can immediately
understand why their goal scoring output was so different. Despite Jesus overperforming
and Calhanoglu underperforming slightly according to their expected goals output, their
100 chances were very different in quality and their output reflected that [8].

100 shots: Gabriel Jesus .

Manchester City | Premier League 2019-20 #u2 The AnalySt
" i,
. i) *
L 3 W
g'lgw /4
o @ Ghobo
% : ° 9 L
L]
!

Goals:

xG: 17.7
Shots:
Penalties: 0/1
Penalties are removed
Outcome: xG Value:

Shot @ Goal

Figure 4.5. Jesus Shot Profile [8]

We can compare the shot profiles of the two players by looking at their expected
goals per shot (or xG per shot) which values the average quality of a player’s scoring
chances. Gabriel Jesus’ XG per shot was 0.18, meaning that he would be expected to
score approximately one goal for every five shots he took. The speculative nature of
Calhanoglu’s shots resulted in a much lower xG per shot (0.07) that is evident in his shot

map above, where the increasing size of the dot indicates an increasing xG value (and
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100 shots: Hakan Calhanoglu .

Milan | Ttalian Serie A 2019-20 «%: ™e Analyst

. @
3
O
Goals: B
xG:
Shots:
Penalties: 1/1
Penalties are removed
Outcome: xG Value:

Shot @ Goal

Figure 4.6. Calhanoglu Shot Profile [8]

hence a higher likelihood of scoring).

We've focused on an individual player example here, but the expected goals metric
can also be applied to teams or games in a similar manner. Of course, we can see here
that a player or team may score more or less often than their xG value suggests but this
is exactly the variance we can now analyze. Is a player scoring less than he should be?

Who is getting chances from high xG situations? [8]

4.3.5 What have xG models taught us?

Many of the things we have learned from xG models are, to a degree, intuitive. Even
the most casual supporter could tell you that a shot from inside the six-yard box has
a greater chance of producing a goal than a shot from 30 meters out. But what an

Expected Goals model provides is a statistical framework to systematically evaluate the
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value of each and every shot, and determine how much more likely one is to result in a
goal than the other [51].

e Central Shots Are Best: Shots from the central part of the penalty area are more

valuable than those from tighter angles.

o Feet Over Head: From the same distance, foot shots are more likely to result in
goals than headed shots.

e Crosses Are Hard: In general, crosses are more difficult to convert than ground
passes, through-balls and shots after dribbles.

e Shot Quality is Key: Given large enough sample sizes, it is possible to identify
certain players who stand out for their finishing ability, but the large majority of
players are close to average. In general terms, what differentiates good forwards
isn’t so much finishing chances at an above-average rate but generating shots from

valuable locations.
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Chapter E

Regression Analysis

Regression specifically refers to the estimation of a continuous dependent variable or
response from a list of input variables, or features.

Regression is a supervised learning technique which helps in finding the correlation
between variables and enables us to predict the continuous output variable based on
the one or more predictor variables. It is mainly used for prediction, forecasting, time
series modeling, and determining the causal-effect relationship between variables. In
Regression, we plot a graph between the variables which best fits the given data points,
using this plot, the machine learning model can make predictions about the data. In
simple words, "Regression shows a line or curve that passes through all the data points
on target-predictor graph in such a way that the vertical distance between the data points
and the regression line is minimum." The distance between data points and line tells

whether a model has captured a strong relationship or not [9].

LINEAR REGRESSION

The thing we want

to explain ie 77% of the variance in y is If you only had data on x, this line
lained by x. Below c.30% means provides your best estimate of y. If the
DEPENDENT - - e
they're hardly connected. Above as5% fit is strong and no major ourliers, x could
VAR IABLE and they'e

be used as a surrogate or forecast of y.

_»"S<LINE OF BEST FIT
70
o7 O ©

6 ©

and they're practically the same.

J | R*=0-77

95% CONFIDENCE BAND

If a data point falls outside these
o) lines, youre 4s% sure there is
ﬂ something special about it causing it
to do better or worse than others -

QUTLIER an ‘outlier’ worth understanding

The Facter we think

might influence the

e INDEPENDENT
x & VARIABLE dependent variable

Figure 5.1. Linear Regression [2]
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Chapter 5. Regression Analysis

In the photo below [Figure 5.2] the main types of regression can be seen. We will then

focus on three of those.

1 Linear
Regression

2  Polynomial Regression

Support Vector
3 Regression

Types

Decision tree

of | 4 Regression
Reg ression / 5 Random Forest
e Regression
6 Ridge Regression
M X 7 Lasso Regression
g Logistic
Regression

Figure 5.2. Regression Types [9]

5.1 Random Forest Regression

5.1.1 What is Random Forest Regression?

Random forest regression is a supervised learning algorithm that uses an ensem-
ble learning method for regression. Random forest is a bagging (bootstrap aggregating)
technique. The trees in random forests run in parallel, meaning there is no interaction
between these trees while building the trees [Figure 5.3] [13].

5.1.2 Bootstrap Aggregating

Bootstrap aggregating, also called bagging (from bootstrap aggregating), is a machine
learning ensemble meta-algorithm designed to improve the stability and accuracy of ma-
chine learning algorithms used in statistical classification and regression. It also reduces
variance and helps to avoid overfitting [14].

Given a standard training set D of size n, bagging generates m new training sets D;,
each of size n’, by sampling from D uniformly and with replacement. By sampling with
replacement, some observations may be repeated in each D;. If n’ = n, then for large n the
set D; is expected to have the fraction (1—1/e) (about 63.2%) of the unique examples of D,

the rest being duplicates. This kind of sample is known as a bootstrap sample. Sampling
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with replacement ensures each bootstrap is independent from its peers, as it does not
depend on previous chosen samples when sampling. Then, m models are fitted using
the above m bootstrap samples and combined by averaging the output (for regression)
or voting (for classification). In addition to each tree only examining a bootstrapped
set of samples, only a small but consistent number of unique features are considered
when ranking them as regressors. This means that each tree only knows about the data
pertaining to a small constant number of features, and a variable number of samples that
is less than or equal to that of the original dataset. Consequently, the trees are more likely
to return a wider array of answers, derived from more diverse knowledge. This results in
a random forest, which possesses numerous benefits over a single decision tree generated

without randomness [14].

Test Sample Input

— " —

¢ 00 O ® © \ e © O
h
v
(...) | Prediction 600 |
I — ——..m‘c/“‘ el

Average All Predictions ﬂ‘

|
h 4

Random Forest
Prediction

Figure 5.3. Random Forest Regression [3]

5.2 XGBoost Regression

XGBoost (eXtreme Gradient Boosting) is an open-source software library which pro-
vides a regularizing gradient boosting framework [15].

Tree ensembles are used in Boosted Trees like in Random Forests. The difference
between the two methods can be found in the training phase. While Random Forests use
the bagging technique that was analyzed above, XGBoost and all the boosted tree models
use the boosting technique [16].
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5.2.1 Boosting

Boosting is an ensemble meta-algorithm for primarily reducing bias, and also variance
in supervised learning, and a family of machine learning algorithms that convert weak

learners to strong ones [17].

While boosting is not algorithmically constrained, most boosting algorithms consist
of iteratively learning weak classifiers with respect to a distribution and adding them
to a final strong classifier. When they are added, they are weighted in a way that is
related to the weak learners’ success. After a weak learner is added, the data weights are
readjusted, known as "re-weighting". Wrongly predicted input data gain a higher weight
and examples that were predicted correctly lose weight. Thus, future weak learners focus

more on the examples that previous weak learners predicted in an incorrect way [17].

Model 1,2,..., N are individual models (e.g. decision tree)

weakness

Ensemble(with all its predecessors)

Figure 5.4. Boosting [10]

Figure 5.5. Technique Comparison [4]

Diploma Thesis



5.3 Ridge Regression

5.3 Ridge Regression

Ridge regression is a method of estimating the coefficients of multiple-regression mod-
els in scenarios where the independent variables are highly correlated. It has been used in
many fields including econometrics, chemistry, and engineering. Also known as Tikhonov
regularization, named for Andrey Tikhonov, it is a method of regularization of ill-posed
problems. It is particularly useful to mitigate the problem of multicollinearity in lin-
ear regression, which commonly occurs in models with large numbers of parameters.
Ridge regression was developed as a possible solution to the imprecision of least square
estimators when linear regression models have some multicollinear (highly correlated) in-
dependent variables—by creating a ridge regression estimator (RR). This provides a more
precise ridge parameters estimate, as its variance and mean square estimator are often
smaller than the least square estimators previously derived [18].

Possibly the most elementary algorithm that can be kernelized is ridge regression.
That leads to Kernel Ridge Regression [19].

-10-10

Figure 5.6. Technique Comparison [11]
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Related Work

The general inclination observed in previous work has been to mainly use historical
statistical data in combination with Naive-Bayes, Random Forests, Boosting Machines
and other ensemble methods to predict future player performances.

Using a Gaussian Naive Bayes algorithm, Thapliya was able to predict future player
performances with a reported accuracy of 86% [20]. He classified the data labels into two
classes: the ones that have scored 8 or more points, and the ones with less than 8.

Using similar training data, Raghunandh found that using ensemble methods such
as Gradient Boosting Machines (GBM) could help, in his work trying to suggest potential
captaincy picks [21].

In their paper, Bonello, Beel, Lawless and Debattista aimed to investigate whether
combining data from different data sources would help in increasing the accuracy and
overall performance of predictions. While this idea is promising, they reportedly struggled
to incorporate textual data from social media etc., as they encountered difficulties during
the implementation of their NLP models. However, they both managed to attain a very
good rank of 30,000 out of 6.5 million players and found that GBMs are the most effective
in this case, particularly due to the unbalanced data [22].

Bonomo et Al. developed a mathematical optimization model using integer linear
programming to predict ideal line ups every gameweek in Argentinian Football League.
They used historical data combined with information from the managers’ press conference
before matches were played. They used their model on posteriori stats to determine factors
that could possibly help in building predictive models [23].

Pokharel, Timalsina, Panday and Acharya used XGBoost regression and focused on
ROI to predict players’ performance, while also examining the effect of additional data
from midweek cup games. They managed a mean RMSE score of 2.048 for all players
[24].

In more sophisticated models, Matthews, Ramchurn and Chalkiadakis presented an
innovative fantasy football predictor that consisted of belief-state MDP models combined
with Bayesian Q—Learning algorithms to train models on the past five years of football
data [25]. Their most successful model used a state of the art Bayesian Q-learning model
to handle the uncertainty, placing the machine within the top 500 players out of the
2.5million participants (0.01%). The original model was naive; acting myopically only

considering the single next gameweek. Even with all these restrictions, this model still
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achieved a very respectable rank of 113,921. By extending this model to also look back
on data from the previous season, the model leaves out all the players who did not appear
but still improved performance slightly, upping the rank to 60,633.

Over the past years the FPL community has produced many laudable projects in the
field. One of them is undoubtedly FPL Kiwi’s model [26]. He uses expected data (expected
Goals, expected Assists etc.) from the past 5 seasons and breaks down the problem into
smaller ones, with each smaller problem being the prediction of a separate event that
leads to points. He uses spreadsheets to implement his detailed calculations, has his
own model of calculating team strengths and uploads his projections to help the FPL
community [27].

A lot of fantasy websites have come up with their own models recently too. FPL Review
[28], Fantasy Football Scout [29], Fantasy Football Hub [30], Fantasy Football Fix [31]

are all examples of the recent data boom in fantasy football.

6.1 AILS LAB - NTUA

Machine learning, including deep neural network architectures have been imple-
mented and used in various applications by members of the NTUA Artificial Intelligence
and Learning Systems Laboratory. In particular supervised CNN and CNN-RNN tech-
niques have been applied for object categorization, in the medical diagnosis of neu-
rodegenerative diseases, such as Parkinson’s disease [52, 53, 54, 55, 56] or Covid-19
[67, 58, 59, 60, 61], involving 2-D or 3-D medical images. Emphasis has been placed
on transparency and adaptation of models [62, 63, 64], but also on development of more
complex architectures, i.e., Bayesian, Capsules and ones involving Uncertainty estimation
[65, 66, 67, 68]. Deep self-supervised neural architectures, as well as encoder-decoder
architectures have been applied to nuclear reactor fault detection [69, 70, 71], agricultural
production forecasting [72, 73], recognition and synthesis of emotions [74, 75, 76, ?, 77],
while others are applied to image analysis and human-computer interaction problems
[78, 79, 80, 81, 82, 83, 84, 85].

Diploma Thesis



Chapter

Data

In this chapter, we will explore all the data related problems and processes I en-
countered on the way to the final results. I will explain how the data was gathered and
manipulated to extract all those insights necessary to tackle our problem. The data flow

diagram below [Figure 7.1] gives an overview of the process.

7.1 Important Decision

Predicting a player’s value for the next gameweeks in FPL is a problem with no dataset
ready to use. However, our experience from the sport and the game leads us to met-
rics that can be used to predict this value. Therefore, I had to create my own datasets
and experiment with different feature sets in order to achieve the best possible results.
After personal experimentation, conversations with members of the FPL community and
studying older related work, I decided that it made sense to break down the problem
of predicting each player’s value into smaller subproblems [Figure 7.2]. For every ac-
tion/event in the match that a player produces points, there’s a different subproblem to

be solved. The main ones that require their own models are the following:
e Non penalty Goals

Assists

Team Goals

e Penalties
e Saves
e Bonus Points

Non penalty Goals and penalties, that only add value to each team’s penalty takers, con-
stitute the Goals component of the player’s final value. This translates to all players (with
the goalkeepers the least likely to score). Team Goals, for example, are used to compute
the probability of clean sheets (using the Poisson process [32]), that give points to specific
players depending on their position. Saves are used to calculate save points for goalkeep-

ers only, while assists and bonus points are for every player.
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Figure 7.1. The Data Flow Diagram of the Project

Diploma Thesis



7.2 Data Sources

Non penalty Goals ‘ Penalties ‘ Team Goals
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Goals Assists Clean Sheets Saves Bonus Points

e Value }:
Figure 7.2. Player’s Value Components

7.2 Data Sources

Although no specific dataset was available to achieve my goal, raw data was not

difficult to find. Here, I will present the sources that the raw data were collected from.

7.2.1 Fantasy Premier League API

This is the API of the official game. It provides extremely useful data for the project
such as fixture data, player data of the past gameweeks, and even statistical info on
players’ past seasons. Other than that, you can make requests to the official API to get a

specific player’s team data, or info about the leagues he/she is in [33].

7.2.2 Understat

Understat is a site that provides detailed xG statistics for the top European leagues.
Their goal was to create the most precise method for shot quality evaluation. For this
case, they trained neural network prediction algorithms with the large dataset (>100,000
shots, over 10 parameters for each [34]). I used Understat for quickly updated player
and team xG data for the Premier League. Furthermore, understat provided data such as
non-penalty goals, shots and key passes for a player per match, that I found particularly

useful for my goal. I use the understat package [35] to access the data.

7.2.3 Vaastav’s GitHub Repository

The Fantasy Premier League API provides data for the current season only. This would
make it impossible to gather past season data to train our models with. Vaastav’s repo

solves that problem by providing past season data from the FPL API and from understat
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[36]. This repository was extremely valuable for the project, as it is the basis of all the

created datasets.

7.2.4 Chris Musson’s ID Map

The Fantasy Premier League API doesn’t have the same id for the same player as the
Understat AP, or even the same name in a lot of cases. In a new FPL season a player’s id
doesn’t necessarily remain the same causing obvious mapping problems when trying to
combine the FPL API with understat for past seasons. Chris Musson’s repository solves
the id mapping problem, as he has mapped the FPL ids with the Understat ids for every

player for several past seasons [37].

7.2.5 FiveThirtyEight

FiveThirtyEight’s SPI (Soccer Power Index) ratings and projected goals scored metrics
were used as well. These metrics were used in different models to provide insight on
a team’s strength at a specific point in time relative to the opponent. FiveThirtyEight’s
Club Soccer Predictions dataset was used to incorporate those metrics [38]. At the start
of a season a team’s SPI is influenced by the SPI they finished last season with and
the market value of the team. During a season, a team’s SPI changes based on the
team’s performances, and more specifically based on the team’s adjusted goals, shot
based expected goals and non-shot expected goals after each game [39]. SPI ratings help
calculate projected goals for each game and using the Poisson Process [32] calculate the

probability of a team winning.

7.3 Non-Penalty Goals Dataset

From the experience of the domain and conversations with members of the FPL com-
munity, I decided to include three main feature categories: player ability, team strength,

and opponent team strength. The final dataset is 51554 rows X 14 columns.

7.3.1 Features

The features are presented below, and we assume that action; is the action or event

performed by the player or team i games back:

e npg ratell00: The non-penalty goal rate of a player per 90 minutes in his last 100
matches (or less if data isn’t available). This metric gives useful information about
the player’s actual ability to score over a big sample, and can even hopefully provide

insights about a player’s finishing ability when combined with npxGp901100.

0 }:O? non_penaltyGoals;

npg_ratel100 =
Po- ilzof minutes_played;

e npxGp901100: The non-penalty expected goals rate per 90 minutes of a player in

his last 100 matches (or less if data isn’t available). This metric gives an estimate
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of the player’s chance quality per 90 minutes over a big sample. Of course this can
contain matches from different teams for a player, or even different positions and
tactical systems, but the average can be a pretty good indicator of future chance

quality.
i1:0§) non_penalty_expectedGoals;

100

npxGp901100 =
=1 minutes_played;

e sh_ratell00: The shot rate per 90 minutes of a player in his last 100 matches (or
less if data isn’t available). This metric gives us information about the amount of a
player’s shots over a big sample of matches, as well as qualities such as willingness

to shoot etc.
90 * 319 shots;

100

sh_ratell00 =
2.i=1 minutes_played;

e npxGp90: The non-penalty expected goals rate per 90 minutes of a player in the
current season. The current_GW is the current gameweek of the season. As men-
tioned above, the use of this metric is to quantify the quality of the chances a player
gets. Here, we get this info for the current season. Therefore, it can both be easily
influenced by variance if we have only a few gameweeks of the current season, and
contain useful information, such as a team’s uptick in attacking performances due

to a tactical change this season.
yewrent-GW=1 non_penalty_expectedGoals;

Z current_GW-1
i=1

npxGp90 =
minutes_played;

e npg rate: The non-penalty goal rate of a player per 90 minutes in the current
season. The current_GW is the current gameweek of the season. This metric gives
useful information about the player’s actual ability to score over a smaller sample,
and specifically the current season. It tends to contain information about a player’s
scoring form.

90 x Zf:;rent_GW—l

Z current_GW-1
i=1

non_penaltyGoals;

npg_rate =

minutes_played;

e shp90: The shot rate per 90 minutes of a player in the current season. The
current_GW is the current gameweek of the season. shp90 indicates the willing-

ness of a player to shoot and is limited to the current season.

90 * Ye-SW=1 shots;

current_GW-1
i=1

shp90 =
minutes_played;

e npxGp90(L4): The non-penalty expected goals rate per 90 minutes of a player in his
last 4 matches. This metric is easily influenced by variance, as it is calculated by
the last 4 performances. However, it can contain really useful signals, for example
if a player changes position and dramatically improves his chance quality.

90 * Y% . non_penalty_expectedGoals;
npxGp90(L4) = Liz1 =P y_exp -

Z?:l minutes_played;
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o teamnpxGp90: The average non-penalty expected goals the player’s team produces
in the current season. The current_GW is the current gameweek of the season. This
is a team’s metric and it is used to take into account the team’s attacking strength

this season.

Zf:;re”t—GW_l team’s_non_penalty_expectedGoals;

teamnpxGp90 =
pX-p current. GW — 1

e spi_team: The Soccer Power Index rating of the player’s team as calculated by
FiveThirtyEight [39]. This is another team’s metric and gives information about the

team’s general strength.

e opp_npxGAp90: The average non-penalty expected goals the player’s opponent
team concedes in the current season. The current_GW is the current gameweek of
the season. This is a metric about the opponent team’s strength and it is used to

take into account the opponent team’s defensive strength this season.

Z current_GW-1

=1 opponent_team’s_non_penalty_expectedGoals_conceded;

current_GW — 1

opp_npxGAp90 =

e spi_opp_team: The Soccer Power Index rating of the player’s opponent team as
calculated by FiveThirtyEight [39]. This is another metric about the opponent team’s

overall strength.

e minutes: The minutes the player played in that specific match. This feature may
be self-explanatory, but its importance cannot be overstated. The amount a player

is involved in a game, or not, directly and greatly impacts his expected value.

e was_home: True if the player’s team was playing in their home arena, and False
if they were playing on the road. A metric for our model to take into account the

possible advantage of playing with your home crowd.

e npg: The non-penalty Goals the player scored in that specific match. This is the

label, and the number we are trying to predict.

7.3.2 Dataset Exploration

As mentioned earlier, goals in soccer, and more specifically non-penalty goals, are
generally considered rare events. The average goals in a soccer match are between 2 and
3 goals. However, over 30 players can feature during a match. Furthermore, there are
more players that weren’t selected to play any minutes. Therefore it is easy to under-
stand that our dataset is dominated by samples, where the player hasn’t scored. This is
demonstrated in the below graph [Figure 7.3].

Another thing that was discovered after exploring the dataset, and the problem in
general, is that variance is dominant in the non-penalty goal prediction problem. Although
we have some very good metrics to approach the problem, it is by nature a high-variance

problem. We see in the scatterplot below that, in spite of the fact that most of the goals are
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Figure 7.3. Non-penalty Goals Dataset Barplot

scored against teams with a 60-80 rating, which is to be expected as this range contains

the most teams, goals are pretty random [Figure 7.4].
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Figure 7.4. Scatterplot of npxGp90 vs spi_opp_team

However, not all hope is lost. We can see an obvious correlation between the npxGp90
and npg_rate metrics, especially when the sample size gets bigger [Figure 7.5].
The above correlation can be seen really well when we examine what percentage of

players scored a non-penalty goal depending on their npxGp90 bracket [Figure 7.6]. We

take into account players that played the greatest part of a match (>75 minutes).
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Figure 7.5. Correlation between npxGp90 and npg_rate over a big sample
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Figure 7.6. Percentage of players that scored a non-penalty goal depending on their
npxGp90 metric

7.4 Assists Dataset

Just like with the non-penalty goals dataset, I decided to include three main feature
categories: player ability, team strength, and opponent team strength. The final dataset

is 51554 rows X 15 columns. The assists dataset is really similar to the non-penalty
goals dataset we explored above, but with key differences.
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7.4.1 Features

The features are presented below, and we again assume that action; is the action or

event performed by the player or team i games back:

e assist_ratell00: The assist rate of a player per 90 minutes in his last 100 matches
(or less if data isn’t available). This metric gives useful information about the player’s

actual ability to create goals over a big sample.

90 * Zilzoi) Assists;

199 minutes_played,;

assist_ratell100 =

e xAp901100: The expected assists rate per 90 minutes of a player in his last 100
matches (or less if data isn’t available). This metric gives an estimate of the player’s
chance creation per 90 minutes over a big sample. Of course this can contain
matches from different teams for a player, or even different positions and tactical
systems, but the average can be a pretty good indicator of future chance creation
by the player.

90 * Zl}:o? expectedAssists;

Zilzof minutes_played;

XAp901100 =

e kp ratell00: The key passes rate per 90 minutes of a player in his last 100 matches
(or less if data isn’t available). This metric gives us information about the amount
of a player’s key passes that often lead to big chances or assists, over a big sample

of matches, as well as qualities such as willingness to create etc.

90 * Z}IO? Icey_passes;

1.120 {) minutes_played;

kp_ratel100 =

e xAp90: The expected assists rate per 90 minutes of a player in the current season.
The current_GW is the current gameweek of the season. As mentioned above, the
use of this metric is to quantify the quality of the chances a player creates. Here, we
get this info for the current season. Therefore, it can both be easily influenced by
variance if we have only a few gameweeks of the current season, and contain useful
information, such as a team’s uptick in attacking performances due to a tactical

change this season.

90 = Zic:;rem—c'w_l expectedAssists;

Z current_GW-1
i=1

XAp90 =
minutes_played;

e assist_rate: The assist rate of a player per 90 minutes in the current season.
The current_GW is the current gameweek of the season. This metric gives useful
information about the player’s actual ability to create over a smaller sample, and

specifically the current season. It tends to contain information about a player’s
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chance creation form.

current_GW-1
90 * iy
current_GW-1
i=1

Assists;

assist_rate =
minutes_played;

e kpp90: The key passes rate per 90 minutes of a player in the current season. The
current_GW is the current gameweek of the season. kpp90 indicates the willingness

of a player to create chances and is limited to the current season.

current_GW-1

90 * 2y
current_GW-1
i=1

ke asses;
kpp90 = J-p -

minutes_played;

e xAp90(L4): The expected assists rate per 90 minutes of a player in his last 4
matches. This metric is easily influenced by variance, as it is calculated by the
last 4 performances. However, it can contain really useful signals, for example if a

player changes position and dramatically improves his chance creation.

x Y| expectedAssists;

90
XAp90(L4) =
| minutes_played,;

o teamnpxGp90: The average non-penalty expected goals the player’s team produces
in the current season. The current_GW is the current gameweek of the season. This
is a team’s metric and it is used to take into account the team’s attacking strength

this season.

current_GW-1

=1 team’s_non_penalty_expectedGoals;

current_GW — 1

teamnpxGp90 =

e spi_team: The Soccer Power Index rating of the player’s team as calculated by
FiveThirtyEight [39]. This is another team’s metric and gives information about the

team’s general strength.

e opp_npxGp90: The average non-penalty expected goals the player’s opponent team
produces in the current season. The cuwrrent_GW is the current gameweek of the
season. This is a metric about the opponent team’s strength and it is used to take

into account the opponent team’s attacking strength this season.

current_GW-1

=1 opponent_team’s_non_penalty_expectedGoals;

current. GW — 1

opp_npxGp90 =

e opp_npxGAp90: The average non-penalty expected goals the player’s opponent
team concedes in the current season. The current_GW is the current gameweek of
the season. This is a metric about the opponent team’s strength and it is used to

take into account the opponent team’s defensive strength this season.

current_GW-1

=1 opponent_team’s_non_penalty_expectedGoals_conceded;

current_ GW — 1

opp_npxGAp90 =
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spi_opp_team: The Soccer Power Index rating of the player’s opponent team as
calculated by FiveThirtyEight [39]. This is another metric about the opponent team’s

overall strength.

minutes: The minutes the player played in that specific match. This feature may
be self-explanatory, but its importance cannot be overstated. The amount a player

is involved in a game, or not, directly and greatly impacts his expected value.

was_home: True if the player’s team was playing in their home arena, and False
if they were playing on the road. A metric for our model to take into account the

possible advantage of playing with your home crowd.

assists: The assists the player had in that specific match. This is the label, and the

number we are trying to predict.

7.4.2 Dataset Exploration

An assist is the pass that comes before the goal. So, in order to be an assist, it

needs to be a goal. Therefore, it is easy to understand that our dataset is dominated by

samples, where the player hasn’t assisted (just like with the previous dataset). This is

demonstrated in the below graph [Figure 7.7].
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Figure 7.7. Assists Dataset Barplot

Assists contain even more variance than non-penalty goals. This is easily intuitive,

because for an assist to happen the player who provides the potential assist depends on

the player who receives it to score. This extra step in comparison to the non-penalty goal

process makes it more random. Furthermore, the game rewards assists for some semi-

random events that lead to goals, such as winning a penalty or shooting and someone

scoring from the rebound. Although we have some very good metrics to approach the
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problem, it is by nature an extremely high-variance problem. We see in the scatterplot
below that, in spite of the fact that most of the assists are against teams with a 60-80
rating, which is to be expected as this range contains the most teams, they are pretty
random [Figure 7.8].
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Figure 7.8. Scatterplot of xAp90 vs spi_opp_team

Just like we observed earlier, we can see an obvious correlation between the xAp90

and assist_rate metrics, especially when the sample size gets bigger [Figure 7.9].
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Figure 7.9. Correlation between xAp90 and assist_rate over a big sample

The above correlation can be seen really well when we examine what percentage of
players that assisted depending on their xAp90 bracket [Figure 7.10]. We take into ac-
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count players that played the greatest part of a match (>75 minutes).
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Figure 7.10. Percentage of players that assisted a goal depending on their xAp90 metric

7.5 Penalties Dataset

The penalties dataset is created to predict the expected penalties a team will have in
the next matches. Penalties are considered almost random events in soccer matches,
so I tried to create a dataset that will correspond the best way possible to a difficult
task: predicting penalties. It is noteworthy that the information our eventual model will
provide, will be used to get the expected penalties of each team. I have implemented a
penalty hierarchy for each team (the penalty takers and their order for each team) that
will translate this information into expected points for each team’s penalty takers. The

dataset is 2658 rows X 8 columns.

7.5.1 Features

The features are presented below, and we again assume that action; is the action or

event performed by the team i games back:

o team_npxG: The average non-penalty expected goals the team produces in the cur-

rent season. The current_GW is the current gameweek of the season.

. o yeument-GW=1 team’s_non_penalty_expectedGoals;
eam_npxG =

current_GW — 1
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e team_npxGp90(L4): The average non-penalty expected goals the team produces

taking into account the last 4 matches.

‘.L: | team’s_non_penalty_expectedGoals;

team_npxGp90(L4) = = 2

e pen_rate: The average penalty rate the team has over the course of the current

season. Gt
Lo team” s_penalties;

current_GW — 1

pen_rate =

e oppteam_npxGA: The average non-penalty expected goals the opponent team con-
cedes in the current season. The current_GW is the current gameweek of the sea-
son. This is a metric about the opponent team’s strength and it is used to take into

account the opponent team’s defensive strength this season.

yeument-GW=1 opponent_team’s_non_penalty_expectedGoals_conceded;

current._ GW — 1

oppteam_npxGA =

o oppteam_npxGAp90(L4): The average non-penalty expected goals the opponent
team concedes during the last 4 matches. The current_GW is the current gameweek

of the season.

D ?: 1 opponent_ team’s_non_penalty_expectedGoals_conceded;
4

oppteam_npxGAp90(L4) =

e proj_goals: The projected goals the team will score against the opponent team as
calculated by FiveThirtyEight [39]. This is another metric about the overall strength

differential between the teams.

e was_home: True if the team was playing in their home arena, and False if they
were playing on the road. A metric for our model to take into account the possible

advantage of playing with your home crowd.

e team_pens: The penalties the team won in that specific match. This is the label,

and the number we are trying to predict.

7.5.2 Dataset Exploration

As mentioned above, penalties are rare, high variance events [Figure 7.11]. However,
it is only logical that the more goals a team is projected to score the more penalties it is
expected to get [Figure 7.11].

m Diploma Thesis



7.6 Team Goals

2500
2328
2000
1500
=
8
1000
................................................................ Mean: 88450 _ _ o e
500
m
0 L 1
-0.5 00 05 1.0 s 20 25 30 35
team_pens
Figure 7.11. Penalties Dataset Barplot
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Figure 7.12. Percentage of teams that won a penalty depending on the goals they were
projected to score

7.6 Team Goals

Although I created my own dataset and model about team goals (2260 rows X 6
columns), I decided to use the data of projected_goals provided by FiveThirtyEight [39].
In both cases we get the projected goals a team is going to score. But, we don’t care about
that number. What we are interested in at the end of the day is the expected clean sheet
odds for each team. In order to translate the projected goals into clean sheet odds, we

use the Poisson Process.
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7.6.1 Poisson Process

In probability, statistics and related fields, a Poisson point process is a type of ran-
dom mathematical object that consists of points randomly located on a mathematical
space with the essential feature that the points occur independently of one another. The
Poisson point process is often defined on the real line, where it can be considered as a
stochastic process. In this setting, it is used, for example, in queueing theory to model
random events, such as the arrival of customers at a store, phone calls at an exchange
or occurrence of earthquakes, distributed in time [32].

A Poisson point process is characterized via the Poisson distribution. The Poisson
distribution is the probability distribution of a random variable N (called a Poisson random

variable) such that the probability that N equals n is given by:

—m n

m

e
Pr(N =n) = '
n!

where n! denotes factorial and the parameter m determines the shape of the distribution.
(In fact, m equals the expected value of N) By definition, a Poisson point process has the
property that the number of points in a bounded region of the process’s underlying space

is a Poisson-distributed random variable. [32]

7.6.2 Poisson Process Example

Let’s say we want to calculate the expected clean sheet of Man City that plays against
Chelsea. Let’s also assume that Chelsea is projected to score 1 goal against Man City. To
calculate the clean sheet chance, or the expected clean sheet, we assume that the goals
Chelsea is going to score is a random variable X with expected value m=1, and that it
follows the Poisson distribution. Therefore the clean sheet odds for Man City are:

e 1«10

1
Pr(X=0)= —— = — = 0.367879
0! e

This is how the expected values for the clean sheets are being calculated each gameweek.

7.7 Saves Dataset

The goal of the saves dataset is to provide data for our models to predict the expected
saves a goalkeeper is going to make in the next match. In order to achieve this, we take
into account the goalkeeper’s previous saves profile, as well as data about the strength of

the two teams. The dataset is 4082 rows X 9 columns.

7.7.1 Features

The features are presented below, and we again assume that action; is the action or

event performed by the player or team i games back:
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e savesp90: The average save rate per 90 minutes of the goalkeeper in the current

season. The current_GW is the current gameweek of the season.

current_GW-1

90 2y
tGW-1 __.

Y- minutes_played;

saves;

savesp90 =

e npxGAp90: The average non-penalty expected goals the goalkeeper’s team concedes
in the current season.

current_GW-1

GADIO =1 team’s_non_penalty_expectedGoals_conceded;
npxGAp90 =

current_GW -1

e npxGAp90(L4): The average non-penalty expected goals the goalkeeper’s team con-

cedes taking into account the last 4 matches.

?: | team’s_non_penalty_expectedGoals_conceded;
4

npxGAp90(L4) =

e opp_npxGp90: The average non-penalty expected goals the opponent team pro-
duces in the current season. The current_GW is the current gameweek of the
season. This is a metric about the opponent team’s strength and it is used to take

into account the opponent team’s attacking strength this season.

current_GW-1

=1 opponent_team’s_non_penalty_expectedGoals;

current_GW — 1

opp_npxGp90 =

e opp_npxGp90(L4): The average non-penalty expected goals the opponent team pro-
duces during the last 4 matches. The current_GW is the current gameweek of the

season.

?: 1 opponent_team’s_non_penalty_expectedGoals;

4

opp_npxGp90(L4) =

e opp_proj_goals: The goals the opponent team is projected to score against the
goalkeeper’s team as calculated by FiveThirtyEight [39]. This is another metric

about the overall strength differential between the teams.

e was_home: True if the goalkeeper’s team was playing in their home arena, and
False if they were playing on the road. A metric for our model to take into account

the possible advantage of playing with your home crowd.
e minutes: The minutes the goalkeeper played in that specific match.

e saves: The saves the goalkeeper made in that specific match. This is the label, and

the number we are trying to predict.
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7.7.2 Dataset Exploration

A goalkeeper makes an average of about 2.5 saves per game as we see in [Figure 7.13].
The game rewards goalkeepers 1 point for 3 saves they make. So, the Poisson Process
that was explained before is being used here as well to calculate the expected save points

for the goalkeepers.
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Figure 7.13. Saves Dataset Barplot

7.8 Bonus Points Dataset

After each match, FPL awards 3 players (sometimes more when there are ties) with 1,
2, and 3 bonus points for their performances [Figure 7.14]. The Bonus Points Dataset is
created with the goal of predicting the expected bonus points for every player in the next
match. Individual player statistics and attributes as well as team and opponent specific

data are being collected. The dataset is 47543 rows X 10 columns.

7.8.1 Features

The features are presented below, and we again assume that action; is the action or

event performed by the player or team i games back:

e bonusp90: The average bonus points rate per 90 minutes of the player in the

current season. The current_GW is the current gameweek of the season.
current_GW-1 .,
90 * X -] bonus_points;

current_GW-1 .
iy minutes_played;

bonusp90 =

e position: The player’s position in the game. There are goalkeepers, defenders,

midfielders and forwards. Each position class is rewarded bonus points a little
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Figure 7.14. Bonus Points Dataset Barplot

bit differently, depending on the player’s actions during the match. Therefore, the
position is an important feature to consider.

e npxGp90: The average non-penalty expected goals the player has produced in the
current season.

current_GW-1
=1 non_penalty_expectedGoals;

current. GW — 1

npxGp90 =

e xAp90: The average expected assists the player has created in the current season.

Z current_GW-1

AP0 =1 expectedAssists;
p =

current_GW — 1

o npxGAp90: The average non-penalty expected goals the player’s team concedes in
the current season.

Z current_GW-1

GADIO =1 team’s_non_penalty_expectedGoals_conceded;
npxGApIL =

current_GW -1

e opp_npxGp90: The average non-penalty expected goals the opponent team pro-

duces in the current season. The current_GW is the current gameweek of the

season.

f:'lTe”t—GW_ ! opponent_team’s_non_penalty_expectedGoals;
current_GW — 1

opp_npxGp90 =

e opp_npxGAp90: The average non-penalty expected goals the opponent team con-
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cedes in the current season.

> icﬂrent—cw_ ! opponent_team’s_non_penalty_expectedGoals_conceded,;

current_GW -1

opp_npxGAp90 =

e was_home: True if the player’s team was playing in their home arena, and False
if they were playing on the road. A metric for our model to take into account the

possible advantage of playing with your home crowd.
e minutes: The minutes the player played in that specific match.

e bonus: The bonus the player was awarded in that specific match. This is the label,

and the number we are trying to predict.

The created datasets analyzed above, can be found on my GitHub [40].
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Training and Evaluation

In this chapter we will explore the techniques used and the decisions made during the
training phase, we will examine the metrics with which the models were evaluated, and

we will observe those evaluations.

8.1 Models and Evaluation Metrics

Since the data for the specific problem tend to be very noisy, we need very robust/re-
guralized models, which avoid overfitting. The models that were selected for training are

the following:

¢ Random Forest Regressor
o Kernel Ridge Regressor

o XGBoost Regressor

Those models performed the best according to similar projects we examined during the
literature research phase (see Chapter 6: Related Work).

The metrics with which our models will be evaluated are the following:

o Mean Absolute Error (MAE): It is the average of the absolute differences between

the actual value and the model’s predicted value.

1 N
MAE=N;|yi—yi|

where, N = total number of data points, y; = actual value, y; = predicted value.

Here, a big error doesn'’t overpower a lot of small errors and thus the output provides
us with a relatively unbiased understanding of how the model is performing. Hence,

it fails to punish the bigger error terms [41].

o Root Mean Square Error (RMSE): It is the average root-squared difference between
the real value and the predicted value. By taking a square root of MSE, we get the

Root Mean Squared Error. The lower the value, the better the regression model [41].

N
— 1 § /\2
RMSE = Jﬁ i:1(yi—yi)
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where, N = total number of data points, y; = actual value, y; = predicted value.

e R? score: R-squared explains to what extent the variance of one variable explains
the variance of the second variable. In other words, it measures the proportion of

variance of the dependent variable explained by the independent variables.

SSE
RP=1-—
where SSE is the sum of the square of the difference between the actual value and
the predicted value
N
SSE = ) (yi - y})?
i=1
and SST is the total sum of the square of the difference between the actual value

and the mean of the actual value.
N
SST = ) (yi - §)”
i=1

Here, y; is the observed target value, y; is the predicted value, y is the mean value,

and N represents the total number of observations.

R squared is a popular metric for identifying model accuracy. It tells how close the
data points are to the fitted line generated by a regression algorithm. A larger R

squared value indicates a better fit.

8.2 Train-Test Split

The training set contains data from the past 3 seasons (2019/20 - 2021/22) and the
test set contains data from the current season (2022/23) up to GW25. This is a 80%-20%
split with our data.

Using the current season as a test set, enables us to evaluate all our models on the
same season regardless of whether they are focused on player performance (such as the

non-penalty goals model) or team performance (such as the team goals model).

8.3 Hyperparameter Tuning

For the Random Forest Regressors the most important hyperparameters that were

tuned are:
e n_estimators: The number of trees in the forest. [13]

e max_depth: Maximum depth of a tree. Increasing this value will make the model

more complex and more likely to overfit.

For the XGBoost Regressors the most important hyperparameters that were tuned

are:
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e n_estimators: The number of trees.

e max_depth: Maximum depth of a tree. Increasing this value will make the model

more complex and more likely to overfit.

e learning rate: A technique to slow down the learning in the gradient boosting model
is to apply a weighting factor for the corrections by new trees when added to the
model. This weighting is called the shrinkage factor or the learning rate, depending

on the literature or the tool.

For the Kernel Ridge Regressors the most important hyperparameter that was tuned

is:

e alpha: Regularization strength. Regularization improves the conditioning of the

problem and reduces the variance of the estimates. [19]

In order to fine tune the hyperparameters of the models, Grid Search Cross Validation

and Randomized Search Cross Validation (n_iter=10) were used with the following ranges:
e n_estimators: 200 - 1200
e max_depth: 2 -7
e learning rate: 0.006 - 0.016
e alpha: 0.5-1.5

This is how the best parameters for each model were found.

8.4 Evaluation

8.4.1 Mean Absolute Error Table

The MAE results of our models are being presented on the following table.

Random Forest | XGBoost | Kernel Ridge
Non-penalty Goals 0.09378 0.09366 0.11581
Assists 0.10092 0.10484 0.11247
Penalties 0.23667 0.20918 0.21616
Team Goals 0.94811 0.94030 0.93470
Saves 1.00484 1.02365 1.17936
Bonus 0.24714 0.25096 0.28834

Table 8.1. MAE Evaluation

We observe that the Random Forest models top 3 of the 6 models, with XGBoost
models topping 2 out of the 3 remaining models, and Kernel Ridge best at the Team Goals
model. However, the differences between the Random Forest and XGBoost models are
mainly minimal and the dominant model can change when we give more weight to the

extreme cases.
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8.4.2 Root Mean Squared Error Table

The RMSE results of our models are being presented on the following table.

Random Forest | XGBoost | Kernel Ridge
Non-penalty Goals 0.24316 0.23885 0.24850
Assists 0.23798 0.23596 0.24017
Penalties 0.31277 0.30599 0.31374
Team Goals 1.19468 1.19524 1.18542
Saves 1.54129 1.53651 1.59737
Bonus 0.55274 0.55206 0.56428

Table 8.2. RMSE Evaluation

Now, we observe that the XGBoost models dominate apart from the Team Goals model,
where Kernel Ridge is still on the top. What is surprising is the fact that XGBoost models
are better than Random Forest models on every category judging by RMSE, while the
Random Forest models seemed better evaluating by MAE. This change implies that XG-
Boost models tend to be more accurate about the high variance cases, since the RMSE
score penalizes large errors more by taking into account the square of the errors. It is
noteworthy, however, that the Random Forest models perform only slightly worse and are

still pretty good solutions.

8.4.3 R? Score Table

The R? score results of our models are being presented on the following table.

Random Forest | XGBoost | Kernel Ridge
Non-penalty Goals 0.11814 0.14911 0.07900
Assists 0.07706 0.08808 0.05996
Penalties -0.01321 0.03020 -0.01951
Team Goals 0.14130 0.14049 0.15455
Saves 0.46550 0.46881 0.42590
Bonus 0.12817 0.13029 0.09138

Table 8.3. R? score Evaluation

Here, we observe similar results with those mentioned above on the RMSE table. The
XGBoost models dominate all categories, except for Team Goals with Kernel Ridge being

the clear winner in this one.
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Final Stages and Results

9.1 EV Calculation

After we have selected the best performing models for every on-pitch action that leads
to points, the basis of the predictive process has been set. All we have to do now is collect
every current data point for every player that each model requires. We then feed those
data points into the function that calculates the expected points for a player for a specific
gameweek and we follow this iterative process for every player and every gameweek up

until the selected horizon (the gameweek up until the EV calculations will be performed).

9.1.1 xMins Calculation

One really important part of the EV Calculation process is undoubtedly the xMins
(expected minutes) calculation. This process refers to the minutes prediction of each
player for each one of the next gameweeks that the EV Calculation will be performed.
Minutes play a crucial role in predicting a player’s value for the next gameweeks, a fact
that is pretty intuitive. The more time a player is on the pitch, the better the chances
of scoring points and reaching the thresholds for appearance points (1 appearance point
for 0-60 minutes, 2 for >60 minutes). In the figure below [Figure 9.1], we can see the
non-penalty Goals model feature importances for instance, and unsurprisingly the most
important feature for predicting non-penalty goals, even more important than non-penalty
goal rates and npxGp90 for the player, is minutes.

In order to calculate the xMins for a player, we take into account the player’s past min-
utes in the team, the player’s form, his injury status, and important news from the press
conferences the teams’ managers provide before the matches. His recent performances,
and the team’s program congestion are also taken into account. This is not an easy task,
because each manager selects his team with different criteria for each game, players can
get injured without it being general knowledge, and judging a player’s performance is
sometimes subjective. Moreover, the process is hard to fully automate, as the managers’
plans are being influenced by thousands of factors, many of which we don’t even have
access to as outside observers, and the managers often give limited information at press
conferences for strategic reasons. Finally, the xMins calculation process aims to predict
minutes for gameweeks in the future (not only the upcoming one), where the possibility

of an injury, or a tactical change in the formation always looms.
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Figure 9.1. Non-penalty Goals model Feature Importances

9.1.2 xPoints Calculation

After all the current data points about a player, his team, and the opponent team
have been collected, we use them to calculate the player’s xPoints (Expected Points) for

one specific gameweek.

First of all, the expected appearance points and the chance of playing at least 60
minutes (this is important because when a player plays for at least 60 minutes he is
eligible for extra appearance points and clean sheet points) are being calculated depending
on the player’s xMins for the match. Then, the expected penalty goals of the player are
being computed. The vast majority of players have O expected penalty goals, because
they simply aren’t on penalty duties for their team. Every team has about 3 players who
are responsible for penalty duties. Usually, these players are in order: 1st choice penalty
taker, 2nd choice penalty taker, 3rd choice penalty taker. To give the correct expected
value to these players, as far as penalties as concerned, a penalty hierarchy has been
implemented for every team, and the penalty takers get the expected points according to
the chance of their team winning a penalty, being produced by the penalties model, the
place of each player in his team’s hierarchy, and the xMins of the players above him in

the hierarchy (if any).

After the appearance points and penalty goals, the saved models, we explored in the
previous chapter, predict the non-penalty goals, assists, saves and bonus of the player for
the gameweek at hand, as well as the opponent team’s projected goals. This information
is not always translatable to expected value. For instance, the opponent team’s projected

goals are being used to assess the player’s team’s chance of a clean sheet, and the chance
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of 2, 4 and 6 goals being conceded (the game deducts 1 point for every 2 goals conceded
from defenders and goalkeepers). The expected saves are also being translated into the
chance of having 3, 6, or 9 saves, as the game awards goalkeepers 1 point for every
3 saves they make. These "translations" are possible with the Poisson Process [32] we
examined in an earlier chapter [see Chapter 7]. The assists and bonus models are being
used directly, while we add the expected penalty goals and non-penalty goals of a player
to compute the player’s total goals for the match.

Finally, we add up all the expected actions/events multiplied by the points each
action/event provides, according to the player’s position [12]. The expected yellow cards
deduct points from a player, according to his xMins. We assume a player’s expected
yellow cards is the average of yellow cards he has received throughout his career in the
Premier League. Last but not least, we perform some basic checks (for example if a player
has 0 xMins he will score O points) and we have the EV of the player for that specific

match.

9.2 Results

In this section, we will compare the final results of the project with other similar
projects that predict EV for Premier League players that were mentioned in the Related
Work chapter. We will compare based on prediction data for the upcoming gameweek,
and we will use MAE (Mean Absolute Error), RMSE (Root Mean Squared Error) and R2
score as the evaluation metrics.

The projects we’re comparing with are the following:

e FPL Review Premium Model [28]

e FPL Kiwi Model [27]

e Mikkel’s Model [86]

e Fantasy Football Scout Model [29]
e Fantasy Football Hub Model [30]

e Fantasy Football Fix Model [31]

The models are being compared on 6900 common samples from the 2022/23 season,
gameweeks: 26-38 (>1/3 of the season). The Kiwi model had a lot of missing values, so
it was compared separately with our model (GWs: 26-33 / season: 2022-23 / N=2317)
and our model significantly outperformed it in every metric. The results of the models are
being presented on the following table.

We observe that our model performs really well compared with the top models of the
field. It is noteworthy that all of them (except for Kiwi’s model) are products you have to
pay for and are considered the best solutions available in the FPL community.

Our model is the best as far as Mean Absolute Error is concerned and second only to
FPL Review across the other two metrics. Therefore, we can safely say it is one of the best

solutions built for the FPL problem.
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MAE RMSE R?

My Model 1.2898 | 2.3004 | 0.3334
FPL Review 1.3005 | 2.2713 | 0.3502
Mikkel’s Model 1.3175 | 2.3278 | 0.3175

Fantasy Football Fix 1.3678 | 2.3606 | 0.2981
Fantasy Football Scout | 1.3279 | 2.3083 | 0.3306
Fantasy Football Hub | 1.4150 | 2.3798 | 0.2867

Table 9.1. Model Results (GWs: 26-38 / season: 2022-23 / N=6900)

In [Figure 9.2] the better models are top right and the bigger the size of the bubble,
the bigger the R-squared score of the model.

Model Evaluation
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1.34 -

FFScout

MAE
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©
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Figure 9.2. Models Evaluation Bubbleplot

Another really positive indicator of our model’s abilities is the fact that the team it
managed starting GW24, ended up 1st across all the teams (>25,000 teams) that started

the same gameweek [Figure 9.3].

» 1 Gameweek 24

Figure 9.3. Gameweek 24 League
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Figure 9.5. Gameweek 24 League - 25,000 Teams

9.3 FPL Optimization and Solvers

Optimization is a fundamental concept used in various domains to achieve the best
possible outcome. It involves finding the optimal solution from a set of possible alter-
natives, given certain constraints and objectives. The goal is to maximize or minimize a
specific criterion, such as efficiency, cost, profit, or performance, depending on the con-
text. FPL optimization refers to the process of selecting the best combination of players
within the given game constraints to maximize the total expected points earned by the
fantasy team.

Mathematical modeling is a powerful approach used to represent and solve the FPL
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optimization problem. It involves formulating the problem in mathematical terms, defin-
ing variables, constraints, and an objective function. For FPL, mathematical modeling
involves binary variables to represent player selection (1 if selected, O if not) etc., continu-
ous variables to capture money left in the bank, budget constraints as linear inequalities,
and the objective function as a function that maximizes the total points over a specific
horizon. By formulating the problem mathematically, users can leverage optimization
algorithms and solvers to efficiently explore the enormous solution space, considering
various constraints and objectives. Mathematical models allow for systematic analysis,
comparison of different strategies, and identification of the best team composition within
the given constraints.

The FPL Optimization problem is a mixed-integer linear programming (MILP) problem,
meaning that some of the variables are constrained to be integers, while other variables
are allowed to be non-integers. Branch and cut is a method of combinatorial optimization
for solving those problems and that’s what the solver in the project uses. Branch and cut
involves running a branch and bound algorithm and using cutting planes to tighten the
linear programming relaxations. Note that if cuts are only used to tighten the initial LP
relaxation, the algorithm is called cut and branch [42].

In this project, I have integrated Sertalp’s solver [43]. It uses the sasoptpy library to
model the FPL problem and express all the different constraints and variables. The solver
allows the user to input his/her desired solver settings such as decay, the value of in the
bank funds, the value of a free transfer, chips played etc. and his/her team data to create
transfer paths like the one in [Figure 9.6].

In summary, solvers are tools used to model and solve the FPL problem, based on
a set of useful EV values, like the ones we produced in this diploma thesis. The solver
is the "blind worker" that translates the useful players’ expected values into actionable
plans. However, a significant drawback of FPL solvers is the fact that they are pretty
computationally intensive, and thus slow, to run especially if we have big horizons. This
is not a surprise as the search space is huge and the underlying algorithms try to find

and prove the optimal solution, a process that can be slow sometimes.

iter buy sell score
(%) = - 128.436011

1 sSalah Fernandes 127.947591

Figure 9.6. Solver Transfer Path Suggestion Table
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Conclusion

In this study, the application of data science and machine learning techniques in the
context of Fantasy Premier League (FPL) has been explored. The objectives of the thesis

were as follows:

e Develop Machine Learning Models for Predicting Expected Value (EV): The first
and main goal of the thesis was to develop a system based on machine learning
models capable of predicting the Expected Value (EV) for FPL players. By develop-
ing accurate and reliable EV prediction models, the aim was to assist FPL managers
in making informed decisions regarding player selection and transfers. To achieve
this objective, the thesis explored various machine learning algorithms and regres-
sion techniques. Historical player performance data, along with relevant features
such as expected player and team data and other statistics, were used to train the
models. The performance of different machine learning models was evaluated, and
the most effective approach for each separate task was selected and all of them were

eventually combined for the EV prediction system.

e Generate Optimal Moves for FPL Managers based on Predicted EV Values: The
second goal of the thesis was to generate optimal moves for FPL managers based on
the predicted EV values. Once the EV values for players were estimated using the
machine learning models, the thesis aimed to provide recommendations and strate-
gies for FPL managers on player transfers, captaincy choices, and other decisions
to maximize their team’s overall performance. This objective involved the integra-
tion of the EV prediction models with optimization techniques. Optimization solvers
were employed to identify the best combinations of player transfers and strategic
moves that would lead to optimal team performance. By leveraging the predicted
EV values, FPL managers can make informed decisions and optimize their team

composition within the constraints of the game.

e Contribute to the Field of FPL Analytics and Advance the Application of Ma-
chine Learning Techniques in FPL: The final goal of the thesis was to contribute
to the field of FPL analytics and advance the application of machine learning tech-
niques in FPL. By developing accurate EV prediction models and providing opti-
mization strategies, the thesis aimed to enhance the understanding of player perfor-

mance dynamics, strategic decision-making, and team optimization in the context
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of FPL. The research aimed to expand the existing knowledge base and contribute
to the growing field of FPL analytics. By demonstrating the effectiveness of ma-
chine learning techniques, the thesis sought to promote the adoption of data-driven

decision-making and optimization methods among FPL managers and enthusiasts.

Throughout the thesis, we have discussed the evolution of sports analytics as well
as the most relevant soccer analytics metrics, the theoretical foundations of the different
regression techniques used, explored relevant literature in the field, and built different
datasets, identifying key factors affecting player performance in FPL. Additionally, we
have examined various machine learning algorithms and techniques, selecting the most
appropriate ones for our specific task.

The results obtained from our experiments and analyses have demonstrated the poten-
tial of machine learning in improving FPL performance. By leveraging historical player and
team data and incorporating relevant features such as player statistics, team strength,
and team/player form, our models were able to generate satisfactory predictions of play-
ers’ future points. Furthermore, we successfully integrated Sertalp’s optimization algo-
rithm that creates actionable plans for FPL managers within the game constraints. Our
findings highlight the importance of feature selection and model evaluation in the context
of FPL. We observed that certain player attributes, such as past player performance over
different time windows, team strengths, and the current season’s player and team per-
formance were highly influential in predicting future performance. Additionally, model
evaluation techniques, including cross-validation and performance metrics such as mean
squared error, R? score and mean absolute error, proved crucial in assessing the effec-
tiveness of our models and comparing their performance.

Despite the promising results achieved in this study, it is important to acknowledge
certain limitations and potential areas for improvement. Firstly, a potential limitation
of this study lies in the fact that data from the 2019-20 season up until the 2022-23
season were used. The effects of COVID-19 significantly affected the Premier League,
with arenas being empty due to COVID restrictions. Therefore, since an important part
of the data was collected during that time period, the extent of the influence of being at
home or away could be potentially misinterpreted. Secondly, an area for improvement
would undoubtedly be a separate study for xMins (players’ expected minutes) prediction.
As mentioned earlier, the importance of xMins cannot be overstated when predicting a
player’s future expected points, since the most important prerequisite of scoring points is
being on the pitch. Another potential area of research could be creating and evaluating
specific targeted models for predicting EV for high-performers separately. Something that
is worthy of consideration is the concept of Ensemble models. In simple terms this is
combining data from several independent models into one model, similar to the kind of
value we find in the "wisdom of the crowd" idea. The ability to dampen out mistakes
in individual models may hold value, though equally sometimes it can potentially come
at the cost of special insights too. Additionally, incorporating more advanced machine
learning techniques, such as deep learning models, could further enhance the predictive

power of our models. Last but not least, creating heuristics for shortening the solver
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running time is another thing that would potentially better an FPL manager’s experience,
especially if speed is more important than accuracy. Heuristics are not always desirable
since you have no way of knowing how far you are from the optimal solution, but a
combination of both producing a fast solution with a heuristic and running optimization
in the background to prove, may be the best of both worlds.

In summary, the application of machine learning techniques in FPL has proven to
be effective in predicting player performance and optimizing team selection. The ability
to leverage historical data and extract valuable insights from vast amounts of informa-
tion provides FPL managers with a competitive advantage. The findings of this thesis
contribute to the growing body of knowledge in the field of sports analytics and provide
a foundation for further research and development in the area of data science in FPL.
Ultimately, the integration of machine learning algorithms in FPL has the potential to
revolutionize the way managers approach team selection, transfer decisions, and overall
strategy. As the game continues to evolve and the availability of data increases, the role
of machine learning in FPL is likely to become even more significant. By empowering FPL
managers with advanced predictive models and optimization algorithms, we can enhance
the overall experience of the game and provide a pathway to improved performance. This
thesis serves as a stepping stone towards unlocking the full potential of machine learning
in Fantasy Premier League and encourages further exploration and innovation in this
exciting field.

The code for this project can be found on my GitHub [40].
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