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#### Abstract

In this diploma thesis we study the online variation of the classical facility location problem. The facility location problem is arguably one of the most important and extensively studied problem in the fields of computer science and operations research. In many applications the demand sequence is not known in advance, these applications create the need for the design of online algorithms for the problem. We underline key results of the fascinating and important online facility location problem and study the recent work of Feldkord et al. [22] on the online facility location with mobile facilities problem. We give a new algorithm for the problem and apply tools and techniques from the classical literature of the online facility location problem to show that our algorithm is asymptotically optimal on general metric spaces.
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$$
\min _{\mathcal{F} \subseteq \mathcal{X}} \sum_{i \in \mathcal{F}} c_{f}(i)+\sum_{j \in \mathcal{D}} \min _{i \in \mathcal{F}} d(i, j)
$$


















 то $\alpha i ́ \tau \eta \mu \alpha u_{i} \varepsilon \chi \varepsilon \imath ~ \varepsilon \xi \cup \pi \eta \rho \varepsilon \tau \eta \theta \varepsilon i ́ . ~ T o ~ к о ́ \sigma \tau о \varsigma ~ \tau о v ~ \alpha \lambda \gamma о р i ́ \theta \mu о v ~ \varepsilon i ́ v \alpha ı: ~$

$$
\sum_{i=1}^{n} d\left(\mathcal{F}_{i}, u_{i}\right)+c_{f}\left|\mathcal{F}_{n}\right|
$$












 $\mu \alpha \tau \kappa \dot{\omega} v \alpha \rho ı \theta \mu \dot{\omega} v$.


 $\sigma \tau$ а аí $\tau \mu \alpha, \mu \varepsilon \pi 1 \theta \alpha v$ ó $\tau \eta \tau \alpha \min \left(1, \frac{d}{c_{f}}\right)$.

```
Algorithm 1: Meyerson's algorithm (RANDOFL)
    for \(i=1\) to \(n\) do
        let \(d=d\left(u_{i}, \mathcal{F}_{i-1}\right)\)
        w.p \(\min \left(1, \frac{d}{c_{f}}\right)\) open a facility at \(u_{i}\)
    end
```






 тוкஸ́v $\alpha \rho \iota \theta \mu \dot{v} v$
 $\varepsilon \pi i ́ \sigma \eta \varsigma ~ \alpha \sigma \cup \mu \pi \tau \omega \tau \tau \kappa \alpha ́ \beta \dot{\lambda} \lambda \tau \tau \sigma \tau \circ \varsigma$.
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 worst case analysis). Y жó $\alpha v \tau o ́ ~ \tau о ~ \pi \rho i ́ \sigma \mu \alpha, ~ \varepsilon \chi о v v ~ \pi \rho о \tau \alpha \theta \varepsilon i ́ ~ \alpha \rho \kappa \varepsilon \tau \varepsilon ́ s ~ \pi \alpha \rho \alpha \lambda \lambda \alpha \gamma \varepsilon ́ s ~ \tau о v ~ \pi \rho о \beta \lambda \eta ́ \mu \alpha ́-~$








```
Algorithm 2: Deterministic Algorithm (DETFL)
    Let \(x\) be an appropriately chosen constant
    \(\mathcal{F}_{0} \leftarrow \emptyset\)
    \(L \leftarrow \emptyset\)
    for \(i=1\) to \(n\) do
        let \(d=d\left(u_{i}, \mathcal{F}_{i-1}\right)\)
        \(L \leftarrow L \cup\left\{u_{i}\right\}\)
        \(r_{u_{i}} \leftarrow d / x\)
        \(B_{u_{i}} \leftarrow \operatorname{Ball}\left(u_{i}, r_{u_{i}}\right) \cap L\)
        \(\operatorname{Pot}\left(B_{u_{i}}\right) \leftarrow \sum_{u \in B_{u_{i}}} d\left(\mathcal{F}_{i-1}, u\right)\)
        if \(\operatorname{Pot}\left(B_{u_{i}}\right) \geq c_{f}\) then
            if \(d\left(\mathcal{F}_{i-1}, u_{i}\right)<c_{f}\) then
                Let \(\nu \geq 0\) be the smallest integer such that:
                    Either there exists exactly one point \(u \in B_{u_{i}}\), such that:
                    \(\operatorname{Pot}\left(B_{u_{i}} \cap \operatorname{Ball}\left(u, r_{u_{i}} / 2^{\nu}\right)\right)>\operatorname{Pot}\left(B_{u_{i}}\right) / 2\)
                    Or for every \(u \in B_{u_{i}}, \operatorname{Pot}\left(B_{u_{i}} \cap \operatorname{Ball}\left(u, r_{u_{i}} / 2^{\nu+1}\right)\right) \leq \operatorname{Pot}\left(B_{u_{i}}\right) / 2\)
            Let \(\hat{w}\) be any point in \(B_{u_{i}}\) such that:
                    \(\operatorname{Pot}\left(B_{u_{i}} \cap \operatorname{Ball}\left(\hat{w}, r_{u_{i}} / 2^{\nu}\right)\right) \geq \operatorname{Pot}\left(B_{u_{i}}\right) / 2\)
        end
        else
            \(\hat{w} \leftarrow u_{i}\)
        end
        \(\mathcal{F}_{i}=\mathcal{F}_{i-1} \cup\{\hat{w}\}\)
        \(L \leftarrow L \backslash B_{u_{i}}\)
        end
        Assign \(u_{i}\) to the nearest facility in \(\mathcal{F}_{i}\)
    end
```
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 " $\pi о ́ \sigma о ~ к \alpha \lambda v ́ \tau \varepsilon \rho \alpha ~ \mu \pi о \rho \varepsilon і ́ ~ v \alpha ~ \tau \alpha ~ \pi \alpha ́ \varepsilon ı ~ \varepsilon v \alpha \varsigma ~ \alpha \lambda \gamma o ́ \rho ı \theta \mu о \varsigma ~ \sigma \varepsilon ~ \alpha v \tau o ́ ~ \tau о ~ \mu о \nu \tau \varepsilon ́ \lambda о ~ \sigma \varepsilon ~ \sigma \chi \varepsilon ́ \sigma \eta ~ \mu \varepsilon ~ \tau о ~ к \lambda \alpha \sigma ı к о ́ ~$ $\pi \rho о ́ \beta \lambda \eta \mu \alpha \alpha \mu \varepsilon \sigma \eta \varsigma ~ \chi \omega \rho о \theta \varepsilon ́ \tau \eta \sigma \eta \varsigma ~ v \pi \eta \rho \varepsilon \sigma \iota \omega ́ v ; "$. Oı Knollman et al. $\chi \rho \eta \sigma \mu о \pi о \iota \omega ́ v \tau \alpha \varsigma ~ \imath \delta \varepsilon ́ \varepsilon \varsigma ~ \pi \alpha \rho o ́-$



Theorem 0.2.1. K $\alpha v \varepsilon ́ v \alpha \varsigma ~ \alpha \lambda \gamma o ́ \rho \imath \theta \mu o \varsigma ~ \tau о v ~ o \pi o i ́ o v ~ o ~ \lambda o ́ \gamma о \varsigma ~ \pi \rho о \sigma \varepsilon \gamma \gamma l \sigma \eta \varsigma ~ \varepsilon i v \alpha l ~ \alpha v \varepsilon \xi ́ \alpha ́ \rho \tau \eta \tau о \varsigma ~ \alpha \pi o ́ ~ \tau о v ~$
 $\kappa \alpha l ~ \sigma \varepsilon ~ \alpha \pi \lambda о v ́ \varsigma ~ \mu \varepsilon \tau \rho ı \kappa о v ́ \varsigma ~ \chi \omega ́ \rho о v \varsigma ~ o ́ \pi \omega \varsigma ~ \eta ~ \varepsilon v \theta \varepsilon i ́ \alpha ~ \tau \omega v ~ \pi \rho \alpha \gamma \mu \alpha \tau ı \kappa \omega ́ v ~ \alpha \rho ı \theta \mu \omega ́ v . ~$



 олоío $\pi \rho о \tau \varepsilon$ ívouv.

 عívaı $\pi \rho \alpha \gamma \mu \alpha \tau \iota \beta \varepsilon ́ \lambda \tau \iota \sigma \tau \circ \varsigma \sigma \tau \eta \nu \varepsilon v \theta \varepsilon i ́ \alpha ~ \tau \omega v \pi \rho \alpha \gamma \mu \alpha \tau \iota \kappa \omega ́ v$.

```
Algorithm 3: The algorithm for Euclidean metric spaces (EucOFLM)
    Let \(\beta\) be an appropriately chosen constant
    \(\mathcal{F}_{0}^{m} \leftarrow \emptyset\)
    \(\mathcal{F}_{0}^{s} \leftarrow \emptyset\)
    for \(i=1\) to \(n\) do
        Let \(a=\arg \min _{a^{\prime}}\left\{d\left(u_{i}, a^{\prime}\right): a^{\prime} \in \mathcal{F}^{s}\right\}\)
        if \(d\left(a, u_{i}\right) \leq \frac{2 c_{f}}{D}\) then \(\quad / * u_{i}\) is a close demand */
            Let \(z=\operatorname{mob}(a)\)
            w.p. \(\frac{d\left(z, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            move \(\left(z \rightarrow \frac{D-1}{D} z+\frac{1}{D} u_{i}\right)\)
            Assign \(u_{i}\) to \(z\)
            end
            else /* \(u_{i}\) is a far demand */
            w.p. \(\frac{d\left(a, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            Assign \(u_{i}\) to the facility opened at \(u_{i}\).
        end
    end
```
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$\Sigma \tau \eta \nu \sigma v v \varepsilon ́ \chi \varepsilon 1 \alpha \mu \varepsilon \lambda \varepsilon \tau \alpha ́ \mu \varepsilon \tau о \pi \rho о ́ \beta \lambda \eta \mu \alpha \tau \eta \varsigma \alpha \mu \varepsilon \sigma \eta \varsigma ~ \chi \omega \rho о \theta \varepsilon ́ \tau \eta \sigma \eta \varsigma v \pi \eta \rho \varepsilon \sigma \iota \omega ́ v \mu \varepsilon \mu \varepsilon \tau \alpha \kappa ı v \circ v ́ \mu \varepsilon-$





```
Algorithm 4: The algorithm for general metric spaces GenOFLM
    Let \(\beta\) be an appropriately chosen constant
    2 \(\mathcal{F}_{0}^{m} \leftarrow \emptyset\)
    \(\mathcal{F}_{0}^{s} \leftarrow \emptyset\)
    4 for \(i=1\) to \(n\) do
        Let \(a=\arg \min _{a^{\prime}}\left\{d\left(u_{i}, a^{\prime}\right): a^{\prime} \in \mathcal{F}^{s}\right\}\)
        if \(d\left(a, u_{i}\right) \leq \frac{2 c_{f}}{D}\) then \(\quad / * u_{i}\) is a close demand \(* /\)
            Let \(z=\operatorname{mob}(a)\)
            w.p. \(\frac{d\left(z, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            w.p \(\frac{1}{D}: \operatorname{move}\left(z \rightarrow u_{i}\right)\)
            Assign \(u_{i}\) to \(z\)
        end
        else \(\quad / * u_{i}\) is a far demand \(* /\)
            w.p. \(\frac{d\left(a, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            Assign \(u_{i}\) to the facility opened at \(u_{i}\).
        end
    end
```

$\Gamma \imath \alpha \tau 0 \vee \alpha \lambda \gamma o ́ \rho \imath \theta \mu$ о $\alpha v \tau o ́ v \alpha \pi$ обєıкvv́ov $\mu \varepsilon$ то $\alpha \kappa o ́ \lambda$ оv $\theta$ o $\theta \varepsilon ळ ́ \rho \eta \mu \alpha:$
Theorem 0.3.2. O $\alpha \lambda \gamma o ́ \rho \imath \theta \mu о \varsigma ~ G e n O F L M ~ \varepsilon i ́ v \alpha ı ~ \alpha \sigma v \mu \pi \tau \omega \tau \iota \kappa \alpha ́ ~ \beta \varepsilon ́ \lambda \tau \iota \sigma \tau о \varsigma ~ \sigma \varepsilon ~ \gamma \varepsilon v ı к о v ́ \varsigma ~ \mu \varepsilon \tau \rho \imath \kappa о v ́ \varsigma ~$


Kєí $\mu \varepsilon v o ~ \sigma \tau \alpha \alpha \gamma \gamma \lambda ı \kappa \alpha ́$

## Chapter 1

## Introduction

### 1.1 The Uncapacitated Metric Facility Location problem (UMFL)

The metric uncapacitated facility location problem is one of the most extensively studied problems in the computer science and operations research literature and has been studied since the second half of the previous century, dating back to the work of [5], [38], [45], [54]. This is, in part, due to its substantial practical application and in part due to its theoretical interest (being NP-hard) from the approximation algorithms and beyond the worst case analysis point of view. The facility location problem is a natural and accurate abstraction to many practical problems related to network design ([17], [47]) and clustering (techniques for facility location have been applied to the closely related, and widely accepted as one of the main clustering objectives, the k-median problem, for example in [33] and [12]). Facility location has also found applications in healthcare ([1], [2]), supply chain ([48]), planning of warehouses and public transportation terminals to name but a few. Despite its applicability it can be shown to be NP-hard (by a reduction from set cover for example ([56])) and therefore much of the work on this problem focuses on either finding exact solutions for special cases or on approximation algorithms for the problem. The problem consists of a metric space $(\mathcal{X}, d)$, a subset of points in the metric space that are the demands, $\mathcal{D} \subseteq \mathcal{X}$ and a facility cost $c_{f}(i)$ for every point $i$ in the metric space. The goal is to open facilities on the metric space so as to minimize the sum of the facility cost (the sum of the costs of the facilities opened) plus the assignment cost (the distance between any demand and its closest open facility). In other words a set $F \subseteq \mathcal{X}$ must be selected in order to minimize $\sum_{i \in F} c_{f}(i)+\sum_{j \in \mathcal{D}} \min _{i \in F} d(i, j)$. As an integer program the problem can be formulated as follows:

$$
\begin{aligned}
\text { minimize } & \sum_{i \in \mathcal{X}} y_{i} c_{f}(i)+\sum_{i \in \mathcal{X}, j \in D} d(i, j) x_{i j} \\
\text { subject to : } & \sum_{i \in \mathcal{X}} x_{i j}=1, \forall i \in \mathcal{D} \\
& x_{i j} \leq y_{i}, \forall i \in \mathcal{X}, j \in \mathcal{D} \\
& x_{i j} \in\{0,1\}, \forall i \in \mathcal{X}, j \in \mathcal{D} \\
& y_{i} \in\{0,1\}, \forall i \in \mathcal{X}
\end{aligned}
$$

The $y_{i}$ variables determine whether the facility at point $i$ will open while the $x_{i j}$ variables determine whether the demand at point $j$ will be assigned to a facility at point $i$.

The corresponding LP relaxation that is widely used in approximation algorithms for the problem simply relaxes the conditions $x_{i j} \in\{0,1\}$ and $y_{i} \in\{0,1\}$ to $x_{i j} \geq 0$ and $y_{i} \geq 0$.:

$$
\begin{aligned}
\operatorname{minimize} & \sum_{i \in \mathcal{X}} y_{i} c_{f}(i)+\sum_{i \in \mathcal{X}, j \in D} d(i, j) x_{i j} \\
\text { subject to } & : \sum_{i \in \mathcal{X}} x_{i j}=1, \forall i \in \mathcal{D} \\
& x_{i j} \leq y_{i}, \forall i \in \mathcal{X}, j \in \mathcal{D} \\
& x_{i j} \geq 0, \forall i \in \mathcal{X}, j \in \mathcal{D} \\
& y_{i} \geq 0, \forall i \in \mathcal{X}
\end{aligned}
$$

The facility location problem has been proven to be a very fruitful problem for the development and application of approximation algorithms techniques. Virtually all techniques have been successfully used to design approximation algorithms for the problem (see [58]) The first approximation algorithm for the problem was an $O(\log (n))$ approximation ([30]). Lin and Vitter ([42]) used LP rounding and the filtering technique to get another $O(\log (n))$-approximation algorithm for the problem and for the more general non-metric case. The first constant factor approximation algorithm for the problem was due to Shmoys, Tardos and Aardal ([53]) and was a 3.16 approximation algorithm. The work of Guha and Khuller ([29] ) used LP rounding together with local search/greedy techniques to improve the approximation ratio to 2.408 . This paper also gave the first (to our knowledge) complexity characterization of the problem with respect to its approximability. It was proven that the problem is MAX-SNP-hard ([52]) via a reduction from the $B$-vertex cover problem. It was also shown that if there is an approximation algorithm better than 1.463 then this implies an algorithm with approximation ratio $c \ln |X|$ for the set cover problem which would in turn imply that $N P \subseteq \operatorname{DTIME}\left(n^{O(\log (\log (n)))}\right)$ by Feige ([20]).

The papers discussed thus far require the solution of a linear program which, while theoretically requires polynomial time, is very costly in practice. Korupolu, Plaxton and Rajamaran ([37]) also analysed local search algorithms for the facility location problem and gave a $5+\epsilon$ approximation ratio guarantee but with better running times that did not demand solving a linear program. Jain and Vazirani ([33]) proposed an approximation algorithm for the problem based on the primal dual schema that achieved a 3 approximation and had a running time of $O(m \log (m))$ where $m$ is the number of edges in the underlying graph of the metric space. This paper not only significantly improved the running time with only a marginal increase in the approximation ratio but also laid the groundwork for further research on problems pertaining to facility location. Their work also provided a 6 approximation for the $k$-median problem and the core ideas and techniques were also used in variants of the facility location problem ([49], [13], [35])

To the best of our knowledge, currently the best approximation algorithm for the uncapacitated metric facility location problem is due to Li ([41]) building on work of Byrka [10] and achieves an approximation ratio of 1.488 . This is almost tight due to the result of Guha and Khuller ([29]) (which was later strengthened by Sviridenko ([55]) who proved that no approximation algorithm can achieve a competitive ratio better than 1.463 unless $P=N P$ )

### 1.2 The Online Facility Location Problem

This diploma thesis intents to study the online version of the metric uncapacitated facility location problem. Before providing formal proofs for the Online Facility Location problem (Chapter 2) we will provide a brief overview of the problem's motivation and highlight key results. Consider the case of designing a network, which is, as discussed earlier, a very fruitful application of the Facility Location Problem. The designer should select the server locations in the underlying metric space in order to minimize the cost. More often than not, the set of clients is not completely known to the designer in advance, and therefore an online computation is involved. Another example is that of clustering pages of the web, in that case new webpages are created in an online fashion and the algorithm should maintain a good clustering of them over time. Motivated by such applications Meyerson, [50], introduced the Online Facility Location problem, where demands arrive one at a time and the goal is to design an online algorithm that minimizes the competitive ratio of the online algorithm against the optimal offline solution.

Let's now give a more formal definition of the Online Facility Location problem. Similarly to the offline case we consider a metric space $(X, d)$. At distinct points in time $t=1,2, \ldots n$, (not necessarily distinct) demands $u_{1}, u_{2}, \ldots u_{n}$ arrive as points in the metric space $X$. We denote by $\mathcal{F}_{i}$ the set of facilities opened by the algorithm after demand $u_{i}$ is processed. It is important to note that we will mainly study the uniform case where the cost of opening a facility is the same for every point $p \in X$, another important thing to note is that the algorithm is not allowed to close facilities, only to open them, therefore $\mathcal{F}_{i-1} \subseteq \mathcal{F}_{i}$. The cost incurred to the algorithm is, as in the offline case, the sum of the assignment cost and the facility opening cost. The key difference from the offline case is that the assignment cost for a demand $u_{i}$ is the distance to the closest open facility in $F_{i}$ (i.e. the distance to the nearest facility after demand $u_{i}$ was processed). The assignment cost on the other hand is naturally $c_{f} \cdot\left|\mathcal{F}_{n}\right|$, where by $c_{f}$ we denote the cost of opening a single facility. The cost of the algorithm is:

$$
\begin{equation*}
\sum_{i=1}^{n} d\left(\mathcal{F}_{i}, u_{i}\right)+c_{f}\left|\mathcal{F}_{n}\right| \tag{1.1}
\end{equation*}
$$

The goal is to design online algorithms such that the competitive ratio between the online and the offline optimal solution, where every demand is known in advance is minimized.

Meyerson proposed an elegant and intuitive algorithm for the problem and showed its competitive ratio to be $O(\log (n))$ where $n$ is the number of demands. He also showed that the competitive ratio can not be independent of the number of demands. Moreover, Meyerson's algorithm had the interesting property of being constant factor competitive in the random order model where the adversary chooses the demand sequence, but it is randomly permuted before it is provided to the algorithm. Fotakis ([26]) showed that the algorithm's competitive ratio is in fact $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ and provided a matching lower bound for randomized algorithms against oblivious adversaries. It is important to note that the lower bound holds even for very simple metric spaces like tree metrics and the real line (where the offline problem can be solved optimally in polynomial time). Fotakis ([26]) also proposed an asymptotically optimal derandomization of Meyerson's algorithm which led to the complete theoretical understanding of the Online Facility Location problem. However, in order to achieve an asymptotically optimal competitive ratio the
algorithm is fairly complicated and it is unlikely that it could be useful in practice. For practical purposes the algorithms of [4] and the primal dual algorithm of [25] seem to outperform the algorithm of [26] even though their theoretical guarantees are slightly worse. More specifically, the primal dual algorithm is $O(\log (n))$-competitive while the algorithm of Anagnostopoulos et al. [4] works only for Euclidean metric spaces and its competitive ratio is $O\left(2^{d} \log (n)\right)$, where $d$ is the dimension of the Euclidean space and $n$ is the number of demands. The primal dual algorithm on the other hand has a competitive ratio of $O(\log (n))$ regardless of the underlying metric space and works in the non-uniform case of the problem where different points of the metric space have different costs of opening facilities. It is worth noting that the primal dual algorithm has found application on other problems like the facility leasing problem [51]

### 1.3 Relaxed versions of the Online Facility Location Problem

It is evident from the lower bound that we will present in Chapter 2 that the lack of knowledge about future demands forces any algorithm to open facilities that will be useless in the future. It is therefore natural to study relaxed versions of the problem where the opening of a facility at some point of the metric space is not completely irrevocable. There has been a particularly interesting line of work on this direction.

To our knowledge, the first and perhaps the most outstanding work on this direction is that on incremental facility location. On incremental facility location, the algorithm is allowed to merge pairs of facilities (and clusters of demands) as time passes by closing one facility and reassigning every demand to the other facility. The cost of the algorithm on that setting is the sum of distances from demands to the facilities they are assigned to, plus the facility costs of the open facilities by the end of the sequence. This problem can be viewed as an instance of the more general setting of incremental clustering. The framework of incremental clustering was introduced by Charikar, Chekuri, Feder and Motwani ([11]). Charikar and Panigrahy revisited the incremental clustering problem ([15]) and presented a constant factor competitive incremental algorithm for the sum $k$-radius problem using $O(k)$ centers, they also proved that for the Incremental $k$-median any algorithm that maintains at most $k$ centers has a competitive ratio of $\Omega(k)$. They left the following question as an open problem: does a constant factor competitive algorithm for Incremental $k$ median that maintains $O(k)$ centers exist?. Fotakis ([23]) gave a deterministic constant factor competitive algorithm using $O(k)$ centers for the incremental $k$-median problem thus resolving the problem posed in [15]. The algorithm of [14] can also be interpreted as an algorithm for the incremental problem under certain conditions but opens $O\left(k \log ^{2}(n)\right)$ centers. The natural problem of Incremental facility location was also introduced by Fotakis in [23] who surprisingly showed that there exists a constant factor competitive algorithm for the problem (despite the fact that the closely related problem of online facility location has a lower bound of $\left.\Omega\left(\frac{\log (n)}{\log (\log (n))}\right)\right)$.

The idea of facilities being able to move was introduced by Diveki and Imreh ([18]). In their model the facilities are able to move with no extra cost. In [18] a constant factor competitive ratio for the problem was provided by computing an approximation of the optimal clustering at each time step and moving the facilities accordingly. In their recent work Feldkord et al. ([22]), motivated by the problem of page migration ([8], [7], [57]) introduced a new model for the online facility location with mobile facilities problem. In their model, whenever a facility is
moved by the algorithm from a point $a$ to a point $b$ a cost of $D d(a, b)$ is incurred. The constant $D \geq 1$ measures how costly the movements are, in instances where $D$ is close to 1 in the optimal solution the facilities are expected to move a lot while in instances where $D$ is large the problem can be reduced to the classical online facility location problem.

Another particularly interesting line of work towards surpassing the pessimistic lower bounds of online algorithms is that of learning augmented algorithms initiated (to our knowledge) in [43] and [46]. The framework of learning augmented algorithms has been applied to the facility location problem as well ([34], [28], [3])

It is important to note that that an effort to make the constraints of the algorithm less strict was introduced in [50] by Meyerson, who considered the random order model for online facility location where the sequence of demands is selected adversarially but is also randomly permuted before being provided to the algorithm. In that model [50] gave a constant factor competitive ratio of 8. Lang ([39]) strengthened this to show that against a $t$-bounded adversary the algorithm achieves a competitive ratio of $O(\log (t) / \log (\log (t)))$. The recent work of Kaplan, Naori and $\operatorname{Raz}([36])$ showed that Meyerson's algorithm is in fact 4 competitive in the random order model.

Let's now see what the cost of an algorithm is on the setting of online facility location with mobile facilities. The facility and movement cost is naturally the cost of the opened facilities (the algorithm is not allowed to close open facilities, only to move them) and the total distance that the facilities have moved times $D$. There are however 2 natural ways to define the assignment cost and both are considered in [22]:

1. The instant service model: The assignment cost for a demand $u_{i}$ is its distance to the closest facility in $\mathcal{F}_{i}$. Note that this could and, in the general case will, be different from its distance from the closest facility in $\mathcal{F}_{n}$ (the facility configuration at the end of the demand sequence). This model captivates applications where clients arrive over time and they are serviced at their arrival time
2. The delayed to end service model: The assignment cost for a demand $u_{i}$ is its distance from the facility that the demand was initially assigned to but by the end of the demand sequence. In other words when a demand arrives it is assigned irrevocably to a facility, the assignment cost is its distance from that facility by the end of the demand sequence. This model better captures applications related to clustering where we want to have a good clustering of demands by the end of the demand sequence.

It is important to note that in both cases the performance of the algorithm is measured compared to the static optimal offline solution, namely to the optimal facility location solution of the demand sequence. This is a strong assumption for the first model since there are instances where the algorithm can indeed outperform the offline benchmark. In worst case instances however any offline algorithm is worse than the static offline optimal solution.

In this thesis we will focus more on the first model, the instant service model. In Chapter 3 we will present the algorithm of [22] for the problem. We will consider the case where the metric space is a Euclidean space (this is essential for the algorithm presented in [22]) and we will show that their algorithm, EucOFLM for short, is optimal for the real line and postulate what needs to be proven in order for the algorithm to be asymptotically optimal for Euclidean spaces
of arbitrary dimension. We will revisit the problem in Chapter 4 and show that the algorithm is indeed optimal for Euclidean spaces of arbitrary dimension.

The online facility location with mobile facilities problem was not studied on general metric space prior to this diploma thesis. In chapter 4 we provide an algorithm for that problem and show that it is asymptotically optimal

### 1.4 Our contribution

In this diploma thesis we propose the first (to our knowledge) asymptotically optimal algorithm for the online facility location with mobile facilities problem on general metric spaces. In our effort to do so we also resolve the open question of [22] on whether their algorithm is asymptotically optimal on Euclidean spaces of arbitrary dimension. The barrier we have to overcome in order to prove the optimality of the algorithm is that of analysing the cost of the prohibited demands (see Chapters 3 and 4 for a formal definition of prohibited demands). Prior to our work, the cost of the prohibited demands was shown to be $O\left(k c_{f}\right)$ (where $k$ is the number of facilities in the optimal solution and $c_{f}$ is the cost of opening a facility) only for the case of the real line and a weaker bound of $O\left(k^{3 / 2} c_{f}\right)$ was shown for Euclidean spaces of arbitrary dimension. We use the hierarchical decomposition lemma of [26] to show that the cost of prohibited demands is $O\left(k c_{f}\right)$ for any euclidean space. Furthermore, we generalize the algorithm of [22] to general metric spaces and show that the algorithm that we propose is asymptotically optimal for general metric spaces.

### 1.5 Organization

We will explore the following in the Chapters 2,3 and 4 of this thesis:
Chapter 2: We present the main results on the online facility location problem. First we present the lower bound of [26] and show that no randomized algorithm can achieve a competitive ratio better than $\Omega\left(\frac{\log (n)}{\log (\log (n))}\right)$ even on simple metric spaces like tree metrics and the real line against an oblivious adversary. We continue to present Meyerson's algorithm [50] and prove that its competitive ratio matches the lower bound (up to constants). We introduce the optimal deterministic algorithm of [26]. We prove that the algorithm achieves an optimal competitive ratio (again up to constants) in the case that the optimal solution consists of a single facility.

Chapter 3: This chapter focuses on previous work on the online facility location with mobile facilities problem. We discuss how the lower bound for the online facility location problem can be adapted to show that in the model discussed no algorithm whose competitive ratio is independent of the number of demands can achieve a competitive ratio better than $O\left(\frac{\log (D)}{\log (\log (D))}\right)$. We continue by presenting the algorithm of [22] and analyse its competitive ratio in the case where the underlying metric space is the real line. In that case we can rather easily exploit the structure of the real line to cope with the challenge of prohibited demands.

Chapter 4: This chapter contains our contribution to the online facility location with mobile facilities problem. We prove that the cost of prohibited demands is $O\left(k c_{f}\right)$ on any metric space, thus, answering the open problem of [22]. We also consider the problem of online facility location
with mobile facilities on general metric spaces. We introduce a new algorithm for the problem and prove that our algorithm is asymptotically optimal for general metric spaces.

### 1.6 Preliminaries

### 1.6.1 Metric Spaces

We will introduce notions that will be useful throughout this diploma thesis. The first notion is that of a metric space. A metric space is a set $\mathcal{X}$ equipped with a function $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ such that the following conditions hold for every $x, y, z \in \mathcal{X}$ :

1. Non-negativity: $d(x, y) \geq 0$
2. Symmetry: $d(x, y)=d(y, x)$
3. Triangle inequality $d(x, y) \leq d(x, z)+d(z, y)$
4. $d(x, y)=0 \Leftrightarrow x=y$.

The elements of $\mathcal{X}$ are called points of the metric space and the function $d$ is called the distance or metric function. It is often very important to consider sets for which the last condition does not hold (a prime example is cut metrics, for example [40]). We call such spaces semi-metrics or pseudometrics.

Let $S$ be a subset of the metric space $\mathcal{X}$. By $d(S, u)$ we call the smallest possible distance between points of $S$ and point $u$ :

$$
d(S, u)=\inf _{s \in S}\{d(s, u)\}
$$

If the metric space is finite then:

$$
d(S, u)=\min _{s \in S}\{d(s, u)\}
$$

For a set $S$ we denote $\Delta(S)$ the diameter of $S$ :

$$
\Delta(S)=\sup _{s, s^{\prime} \in S}\left\{d\left(s, s^{\prime}\right)\right\}
$$

Again if the metric space is finite we can have max instead of sup and:

$$
\Delta(S)=\max _{s, s^{\prime} \in S}\left\{d\left(s, s^{\prime}\right)\right\}
$$

For a set $S \subseteq$ we define the separation of $S$ denoted by $\operatorname{sep}(S)$ as follows:

$$
\operatorname{sep}(S)=\inf _{s \in S, s^{\prime} \notin S}\left\{d\left(s, s^{\prime}\right)\right\}
$$

For finite metric spaces:

$$
\operatorname{sep}(S)=\min _{s \in S, s^{\prime} \notin S}\left\{d\left(s, s^{\prime}\right)\right\}
$$

### 1.6.2 Online Algorithms

In this diploma thesis we will study online algorithms for the online facility location problem (with and without mobile facilities). Before we concern ourselves with such algorithms lets back up a little bit to see what online algorithms are and how we measure their performance in the framework of competitive analysis.

In many practical problems the input is not known in advance but rather arrives in items, one item at a time. In such scenarios the algorithm must make irrevocable decisions in an online fashion every time a new "item" of the input arrives. Consider as an example the following situation. You have taken up skiing as a hobby. Whenever you go skiing you can either buy the equipment for skiing or you can rent the equipment. Obviously buying the equipment is much more expensive that renting it, once you buy it however you need never again pay for it. How do you decide whether to buy the equipment or rent it when you go skiing. If someone knew in advance the exact number of times he would go skiing it would be easy for him to deduce whether the equipment needed to be bought or not. Without knowing the future however the problem is not as trivial and an online algorithm is involved.

In online computation the input consist of a sequence $\sigma$ of items arriving over time. Whenever a new item arrives the algorithm must make an irrevocable decision without knowledge of future demands. A natural question is "how do we measure the quality of an online algorithm?". It is evident that in most interesting problems we cannot expect the algorithm to be the best possible, but how much worse can it be from the optimal. This is exactly the measure used in competitive analysis, the performance of the algorithm is compared to the offline optimal algorithm that had access to the entire sequence in advance. Furthermore, we assume that an adversary selects the input sequence in order to cause the algorithm to have a cost as high as possible when compared to the offline optimal. This way of analysing the performance of online algorithms falls under the category of worst case analysis.

Formally an online algorithm has a competitive ratio $C=C(n)$ if on any demand sequence the cost of the algorithm is at most $C$ times the cost of an offline optimal algorithm that knew the entire sequence in advance. The goal is to design algorithms with as small as possible competitive ratio.

## Chapter 2

## Online Facility Location

### 2.1 Problem definition

In the online version of the classical facility location problem we consider an underlying metric space $(X, d)$. At distinct points in time $t=1,2, \ldots, n$, (not necessarily distinct) demands $u_{1}, u_{2}, \ldots, u_{n}$ arrive as points of the metric space $X$. At every point in time the algorithm maintains a set of open facilities and whenever a new demand arrives the algorithm must either assign the demand to an open facility or open a new facility and assign the demand to it. The assignment of demands to facilities is irrevocable and open facilities cannot be closed once they are opened. We use $\mathcal{F}_{i}$ to denote the set of facilities opened by the algorithm right after demand $u_{i}$ was processed. The cost of the algorithm is:

$$
\sum_{i=1}^{n} d\left(\mathcal{F}_{i}, u_{i}\right)+c_{f}\left|\mathcal{F}_{n}\right|
$$

Where $c_{f}$ is the (uniform) cost of opening a facility.

### 2.2 Notation

In this section we introduce some notation. We will usually use $\mathcal{F}^{*}$ to denote the set of facilities in the optimal solution and we will denote facilities in $\mathcal{F}^{*}$ by $f^{*}$. Let $u$ be a demand, then by $f_{u}^{*}$ we denote the facility in the optimal solution that $u$ is assigned to, we use $d_{u}^{*}=d\left(u, f_{u}\right)$ to denote the assignment cost for a demand $u$ in the optimal solution. Furthermore, we will use Asg ${ }^{*}$ to denote the optimal assignment cost and for a facility $f^{*} \in \mathcal{F}^{*}$ we use $\operatorname{Asg}^{*}\left(f^{*}\right)$ to denote the cost of demands assigned to $f^{*}$ in the optimal solution, that is if by $S_{f^{*}}$ we denote the set of demands $u$ assigned to $f^{*}$ then:

$$
\operatorname{Asg}^{*}\left(f^{*}\right)=\sum_{u \in S_{f^{*}}} d\left(u, f^{*}\right)=\sum_{u \in S_{f^{*}}} d\left(u, f^{*}\right)
$$

More generally if $S$ is a set of demands then by $\operatorname{Asg}^{*}(S)$ we denote the assignment cost of the demands in $S$ in the optimal solution, that is:

$$
\operatorname{Asg}^{*}(S)=\sum_{u \in S} d_{u}^{*}
$$

### 2.3 The lower bound

We will now proceed to show the lower bound for the competitive ratio of the online facility location problem. The metric space we employ for the construction of the lower bound is a Hierarchically-well-separated tree (see for example [6], [19] ). More specifically, we consider the metric space induced by a complete binary tree of height $h$, such that the root's distance from its children is $l$ and it decreases by a factor of $m$ at every level, which means that at level $j$, the distance between nodes at level $j$ and their children (at level $j+1$ ) is $\frac{l}{m^{j-1}}$ (See figure ??). $h$, $l$, and $m$ will be determined later. We use $T_{u}$ to denote the subtree that has vertex $u$ as its root. The adversary creates demands in phases. In the $j$-th phase, $0 \leq j \leq h$, the adversary creates a set of demands at level $j$. The total number of phases is $h+1$, one phase for every level of the tree. At every phase the adversary creates $m^{j}$ demands on vertex $v_{j}$, meaning that the total number of demands is:

$$
\begin{array}{r}
\sum_{i=0}^{h} m^{i}= \\
\frac{m^{h+1}-1}{m-1}= \\
\Theta\left(m^{h}\right)
\end{array}
$$



Figure 2.1: The hierarchically well separated tree
We will now specify how the vertices $v_{j}$ are selected. The first vertex $v_{0}$ is the root of the tree, subsequently every vertex $v_{j+1}$ is either the left or the right child of $v_{j}$. Specifically, $v_{j+1}$ is the right child of $v_{j}$ if the algorithm does not have a facility on the right subtree of $v_{j}$ and the left child otherwise. What we wish to show is that the algorithm pays at least $\min \left(c_{f}, m l\right)$ per phase so that the total cost paid by the algorithm will be at least:

$$
(h+1) \min \left(c_{f}, m l\right)
$$

In order to do so we will show that for every phase we can either charge the algorithm with an assignment cost for the demands that is at least $m l$ or we can charge it with a facility cost for a facility that has not been charged so far. For the first phase (phase 0 ) our charging scheme is simple: the algorithm has to open at least one facility to service the demands at $v_{0}$ so we charge the algorithm with the cost of opening that facility, $c_{f}$. Our charging scheme for phases $j \geq 1$ will be as follows:

1. If the algorithm does not have any facilities on the subtree $T_{v_{j}}$ then it either has to pay an assignment cost that is at least:

$$
\begin{array}{r}
m^{j} d\left(u_{j-1}, u_{j}\right)= \\
m^{j} \cdot \frac{l}{m^{j-1}}= \\
m l
\end{array}
$$

Or it opens a new facility to service the demands at $v_{j}$ in which case we charge the algorithm with the cost of opening that facility
2. If the algorithm has an open facility on the subtree $T_{v_{j}}$ then because of the policy under which we select the vertices $v_{j}$, we have that $v_{j}=\operatorname{left}\left(v_{j-1}\right)$ and that there is also a facility on the subtree $T_{r i g h t\left(v_{j-1}\right)}$. We will show that we have not charged the algorithm for both facilities and therefore we can charge the cost of one of the facilities to the algorithm for that phase. To show that we will show that at any phase $j$ the algorithm is charged for at most one facility on the subtree $T_{v_{j}}$

We have the following lemma:
Lemma 2.3.1. At every phase $j$ there is at most one facility of the algorithm charged to the algorithm in the subtree $T_{u_{j}}$

Proof. We will prove the lemma by induction on $j$. For $j=0$ we have that only one facility is charged to the algorithm. Suppose that the lemma holds for $j$. That is there is at most one facility of the algorithm charged to the algorithm at the subtree $T_{u_{j}}$. To prove that the lemma holds for $j+1$ we divide between cases:

- If the algorithm has a facility in both $T_{l e f t\left(v_{j}\right)}$ and $T_{\text {right }\left(v_{j}\right)}$ then without loss of generality we can assume that the facility charged to the algorithm is the one on the right subtree (by the induction hypothesis at most one of them is already charged to the algorithm). Then $v_{j+1}=l e f t\left(v_{j}\right)$ and there is no facility charged to the algorithm on $T_{v_{j+1}}$. We charge the algorithm with the facility on the left subtree and the lemma holds.
- If the algorithm has a facility in only one of the two subtrees $T_{l e f t\left(v_{j}\right)}, T_{\text {right }\left(v_{j}\right)}$ then the adversary will create the demands on the other subtree. In that case the algorithm either opens a facility (we charge the algorithm for that facility) or does not open a facility on that subtree and in both cases the lemma holds.

With the above lemma we conclude that any algorithm has a cost of at least $(h+1) \min \left(c_{f}, m l\right)$. On the other hand, an algorithm that opens a single facility on $v_{h}$ pays a facility cost of $c_{f}$ and an assignment cost for phase $j$ :

$$
\begin{aligned}
& m^{j} \sum_{i=j}^{h-1} \frac{l}{m^{i}} \leq \\
& m^{j} l \sum_{i=j}^{\infty} \frac{1}{m^{i}}= \\
& l \sum_{i=0}^{\infty} \frac{1}{m^{i}}= \\
& l \frac{1}{1-m^{-1}}= \\
& l \frac{m}{m-1}
\end{aligned}
$$

The assignment cost over all phases is therefore at most $(h+1) l \frac{m}{m-1}$. Combining the assignment and the facility cost for the offline algorithm that opens a single facility on $v_{h}$ we get $c_{f}+(h+$ 1) $l \frac{m}{m-1}$. We now determine the values of the parameters in order to get the lower bound. We set $m=h$ and $l=\frac{c_{f}}{h}$. The total number of demands $\left(\Theta\left(m^{h}\right)\right.$ should not exceed $n$ so we have that $\left.m=h=\Theta\left(\frac{\log (n)}{\log (\log (n))}\right)\right)$. Comparing the cost of the online and offline algorithms we get that the ratio of their costs is $\Omega(h)=\Omega\left(\frac{\log (n)}{\log \log (n)}\right)$. It is not hard to show that a similar lower bound holds if the vertices $v_{j}$ are not chosen according to the policy described but uniformly at random from the children of $v_{j-1}$. Assuming that, we can apply Yao's Principle (see for example [9], chapter 6 , [59]) to get the same lower bound for randomized algorithms against an oblivious adversary. The metric space described above can be embedded to the real line with a small distortion, proving that the lemma also holds for the very simple metric space of the real line.

### 2.4 The randomized algorithm

We will now present and analyze the algorithm of [50] and prove that the algorithm achieves an asymptotically optimal competitive ratio of $O\left(\frac{\log (n)}{\log (\log (n))}\right)$. The algorithm opens facilities according to the following simple facility opening rule: whenever a new demand $u_{i}$ arrives it calculates the distance of the demand to the nearest open facility, $d=d\left(u_{i}, \mathcal{F}_{i-1}\right)$ (recall that by $\mathcal{F}_{i}$ we denote the set of open facilities of the algorithm after demand $u_{i}$ was processed), and opens a new facility at point $u_{i}$ with probability $\min \left(1, \frac{d}{c_{f}}\right)$.

```
Algorithm 5: Meyerson's algorithm (RANDOFL)
    for \(i=1\) to \(n\) do
        let \(d=d\left(u_{i}, \mathcal{F}_{i-1}\right)\)
        w.p \(\min \left(1, \frac{d}{c_{f}}\right)\) open a facility at \(u_{i}\)
    end
```

The analysis of the algorithm requires the following lemma, which essentially states that the algorithm, on expectation, will pay at most assignment cost $c_{f}$ on a set $S$ before opening a facility on one of the points of $S$. There are various ways to prove this lemma, for example using expected waiting time techniques, [50] or potential function arguments, [27]. We follow the proof of [39]

Lemma 2.4.1. Let $S$ be any subset of demands and $X$ be the random variable denoting the expected assignment cost until a facility is opened on one of the points of $S . X$ is simply the sum of the assignment costs if no facility is opened. Then $\mathbb{E}[X] \leq c_{f}$. If we also account for the facility cost then the cost is at most $2 c_{f}$.

Proof. We prove the lemma by induction on the number of demands that $S$ has. Let $v_{1}, v_{2}, \ldots, v_{k}$ be the demands in $S$ in the order that they appear and $d_{1}, d_{2}, \ldots, d_{k}$ their respective distances from the nearest open facility at the time when they arrive, conditioned on the event that a facility is not opened on one of the demands of $S$ yet. Note that they do not need to be consecutive demands since we want to prove the lemma for any set $S$. In the case where the set $S$ has only one demand the lemma is trivial. If $d_{1} \geq c_{f}$ then a facility is opened on $v_{1}$ deterministically, therefore the assignment cost in that case is 0 . On the other hand, if $d_{1}<c_{f}, X$ is equal to 0 with probability $\frac{d_{1}}{c_{f}}$ and $d_{1}$ otherwise. Therefore:

$$
\mathbb{E}[X]=\left(1-\frac{d_{1}}{c_{f}}\right) d_{1} \leq d_{1} \leq c_{f}
$$

Suppose now that the lemma holds for any set $S$ with $|S|=k$. Then for a set $S^{\prime}$ with $\left|S^{\prime}\right|=k+1$ let $O$ be the event that a facility is opened on $v_{1}$, using conditional expectation we have:

$$
\mathbb{E}[X]=\mathbb{E}[X \mid O] \operatorname{Pr}[O]+\mathbb{E}[X \mid \bar{O}](1-\operatorname{Pr}[O])
$$

Again, we first divide between the cases that $d_{1} \geq c_{f}$ and that $d_{1}<c_{f}$. In the first case, $\operatorname{Pr}[O]=1$ therefore $\mathbb{E}[X]=\mathbb{E}[X \mid O]$, however $\mathbb{E}[X \mid O]=0$ and the lemma holds. In the more interesting case that $d_{1}<c_{f}$ the expectation of $X$ is:

$$
\begin{array}{r}
\mathbb{E}[X]=\frac{d_{1}}{c_{f}} \mathbb{E}[X \mid O]+\left(1-\frac{d_{1}}{c_{f}}\right) \mathbb{E}[X \mid \bar{O}]= \\
\left(1-\frac{d_{1}}{c_{f}}\right) \mathbb{E}[X \mid \bar{O}]
\end{array}
$$

Where we used the fact that by the definition of the random variable $X$ if a facility is opened on $v_{1}$ then $X=0$. Now to analyse the value $\mathbb{E}[X \mid \bar{O}]$ we make the following simple observation,
if a facility is not opened on $v_{1}$ then the expected assignment cost for $X$ is $d_{1}$ plus the expected assignment cost for the rest of the demands in the set $S^{\prime} \backslash\left\{v_{1}\right\}$. Let $S=S^{\prime} \backslash\left\{v_{1}\right\}$ then $|S|=k$. We now use the induction hypothesis. Let $Y$ be the random variable that is equal to the expected assignment cost for demands on the set $S$ until a facility is opened on one of them ( $Y$ is equal to the sum of the assignment costs if no facility is opened) using the induction hypothesis we have that $\mathbb{E}[Y] \leq c_{f}$. Putting everything together:

$$
\begin{gathered}
\mathbb{E}[X]= \\
\left(1-\frac{d_{1}}{c_{f}}\right)\left(d_{1}+\mathbb{E}[Y]\right) \leq \\
\left(1-\frac{d_{1}}{c_{f}}\right)\left(d_{1}+c_{f}\right)= \\
d_{1}-d_{1}+\frac{d_{1}^{2}}{c_{f}}+c_{f} \leq
\end{gathered}
$$

$$
c_{f}
$$

If we also account for the cost of opening the facility we have that the cost is at most $2 c_{f}$
For the analysis of the algorithm we focus on a single center (facility) of the optimal solution and show that the RANDOFL pays at most $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ times the optimal solution. The first observation for the analysis is that for every demand that arrives the expected facility and assignment cost is bounded by $2 d\left(u_{i}, \mathcal{F}_{i-1}\right)$. This can easily be proven as follows: if a facility is opened on $u_{i}$ then the algorithm pays cost $c_{f}$ for the facility and no assignment cost. If on the other hand, a facility is not opened on $u_{i}$ then the algorithm pays $\operatorname{cost} d\left(u_{i}, \mathcal{F}_{i-1}\right)$. The expected facility and assignment cost is:

$$
\begin{array}{r}
d\left(u_{i}, \mathcal{F}_{i-1}\right)\left(1-\frac{d\left(u_{i}, \mathcal{F}_{i-1}\right.}{c_{f}}\right)+c_{f} \frac{d\left(u_{i}, \mathcal{F}_{i-1}\right)}{c_{f}} \leq \\
2 d\left(u_{i}, F_{i-1}\right)
\end{array}
$$

Note that this bound holds even in the case when $d\left(\mathcal{F}_{i-1}, u_{i}\right)>c_{f}$. Therefore we only need to bound the cost of $d\left(u_{i}, F_{i-1}\right)$. Let $m, h$ be parameters such that $m^{h} \geq n$. Similarly to the analysis of the lower bound, we divide the operation of the algorithm in phases. More specifically, we have $h+2$ distinct phases. Let $f^{*}$ be the optimal center that we focus on (by $f^{*}$ we denote the facility as well as the point in the metric spaces that the facility is opened). Let $\delta^{*}$ be the average assignment cost on the cluster of demands assigned to $f^{*}$ in the optimal solution. We make the two following simple observations: there is no demand assigned to $f^{*}$ in distance greater than $n \delta^{*}$. To see this, let $S_{f^{*}}$ be the set of demands assigned to $f^{*}$ in the optimal solution and for the sake of contradiction assume that there is a demand at distance greater that $n \delta^{*}$ assigned to $f^{*}$ then:

$$
\begin{aligned}
n \delta^{*} & \leq \\
\sum_{u_{i} \in S_{f}} d\left(u_{i}, f\right) & =
\end{aligned}
$$

$$
\begin{array}{r}
\delta^{*}\left|S_{f}\right| \leq \\
\delta^{*} n
\end{array}
$$

Where from the first to the second line we have used the fact that the assignment cost of a single demand is less than or equal to the sum of assignment costs over all demands. And from the third to the fourth line we have used the fact that the subset of demands assigned to $f^{*}$ in the optimal solution is less than $n$. The second observation is that if a facility of RANDOFL is opened within distance $\delta^{*}$ from $f^{*}$ then from then on we can bound the assignment cost of every other demand assigned to $f^{*}$ in the optimal solution by the optimal assignment cost for those demands plus $k \delta^{*}$ where $k$ is the number of demands assigned to $f^{*}$ in the optimal solution that arrive after $a$ has opened. The proof of this is again fairly simple, let $a$ be the facility of RANDOFL that is within distance $\delta^{*}$ from $f^{*}$. Let $S=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be the demands assigned to $f^{*}$ in the optimal solution that arrive after $a$ has opened. The assignment cost of RANDOFL for those demands is at most:

$$
\begin{aligned}
\sum_{i=1}^{k} d\left(a, v_{i}\right) \leq \\
\sum_{i=1}^{k} d\left(a, f^{*}\right)+d\left(f^{*}, v_{i}\right) \leq \\
k \delta^{*}+\sum_{i=1}^{k} d\left(f^{*}, v_{i}\right)= \\
k \delta^{*}+\sum_{i=1}^{k} d_{v_{i}}^{*} \leq \\
2 \operatorname{Asg}^{*}\left(f^{*}\right)
\end{aligned}
$$

Where from the first to the second line we have used the triangle inequality, from the second to the third we have used that $a$ is within distance $\delta^{*}$ from $f^{*}$. It is evident that after RANDOFL has opened a facility within distance $\delta^{*}$ from $f^{*}$ it will pay at most twice Asg $^{*}\left(f^{*}\right)$ therefore we would like for the algorithm to open a facility within distance $\delta^{*}$ from $f^{*}$ as soon as possible. Note that this distance is the best we can hope for since the algorithm only opens facilities on demands. Equipped with these two observations we proceed to analyse the algorithm, recall that we are only focusing on a single facility.

We divide the state of the algorithm in phases with respect to the distance from the optimal center $f^{*}$. There are $h+2$ phases, we say that the algorithm is in phase $j$ if there is a facility of the algorithm within distance $m^{j+1} \delta^{*}$ from $f^{*}$ and no facility of the algorithm within distance $m^{j} \delta^{*}$. There is also a last phase -1 that starts after phase 0 and never ends. We divide demands while the algorithm is in phase $j$ in two categories, namely inner and outer demands. Inner demands are demands that are at distance less than $m^{j} \delta^{*}$ from $f^{*}$ the rest of the demands are outer. In the $h$ th phase from our first observation there are only inner demands. We also consider every demand arriving during the last phase of the algorithm to be outer.


Figure 2.2: Inner and outer demands

It is easy to bound the assignment cost of outer demands using the triangle inequality, intuitively these are the demands that are relatively far from the optimal center. We continue to bound the assignment cost of RANDOFL for those demands. Let $u$ be an outer demand then:

$$
\begin{aligned}
& d\left(\mathcal{F}_{i-1}, u\right) \leq \\
& d\left(\mathcal{F}_{i-1}, f\right)+d_{u}^{*} \leq \\
& m d_{u}^{*}+d_{u}^{*}= \\
&(m+1) d_{u}^{*}
\end{aligned}
$$

Then the assignment and facility cost for outer demands is at most $2(m+1) d_{u}^{*}$.
On the other hand for inner demands by lemma 2.2 .2 we have that after expected cost at most $2 c_{f}$ a facility of RANDOFL will open within distance $m^{j} \delta^{*}$ and the phase will change. For the last phase since the algorithm has a facility opened in distance at most $\delta^{*}$ from $f^{*}$ by the second observation the assignment cost for demands arriving in the last phase is at most $2 \operatorname{Asg}^{*}\left(f^{*}\right)$. Summing over all phases we have that on expectation the algorithm pays at most:

$$
\begin{array}{r}
2(m+1) \operatorname{Asg}^{*}\left(f^{*}\right)+2(h+1) c_{f}+4 \operatorname{Asg}^{*}\left(f^{*}\right)= \\
2(m+2) \operatorname{Asg}^{*}(f)+2(h+1) c_{f}
\end{array}
$$

We can now sum over all optimal facilities to get the upper bound for the algorithm:

$$
2(m+2) \mathrm{Asg}^{*}+2(h+1)\left|\mathcal{F}^{*}\right| c_{f}
$$

We let $m=h=\Theta\left(\frac{\log (n)}{\log (\log (n))}\right)$ and we get that the algorithm is $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ competitive.

### 2.5 The optimal deterministic algorithm

We will now present the deterministic algorithm of [26] that achieves the asymptotically optimal competitive ratio $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ and essentially closes the problem of online facility location. We will present the analysis for the case that the optimal solution consists of a single facility $f^{*}$ and discuss why the straightforward generalization of this analysis could only yield a competitive ratio of $O(\log (n))$. This will present the need for the hierarchical decomposition lemma of [26] that we will explore further in Chapter 4.

The deterministic algorithm, DETFL for short, is a derandomization of RANDOFL. The algorithm maintains at every point in time a facility configuration $\mathcal{F}_{i-1}$ of the currently open facilities as well as a set $L$ of unsatisfied demands. Unsatisfied demands are demands whose assignment cost has not yet contributed to the opening of a facility. Each unsatisfied demand has a contribution to the opening of a facility equal to its distance from the closest open facility. For an unsatisfied demand $u$ we call this value the "potential" of $u, \operatorname{Pot}(u)=d(\mathcal{F}, u)$. For a set $S$ of unsatisfied demands we denote by $\operatorname{Pot}(S)$ the sum of the potentials of demands in $S, \operatorname{Pot}(S)=\sum_{u \in S} \operatorname{Pot}(u)$. Whenever a new demand $u_{i}$ arrives the algorithm calculates the potential of unsatisfied demands in a small ball around $u_{i}$, namely in a ball with center $u_{i}$ and radius $\frac{d\left(\mathcal{F}_{i-1}, u_{i}\right)}{x}$ for sufficiently large $x$. If the potential exceeds $c_{f}$ then the algorithm will open a new facility on one of the unsatisfied demands in the aforementioned ball. All the demands that contributed to the opening of a facility are removed from the set of unsatisfied demands, therefore each demand can contribute to the opening of a facility at most once. Intuitively the algorithm balances between the assignment and facility cost, whenever the assignment cost of a set of demands close to each other (relative to the facilities of the algorithm) exceeds $c_{f}$ the algorithm opens a new facility on one of them. Specifically the algorithm opens a facility on the center of the smallest radius ball contributing at least half of the potential, if the distance to $u_{i}$ is less than the cost of opening a facility and on $u_{i}$ otherwise.

Similarly to the analysis of RANDOFL we consider parameters $m, h$ such that $m^{h}>n$. We will then take $m=h=\Theta\left(\frac{\log (n))}{\log (\log (n))}\right)$ and divide the operation of the algorithm in $h+2$ distinct phases, namely $h, h-1, \ldots, 0,-1$. We consider sufficiently large $x \geq 10$ and sufficiently larger $\lambda \geq 3 x+2$. We again focus on the special case of a single optimal facility $f^{*}$, however this time this is not without loss of generality since the straightforward generalization of the analysis presented would only yield a suboptimal $O(\log (n))$ competitive ratio. We define $\delta^{*}$ to be the average assignment cost. The divison of phases is similar to the one in the analysis of RANDOFL. We say that the algorithm is in phase $j \neq-1$ if there is a facility of the algorithm within distance $\lambda m^{j+1} \delta^{*}$ and no facility of the algorithm within distance $\lambda m^{j} \delta^{*}$. We consider a final phase that begins after phase 0 and never ends. The demands while the algorithm is in phase $j$ are divided between inner and outer demands. Inner demands $u$ are demands such that $d(\mathcal{F}, u) \leq m^{j} \delta^{*}$ and are denoted by $\operatorname{In}\left(f^{*}\right)$, the rest of the demands are outer. The first phase only has inner demands (as established in the analysis of RANDOFL there are no demands at

```
Algorithm 6: Deterministic Algorithm (DETFL)
    Let \(x\) be an appropriately chosen constant
    \(\mathcal{F}_{0} \leftarrow \emptyset\)
    \(L \leftarrow \emptyset\)
    for \(i=1\) to \(n\) do
        let \(d=d\left(u_{i}, \mathcal{F}_{i-1}\right)\)
        \(L \leftarrow L \cup\left\{u_{i}\right\}\)
        \(r_{u_{i}} \leftarrow d / x\)
        \(B_{u_{i}} \leftarrow \operatorname{Ball}\left(u_{i}, r_{u_{i}}\right) \cap L\)
        \(\operatorname{Pot}\left(B_{u_{i}}\right) \leftarrow \sum_{u \in B_{u_{i}}} d\left(\mathcal{F}_{i-1}, u\right)\)
        if \(\operatorname{Pot}\left(B_{u_{i}}\right) \geq c_{f}\) then
            if \(d\left(\mathcal{F}_{i-1}, u_{i}\right)<c_{f}\) then
                Let \(\nu \geq 0\) be the smallest integer such that:
                Either there exists exactly one point \(u \in B_{u_{i}}\), such that:
                    \(\operatorname{Pot}\left(B_{u_{i}} \cap \operatorname{Ball}\left(u, r_{u_{i}} / 2^{\nu}\right)\right)>\operatorname{Pot}\left(B_{u_{i}}\right) / 2\)
                    Or for every \(u \in B_{u_{i}}, \operatorname{Pot}\left(B_{u_{i}} \cap \operatorname{Ball}\left(u, r_{u_{i}} / 2^{\nu+1}\right)\right) \leq \operatorname{Pot}\left(B_{u_{i}}\right) / 2\)
            Let \(\hat{w}\) be any point in \(B_{u_{i}}\) such that:
                    \(\operatorname{Pot}\left(B_{u_{i}} \cap \operatorname{Ball}\left(\hat{w}, r_{u_{i}} / 2^{\nu}\right)\right) \geq \operatorname{Pot}\left(B_{u_{i}}\right) / 2\)
        end
        else
            \(\hat{w} \leftarrow u_{i}\)
        end
        \(\mathcal{F}_{i}=\mathcal{F}_{i-1} \cup\{\hat{w}\}\)
        \(L \leftarrow L \backslash B_{u_{i}}\)
        end
        Assign \(u_{i}\) to the nearest facility in \(\mathcal{F}_{i}\)
    end
```

distance greater than $n \delta^{*}$ ). The last phase only has outer demands whose cost is at most 2 - times the optimal assignment cost. We let $\Lambda$ be the set of inner unsatisfied demands. Demands in $\Lambda$ are much closer to the optimal solution and to each other than to the algorithms facilities. The algorithm maintains the following invariant. The potential of demands in $\Lambda$ never exceeds $c_{f}$, that is $\operatorname{Pot}(\Lambda) \leq c_{f}$. We have the following lemma:

Lemma 2.5.1. At any point in time the potential of inner unsatisfied demands $\operatorname{Pot}(\Lambda)$ does not exceed $c_{f}$. That is:

$$
\operatorname{Pot}(\Lambda) \leq c_{f}
$$

Proof. In the last phase there are no inner demands, therefore $\operatorname{Pot}(\Lambda)=0 \leq c_{f}$. We consider the case where the algorithm is in phase $j \neq-1$. Suppose for the sake of contradiction that at some point this was not the case, namely $\operatorname{Pot}(\Lambda)>c_{f}$ and consider the last demand in $\Lambda$ that arrived, say $u_{i}$. Since the potential of demands is non-increasing with time (the algorithm is not
allowed to close facilities, only to open new ones) when $u_{i}$ arrived the potential of demands in $\Lambda$ exceeded $c_{f}$. It suffices to show that $\operatorname{Ball}\left(u_{i}, r_{u_{i}}\right)$ contains every point in $\Lambda$ because then the potential $\operatorname{Pot}\left(B_{u_{i}}\right)$ would exceed $c_{f}$ and a new facility would open making the potential of $\Lambda$ to go to 0 . In order to show that $\Lambda \subseteq \operatorname{Ball}\left(u_{i}, r_{u_{i}}\right)$ we have to show that $r_{u_{i}} \geq 2 m^{j} \delta^{*}$ (the radius of the ball must be greater than or equal to the diameter of the ball of inner demands). By the definition of $r_{u_{i}}$ we have that:

$$
\begin{array}{r}
r_{u_{i}}=d\left(\mathcal{F}_{i-1}, u_{i}\right) / x \geq \\
\left(d\left(\mathcal{F}_{i-1}, f^{*}\right)-d\left(f^{*}, u_{i}\right)\right) / x \geq \\
\left(\lambda m^{j} \delta^{*}-m^{j} \delta\right) / x
\end{array}
$$

Where from the first to the second line we have used the triangle inequality and from the second to the third we have used that the algorithm is in phase $j$ as well as that $u_{i}$ is an inner demand. On the other hand the diameter of inner demands is at most $2 m^{j} \delta^{*}$. Substituting and using the fact that $\lambda \geq 2 x+1$ we get the result.

The assignment cost of outer demands is the easiest to bound. The following lemma states that the assignment cost of outer demands is at most within a factor $O(\lambda m)$ of the optimal assignment cost.

Lemma 2.5.2. Let $j$ be the phase of the algorithm. Then the following hold:

- If the algorithm is in the last phase then the cost of outer demands is at most $2 \operatorname{Asg}^{*}\left(f^{*}\right)$ (recall that all demands in the last phase are outer)
- If the algorithm is in a phase $j$ with $j \neq-1$ then the assignment cost for an outer demand is at most $(\lambda m+1) d_{u_{i}}^{*}$
Proof. For the first case where the algorithm is in the last phase let $u_{i}$ be a demand arriving in the last phase of the algorithm. By our assumption that the algorithm is in the last phase we have that $d\left(\mathcal{F}_{i-1}, f^{*}\right) \leq \delta^{*}$, therefore by the triangle inequality the assignment cost is at most:

$$
\begin{aligned}
& d\left(\mathcal{F}_{i-1}, u_{i}\right) \leq \\
& d\left(\mathcal{F}_{i-1}, f^{*}\right)+d_{u_{i}}^{*} \leq \\
& \delta^{*}+d_{u_{i}}^{*}
\end{aligned}
$$

Summing over all demands arriving in the last phase we get the bound.
For the second case consider a phase $j \neq-1$ and let $u_{i}$ be an outer demand arriving while the algorithm is at phase $j$. Using the triangle inequality the assignment cost is at most:

$$
\begin{gathered}
d\left(\mathcal{F}_{i-1}, u_{i}\right) \leq \\
d\left(\mathcal{F}_{i-1}, f^{*}\right)+d_{u_{i}}^{*}
\end{gathered}
$$

However since $u_{i}$ is an outer demand its optimal assignment cost is at least $m^{j} \delta^{*}$. Furthermore, the algorithm is in phase $j$ therefore $d\left(\mathcal{F}_{i-1}, f^{*}\right) \leq \lambda m^{j+1} \delta^{*}$. We can conclude that:

$$
d\left(\mathcal{F}_{i-1}, f^{*}\right) \leq \lambda m d_{u_{i}}^{*}
$$

Hence:

$$
d\left(\mathcal{F}_{i-1}, u_{i}\right) \leq(\lambda m+1) d_{u_{i}}^{*}
$$

By the above lemma the contribution of outer demands to the opening of a facility can be bounded by $O(\lambda m)$ times the optimal assignment cost. This is not entirely the case since outer unsatisfied demands could have been inner at their assignment time and turned to outer when the phase changed. We can however bound the contribution in that case as well. Since the potential of $\Lambda$ never exceeds $c_{f}$ and the potential of a demand is non-increasing with time, the total contribution of outer demands that were initially inner is bounded by $c_{f}$ times the number of phases. In other words, the potential of any such demand when it contributes to the opening of a facility is at most its potential when it turned from inner to outer. Since $\operatorname{Pot}(\Lambda) \leq c_{f}$ for every phase the total contribution is at most $c_{f}(h+1)$.

Now we have to bound the cost for inner demands. Suppose that whenever the algorithm opened a new facility it also changed phase. If that were the case then since the potential of $\Lambda$ never exceeds $c_{f}$ the assignment cost of inner demands would be bounded by $(h+1) c_{f}$. Unfortunately this is not the case, a new facility might significantly decrease the potential of demands in $\Lambda$ without changing the phase of the algorithm and we have to account for this decrease as well. In order to circumvent this difficulty we will show that whenever a new facility is opened either the phase changes or the contribution of outer demands in the opening of the facility was at least $c f / 2$. We have argued above that the contribution of outer demands to the opening of facilities is within a factor $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ of the optimal solution (this consists of an $O(\lambda m)=O\left(\frac{\log (n)}{\log (\log (n))}\right)$ contribution due to demands that were outer at their assignment time as well as an $h+1=O\left(\frac{\log (n)}{\log (\log (n))}\right)$ contribution due to outer demands that were initially inner)

Lets consider what are the costs the algorithm pays whenever a new facility is opened due to the arrival of a demand $u_{i}$. The total cost consist of the three following costs:

1. The assignment cost of demand $u_{i}$. We will show this to be at most $\frac{c_{f}}{x}$
2. The cost of opening the facility. This is obviously equal to $c_{f}$.
3. The decrease in the potential of inner demands. Since the potential of inner demands is at most $c_{f}$ this is again at most $c_{f}$

Therefore ,the total cost paid by the algorithm whenever a new facility is opened is at most $\frac{2 x+1}{x} c_{f}$. The proof that the assignment cost is at most $c_{f} / x$ is very simple. If $d\left(u_{i}, \mathcal{F}_{i-1}\right) \geq c_{f}$ then the new facility is opened at $u_{i}$ therefore the assignment cost is 0 . If on the other hand $d\left(u_{i}, \mathcal{F}_{i-1}\right)<c_{f}$ then the facility is opened on some point of a ball with center $u_{i}$ and radius $\frac{d\left(u_{i}, \mathcal{F}_{i-1}\right)}{x}$ therefore the assignment cost is at most $c_{f} / x$. The following lemma formally states that we can charge the above costs either to the change of the phase or to outer demands.

Lemma 2.5.3. Let $u_{i}$ be a demand opening a new facility and let $\hat{w}$ be the point on which the facility is opened. Then either this new facility changes the phase of the algorithm or the contribution of outer demands to the opening of the facility is at least $c_{f} / 2$.

Proof. First consider the case that $d\left(\mathcal{F}_{i-1}, u_{i}\right)>c_{f}$. If that is the case then if $u_{i}$ is an inner demand then because $\hat{w}=u_{i}$ the phase will change. If on the other hand $u_{i}$ is an outer demand then its contribution to the opening of the facility is $c_{f}>c_{f} / 2$ and the lemma holds as well.

We now focus on the most difficult case that $d\left(\mathcal{F}_{i-1}, u_{i}\right) \leq c_{f}$. The total contribution is divided into the contribution of outer demands and inner demands, which means that at least one of them must contribute at least half of the total contribution. If the outer demands contribute at least half of the potential then since $\operatorname{Pot}\left(B_{u_{i}}\right) \geq c_{f}$ we are done. Therefore we can assume that outer demands contribute less than half of the potential, which in turn means that inner demands contribute at least half of the potential. We will assume that the phase does not change and this will lead us to a contradiction by showing that outer demands must contribute at least half of the potential (contrary to our assumption). Since every pair of inner demands are at distance at most $2 m^{j} \delta^{*}$ there is a ball of radius at most $2 m^{j} \delta^{*}$ that contributes at least half of the potential. In order for the phase to not change however the location of $\hat{w}$ must be at distance at least $\lambda m^{j} \delta^{*}$ from $f^{*}$. Furthermore the radius of the ball with center $\hat{w}$ containing at least half of the potential cannot exceed $4 m^{j} \delta^{*}$ (Since otherwise the facility would open on one of the inner demands and the phase would change)


What we want to show now is that the situation is as in the figure, namely that the ball with center $\hat{w}$ that contributes at least half of the potential has no intersection with the ball of inner demands, this would in turn mean that outer demands contribute at least half of the potential and would lead us to a contradiction. Here the fact that we have taken $\lambda$ sufficiently large comes into play, specifically we have that $\lambda \geq 32$ therefore:

$$
\begin{aligned}
& d\left(\hat{w}, f^{*}\right) \geq \\
& \lambda m^{j} \delta^{*} \geq \\
& 32 m^{j} \delta^{*}
\end{aligned}
$$

$$
4 m^{j} \delta^{*}+m^{j} \delta^{*}
$$

Where $4 m^{j} \delta^{*}$ is an upper bound for the radius of the ball around $\hat{w}$ and $m^{j} \delta^{*}$ is the radius of the ball of inner demands.

Now lets see more formally how we can use this lemma to bound the assignment cost of inner demands. Consider the set of inner demands $S$ arriving between any two consecutive openings of facilities. Since by our assumption no facility opened in between, the potential of $\Lambda$ is greater than or equal to the assignment cost of the demands in $S$ and since the potential does not exceed $c_{f}$ the assignment cost of the demands in $S$ is at most $c_{f}$. Now when the algorithm opens the new facility the previous lemma assures us than one of two things happen, namely either the phase changes or the outer demands contribute at least half of the potential. If the phase changes, this can happen at most $h+1$ times and therefore the assignment cost for inner demands when this is the case can be bounded by $(h+1) c_{f}$ which is $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ times the optimal cost. On the other hand if the phase does not change then the outer demands contribute at least $c_{f} / 2$ to the opening of a facility. Since the total contribution of outer demands is itself bounded by $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ times the optimal solution we can also bound the assignment cost of inner demands when this is the case by $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ times the optimal solution.

Lets now see why this approach can not be generalised to the general case of multiple centers in the optimal solution. Let $f_{1}^{*}, f_{2}^{*}, \ldots, f_{k}^{*}$ be the centers in the optimal solution. A careful examination of the analysis presented above would lead to the conclusion that all the lemmas proven above also hold for the case of multiple facilities. The difficulty in the analysis of the case with multiple facilities lies in the fact that a new facility opened by the algorithm might decrease the potential of inner demands belonging to multiple optimal centers. In that case while we can certify that for the centers that the phase does not change the decrease in the potential is at most $c_{f}$ and it is still the case that outer demands contribute at least $c_{f} / 2$ to the opening of a facility this is not enough to bound the decrease in the potential of inner demands of multiple centers that could be as much as $\Omega\left(k c_{f}\right)$.

One approach to circumvent that problem is to relax our requirement on the competitive ratio and more specifically on the phases of the algorithm. We could be less strict on the requirement of the phases being $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ and allow $O(\log (n))$ phases. In order to do so we will say that the algorithm changes phase, with respect to some optimal center $f_{j}^{*}$, whenever the distance of the closest facility of the algorithm decreases by a constant factor, say 3 . Then instead of having $O\left(\frac{\log (n)}{\log (\log (n))}\right)$ phases with respect to every facility we would have $O(\log (n))$ phases.

## Chapter 3

## Previous work on Online Facility Location with Mobile Facilities

### 3.1 Problem Definition and Notation

In this Chapter we explore already known results for the mobile facility location problem with mobile facilities, we focus on the Instant Service Model. We again consider an underlying metric space $(\mathcal{X}, d)$. Similarly to the classical online facility location problem at distinct points in time (not necessarily distinct) demands arrive as points of the metric space. Whenever a new demand arrives the algorithm can assign the demand to an already open facility, open a new facility or move a facility from one point of the metric space to another. The cost of opening a new facility is the same for every point of the metric space and the cost of moving the facility is a constant times the distance moved. The cost incurred to the algorithm is the assignment cost, namely the distance between every facility and its closest open facility at its service time, the facility cost, namely the number of facilities opened times the cost of opening a facility and the movement cost.

Lets recall some notation and also introduce some new notation. We will use $c_{f}$ to denote the cost of opening a facility and $D$ to denote the cost of moving a facility per unit distance, that is if a facility is moved from point $a$ to point $b$ then the algorithm pays a cost of $D d(a, b)$. We will use $f^{*}$ to denote centers (facilities) of the optimal solution. For a demand $u$ we will use $f_{u}^{*}$ to denote the center that the demand is assigned to in the optimal solution, furthermore we will use $d_{u}^{*}$ to denote the assignment cost of demand $u$ in the optimal solution, that is $d\left(f_{u}^{*}, u\right)$. If $a$ is a facility of the algorithm we will use $f_{a}^{*}$ to denote the facility in the optimal solution that was closest to $a$ when the facility opened, we will say that $a$ belongs to $f_{a}^{*}$. We will use $\mathcal{F}_{i}$ to denote the set of facilities opened by the algorithm right after the demand $u_{i}$ was served (or right before demand $u_{i+1}$ arrived). We will use $p_{i}(a)$ to denote the point in the metric space of a facility $a$ after demand $u_{i}$ was processed. For the case of the real line we will call the interval of some facility $f^{*}$ the set of points that are closer to $f^{*}$ than any other facility of the optimal solution.

As mentioned earlier, the cost paid by the algorithm by the end of the sequence is the sum of three different "types" of costs. The assignment cost, that is for every demand the distance to its closest facility right after the demand was processed denoted by Asg, the movement cost that is $D$ times that total movement of the facilities. denoted by Mov and the facility cost that is $\left|\mathcal{F}_{n}\right| c_{f}$ and is denoted by Fac.

Essential to the analysis is the notion of prohibited and non-prohibited demands denoted by

Proh and NProh respectively. Let $y \geq 8$ be a constant and let $f_{i}^{*}, f_{j}^{*}$ be two facilities of the optimal solution. We will say that a demand $u$ is a prohibited request of $f_{i}^{*}$ with respect to $f_{j}^{*}$ if the following hold:

1. The demand $u$ is assigned to $f_{i}^{*}$ in the optimal solution $\left(f_{u}^{*}=f_{i}^{*}\right)$ and is much closer to $f_{i}^{*}$ than to $f_{j}^{*}$. Specifically:

$$
d\left(f_{i}^{*}, u\right) \leq \frac{d\left(f_{j}^{*}, f_{i}^{*}\right)}{y}
$$

2. The demand $u$ is assigned to some facility $z$ of the algorithm belonging to $f_{j}^{*},\left(f_{z}^{*}=f_{j}^{*}\right)$.

The importance of prohibited requests to the analysis will become clear later. The rest of demands are non-prohibited. In order to understand how prohibited and non-prohibited will be used in the analysis lets formulate what a non-prohibited demand is. Intuitively non-prohibited demands are either assigned to the optimal facility that the facility of the algorithm serving them belongs to or can be considered to be assigned to that optimal facility with only a constant factor loss (this is very easy to verify)

As we will see it can be proven that no algorithm can achieve a competitive ratio better than $\Omega\left(\frac{\log (D)}{\log \log (D)}\right)$. The algorithm we will present was proven in [22] to achieve this ratio on the line and we will present the proof of this in this chapter.

### 3.2 The lower bound

The proof of the lower bound is conceptually the same as in the lower bound for the online facility location problem. We can take the parameter $D$ to be approximately equal to the number of demands and get the bound. Another intuitive way to view this lower bound is to consider the hierarchically well separated tree in the construction of the lower bound in the previous chapter. The first demand of the sequence is at distance approximately $c_{f}$ from the optimal facility. The assignment cost for demands that are "inner" is approximately the same as the distance between the algorithms facilities and the optimal facility. In order to make sense for a facility to move, the distance between the demand and the facility must be less than $c_{f} / D$ and it would take $\log (D) / \log \log (D)$ phases to get from distance $c_{f}$ to distance $c_{f} / D$ while paying cost for outer demands approximately $\log (D) / \log \log (D)$. We have the following theorem:

Theorem 3.2.1. No algorithm whose competitive ratio does not depend on $n$ can be better than $\Omega\left(\frac{\log (D)}{\log (\log (D)}\right)$-competitive

Proof. We omit the proof. The reader is directed to [22] for a formal presentation of the arguments described above.

The theorem presented states that if we want to improve upon the previous lower bound of $\frac{\log (n)}{\log (\log (n))}$ and be independent of the number of demands then we cannot hope for something better than $O\left(\frac{\log (D)}{\log (\log (D))}\right)$. Surprisingly however, this exactly what we will achieve.

### 3.3 The algorithm

The algorithm we will present combines ideas from the online facility location and the page migration problem. Consider for simplicity an instance where the optimal solution opens a single facility $f^{*}$. The high level idea is to use RANDOFL ([50]) in order to get at distance approximately $c_{f} / D$ from the optimal facility and then use ideas from the page migration problem and the ability of the facilities to move in order to converge to the optimal solution.

The algorithm is as follows. First of all the algorithm only opens facilities in pairs and maintains two sets of facilities, namely the mobile and the static facilities denoted by $\mathcal{F}^{m}, \mathcal{F}^{s}$ respectively. Obviously it is the case that $\mathcal{F}=\mathcal{F}^{m} \cup \mathcal{F}^{s}$. Static facilities will never be moved by the algorithm after they are opened. Mobile facilities on the other hand are moved towards the current demand whenever the demand is sufficiently close. When the algorithm decides that a new facility is to be opened at some point $a$ (this decision is made randomly with a rule much similar to the rule of RANDOFL) it in facts opens a pair of facilities on $a$, adding $a$ both to the set $\mathcal{F}^{m}$ and to the set $\mathcal{F}^{s}$. For a facility $a \in \mathcal{F}^{s}$ we will use $\operatorname{mob}(a)$ to denote the mobile facility in $\mathcal{F}^{m}$ corresponding to $a$. Whenever a new demand $u_{i}$ arrives the algorithm considers the closest open static facility to the demand, say $a$, and divides between two cases. If the demand is sufficiently close (distance less than or equal to $2 c_{f} / D$ ) to the static facility then the algorithm either opens a new pair of facilities on the demand or moves the facility towards the demand by a fraction $1 / D$ of their distance (or both). We call such demands close demands. This operation of the algorithm makes it unsuitable for general metric spaces since it is essential that any point between to points of the metric space is also on the metric space. On the other hand if the demand is at distance greater than $2 c_{f} / D$ then the algorithm simply opens a pair of facilities on $u_{i}$ with probability $\frac{d\left(a, u_{i}\right)}{\beta c_{f}}$. We call such demands far demands. In pseudocode the algorithm is Algorithm 7

### 3.4 The analysis

We will now present the analysis of the algorithm. We will begin our analysis by sketching the case of a single facility $f^{*}$ in the optimal solution. We will first prove the bound on outer demands (outer demands are demands that are distance at least $c_{f} / D$ from their optimal center). Then we will describe the use of a potential function argument to bound the cost of the online algorithm for the inner demands (inner demands are demands that are at distance at most $c_{f} / D$ from their optimal center). This will lead us to describe what problems arise in the generalization of this analysis, and this will lead us naturally to the notion of prohibited and non-prohibited demands and as we will see it will suffice to show that the cost of prohibited demands is bounded in order to generalize to more facilities in the optimal solution. This is easy to bound in the case of the real line. A bound on the cost of prohibited demands permits us to consider only the case of a single facility in the optimal solution for the rest of the analysis. Then we will again focus our

```
Algorithm 7: The algorithm for Euclidean metric spaces (EucOFLM)
    Let \(\beta\) be an appropriately chosen constant
    \(\mathcal{F}_{0}^{m} \leftarrow \emptyset\)
    \(\mathcal{F}_{0}^{s} \leftarrow \emptyset\)
    for \(i=1\) to \(n\) do
        Let \(a=\arg \min _{a^{\prime}}\left\{d\left(u_{i}, a^{\prime}\right): a^{\prime} \in \mathcal{F}^{s}\right\}\)
        if \(d\left(a, u_{i}\right) \leq \frac{2 c_{f}}{D}\) then \(\quad / * u_{i}\) is a close demand */
            Let \(z=\operatorname{mob}(a)\)
            w.p. \(\frac{d\left(z, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            move \(\left(z \rightarrow \frac{D-1}{D} z+\frac{1}{D} u_{i}\right)\)
            Assign \(u_{i}\) to \(z\)
            end
            else /* \(u_{i}\) is a far demand */
            w.p. \(\frac{d\left(a, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            Assign \(u_{i}\) to the facility opened at \(u_{i}\).
        end
    end
```

attention on a single optimal center and present a formal proof of the potential function argument.
In order to make the analysis more clear we will present the notion of the upper assignment cost denoted by $\mathrm{Asg}^{+}$. The upper assignment cost is useful because the other costs of the algorithm can be bounded by a constant factor times the upper assignment cost of the algorithm. This reduces the problem of bounding all the costs of the algorithm to only bounding the upper assignment cost. The upper assignment cost of a demand $u_{i}$ (the upper assignment cost of the algorithm is simply the upper assignment cost over all demands) is essentially the assignment cost that the algorithm would have to pay if it took no action after the demand arrived and simply maintained its previous configuration. More formally the upper assignment cost for a demand $u_{i}$ is defined as follows. Let $a=\arg \min _{a^{\prime} \in \mathcal{F}_{i-1}^{s}}\left\{d\left(a^{\prime}, u\right)\right\}$, that is the closest open static facility at the arrival time of $u_{i}$. The upper assignment cost for demand $u_{i}$ is:

$$
\operatorname{Asg}^{+}\left(u_{i}\right)=\left\{\begin{array}{l}
\min \left\{d\left(u_{i}, a\right), \beta c_{f}\right\} \text { If } u_{i} \text { is a far demand } \\
\min \left\{d\left(u_{i}, \operatorname{mob}(a)\right), \beta c_{f}\right\} \text { If } u_{i} \text { is a close demand }
\end{array}\right.
$$

An important ingredient in the algorithm and its analysis is the basic lemma from Meyerson's algorithm. Using the ideas described in Chapter 2 we can easily prove the following lemma, formulated in terms of the upper assignment cost:
Lemma 3.4.1. Let $S$ be any subset of demands and $X$ be the random variable denoting the expected upper assignment cost until a facility is opened on one of the points of $S . X$ is simply the sum of the assignment costs if no facility is opened. Then $\mathbb{E}[X] \leq 2 \beta c_{f}$.

Using this lemma we can easily bound the cost of outer demands. For inner demands the idea is to use a potential function argument to bound the cost of the solution. However as we will
see the potential function charging cost will be a random variable depending on the algorithm's random choices. The constants of the algorithm are chosen in such a way so as to assure that on expectation the potential function charging cost will be at most $\frac{\mathrm{Asg}^{+}}{2}$. More specifically we charge every mobile facility $z$ of the algorithm at distance at most $2 c_{f} / D$ from the optimal facility that it belongs to with a potential of $\rho d\left(z, f_{z}^{*}\right)$. Since we only charge with a potential the facilities of the algorithm that are at distance at most $2 c_{f} / D$ the potential initially charged to any such facility is at most $2 \rho c_{f}$.

### 3.4.1 The costs of the algorithm

The costs of the algorithm consist of the assignment cost, the facility cost, the movement cost and the potential function charging cost. We will now show that the costs of the algorithm can be bounded by a constant factor times the upper assignment cost. We first show that the assignment cost is bounded by the upper assignment cost.

Lemma 3.4.2. The assignment cost Asg is at most the upper assignment cost $\mathrm{Asg}^{+}$. That is:

$$
\mathrm{Asg} \leq \mathrm{Asg}^{+}
$$

Proof. Whenever a new demand $u_{i}$ arrives the algorithm might do one of the following things if $u_{i}$ is a far demand:

1. It might open a facility on $u_{i}$. In this case the assignment cost for the demand is 0 and therefore the upper assignment cost is greater than or equal to the actual cost.
2. It might not open a new facility in which case the assignment cost is equal to the upper assignment cost

On the other hand if the demand is a close demand then the algorithm might do one of the following things:

1. Open a facility on $u_{i}$. Again if this is the case then the upper assignment cost is greater than or equal to the actual assignment cost.
2. Not open a facility on $u_{i}$ but move the mobile facility serving $u_{i}$ towards $u_{i}$. This also makes the actual assignment cost greater than or equal to the actual assignment cost.

In every case the upper assignment cost of a demand $u_{i}$ is greater than or equal to the actual assignment cost of the algorithm. Summing over all demand we get the result

Now we will continue with the facility cost of the algorithm.
Lemma 3.4.3. The expected facility cost of the algorithm $\mathbb{E}[\mathrm{Fac}]$ is bounded by a constant factor times the upper assignment cost, that is:

$$
\mathbb{E}[\mathrm{Fac}] \leq \frac{2}{\beta} \mathrm{Asg}^{+}
$$

Proof. Whenever a demand, say $u_{i}$, arrives being at distance $d$ from the facility it is assigned to a new pair of facilities is opened with probability $\min \left(\frac{d}{\beta c_{f}}, 1\right)$. The expected facility cost if $d<\beta c_{f}$ is:

$$
\begin{array}{r}
2 c_{f} \frac{d}{\beta c_{f}} \leq \frac{2}{\beta} d= \\
\frac{2}{\beta} \operatorname{Asg}^{+}\left(u_{i}\right)
\end{array}
$$

If on the other hand $d \geq \beta c_{f}$ then the facility cost is:

$$
\begin{array}{r}
2 c_{f}= \\
\frac{2 \beta c_{f}}{\beta}= \\
\frac{2}{\beta} \mathrm{Asg}^{+}\left(u_{i}\right)
\end{array}
$$

Summing over all demands $u_{i}$ we get the result.
Let $\Phi_{0}$ be the random variable denoting the total potential function charging cost of the algorithm. The following lemma guarantees a bound on the expected value of $\Phi_{0}$ by the upper assignment cost:

Lemma 3.4.4. $\mathbb{E}\left[\Phi_{0}\right] \leq \frac{\mathbb{E}\left[\mathrm{Asg}^{+}\right]}{2}$
Proof. Every demand $u_{i}$ being at distance $d$ from the facility it is assigned opens a new pair of facilities with probability $\min \left(\frac{d}{\beta c_{f}}, 1\right)$. If $d>\beta c_{f}$ then a facility pair opens with probability 1 and the potential charging cost is:

$$
2 \rho c_{f} \leq \frac{\beta}{2} c_{f} \leq \frac{\operatorname{Asg}^{+}\left(u_{i}\right)}{2}
$$

On the other hand if $d \leq \beta c_{f}$ then $2 \rho c_{f} \cdot \frac{d}{\beta c_{f}} \leq \frac{d}{2}=\frac{\operatorname{Asg}^{+}\left(u_{i}\right)}{2}$ summing over all demands we have that:

$$
\mathbb{E}\left[\Phi_{0}\right] \leq \frac{\mathrm{Asg}^{+}}{2}
$$

Finally for the movement cost of the algorithm:
Lemma 3.4.5. The expected movement cost is bounded by the upper assignment cost, that is:

$$
\mathbb{E}[\mathrm{Mov}] \leq \mathrm{Asg}^{+}
$$

Proof. Let $u_{i}$ be the demand arriving at round $i$, the algorithm will move a facility towards the demand only if the demand is a close demand. Let $z \in \mathcal{F}^{m}$ be the mobile facility servicing the demand $u_{i}$. The movement cost whenever $u_{i}$ is a close demand is

$$
\begin{array}{r}
D \frac{d\left(z, u_{i}\right)}{D}= \\
d\left(z, u_{i}\right)= \\
\operatorname{Asg}^{+}\left(u_{i}\right)
\end{array}
$$

Again summing over all demands we get the result.
It is evident that we only need to bound the upper assignment cost of the algorithm, then if we manage to show that on expectation the upper assignment cost is $O\left(\frac{\log (D)}{\log (\log (D))}\right)$ OPT then a competitive ratio of $O\left(\frac{\log (D)}{\log (\log (D))}\right)$ will easily follow.

### 3.4.2 The analysis of outer demands

We focus on a single optimal facility $f^{*}$. The idea is to use the guarantees of Meyerson's algorithm to prove that after $\operatorname{cost} O\left(\frac{\log (D)}{\log (\log (D))}\right)$ OPT there will be a facility at distance at most $c_{f} / D$ from $f^{*}$.

Inner and outer demands. Here the definition of inner and outer demands is different from the definition of the online facility location problem. We say that a demand $u_{i}$ is outer if $d\left(u_{i}, f^{*}\right)>$ $c_{f} / D$. the rest of the demands are inner. Following the analysis of [27] we can easily bound the assignment cost of outer demands by $O\left(\frac{\log (D)}{\log (\log (D))}\right)$ times the optimal solution.

A simple observation similar to the one we made in the analysis of RANDOFL and DETOFL is that for every demand $u$ the assignment cost for $u$ in the optimal solution is at most $c_{f}$. We will use the technique we used for Meyerson's algorithm to analyze the cost of outer demands.

There are outer demands that are also close demands, we will show that if an outer demand $u_{i}$ is also a close demand, then the assignment cost for the demand if it is assigned to a mobile facility instead of a static is increased by at most $2 d_{u_{i}}^{*}$.
Lemma 3.4.6. The upper assignment cost of any outer demand that is assigned to a mobile facility (is close) is at most $2 d_{u_{i}}^{*}$ greater than the upper assignment cost if it was assigned to the corresponding static facility

Proof. Since $u_{i}$ is an outer demand $d_{u_{i}}^{*} \geq c_{f} / D$, therefore by the triangle inequality it suffices to show that no mobile facility can be at distance greater than $2 c_{f} / D$ from its corresponding static facility. Let $a$ be a facility of the algorithm and $z=\operatorname{mob}(a)$ its corresponding mobile facility. We will prove the statement by an induction on the number of demands served by $z$. If no demands where served by the mobile facility then the mobile and the static facility are at the same point and the statement holds. Assume that after $l$ demands served by the mobile facility $d(a, z) \leq 2 c_{f} / D$. Let $u_{i}$ be the $(l+1)$-th demand served by $z$. The point that $z$ will be after demand $u_{i}$ is served is:

$$
p_{i}(z)=\frac{D-1}{D} p_{i-1}(z)+\frac{1}{D} u_{i}
$$

The distance between $z$ after $u_{i}$ is processed will be:

$$
\begin{aligned}
& d\left(a, p_{i}(z)\right)= \\
&\left\|a-p_{i}(z)\right\|= \\
&\left\|a-\frac{D-1}{D} p_{i-1}(z)-\frac{1}{D} u_{i}\right\| \leq \\
&\left\|\frac{D-1}{D}\left(a-p_{i-1}(z)\right)+\frac{1}{D}\left(a-u_{i}\right)\right\| \leq \\
& \frac{D-1}{D}\left\|a-p_{i-1}(z)\right\|+\frac{1}{D}\left\|a-u_{i}\right\|= \\
& \frac{D-1}{D} \frac{2 c_{f}}{D}+\frac{1}{D} \frac{2 c_{f}}{D}= \\
& \frac{2 c_{f}}{D}
\end{aligned}
$$

Where from the fourth to the fifth line we have used the triangle inequality and from the fifth to the sixth line we have used that $d\left(a, p_{i-1}(z)\right) \leq 2 c_{f} / D$ (by the induction hypothesis) and that $d\left(a, u_{i}\right) \leq 2 c_{f} / D$ (because $u_{i}$ was served by a mobile facility which means that it is a close demand)

The above lemma guarantees that assigning outer demands to mobile facilities instead of static facilities is not too costly (in fact the algorithm would have asymptotically the same competitive ratio if there were no static facilities). Since this is the case, for the proof of the following lemma we will assume that every outer demand is assigned to the closest open static facility and the actual upper assignment cost will be at most 2 Asg* greater.

Lemma 3.4.7. The expected upper assignment cost for outer demands is $O\left(\frac{\log (D)}{\log (\log (D))}\right) O P T$
Proof. We consider a single optimal facility of the algorithm $f^{*}$. We divide the points of the metric space at distance greater than $\frac{c_{f}}{D}$ with respect to their distance from $f^{*}$. We consider $h+1$ zones, the 0 zone is consisted of the points that are at distance greater than $c_{f}$ from $f^{*}$. For $j \geq 1$ the $j$-th zone is consisted of all points $p$ such that $\frac{c_{f}}{m^{j}}<d\left(f^{*}, p\right) \leq \frac{c_{f}}{m^{j-1}}$. We take $m=\frac{\log (D)}{\log (\log (D))}$ and $h=\Theta\left(\frac{\log (D)}{\log \log (D)}\right)$ such that $m^{h}=D$ which means that every outer demand belongs to some zone. We say that the algorithm is in phase $j$ with respect to the facility $f^{*}$ if there is a static facility of the algorithm in zone $j$ and no static facility of the algorithm in any zone $j^{\prime}$ with $j^{\prime}>j$. Because there are no demands assigned to $f^{*}$ in zone 0 after expected upper assignment cost $O\left(c_{f}\right)$ a facility of the algorithm will open inside a zone $j$ with $j>0$.

We will bound the assignment cost of the algorithm while in phase $j$. Consider a demand $u_{i}$ arriving while the algorithm is in phase $j$. If the demand belongs to a zone $j^{\prime}$ with $j^{\prime} \leq j$ then by the triangle inequality the upper assignment cost for $u_{i}$ is at most $(m+1) d_{u_{i}}^{*}$. On the other hand for demands that belong to zone $j^{\prime}>j$ after expected upper assignment cost at most $2 \beta c_{f}$ a facility will open on one of these points and phase $j$ will end. If we sum over all optimal centers and all phases it follows that the expected upper assignment cost of outer demands is at $\operatorname{most}(m+1) A s g^{*}+(h+1) F a c^{*}=\left(\frac{\log (D)}{\log (\log (D))}\right) O P T$.

If we now take into consideration that the demands might not be assigned to a static facility but rather to a mobile facility the cost grows only by at most $2 \mathrm{Asg}^{*}$, therefore we can conclude that the upper assignment cost on outer demands is again on expectation $O\left(\frac{\log (D)}{\log (\log (D))} O P T\right)$.

### 3.4.3 The analysis of inner demands

Recall that an inner demand $u_{i}$ is a demand such that $d\left(u_{i}, f_{u_{i}}^{*}\right) \leq c_{f} / D$. We wish to show that for every optimal center the cost of the algorithm on inner demands assigned to $f^{*}$ is a constant times the optimal assignment cost. We focus on a single facility center $f^{*}$. After expected cost at most $O\left(c_{f}\right)$ on inner demands a facility is opened within distance $\frac{c_{f}}{D}$ from $f^{*}$. Thereafter any inner demand will be assigned to a facility being at distance at most $\frac{2 c_{f}}{D}$ from $f^{*}$. Any such facility $a$ is charged with a potential $\phi_{a}=\rho D d\left(z_{a}, f_{a}\right) \leq 2 \rho c_{f}$. We call this the potential function cost of $a$. We call the sum of the potential function costs over every facility opened by the algorithm within distance $\frac{2 c_{f}}{D}$ the potential function charging cost of the algorithm, $\Phi_{0}$. We say that a demand is close if it is within distance $\frac{2 c_{f}}{D}$ from its closest static facility. Note that by the time that a facility is opened within distance $\frac{c_{f}}{D}$ from $f^{*}$ every inner demand is also a close demand whose closest static facility is at distance at most $2 c_{f} / D$. So it suffices to bound the cost of close demands assigned to some mobile facility $z$ whose corresponding static facility is at distance at most $2 c_{f} / D$ from the optimal facility (and thus is charged with a potential $\rho D d\left(f_{z}^{*}, z\right)$ ).

The high level idea is to use a potential function argument to balance between two cases. The first case is that the inner demand $u_{i}$ that arrived is far from the optimal center. When this is the case the algorithm pays approximately the same as the offline optimal solution, however the potential function of the mobile facility serving this demand might increase, the optimal assignment cost being high however compensates for that increase as well. The second case is that the inner demand $u_{i}$ is much closer to the optimal facility than to the algorithms facility. When that is the case the upper assignment cost paid by the algorithm is much greater than the optimal assignment cost. However, the facility of the algorithm will move towards the demand and therefore towards the optimal facility (since those are very close) and the potential of the facility will decrease. This decrease in the potential will be enough to compensate for the assignment cost of the algorithm. Before we continue to formalize this proof sketch we will see why the straightforward generalization of this analysis to multiple facilities in the optimal solution is not enough to guarantee an asymptotically optimal competitive ratio.

There is a setback when considering multiple facilities in the optimal solution, a demand $u_{i}$ assigned to a facility $f_{u_{i}}^{*}$ in the optimal solution might be assigned to a mobile facility $z$ belonging to some different facility of the optimal solution, $f_{z}^{*} \neq f_{u_{i}}^{*}$. If this is the case but the demand is non-prohibited then we can assume that the demand was assigned to $f_{z}^{*}$ in the optimal solution, this would only increase the cost of the "optimal" solution by a constant factor and the same arguments can be applied:

$$
\begin{aligned}
& d\left(f_{z}^{*}, u_{i}\right) \leq \\
& d\left(f_{z}^{*}, f_{u_{i}}^{*}\right)+d\left(f_{u_{i}}^{*}, u_{i}\right) \leq \\
& y d^{*}\left(u_{i}\right)+d^{*}\left(u_{i}\right)= \\
&(y+1) d^{*}\left(u_{i}\right)
\end{aligned}
$$

Where we have used that $u_{i}$ is a non prohibited demand therefore $d\left(u_{i}, f_{u_{i}}^{*}\right)>d\left(f_{z}^{*}, f_{u_{i}}^{*}\right) / y$.
On the other hand prohibited demands are misleading for the algorithm: they direct the facilities of the algorithm towards a different center while they also have small assignment cost. Consider however the simple case of two facilities in the optimal solution, $f_{1}^{*}$ and $f_{2}^{*}$.


Figure 3.1: Prohibited demands of $f_{1}^{*}$ with respect to $f_{2}^{*}$

Consider the prohibited demands of $f_{1}^{*}$ with respect to $f_{2}^{*}$. After expected upper assignment cost $O\left(\beta c_{f}\right)$ on prohibited demands, a facility of the algorithm will open at distance at most $d\left(f_{1}^{*}, f_{2}^{*}\right) / y$ from $f_{1}^{*}$. Now consider a demand of $f_{1}^{*}$ that could potentially be prohibited, meaning that it is at distance less than $d\left(f_{1}^{*}, f_{2}^{*}\right) / y$. Every static facility $a$ belonging to $f_{2}^{*}$ is at distance at least $d\left(f_{1}^{*}, f_{2}^{*}\right) / 2$ from $f_{1}^{*}$. This is easy to verify:

$$
\begin{array}{r}
d\left(f_{1}^{*}, f_{2}^{*}\right) \leq \\
d\left(f_{1}^{*}, a\right)+d\left(f_{2}^{*}, a\right) \leq \\
2 d\left(f_{1}^{*}, a\right)
\end{array}
$$

Where we have used that $a$ belongs to $f_{2}^{*}$ therefore $d\left(f_{2}^{*}, a\right) \leq d\left(f_{1}^{*}, a\right)$. Rearranging we get the result. However when a static facility $a^{\prime}$ is opened at distance at most $d\left(f_{1}^{*}, f_{2}^{*}\right) / y$ from $f_{1}^{*}$ the distance of any new demand, say $u_{i}$ at distance at most $d\left(f_{1}^{*}, f_{2}^{*}\right) / y$ from $f_{1}^{*}$ (a potentially prohibited demand) will not be assigned to a facility belonging to $f_{2}^{*}$. Recall that the algorithm finds the closest static facility to the new demand $u_{i}$, we will show that $a^{\prime}$ is closer from any static facility belonging to $f_{2}^{*}$. The distance between such a demand $u_{i}$ and any static facility $a$ belonging to $f_{2}^{*}$ is at least:

$$
\begin{aligned}
& d\left(a, u_{i}\right) \geq \\
& d\left(a, f_{1}^{*}\right)-d\left(u_{i}, f_{1}^{*}\right) \geq \\
& \frac{d\left(f_{1}^{*}, f_{2}^{*}\right)}{2}-\frac{d\left(f_{1}^{*}, f_{2}^{*}\right)}{y} \geq \\
& \frac{3}{8} d\left(f_{1}^{*}, f_{2}^{*}\right)
\end{aligned}
$$

Where from the first to the second line we have used the triangle inequality, from the second to the third line we have used that a facility belonging to $f_{2}^{*}$ is at distance at least $d\left(f_{1}^{*}, f_{2}^{*}\right) / 2$ from $f_{1}^{*}$, finally from the third to the fourth line we have used that $y \geq 8$. On the other hand the distance of $a^{\prime}$ from $u_{i}$ is, using the triangle inequality, at most $\frac{1}{4} d\left(f_{1}^{*}, f_{2}^{*}\right)$.

This analysis guarantees us that the expected upper assignment cost for the case of two facilities is $O\left(2 \beta c_{f}\right)$. Furthermore it guarantees that if we select any pair of facilities $f_{i}^{*}, f_{j}^{*}$ the expected upper assignment cost of prohibited demands of $f_{i}^{*}$ with respect to $f_{j}^{*}$ is at most $O\left(c_{f}\right)$. This analysis however does not immediately give us a good bound for the general case of $k$ facilities in the optimal solution. If we naively used the same arguments the bound we would get would be $O\left(k^{2} c_{f}\right)$ (this is constituted of an expected upper assignment cost of $\mathrm{O}\left(c_{f}\right)$ for every pair of optimal facilities), this is somewhat natural, when we generalize this argument to more facilities we make no use of the fact that the the optimal centers lie in an underlying metric space. For the case where the metric space is the real line we can exploit the structure of $\mathbb{R}$ to improve this to $O\left(k c_{f}\right)$.

Lemma 3.4.8. The upper assignment cost of prohibited demands on the real line is $O\left(k c_{f}\right)$

Proof. We let $f_{1}^{*}<f_{2}^{*}<\ldots<f_{k}^{*}$ be the positions of the optimal facilities on the real line. We follow the configuration of static facilities of the algorithm by a binary tree. Every node in the tree will correspond to a subset of optimal facilities that are consecutive. The tree will grow dynamically according to the openings of facilities of the algorithm. The root of the tree will contain all facilities of the optimal solution and at first the tree only contains the root. Consider a node $u$ of the tree containing facilities $f_{i}^{*}<\ldots<f_{j}^{*}$. If a facility is opened at the interval of some facility $f_{l}^{*}$ (recall that the interval of a facility is the set of points for which the facility is closer than any other facility in the optimal solution) with $i<l<j$ then we create two children for node $u$ containing the facilities $f_{i}^{*}<\ldots<f_{l}^{*}$ and $f_{l}^{*}<\ldots<f_{j}^{*}$. After this event happens there will be no prohibited demands of $f_{m}^{*}$ with respect to some facility $f_{m^{\prime}}^{*}$ with $m<l<m^{\prime}$. Similarly there will be no prohibited demands of $f_{m^{\prime}}^{*}$ with respect to $f_{m}^{*}$ (with $m<l<m^{\prime}$ ). If on the other hand a leaf contains only two facilities, $f_{i}^{*}, f_{j}^{*}$ then the node is split after a facility of the algorithm is opened at the prohibited area of $f_{i}^{*}$ with respect to $f_{j}^{*}$ (at distance at most $\frac{d\left(f_{i}^{*}, f_{j}^{*}\right)}{8}$ from $\left.f_{i}^{*}\right)$ and vice versa.


Figure 3.2: How the tree splits nodes when a facility is opened (red rectangle)

Note that for every prohibited demand of some facility $f_{i}^{*}$ with respect to some facility $f_{j}^{*}$ there is a unique leaf of the tree containing both $f_{i}^{*}$ and $f_{j}^{*}$, therefore for any prohibited demand there is a unique leaf containing the two optimal facilities involved. We only charge leaves of the tree with the costs of prohibited demands. Our goal is to bound the cost on prohibited demands until a node is split (is no more a leaf) while also showing that the number of nodes is $O(k)$. Lets see what is the expected upper assignment cost until a leaf is split. Let $u$ be a leaf with the facilities $f_{i}^{*}<\ldots<f_{j}^{*}$. We are only looking at prohibited demands from facilities within the node. Since the node is not yet split there are no facilities of the algorithm belonging to $f_{l}^{*}$ for $i<l<j$. Therefore the only prohibited demands can be of $f_{i}^{*}$ with respect to $f_{j}^{*}$ or vice versa or from $f_{l}^{*}$ with respect to either $f_{i}^{*}$ or $f_{j}^{*}$. The cost of prohibited demands involving $f_{i}^{*}$ and $f_{j}^{*}$ is at most $2 \cdot 2 \beta c_{f}$ (this accounts for $2 \beta c_{f}$ for prohibited demands of $f_{i}^{*}$ with respect to $f_{j}^{*}$ and $2 \beta c_{f}$ for prohibited demands of $f_{j}^{*}$ with respect to $f_{i}^{*}$ ). On the other hand after expected upper assignment cost $2 \beta c_{f}$ on prohibited demands of facilities $f_{l}^{*}$ with respect to $f_{i}^{*}$ and $f_{j}^{*}$ a facility will be opened on the interval of one of them and the node will be split (a perfectly similar argument can show that after expected cost $4 \beta c_{f}$ a node with two facilities will be split). We can conclude that the expected upper assignment cost on prohibited demands of every node until it is split is at most $6 \beta c_{f}$. The number of leaves at any point is at most $2 k$ which means that at any point the number of nodes of the tree is $O(k)$. By the end of the demand sequence the expected upper assignment cost on prohibited demands is $O(k) 6 \beta c_{f}=O\left(k c_{f}\right)$

Now that we have dealt with prohibited demands (at least on the real line) we are ready to present the main analysis. The proof we will show will go according to the sketch we gave at the beginning of the section. We will be able to show that when the upper assignment cost is much greater than the the actual assignment cost the configuration of the algorithm is significantly improved (the potential function is decreased). On the other hand when the algorithm pays approximately the same as the offline optimal solution then this compensates for the potential worsening of the configuration of the algorithm.

Lemma 3.4.9. For every close inner demand $u_{i}$ assigned to a mobile facility $\operatorname{mob}(a)$ the upper assignment cost plus the potential function difference is at most a constant times the optimal
assignment cost if the demand is non prohibited. That is:

$$
d\left(u_{i}, \operatorname{mob}(a)\right)+\Delta \Phi \leq(\rho+1) x \cdot d_{u_{i}}^{*}
$$

If the demand is prohibited the potential function difference is bounded by the upper assignment cost (meaning that the assignment plus the potential difference on every prohibited demand is bounded by the optimal facility cost)

Proof. We will focus on the simple case of the line (since our bound of prohibited demands also works only for this case), the general case is similar but a bit more technical. Let $u_{i}$ be a close inner demand and $a=\arg \min _{a^{\prime} \in \mathcal{F} s}\left\{d\left(a, u_{i}\right)\right\}$, let $z=p_{i-1}(\operatorname{mob}(a))$ and $z^{\prime}$ the place of the mobile facility after the movement $\left(z^{\prime}=p_{i}(\operatorname{mob}(a))\right)$. We will first divide between the cases that the demand $u_{i}$ is prohibited and the case that the demand $u_{i}$ is non-prohibited.

Lets focus first on the case that the demand is non-prohibited, this means that either $u_{i}$ is assigned to $f_{a}^{*}$ in the optimal solution or it can be considered to be assigned to $f_{a}^{*}$ in the optimal solution with only a constant factor increase of the cost. We will further divide between two cases. The first case is that the assignment cost for the demand $u_{i}$ is much lower than its upper assignment cost, namely for large enough $x$ :

$$
d\left(u_{i}, f_{a}^{*}\right) \leq \frac{d\left(z, u_{i}\right)}{x}
$$

What we wish to show when that is the case is that the expected upper assignment cost plus the potential function difference is less than or equal to 0 . Note that the only facility that is moved is $\operatorname{mob}(a)$ therefore $\Delta \Phi=\rho D\left(d\left(z^{\prime}, f_{a}^{*}\right)-d\left(z, f_{a}^{*}\right)\right)$.

It is easy to verify that:

$$
d\left(f_{a}^{*}, z^{\prime}\right) \leq \max \left\{d\left(f_{a}^{*}, z\right)-\frac{d\left(u_{i}, z\right)}{D}, \frac{d\left(u_{i}, f_{a}^{*}\right)}{x}\right\}
$$

If $d\left(f_{a}^{*}, z^{\prime}\right) \leq d\left(f_{a}^{*}, z\right)-\frac{d\left(u_{i}, z\right)}{D}$ holds then the potential function difference is:

$$
\begin{aligned}
& \Delta \Phi= \\
& \rho D\left(d\left(z^{\prime}, f_{a}^{*}\right)-d\left(z, f_{a}^{*}\right)\right) \leq \\
&-\rho D\left(\frac{d\left(u_{i}, z\right)}{D}\right.= \\
&-\rho d\left(u_{i}, z\right)
\end{aligned}
$$

Note that $d\left(u_{i}, z\right)$ is precisely the upper assignment cost, meaning that for $\rho \geq 1$ :

$$
d\left(u_{i}, z\right)+\Delta \Phi \leq 0
$$

If on the other hand $d\left(f_{a}^{*}, z^{\prime}\right) \leq \frac{d\left(u_{i}, f_{a}^{*}\right)}{x}$ then the potential function difference is:

$$
\begin{aligned}
\Delta \Phi & = \\
\rho D\left(d\left(z^{\prime}, f_{a}^{*}\right)-d\left(f_{a}^{*}, z\right)\right) & \leq
\end{aligned}
$$

$$
\begin{aligned}
& \rho D\left(d\left(u, f_{a}^{*}\right)-d\left(f_{a}^{*}, z\right)\right) \leq \\
& \rho D\left(d\left(u_{i}, f_{a}^{*}\right)-d\left(z, u_{i}\right)+d\left(u, f_{a}^{*}\right)\right)= \\
& \rho D\left(2 d\left(u_{i}, f_{a}^{*}\right)-d\left(z, u_{i}\right)\right) \leq \\
& \rho D\left(\frac{2}{x} d\left(z, u_{i}\right)-d\left(z, u_{i}\right)\right)= \\
& \rho D\left(\frac{2-x}{x} d\left(z, u_{i}\right)\right)
\end{aligned}
$$

We take $x>2$ therefore (because $D \geq 1$ ):

$$
\begin{array}{r}
\rho D\left(\frac{2-x}{x} d\left(z, u_{i}\right)\right) \leq \\
\rho \frac{2-x}{x} d\left(z, u_{i}\right)= \\
-\rho \frac{x-2}{x} d\left(z, u_{i}\right)
\end{array}
$$

We take $\rho \geq \frac{x-2}{x}$ and we have:

$$
d\left(z, u_{i}\right)+\Delta \Phi \leq 0
$$

Now lets focus on the case that the upper assignment cost of the demand is approximately the same as the optimal assignment cost, namely:

$$
d\left(z, u_{i}\right) \leq x \cdot d\left(f_{a}^{*}, u_{i}\right)
$$

The increase in the potential function is:

$$
\begin{array}{r}
\Delta \Phi \leq \\
D \rho \frac{d\left(z, u_{i}\right)}{D}= \\
\rho x d\left(f_{a}^{*}, u_{i}\right)
\end{array}
$$

Therefore the upper assignment cost plus the potential function difference is:

$$
d\left(z, u_{i}\right)+\Delta \Phi \leq(\rho+1) x d\left(u_{i}, f_{a}^{*}\right)
$$

Since the demand is non-prohibited $d\left(u_{i}, f_{a}^{*}\right)$ is within a constant factor of the optimal assignment cost, meaning that $d\left(z, u_{i}\right)+\Delta \Phi$ is also within a constant factor of the optimal assignment cost.

Now for the case that the demand is prohibited. Since the expected upper assignment cost for prohibited demands is bounded by $O\left(k c_{f}\right)$ it suffices to show that the increase in the potential function is also bounded by the upper assignment cost. Then we can easily conclude that the expected upper assignment cost plus the potential function difference over all prohibited demands is $O\left(k c_{f}\right)$. This is very simple:

$$
\Delta \Phi \leq D \rho \frac{d\left(z, u_{i}\right)}{D} \leq \rho d\left(z, u_{i}\right)
$$

### 3.4.4 The Theorem

We have now concluded the proof of the asymptotically optimal competitive ratio of the algorithm on the real line. We will summarize and combine the lemmas in the following theorem to conclude that the competitive ratio of the algorithm for the real $\operatorname{line}$ is $O\left(\frac{\log (D)}{\log (\log (D))} O P T\right)$.
Theorem 3.4.10. The expected cost of EucOFLM on the real line is:

$$
O\left(\frac{\log (D)}{\log (\log (D))}\right) O P T
$$

Proof. Recall that the expected costs of the algorithm are bounded by a constant factor times the upper assignment cost of the algorithm. Let $C$ denote the cost of the algorithm:

$$
\mathbb{E}[C]=\mathbb{E}[\mathrm{Asg}]+\mathbb{E}[\mathrm{Fac}]+\mathbb{E}[\mathrm{Mov}] \leq O\left(\mathrm{Asg}^{+}\right)
$$

The expected upper assignment cost is:

$$
\begin{aligned}
& \mathbb{E}\left[\mathrm{Asg}^{+}\right]= \\
& \mathbb{E}\left[\mathrm{Asg}_{\text {inner }}^{+}\right]+\mathbb{E}\left[\mathrm{Asg}_{\text {outer }}^{+}\right] \leq \\
& O\left(\frac{\log (D)}{\log (\log (D))} O P T\right) O\left(k c_{f}\right)+(\rho+1) x \mathrm{Asg}^{*}+\mathbb{E}\left[\Phi_{0}\right]
\end{aligned}
$$

We now use the fact that $\mathbb{E}\left[\Phi_{0}\right] \leq \mathbb{E}\left[\mathrm{Asg}^{+}\right]$we can get the bound:

$$
\mathrm{Asg}^{+} \leq O\left(\frac{\log (D)}{\log (\log (D))} O P T\right)
$$

## Chapter 4

## Online Facility Location with Mobile Facilities in general Metric Spaces

### 4.1 Introduction

In this section we present our work on the online facility location with mobile facilities problem. Our results include a generalization of the algorithm of [22]. We analyse the algorithm using the hierarchical decomposition lemma of [26] and prove that our algorithm is asymptotically optimal on general metric spaces. Our analysis also proves the optimality of the algorithm of [22] in Euclidean metric spaces of arbitrary dimension.

It is evident from the analysis of the EucOFLM algorithm that the main problem in generalizing to dimensions higher than 1 is the analysis of the cost of prohibited demands. In Chapter 3 we exploited the structure of the real line to prove that in that case the expected cost of prohibited demands is $O\left(k c_{f}\right)$ where $k$ is the number of facilities in the offline optimal solution and $c_{f}$ is the cost of opening a single facility (recall that we are focusing on the uniform case where the cost of opening a facility is the same for every point of the metric space). Our main result is the use of the hierarchical decomposition lemma of [26] to analyse the cost of prohibited demands in Euclidean spaces of arbitrary dimension and general metric spaces.

### 4.2 The algorithm

We will now present our algorithm that achieves the asymptotically optimal competitive ratio on general metric spaces. Similarly to the EucOFLM algorithm our algorithm maintains to set of facilities: the mobile facilities denoted by $\mathcal{F}^{m}$ and the static facilities $\mathcal{F}^{s}$. The mobile facilities will be moved by the algorithm with the goal to increase its configuration. The static facilities on the other hand will never move. Whenever the algorithm decides to open a facility at some point of the metric space (the decision will be made randomly according to the opening rule of RANDOFL, Meyerson's randomized algorithm [50]) it will instead open a pair of facilities at the same point: a static facility, that will never be moved and a mobile facility that will be moved throughout the execution of the algorithm. The way that the facilities are opened implies a pairing between mobile and static facilities. For a static facility $a$ we denote by $\operatorname{mob}(a)$ the corresponding mobile facility, that is the mobile facility that was opened at the same time as $a$.

The algorithm classifies demands into two categories, close demands and far demands. Let
$u_{i}$ be a demand, the algorithm calculates the closest open static facility to demand $u_{i}, a=$ $\arg \min _{a^{\prime} \in \mathcal{F}^{s}}\left\{d\left(a^{\prime}, u_{i}\right)\right\}$. If it holds that $d\left(a, u_{i}\right) \leq 2 c_{f} / D$ then $u_{i}$ is classified as a close demand. If on the other hand $d\left(a, u_{i}\right)>2 c_{f} / D$ then the demand is classified as a far demand. Far demands are treated in exactly the same way as in Meyerson's algorithm and are served by the closest static facility. Close demands on the other hand are served by mobile facilities and they might cause a facility to move.

Since we are trying to tackle the problem of general metric spaces, moving a facility to an arbitrary point on the line between 2 points of the metric space is no longer an option (this is what the algorithm of [22] does). We instead apply a very simple facility moving rule, we move the mobile facility to the point of the demand with probability $\frac{1}{D}$. In other words whenever a close demand $u_{i}$ arrives if $z$ is the mobile facility serving that demand then the algorithm flips a coin and with probability $\frac{1}{D}$ moves the facility on the point of the demand. In pseudocode the algorithm is Algorithm 8.

```
Algorithm 8: The algorithm for general metric spaces GenOFLM
    Let \(\beta\) be an appropriately chosen constant
    \(\mathcal{F}_{0}^{m} \leftarrow \emptyset\)
    \(\mathcal{F}_{0}^{s} \leftarrow \emptyset\)
    for \(i=1\) to \(n\) do
        Let \(a=\arg \min _{a^{\prime}}\left\{d\left(u_{i}, a^{\prime}\right): a^{\prime} \in \mathcal{F}^{s}\right\}\)
        if \(d\left(a, u_{i}\right) \leq \frac{2 c_{f}}{D}\) then \(\quad / * u_{i}\) is a close demand */
            Let \(z=\operatorname{mob}(a)\)
            w.p. \(\frac{d\left(z, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            w.p \(\frac{1}{D}: \operatorname{move}\left(z \rightarrow u_{i}\right)\)
            Assign \(u_{i}\) to \(z\)
        end
        else /* \(u_{i}\) is a far demand \(* /\)
            w.p. \(\frac{d\left(a, u_{i}\right)}{\beta c_{f}}: \mathcal{F}_{i}^{s} \leftarrow \mathcal{F}_{i-1}^{s} \cup\left\{u_{i}\right\}, \mathcal{F}_{i}^{m} \leftarrow \mathcal{F}_{i-1}^{m} \cup\left\{u_{i}\right\}\)
            Assign \(u_{i}\) to the facility opened at \(u_{i}\).
        end
    end
```


### 4.3 The analysis

We will now proceed to analyze the algorithm and show that it achieves an asymptotically optimal competitive ratio of $O\left(\frac{\log (D)}{\log (\log (D))}\right)$.

### 4.3.1 Notation

Lets recall some notation that we also used on the previous chapter. We will use $c_{f}$ to denote the cost of opening a facility and $D$ to denote the cost of moving a facility per unit distance. For the set of facilities of the optimal offline solution we use the notation $\mathcal{F}^{*}$ and we use $f^{*}$ to denote optimal facilities. Let $u$ be a demand, we use $f_{u}^{*}$ to denote the optimal facility that $u$ is assigned to in the optimal solution. More generally for a point $p$ of the metric space we use $f_{p}^{*}$ to denote the closest facility of the optimal solution. For a demand $u$ we use $d_{u}^{*}$ to denote the optimal assignment cost of $u\left(d_{u}^{*}=d\left(u, f_{u}^{*}\right)\right.$ ).

### 4.3.2 An outline of the analysis and definitions

We again define the notion of upper assignment cost, let $u_{i}$ be a demand and $a$ the closest open static facility at the arrival time of $u_{i}$. We define the upper assignment cost as:

$$
\operatorname{Asg}^{+}\left(u_{i}\right)=\left\{\begin{array}{l}
\min \left\{d\left(u_{i}, a\right), \beta c_{f}\right\} \text { If } u_{i} \text { is a far demand } \\
\min \left\{d\left(u_{i}, \operatorname{mob}(a)\right), \beta c_{f}\right\} \text { If } u_{i} \text { is a close demand }
\end{array}\right.
$$

We can bound the expected costs of the algorithm by a constant factor times the upper assignment cost, therefore if we show that the expected upper assignment cost is bounded by $O\left(\frac{\log (D)}{\log (\log (D))} O P T\right)$ then a bound of $O\left(\frac{\log (D)}{\log (\log (D))} O P T\right)$ will easily follow (by $O P T$ we denote the optimal offline solution of the problem). Our analysis will go as follows. Lets focus our attention on a single facility of the optimal solution $f^{*}$. We will first categorize the demands into inner and outer. Inner demand are demands that are within a distance $c_{f} / D$ from the facility they are assigned to in the optimal solution. The rest of the demands are outer. We will use the ideas from the analysis of Meyerson's algorithm [27] to show that the upper assignment cost of outer demands is bounded by $O\left(\frac{\log (D)}{\log (\log (D))} O P T\right)$

For inner demands we will show that after expected upper assignment cost $O\left(c_{f}\right)$ a pair of facilities will be opened at distance at most $c_{f} / D$ from $f^{*}$. Thereafter every inner demand will be a close demand and furthermore every inner demand will be assigned to some mobile facility whose corresponding static is at distance at most $2 c_{f} / D$ from $f^{*}$. We charge any such mobile facility with a potential of $\rho d\left(f^{*}, z\right)$. For inner demands after a pair of facilities was opened at distance at most $c_{f} / D$ we will show the following if a demand is much closer to $f^{*}$ than to the mobile facility of the algorithm then the configuration of the algorithm is significantly improved on expectation ( the expected potential function difference compensates for the large upper assignment cost). If on the other hand the upper assignment cost of the algorithm is comparable to the optimal assignment cost then this also compensates for the (possible) increase of the potential function.

As mentioned earlier every mobile facility initially opened at distance at most $2 c_{f} / D$ from its nearest optimal facility is charged with a potential charging cost of $\rho d\left(z, f_{z}^{*}\right)$. We call the sum over all such facilities the potential function charging cost of the algorithm, denoted by $\Phi_{0}$. The expected potential function cost is bounded by $\frac{\mathrm{Asg}^{+}}{2}$. We will show that on expectation:

$$
\mathbb{E}\left[\mathrm{Asg}^{+}\right]=O\left(\frac{\log (D)}{\log (\log (D))}\right) \mathrm{OPT}+\mathbb{E}\left[\Phi_{0}\right] \Rightarrow
$$

$$
\begin{array}{r}
\mathbb{E}\left[\mathrm{Asg}^{+}\right]=O\left(\frac{\log (D)}{\log (\log (D))}\right) \mathrm{OPT}+\mathbb{E}\left[\mathrm{Asg}^{+}\right] / 2 \Rightarrow \\
\mathbb{E}\left[\mathrm{Asg}^{+}\right]=O\left(\frac{\log (D)}{\log (\log (D))}\right) \mathrm{OPT}
\end{array}
$$

The main technical difficulty in our analysis is the analysis of prohibited demands. We recall now the definition of prohibited demands (denoted by Proh): Let $y \geq 8$ be a constant and let $f_{i}^{*}, f_{j}^{*}$ be two facilities of the optimal solution. We will say that a demand $u$ is a prohibited demand of $f_{i}^{*}$ with respect to $f_{j}^{*}$ if the following hold:

1. The demand $u$ is assigned to $f_{i}^{*}$ in the optimal solution $f_{u}^{*}=f_{i}^{*}$ and is much closer to $f_{i}^{*}$ than to $f_{j}^{*}$. Specifically:

$$
d\left(f_{i}^{*}, u\right) \leq \frac{d\left(f_{j}^{*}, f_{i}^{*}\right)}{y}
$$

2. The demand $u$ is assigned to some facility $z$ of the algorithm belonging to $f_{j}^{*},\left(f_{z}^{*}=f_{j}^{*}\right)$.

The rest of the demands are the non-prohibited demands, denoted by NProh. Let $u_{i}$ be a close demand and $z$ the mobile facility that serves $u_{i}$, then either $u_{i}$ is assigned to $f_{z}^{*}$ in the optimal solution or it can be considered to be assigned to $f_{z}^{*}$ in the optimal solution with only a constant factor increase of the cost.

Our algorithm heavily relies on Meyerson's algorithm to bound the cost of outer demands. It is therefore natural that the following lemma is essential to our analysis. Its proof is very similar to the one in lemma 2.4.1 presented in Chapter 2.

Lemma 4.3.1. Let $S$ be a set of demands. The expected upper assignment cost until a facility is opened at one of them is bounded by $2 \beta c_{f}$.

### 4.3.3 The costs of the Algorithm

We will now prove that the expected costs of the algorithm are bounded by a constant factor times the upper assignment cost, assuming that, we can only focus on the upper assignment cost for the analysis of our algorithm. It is very easy to see that the actual assignment cost of the algorithm is upper bounded by the upper assignment cost (for a formal proof see Lemma 3.4.2 from Chapter 3). For the facility cost of the algorithm:

Lemma 4.3.2. The expected facility cost of the algorithm $\mathbb{E}[\mathrm{Fac}]$ is bounded by a constant factor times the upper assignment cost, that is:

$$
\mathbb{E}[\mathrm{Fac}] \leq \frac{2}{\beta} \mathrm{Asg}^{+}
$$

Proof. Whenever a demand, say $u$, arrives being at distance $d$ from its serving facility (if the demand is far then $d$ is the distance from the nearest open static facility while if the demand is close $d$ is the distance from the mobile facility corresponding to the nearest open static facility).

A new pair of facilities is opened with probability $\min \left(\frac{d}{\beta c_{f}}, 1\right)$ so the expected facility cost if $d<\beta c_{f}$ is:

$$
\begin{array}{r}
2 c_{f} \frac{d}{\beta c_{f}} \leq \frac{2}{\beta} d= \\
\frac{2}{\beta} \operatorname{Asg}^{+}(u)
\end{array}
$$

If on the other hand $d \geq \beta c_{f}$ then the facility cost is:

$$
\begin{array}{r}
2 c_{f}= \\
\frac{2 \beta c_{f}}{\beta}= \\
\frac{2}{\beta} \mathrm{Asg}^{+}(u)
\end{array}
$$

Summing over all demands $u$ we get the result.
We now bound the potential function charging cost $\Phi_{0}$ by the upper assignment cost of the algorithm:
Lemma 4.3.3. $\mathbb{E}\left[\Phi_{0}\right] \leq \frac{\mathbb{E}\left[\mathrm{Asg}^{+}\right]}{2}$
Proof. Every demand $u$ being at distance $d$ from the facility it is assigned to opens a new pair of facilities with probability $\min \left(\frac{d}{\beta c_{f}}, 1\right)$. If $d>\beta c_{f}$ then a facility pair opens with probability 1 and the potential charging cost is:

$$
2 \rho c_{f} \leq \frac{\beta}{2} c_{f} \leq \frac{\operatorname{Asg}^{+}(u)}{2}
$$

On the other hand if $d \leq \beta c_{f}$ then $2 \rho c_{f} \cdot \frac{d}{\beta c_{f}} \leq \frac{d}{2}=\frac{\operatorname{Asg}^{+}(u)}{2}$. Summing over all demands we have that:

$$
\mathbb{E}\left[\Phi_{0}\right] \leq \frac{\mathrm{Asg}^{+}}{2}
$$

Finally for the movement cost:
Lemma 4.3.4. The expected movement cost is bounded by the upper assignment cost, that is:

$$
\mathbb{E}[\mathrm{Mov}] \leq \mathrm{Asg}^{+}
$$

Proof. Let $u$ be a close demand, $a$ the closest static facility to $u$ and $z$ be the mobile facility serving $u$. The upper assignment cost for $u$ is $d(u, z)\left(\operatorname{Asg}^{+}(u)=d(u, z)\right)$. The facility $z$ is moved with probability $\frac{1}{D}$ making the expected moving cost:

$$
\frac{1}{D} D d(u, z)=\operatorname{Asg}^{+}(u)
$$

Summing over all demands we get the result.

### 4.3.4 The analysis of outer demands

We will use the analysis of [27] of Meyerson's algorithm to analyze the expected cost of outer demands.

We say that a demand $u$ is outer if $d\left(f_{u}^{*}, u\right)>\frac{c_{f}}{D}$. Following the analysis of [22] which in turn follows the analysis of [27] for Meyerson's algorithm we can easily prove that the expected upper assignment cost on outer demands can be bounded by $O\left(\frac{\log (D)}{\log \log (D))}\right) O P T$. First of all we will show that for an outer demand $u$, the assignment cost if the demand is assigned to a mobile facility instead of the closest static facility is increased only by at most $2 d_{u}^{*}$, this is guaranteed by the following lemma:
Lemma 4.3.5. Let $u$ be an outer close demand and let $a=\arg \min _{a^{\prime} \mathcal{F}^{s}}\left\{d\left(a^{\prime}, u\right)\right\}$. Then the following inequality holds:

$$
d(u, \operatorname{mob}(a)) \leq d(u, a)+d_{u}^{*}
$$

Proof. Since $u$ is an outer demand we have that $d_{u}^{*}>c_{f} / D$, furthermore since the mobile facility $\operatorname{mob}(a)$ only moves on close demands we have that $d(\operatorname{mob}(a), a) \leq 2 c_{f} / D$ meaning that $d(\operatorname{mob}(a), a) \leq 2 d_{u}^{*}$. Using the triangle inequality we get the result

In the following, for clarity, we will assume that every outer demand is also far. This, in fact, is not necessarily the case. However the cost of the algorithm can increase by at most 2 Asg* if outer demands are assigned to mobile facilities.

We consider a single optimal facility of the algorithm $f^{*}$. We divide the points of the metric space at distance greater than $\frac{c_{f}}{D}$ with respect to their distance from $f^{*}$. We consider $h+1$ zones. The 0 th zone is consisted of the points that are at distance greater than $c_{f}$ from $f^{*}$. For $i \geq 1$ the $i$ th zone is consisted of all points $p$ such that $\frac{c_{f}}{m^{2}}<d\left(f^{*}, p\right) \leq \frac{c_{f}}{m^{i-1}}$. We take $m=\frac{\log (D)}{\log (\log (D))}$ and $h=\Theta\left(\frac{\log (D)}{\log \log (D)}\right)$ such that $m^{h}=D$ which means that every outer demand belongs to some zone. We say that the algorithm is in phase $i$ with respect to facility $f^{*}$ if there is a static facility of the algorithm in zone $i$ and no static facility of the algorithm in any zone $j$ with $j>i$. Because there are no demands assigned to $f^{*}$ in zone 0 after expected upper assignment cost $O\left(c_{f}\right)$ a facility of the algorithm will open inside a zone $i$ with $i>0$.

We will bound the assignment cost of the algorithm while in phase $j$. Consider a demand $u_{i}$ arriving while the algorithm is in phase $j$. If the demand belongs to a zone $j^{\prime}$ with $j^{\prime} \leq j$ then by the triangle inequality the upper assignment cost for $u_{i}$ is at most $(m+1) d_{u_{i}}^{*}$. On the other hand for demands that belong to a zone $j^{\prime}>j$ by lemma 4.3.1 we have that after expected upper assignment cost at most $2 \beta c_{f}$ a facility will open on one of these points and phase $j$ will end. From the above analysis if we sum over all optimal centers and all phases it follows that the expected upper assignment cost on outer demands is at most $(m+1) \mathrm{Asg}^{*}+(h+1) \mathrm{Fac}^{*}=$ $\left(\frac{\log (D)}{\log (\log (D))}\right)$ OPT

### 4.3.5 The analysis of inner demands

Now we will analyse the cost of inner demands. We will start by proving that the expected upper assignment cost of prohibited demands is $O\left(k c_{f}\right)$ where $k$ is the number of facilities in the optimal solution.

We begin by giving some definitions related to prohibited demands. Let $K$ be a set of facilities of the optimal solution. We call external prohibited demands of the set $K$ the prohibited demands that are assigned to some facility $f_{i}^{*} \in K$ in the optimal solution but the algorithm assigns them to some facility belonging to some optimal facility $f_{j}^{*}$ not in $K, f_{j}^{*} \notin K$. On the other hand internal prohibited demands are prohibited demands that are assigned to some facility $f_{i}^{*} \in K$ in the optimal solution but they are assigned to some facility of the algorithm belonging to some different optimal facility $f_{j}^{*} \in K, f_{i}^{*} \neq f_{j}^{*}$.

We now present the main tool of our analysis, namely the hierarchical decomposition lemma of [26]. A hierarchical decomposition is a complete laminar set system. A set system is laminar if it has no intersecting sets. A pair of sets $K, K^{\prime}$ form an intersecting pair if neither $K \backslash K^{\prime}$, $K^{\prime} \backslash K, K \cap K^{\prime}$ is empty. In other words a set system is laminar if for any pairs of sets $K, K^{\prime}$ the sets are either disjoint or related by containment. A complete set system is a set system containing every singleton element $\{c\}$. We will think of this hierarchical decomposition as a rooted tree where every node of the tree represents a subset of points of the metric space. The root of the tree is the entire metric space and every node is either a leaf which means that it is a singleton set or the union of its children is equal to the node it self, furthermore the intersection between any pair of its children is the empty set. Formally, for a node $u$ of the tree representing a subset $K \subseteq \mathcal{M}$ of the metric space either $K=\{c\}$ for some element $c \in \mathcal{M}$ or $u$ is not a leaf and $K=\cup_{i=1}^{l} K_{i}$, where $K_{1}, \ldots, K_{l}$ are the children of set $K$. It also holds that $K_{i} \cap K_{j}=\emptyset$ for $1 \leq i<j \leq l$. It is easy to show that any complete laminar set system of a set $S$ has at most $2|S|-1$ sets. For a set $K$ in the hierarchical decomposition other than $\mathcal{M}$ we use $\operatorname{par}(K)$ to denote the parent of $K$ in the corresponding tree representation.

Lemma 4.3.6. For every $\gamma \geq 16$ every finite metric space ( $\mathcal{M}, d$ ) has a hierarchical decomposition $\mathcal{K}$ such that for every $K \in \mathcal{K}$ which is not $\mathcal{M}$ one of the following hold:

1. Either $\Delta(K)>\frac{\Delta(\operatorname{par}(K))}{\gamma^{2}}$
2. $\operatorname{Or} \operatorname{sep}_{\mathcal{M}}(K)>\frac{\Delta(\operatorname{par}(K))}{4 \gamma}$

We consider the metric space induced by the facilities in the optimal solution and apply lemma 4.3.6 on it. This gives a hierarchical decomposition of the facilities of the optimal solution. The idea is to charge every set of the hierarchical decomposition for the prohibited demands while the set is active (we will define later what a set being active means). Since there are $O(k)$ sets in the hierarchical decomposition if we show that the expected upper assignment cost on prohibited demands per set is $O\left(c_{f}\right)$ we will have that the expected cost on prohibited demands is $O\left(k c_{f}\right)$

We define two types of sets in the hierarchical decomposition. We call a set $K \in \mathcal{K}$ a set of type $\mathcal{A}$ if the following holds:

$$
\Delta(K)>\min \left\{\frac{\Delta(\operatorname{par}(K)}{\gamma^{2}}, \frac{\Delta(\operatorname{par}(K))}{64 \gamma}\right\}
$$

We call a set $K \in \mathcal{K}$ a set of type $\mathcal{B}$ if:

$$
\operatorname{sep}(K)>\frac{\Delta(\operatorname{par}(K))}{4 \gamma}
$$

and also:

$$
\frac{\operatorname{sep}(K)}{16}>\Delta(K)
$$

Lemma 4.3.7. Consider the hierarchical decomposition $\mathcal{K}$ of optimal centers guaranteed by lemma 4.3.6. For every $K \in \mathcal{K}$ and $K \neq \mathcal{M}$ is either a set of type $\mathcal{A}$ or a set of type $\mathcal{B}$

Proof. Let $K \in \mathcal{K}$ be a set different than $\mathcal{M}$. Note that by lemma 4.3.6 one of the two conditions hold. If the first condition holds $\left(\Delta(K)>\frac{\Delta(\operatorname{par}(K))}{\gamma^{2}}\right)$ then $K$ is trivially a set of type $\mathcal{A}$ since:

$$
\Delta(K)>\frac{\Delta(\operatorname{par}(K))}{\gamma^{2}} \geq \min \left\{\frac{\Delta(\operatorname{par}(K))}{\gamma^{2}}, \frac{\Delta(\operatorname{par}(K)}{64 \gamma}\right\}
$$

If on the other hand the second condition holds $\left(\operatorname{sep}(K)>\frac{D(\operatorname{par}(K))}{4 \gamma}\right)$ then we divide between two cases. If $\operatorname{sep}(K)>\frac{D(\operatorname{par}(K))}{4 \gamma}$ then the set is of type $\mathcal{B}$.

If not, then $\operatorname{sep}(K) \leq \frac{\Delta(\operatorname{par}(K))}{4 \gamma}$ which means that:

$$
\begin{aligned}
16 \cdot \Delta(K) \geq \operatorname{sep}_{M}(K) & >\frac{\Delta(\operatorname{par}(K))}{4 \cdot \gamma} \Leftrightarrow \\
\Delta(K) & >\frac{\Delta(\operatorname{par}(K))}{64 \cdot \gamma}
\end{aligned}
$$

Which makes $K$ a set of type $\mathcal{A}$.
As mentioned earlier we will consider the metric space induced by the set of optimal facilities $\mathcal{F}^{*}$ and apply the lemma to this set. Let $\mathcal{K}$ be the hierarchical decomposition of $\mathcal{F}^{*}$. For every set $K \in \mathcal{K}$ we arbitrarily choose an optimal facility $f_{K}^{*} \in K$ to be the representative of the set. We say that a set $K$ is active if $d\left(\mathcal{F}^{s}, f_{K}^{*}\right)>\lambda \Delta(K)$ while for every superset of $K, K^{\prime} \in \mathcal{K}$ it holds that $d\left(\mathcal{F}^{s}, f_{K^{\prime}}^{*}\right) \leq \lambda \Delta\left(K^{\prime}\right)$ where $\lambda$ is a constant that is larger than $\frac{9}{8}$. Note that for every prohibited request of some center $f_{i}^{*}$ with respect to some other center $f_{j}^{*}$ there exists some active set $K \in \mathcal{K}$ such that $f_{i}^{*} \in K$. This holds because $\left\{f_{i}^{*}\right\} \in \mathcal{K}$. If the algorithm has opened a facility on $f_{i}^{*}$ then a prohibited request of $f_{i}^{*}$ with respect to some other facility can never occur. If on the other hand the algorithm has not opened a facility on $f_{i}^{*}$ then $d\left(\mathcal{F}^{s}, f_{i}^{*}\right)>0=\lambda \Delta\left(\left\{f_{i}^{*}\right\}\right)$ $\left(\Delta\left(\left\{f_{i}^{*}\right\}\right)=0\right)$ which means that the only way for the set $\left\{f_{i}^{*}\right\}$ to not be active is if a superset $K^{\prime}$ of it is active which in turn means that there is an active set containing $f_{i}^{*}$.

If we manage to show that for every set $K \in \mathcal{K}$ the expected upper assignment cost of prohibited demands assigned to some facility of $K$ in the optimal solution while $K$ is active is $O\left(c_{f}\right)$ then since $|\mathcal{K}| \leq 2 k-1$ the expected upper assignment cost of prohibited demands will be at most $O\left(k c_{f}\right)$ (recall that $k$ is the number of facilities in the optimal solution). We have the following main lemma:

Lemma 4.3.8. Let $K$ be a set in $\mathcal{K}$. The upper assignment cost of prohibited demands while $K$ is active that are assigned to a facility of $K$ is $O\left(c_{f}\right)$.

Proof. We divide between three cases for the set $K$. If $K$ is the set of all optimal facilities $\mathcal{F}^{*}$ then since $K$ is active we have that $d\left(\mathcal{F}^{m}, f_{\mathcal{F}^{*}}^{*}\right)>\lambda \Delta\left(\mathcal{F}^{*}\right)$. By lemma 4.3.1 after expected upper assignment cost at most $2 \beta c_{f}$ on prohibited demands the algorithm opens a pair of facilities on one of them. Let $u_{i}$ be the demand that caused this pair of facilities to open (both facilities are opened on $u_{i}$ ). Since $u_{i}$ is a prohibited demand we have that there exist optimal facilities $f_{j}^{*}, f_{l}^{*}$ such that:

$$
d\left(u_{i}, f_{j}^{*}\right) \leq \frac{1}{8} d\left(f_{j}^{*}, f_{l}^{*}\right) \leq \Delta(K)
$$

We have that:

$$
d\left(f_{\mathcal{F}^{*}}^{*}, u_{i}\right) \leq d\left(f_{\mathcal{F}^{*}}^{*}, f_{j}^{*}\right)+d\left(f_{j}^{*}, u_{i}\right) \leq \Delta(K)
$$

The algorithm opens a pair of facilities on $u_{i}$ and since we have taken $\lambda \geq \frac{9}{8}$ the set $\mathcal{F}^{*}$ stops being active after expected upper assignment cost at most $2 \beta c_{f}$. If $K$ is not $\mathcal{F}^{*}$ then by lemma 4.3.7 $K$ is either of type $\mathcal{A}$ or of type $\mathcal{B}$. Lets first consider the case that $K$ is a set of type $\mathcal{A}$. By the definition of $\mathcal{A}$ sets:

$$
\begin{aligned}
\Delta(K)> & \min \left\{\frac{\Delta(\operatorname{par}(K))}{\gamma^{2}} \frac{\Delta(\operatorname{par}(K))}{64 \gamma}\right\} \Leftrightarrow \\
& \max \left(\gamma^{2}, 64 \gamma\right) \Delta(K)>\Delta(\operatorname{par}(K))
\end{aligned}
$$

We set for convenience $\Gamma=\max \left(\gamma^{2}, 64 \gamma\right)$ and we have:

$$
\Gamma \cdot \Delta(K)>\Delta(\operatorname{par}(K))
$$

Because $K$ is active for $\operatorname{par}(K)$ we have that:

$$
d\left(\mathcal{F}^{s}, f_{\operatorname{par}(K)}^{*}\right) \leq \lambda \Delta(\operatorname{par}(K))
$$

Therefore:

$$
\begin{aligned}
& d\left(\mathcal{F}^{s}, f_{K}^{*}\right) \leq \\
& d\left(\mathcal{F}^{s}, f_{\operatorname{par}(K)}^{*}\right)+d\left(f_{K}^{*}, f_{\operatorname{par}(K)}^{*}\right) \leq \\
& \lambda \Delta(\operatorname{par}(K))+\Delta(\operatorname{par}(K)) \leq \\
&(\lambda+1) \Delta(\operatorname{par}(K)) \leq \\
&(\lambda+1) \Gamma \cdot \Delta(K)
\end{aligned}
$$

Overall since $K$ is still active we have:

$$
\lambda \Delta(K)<d\left(\mathcal{F}^{s}, f_{K}^{*}\right) \leq(\lambda+1) \Gamma \Delta(K)
$$

Let $u$ be a prohibited demand assigned to some facility in $K$ in the optimal solution and let $a$ be the static facility of the algorithm that is closest to $u$. Since $u$ is a prohibited demand $a$ does not
belong to $f_{u}^{*} \in K$ but to some other facility $f_{a}^{*}$. If for $u$ it holds that $d\left(u, f_{K}^{*}\right)>\lambda \Delta(K)$ then its distance from $f_{u}^{*}$ is by the triangle inequality:

$$
d\left(u, f_{u}^{*}\right) \geq d\left(u, f_{K}^{*}\right)-d\left(f_{u}^{*}, f_{K}^{*}\right) \geq(\lambda-1) \Delta(K)
$$

On the other hand the distance to the nearest open static facility can be upper bounded as follows:

$$
\begin{aligned}
& d(a, u) \leq \\
& d\left(\mathcal{F}^{s}, f_{K}^{*}\right)+d\left(f_{K}^{*}, f_{u}^{*}\right)+d\left(f_{u}^{*}, u\right) \leq \\
&(\lambda+1) \Gamma \cdot \Delta(K)+\Delta(K)+d\left(f_{u}^{*}, u\right) \leq \\
&((\lambda+1) \Gamma+1) \Delta(K)+d\left(f_{u}^{*}, u\right) \leq \\
& \frac{1}{\lambda-1}((\lambda+1) \Gamma+1) d\left(f_{u}^{*}, u\right)+d\left(f_{u}^{*}, u\right)= \\
&\left(\frac{(\lambda+1) \Gamma+1}{\lambda-1}+1\right) d\left(f_{u}^{*}, u\right)
\end{aligned}
$$

If the demand is a far demand then the upper assignment cost for it is only a constant factor greater than the optimal assignment cost. If on the other hand the demand is close this might not hold since the mobile facility might have moved and significantly increased its distance from the demand. We can show however that $u$ can be considered to be assigned to $f_{a}^{*}$ in the optimal solution with only a constant factor increase in the cost. (meaning that essentially the demand is non-prohibited only with a greater constant). In other words we will show that the distance from $u$ to $f_{a}^{*}$ is only a constant factor greater than the optimal assignment cost. First of all since $a$ is a facility belonging to $f_{a}^{*}$, we have that:

$$
\begin{array}{r}
d\left(f_{u}^{*}, f_{a}^{*}\right) \leq \\
d\left(f_{u}^{*}, a\right)+d\left(f_{a}^{*}, a\right) \leq \\
2 d\left(f_{u}^{*}, a\right)
\end{array}
$$

Now the distance between $a$ and $f_{u}^{*}$ is, by the triangle inequality, at most:

$$
\begin{array}{r}
d\left(a, f_{u}^{*}\right) \leq \\
d(a, u)+d\left(u, f_{u}^{*}\right) \leq \\
\left(\frac{(\lambda+1) \Gamma+1}{\lambda-1}+2\right) d\left(f_{u}^{*}, u\right)
\end{array}
$$

Combining these two inequalities together we get:

$$
d\left(f_{u}^{*}, f_{a}^{*}\right) \leq 2\left(\frac{(\lambda+1) \Gamma+1}{\lambda-1}+2\right) d\left(f_{u}^{*}, u\right)
$$

Finally using the triangle inequality once again we can bound the distance from $f_{a}^{*}$ to $u$ by a constant factor times the optimal assignment cost:

$$
d\left(f_{a}^{*}, u\right) \leq
$$

$$
\begin{array}{r}
d\left(f_{u}^{*}, f_{a}^{*}\right)+d\left(f_{u}^{*}, u\right) \leq \\
\left(2\left(\frac{(\lambda+1) \Gamma+1}{\lambda-1}+2\right)+1\right) d\left(f_{u}^{*}, u\right)
\end{array}
$$

Therefore assigning $u$ to $f_{a}^{*}$ can only increase the cost by a constant factor.
On the other hand if $d\left(f_{K}^{*}, u\right)<\lambda \Delta(K)$ then after expected upper assignment cost at most $2 \beta c_{f}$ on such demands a facility will open on one of them and the set $K$ will stop being active.

Now we focus our attention on sets of type $\mathcal{B}$. There are two types of prohibited demands that we have to consider for that case, namely external and internal prohibited demands. For external prohibited demands we will show that after expected upper assignment cost $O\left(c_{f}\right)$ the set will be "separated" and no more external prohibited demands will occur. On the other hand after expected cost $O\left(c_{f}\right)$ on internal prohibited demands the set will stop being active.

First of all since $K$ is active we have that:

$$
d\left(\mathcal{F}^{s}, f_{\operatorname{par}(K)}^{*}\right) \leq \lambda \Delta(K)
$$

Therefore, for the distance between the algorithms configuration and the optimal facility $f_{K}^{*}$ we have:

$$
\begin{aligned}
& d\left(\mathcal{F}^{s}, f_{K}^{*}\right) \leq \\
& d\left(\mathcal{F}^{s}, f_{\operatorname{par}(K)}^{*}\right)+d\left(f_{\operatorname{par}(K)}^{*}, f_{K}^{*}\right) \leq \\
& \lambda \Delta(\operatorname{par}(K))+\Delta(\operatorname{par}(K)) \leq \\
&(\lambda+1) \Delta(\operatorname{par}(K)) \leq \\
&(\lambda+1) 4 \gamma \operatorname{sep}(K)
\end{aligned}
$$

Lets start with external prohibited demands. Let $u$ be an external prohibited demand of set $K$ and $a$ the closest open static facility at the arrival time of $u$. If $d\left(f_{u}^{*}, u\right) \geq \operatorname{sep}(K) / 16$ then we have that:

$$
\begin{aligned}
& d(a, u) \leq \\
& d\left(\mathcal{F}^{s}, f_{K}^{*}\right)+d\left(f_{K}^{*}, f_{u}^{*}\right)+d\left(f_{u}^{*}, u\right) \leq \\
&(\lambda+1) \Delta(\operatorname{par}(K))+\Delta(K)+d\left(u, f_{u}^{*}\right) \leq \\
&(\lambda+1) 4 \gamma \operatorname{sep}(K)+\frac{\operatorname{sep}(K)}{16}+d\left(f_{u}^{*}, u\right) \leq \\
& 64(\lambda+1) \gamma d\left(f_{u}^{*}, u\right)+d\left(f_{u}^{*}, u\right)+d\left(f_{u}^{*}, u\right)= \\
&(64(\lambda+1) \gamma+2) d\left(f_{u}^{*}, u\right)
\end{aligned}
$$

Similarly to the case of $\mathcal{A}$ sets if $u$ is a far demand for the algorithm then the upper assignment cost is within a constant factor of the optimal assignment cost. If on the other hand $u$ is a close demand assigned to a mobile facility then we can show that $u$ can be considered to be assigned to $f_{a}^{*}$ with only a constant factor increase in the cost.

Lets now focus on the case that $d\left(u, f_{u}^{*}\right) \leq \frac{\operatorname{sep}(K)}{16}$. After expected upper assignment cost $O\left(c_{f}\right)$ on such demands a pair of facilities of the algorithm will open at distance at most sep $(K) / 16$
from some optimal facility of $K$. Let $r$ be the position of the opened facilities that are at distance at most $\operatorname{sep}(K) / 16$ from an optimal center of $K$. Let $u^{\prime}$ be a prohibited demand after a static facility at $r$ was opened and $a^{\prime}$ the closest open static facility at the arrival time of $u^{\prime}$. If $d\left(f_{u^{\prime}}^{*}, u^{\prime}\right) \geq \operatorname{sep}(K) / 8$ then similarly to the previous case we can either show that the upper assignment cost is bounded by a constant factor times the optimal assignment cost (if $u^{\prime}$ is a far demand) or we can show that it can be considered to be assigned to $f_{a}^{*}$ with only a constant factor increase of the cost (if $u^{\prime}$ is a close demand).

We have now to consider the case that $d\left(u^{\prime}, f_{u^{\prime}}^{*}\right) \leq \operatorname{sep}(K) / 8$, however, as we will show this can not be the case as long as $u^{\prime}$ is an external prohibited demand. Assume for the sake of contradiction that $u^{\prime}$ was indeed an external prohibited demand. Again, let $a^{\prime}$ be the closest open static facility at the arrival time of $u^{\prime}$, since $u^{\prime}$ is an external prohibited demand we have that $f_{a^{\prime}}^{*} \notin K$. Since $f_{a^{\prime}}^{*} \notin K$ the distance between $f_{u^{\prime}}^{*}$ and $f_{a^{\prime}}^{*}$ is at least sep $(K)$ meaning that the distance between $a^{\prime}$ and $f_{u^{\prime}}^{*}$ can be bounded from below by $\operatorname{sep}(K) / 2$. By the triangle inequality, the distance between $a^{\prime}$ and $u^{\prime}$ is at least:

$$
\begin{array}{r}
d\left(u^{\prime}, a^{\prime}\right) \geq \\
d\left(f_{u^{\prime}}^{*}, a^{\prime}\right)-d\left(f_{u^{\prime}}^{*}, u^{\prime}\right) \geq \\
\operatorname{sep}(K) / 2-\operatorname{sep}(K) / 8= \\
\frac{3 \operatorname{sep}(K)}{8}
\end{array}
$$

On the other hand the distance between $r$ and $u^{\prime}$ can be bounded from above as follows:

$$
\begin{aligned}
& d\left(r, u^{\prime}\right) \leq \\
& d\left(r, f_{r}^{*}\right)+d\left(f_{r}^{*}, f_{u^{\prime}}^{*}\right)+d\left(f_{u^{\prime}}^{*}, u^{\prime}\right) \leq \\
& \frac{\operatorname{sep}(K)}{16}+\Delta(K)+\frac{\operatorname{sep}(K)}{8} \leq \\
& \frac{\operatorname{sep}(K)}{16}+\frac{\operatorname{sep}(K)}{16} \frac{\operatorname{sep}(K)}{8} \leq \\
& \frac{\operatorname{sep}(K)}{4}
\end{aligned}
$$

Which means that the static facility opened at $r$ is closer to $u^{\prime}$ than $a^{\prime}$ leading to a contradiction since we assumed that $a^{\prime}$ is the closest open static facility to $u^{\prime}$.

The last case to consider is that of internal prohibited demands. After expected upper assignment cost $O\left(c_{f}\right)$ on internal prohibited demands a static facility will open on one of them. Let $u$ be the demand that caused the facility to open. We have assumed that $u$ is a prohibited demand meaning that there is a pair of facilities $f_{j}^{*} \in K$ and $f_{l}^{*} \in K$ with $u$ being assigned to $f_{j}^{*}$ in the optimal solution but assigned to a facility of the algorithm belonging to $f_{l}^{*}$. By the definition of prohibited demands the facility opened at $u$ will be at distance at most $\frac{d\left(f_{j}^{*}, f_{l}^{*}\right)}{8} \leq \frac{\Delta(K)}{8}$ from $f_{j}^{*}$. If we recall that we have taken $\lambda$ to be greater than or equal to $\frac{9}{8}$ then:

$$
\begin{aligned}
d\left(f_{K}^{*}, u\right) & \leq \\
d\left(f_{K}^{*}, f_{u}^{*}\right)+d\left(f_{u}^{*}, u\right) & \leq
\end{aligned}
$$

$$
\begin{array}{r}
\Delta(K)+\frac{\Delta(K)}{8}= \\
\frac{9}{8} \Delta(K) \leq \\
\lambda \Delta(K)
\end{array}
$$

Making $K$ no longer active.
Having proved that the expected upper assignment cost of prohibited demands is indeed bounded by $O\left(k c_{f}\right)$ we can continue to analyse the cost of inner demands. We return our attention to a single optimal facility $f^{*}$. Recall that after expected upper assignment cost at most $O\left(c_{f}\right)$ on inner demands every inner demand is also a close demand assigned to some facility at distance at most $2 c_{f} / D$ from the $f^{*}$. We will therefore focus our attention to close demands assigned to a mobile facility whose corresponding static facility is at distance at most $2 c_{f} / D$ from $f^{*}$ (these are the facilities charged with a potential).

We have the following lemma:
Lemma 4.3.9. Let u be a close demand assigned to a mobile facility $z$ whose corresponding static facility is at distance at most $2 c_{f} / D$ from $f^{*}$. Then the upper assignment cost plus the expected potential function difference is at most a constant times the optimal assignment cost if the demand is non prohibited. That is:

$$
d(u, z)+\mathbb{E}[\Delta \Phi] \leq(\rho+1) x \cdot d_{u}^{*}
$$

If the demand is prohibited the expected potential function difference is bounded by the upper assignment cost (meaning that the upper assignment cost plus the potential function difference on every prohibited demand is bounded by the optimal facility cost)

Proof. Let $u$ be a close demand and $a=\arg \min _{a^{\prime} \in \mathcal{F} s}\left(d\left(a^{\prime}, r\right)\right)$ In the following by $z$ we mean the place of the mobile facility before the movement to distinguish between the place of the mobile facility after the facility movement which is the place of the demand $r$ (if such a movement occurs). Because $u$ is a close demand $d(z, u)$ is the upper assignment cost of demand $u$. We first analyse the value of $\mathbb{E}[\Delta \Phi]$. The only facility that might change its position is $z$ in this iteration. Since the facility is moved with probability $\frac{1}{D}, \Delta \Phi$ is a random variable with distribution:

$$
\Delta \Phi=\left\{\begin{array}{l}
\rho D\left(d\left(u, f^{*}\right)-d\left(z, f^{*}\right)\right) \mathbf{w . p} \frac{1}{D} \\
0 \text { w.p } \frac{D-1}{D}
\end{array}\right.
$$

So we can easily deduce that $\mathbb{E}[\Delta \Phi]=\rho\left(d\left(u, f^{*}\right)-d\left(z, f^{*}\right)\right)$ We begin with the case that the demand is prohibited. We have already shown that the expected cost on prohibited demands is $O\left(\mathrm{Fac}^{*}\right)$ but we also have to account for the potential function difference due to those demands. It suffices to show that the potential function difference is bounded by a constant factor times the upper assignment cost of prohibited demands. Indeed using the triangle inequality:

$$
\mathbb{E}[\Delta \Phi]=\rho\left(d\left(u, f^{*}\right)-d\left(z, f^{*}\right)\right) \leq \rho d(z, u)
$$

And thus the expected upper assignment cost as well as the expected potential function difference for prohibited demands are bounded by $O$ (Fac*).

We now turn our attention to non prohibited demands. We divide between two cases. We first consider the case that $d\left(u, f^{*}\right) \leq \frac{d(u, z)}{x}$ so that the demand is much closer to the optimal center than it is to the mobile facility $z$. If that is the case then the expected potential function difference will suffice to show that $d(u, z)+\mathbb{E}[\Delta \Phi] \leq 0$. Specifically:

$$
\begin{aligned}
& \mathbb{E}[\Delta \Phi] \leq \rho\left(d\left(u, f^{*}\right)-d\left(z, f^{*}\right)\right) \leq \\
& \rho\left(d\left(u, f^{*}\right)-d(z, u)+d\left(u, f^{*}\right)\right) \leq \\
& \rho\left(2 d\left(u, f^{*}\right)-d(z, u)\right) \leq \\
& \rho \frac{2-x}{x} d(z, u)= \\
&-\rho \frac{x-2}{x} d(z, u)
\end{aligned}
$$

Taking $\rho \geq \frac{x-2}{x}$ we have that:

$$
d(z, u)+\mathbb{E}[\Delta \Phi] \leq 0 \leq(\rho+1) x \cdot d_{u}^{*}
$$

On the other hand if $d\left(u, f^{*}\right)>\frac{d(u, z)}{x} \Leftrightarrow d(u, z)<x \cdot d\left(u, f^{*}\right)$ then we can use that, together with the fact that $\mathbb{E}[\Delta \Phi] \leq \rho d(z, u)$ to bound the algorithm's assignment cost together with the expected potential function difference:

$$
\begin{aligned}
& d(u, z)+\mathbb{E}[\Delta \Phi] \leq \\
&(\rho+1) d(u, z) \leq(\rho+1) x \cdot d\left(u, f^{*}\right)= \\
&(\rho+1) x \cdot d_{u}^{*}
\end{aligned}
$$

### 4.3.6 Putting everything together

We will now combine all the above lemmas to prove the theorem that our algorithm obtains an asymptotically optimal competitive ratio.
Theorem 4.3.10. On Expectation the algorithm achieves a competitive ratio of $O\left(\frac{\log (D)}{\log (\log (D))}\right)$
Proof. The cost of the algorithm is: (by Alg we denote the cost of the algorithm)

$$
\mathbb{E}[\mathrm{Alg}]=\mathbb{E}[\mathrm{Mov}]+\mathbb{E}[\mathrm{Fac}]+\mathbb{E}[\mathrm{Asg}] \leq O\left(\mathrm{Asg}^{+}\right)
$$

Therefore as we also mentioned earlier we only need to bound the upper assignment cost of the algorithm, furthermore it suffices to bound the upper assignment cost for inner and outer demands:

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{Asg}^{+}\right]=\mathbb{E}\left[\mathrm{Asg}_{\text {inner }}^{+}\right]+\mathbb{E}\left[\mathrm{Asg}_{\text {outer }}^{+}\right] \tag{4.1}
\end{equation*}
$$

As we have shown, the expected upper assignment cost of outer demands is $O\left(\frac{\log (D)}{\log (\log (D))}\right) O P T$. On the other hand the expected upper assignment cost of inner demands can be bounded by:

$$
\mathbb{E}\left[\mathrm{Asg}_{\text {inner }}^{+}\right] \leq O\left(\mathrm{Fac}^{*}\right)+\mathbb{E}\left[\mathrm{Asg}^{+}(\text {Proh })\right]+\mathbb{E}\left[\mathrm{Asg}^{+}(\text {NProh })\right]
$$

Where the $O\left(\right.$ Fac $\left.^{*}\right)$ term comes from the $O\left(c_{f}\right)$ cost for every optimal facility until a static facility is opened at distance at most $c_{f} / D$ from that facility. We can use lemma 4.3.9 and lemma 4.3.8 to bound the cost of the sum of prohibited and non prohibited demands:

$$
\begin{array}{r}
\mathbb{E}\left[\mathrm{Asg}^{+}(\mathrm{Proh})\right]+\mathbb{E}\left[\mathrm{Asg}^{+}(\mathrm{NProh})\right] \leq \\
O\left(\mathrm{Fac}^{*}\right)+O\left(\mathrm{Asg}^{*}\right)+\mathbb{E}\left[\Phi_{0}\right] \leq \\
O\left(\mathrm{Fac}^{*}\right)+O\left(\mathrm{Asg}^{*}\right)+\mathbb{E}\left[\mathrm{Asg}^{+}\right] / 2
\end{array}
$$

Substituting into (4.1) we get:

$$
\begin{aligned}
& \mathbb{E}\left[\mathrm{Asg}^{+}\right] \leq O\left(\frac{\log (D)}{\log (\log (D))}\right) O P T+O\left(\mathrm{Fac}^{*}\right)+O\left(\mathrm{Asg}^{*}\right)+\mathbb{E}\left[\mathrm{Asg}^{+}\right] / 2 \Leftrightarrow \\
& \mathbb{E}\left[\mathrm{Asg}^{+}\right] \leq O\left(\frac{\log (D)}{\log (\log (D))}\right) O P T
\end{aligned}
$$
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