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ITepiindm

H actpovoyio twv axtivwy yauua, 1 Uehétn e mo VPNAAC EVERYELNS LORPNC TNS NAEXTEOUNYVITIXAC OX(TL-
voBoAag ToU eXTEUNETAL ANO XOOWNXES TNYES, EYEL DEL ONUAVTINES ETUC TNUOVLXES X0 TEYVOROYIXES ETULTUYIES TIC
teheutaleg dexoetiec. Eva and ta xopugola aoTpovouxd Togatnenthela Yo Tig axtiveg ydupa etvar to High En-
ergy Stereoscopic System (H.E.S.S.), éva obotnua mévte tnieoxoniov Cherenkov nou Beioxovton otn Noplumio.
To tnheoxdmiol UETPOVY TN POT) TWY UXTIVWY YU YENOULOTOLOVTAS UEYENOUS XAFREPTEC TOU AVTAUVOXAODY TO
¢pwc Cherenkov, to onolo nopdyeton and Tic nAextpouoy v TxéS Bpoyéc mou mpoxaholvTal and Tig axtiveg Yduua,
oe eldwéc xduepec pe pixel nov anoteholvton and pwtonoloniacactés (PMTs). To H.E.S.S. hertoupyel and
70 2002, EMTEETOVTOC GTOUG ETUC THUOVES VoL EPELVOUY TLC oXTIVES Yduua Tohd LPNAGY evepyeldy éwg 30 TeV.
H Xertovpyia tou napatnentneiov ywelletoun o 80o @doec: H gdon I tou H.E.S.S. anotedeltoan ond téooepa
TnAeoxdma U BidpeTeo xadpéptn 12 uétpwy, eved  ®don II tou H.E.S.S. yopwxtnelleton and tnv eyxotdo taom
evoc méuntou tnAeoxorniou to 2015 pe xadpéptn 28 uétpwv xot YUUNAGTECO XUTWOPAL EVEQYELNS.

Mo va pewwdel 10 xatd@Al Tou cuvélou TwV TNAeoxoTiwy, xodOS xou Y Vo yenowdomnoindoly vedtepeg
TEYVONOYIES Ylot TNV o aflOTIO TN Amdd0CN TNG XAUEROS, Ol XYUEPES TwV Tecodpwy tnheoxorinv H.E.S.S. 1
éyouv avaPaduotel (HESS-IU). To mo onuavuxd xoppdtt tne avoPdduone etvor to NECTATr chip, nou avor-
Oy Unxe v To mapatneNTAELO NG emouevng yewds, CTA, xa Soxpdotnxe mpwta oto H.E.S.S.. Anotekelton
and plo oavohoyinr xuxA pviun, and v onola TWéS péoa o €va GUYXEXPLEVO Tapddupo avdyvwmaong dla-
Balovtan yeryopa xdde @opd mou umdpyel evepyd ofua evepyorolnong. Kabdde 1 aflomotio twv dedouévnvy
eZopTdron amd TNV 0pUY) Aettoupyia Tng xduepas, 1 ToxTxt| Poduovéunon amotekel évo Yepehiddes Bria yio Ty
eniteudn TV EMOTNUOVIXGOY GTOHY WV TOu TapaTnenTNeiou.

Ye auty) T Simhwuatny tpoteivouue xdnoleg Bektidoeic otn Paduovounon tne xduecpag HESS-IU. H npdtn etvan
wo pédodoc yior T edduion tne Y€ong tou mapadipou avdyvemong tou xdlde pixel unép yoaunAdtepwV evepyELlaxd
onpdtev, Aaufdvovtag uTen TNV EVINoT TWV POTEVGOY ToOAWY and 1 wovada Flat-Fielding tou tnAeoxomniov.
H 8eltepn eivon pior teyvinn yior tn Baduovéunon tou napdyovta petatponhic hetadd twv ADC counts xou tev
HETENUEVLY QuTOoNAEXTEOVIWY, Bnhadr tou xépdoug tou xdlde PMT, ue tnv undédeorn éti undpyel Yoo
oyéon yeto€l tou xépdoug xou tng tdong tou PMT. Ou 8Uo npooeyyioeig yenowomowoty o global fitting
uédodo yio to Sedopéva, dmou delyyata tng éviaone 1 Tou Qoptiou tou (Blou pixel dev Yewpolvto ave&dptnTa
xou CLVETC yivovtau fitted oe wa cuvdptnon napdhinio avtl yia oelplaxd. H aroteheoyotindtnta Twv npotevo-
HEVOY TaXTIXGOY €xel doxulaoTel, divovtag BEATLOUEVT YpovixY) ogolopgopio HeToll TV TNAEOXOTIWY Xou GUVETH
ATOTEAEOUATA OE OYECT] UE TOV TEOTYOUUEVWS YENOULOTOUUEVO alydetduo, eved emitaydvel xou otadepomolel
T oYeTixég dladwacieg Baduovéunong.

"Evog dhhoc otoyo¢ authc g epyaoiog elvon va Sellel 6Tl elvol BuvaTtody VoL avaxXaTAoXEVEGOUKE OTENT] BedoUéva
Tou €youv ennpeactel and Eva Aavdaouéva Padpovounuévo moapdtueo avdyvwong, énwe cLvERn peTd and wio
ahhayr) 0TO UAXO TNE XEUERAS. XENOWOTOLOVTAC EWdiXd runs PBoaduovounone e uTevoUug TaltolS dlapopeTixig
€VTOOTG, TOPOUETPOTOLOUKE TO PopTio OAOXANPEOU ToU GHHATOS 16 1S, XENOWOTOLOVTAS TO PopTio Tou YETEAUNXE
9 ns yOpw and TNV xopuPy TOLu cRUATOC.  XTN CUVEXEL EEGYOUUE TOUG GUVTEAEGTEG OVUXAUTAGHEUNG TOU
umopolV va yenotdoromndoly yia TNy avdxTnor tou eEAMTol pépouc Twv dedouévwy. Auty 1 napauetpomoinon
BOXWACTNXE YENOWOTOUOVTAC SEBOUEV Umd TEAYUATIXEC TapaTNENoELS, OelyvovTag OTL aUTY] 1) TEOGEYYLOT EXEL
XONEC TPOOTTIXES, ool Angdolv unddn o1 cuvifixes otic omoleg yivovton ot tapatnefoels (YopuPoc, uTdBadpo
VUYTERVOU 0LEOVOU X.0L.).

A€Zeic KAewdid — Aotpovopio axtivev yduua, tnheoxoémia Cherenkov, High Energy Stereoscopic System,
Barduovéunon, NECTAr






Abstract

Gamma-ray astronomy, the study of the most energetic form of electromagnetic radiation emitted from cosmic
sources, has witnessed significant scientific and engineering accomplishments through the last decades. One
of the leading gamma-ray observatories is the High Energy Stereoscopic System (H.E.S.S.), an array of five
Imaging Atmospheric Cherenkov Telescopes located in Namibia. The telescopes measure the flux of gamma-
rays using large mirrors which reflect the Cherenkov light produced by gamma-ray induced elecromagnetic
showers on special cameras with pixels consisting of photomultiplier tubes (PMTs). It has been collecting
data since 2002, allowing scientists to investigate gamma-rays with very high energies up to 30 TeV. The
observatory’s operation is split into two phases: H.E.S.S. Phase I consists of four telescopes with a 12 m
mirror diameter, while H.E.S.S. Phase II is characterised by the installation of a fifth 28 m telescope with a
lower energy threshold in 2015.

In order to decrease the threshold of the array altogether, as well as use newer technologies for more reliable
camera performance, the cameras of the four H.E.S.S. T telescopes have been upgraded (HESS-IU). The
most important component of the upgrade is the NECTAr readout chip, developed for the next generation
observatory, CTA, and first tested on H.E.S.S.. It consists of an analogue memory cyclical buffer, from which
values inside a specific readout window are swiftly read out whenever there is an active trigger signal. Since
the reliability of the data depends on the proper function of the camera, regular calibration is a fundamental
step in achieving the observatory’s scientific goals.

In this thesis we propose some improvements in the calibration of the HESS-IU camera. The first one is
a method to adjust the position of the readout window of each pixel towards lower energy signals, taking
into consideration the intensity of the light pulses from the telescope’s Flat-Fielding unit. The second one
is a technique for the calibration of the ratio factor between ADC counts and measured photoelectrons, in
other words the gain of each PMT, under the hypothesis that there is a linear relationship between gain and
PMT voltage. The two approaches use a global data fitting method, where samples of the intensity or charge
of the same pixel are not considered independent and hence are fitted to a function in parallel instead of
serially. The efficiency of the proposed schemes has been tested, giving improved time uniformity between
telescopes and consistent results with the previously used algorithm, while speeding up and stabilising the
relevant calibration processes.

Another goal of this work is to show that it is possible to reconstruct incomplete data affected by a mis-
calibrated readout window, as was the case after a hardware change. Using special calibration runs with
light pulses of different intensities, we parametrise the charge of the whole signal of 16 ns, using the charge
measured 9 ns around the peak of the signal. We then deduce reconstruction coefficients which can be used
to recover the missing part of the data. The parametrisation is tested using observation data, showing that
this approach has a great potential after accounting for real observation conditions (pedestals, night sky
background, etc).

Keywords — Gamma-ray astronomy, Imaging Atmospheric Cherenkov Telescopes, High Energy Stereo-
scopic System, calibration, NECTAr
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Extetopevn neplAndn ota EAAN VX

Eiwcaywyn

Yn Sudpxeiar TwV TEAEUTAWY TELdvVTa Ypovey, 1) acTtpovouio axtivev v €xel Pudoel ToAAéc Yewpnuinég xau
teyvoloywée e€elléelg, xaotdvtag v éva loyupd Yéoo yia v eepelivnor oplouévey and to Poditepa
puoThpta Tou clunavtog. Autéd To nedlo TeptAopfdveL TNV TUPATARNCN Kol TNV AVAAUCT] TWY AXTIVWY 7Y XOOULXAS
TPOEAEVOTNG, OTWE QTEC TOU EXTEUTOVTAL AN TAACUQS, UTEPXOUVOPAVELS HOTEREC XU EVERYOUS Yoha&laxolg
TupTveS.

O xoouxéc axtiveg avaxohOpinxay v mewtn @opd and tov V. Hess to 1912. Amotelolvtan and vdhnirg
evépyelg cwpatid (107 — 1029 V), xuplog TpwTdvia xon TUEHVES, GUYOBELOUEVOUS amd éval Uxpd Toc00TH
nhextpoviwy xa tolitpoviny, ta onola Tpoépyovtal and xoouixéc tnyéc. ‘Eva mpdBinuo mou oyetiletor pe to
(POPTIOUEVA cLUATBL amd Tar omolor amoTEAOUVTOL Ol XOoUIXES axTiveg elvan 6Tl 1 mopeia Toug ahhdlel cuVEYGOS
AOY® TWV PayVATIXGY TEdlwyY mou cuvavtoly otov dpduo toug mpog ™ I'n. Q¢ anotéheoyo, 1 oy Toug
xotevduvor dev unopel vo oploTel.

To cwpatida Tov unopody vo AbGouy To TEdBAnua autod elvar To Putovia. Aedouévou 6Tl dev €youv @optio,
to€dedouy péoo and Tov ddotnua o evdela yoouur, ETITEETOVTAC HAC VAL AVl VEUCOUPE TNV TEOEAEUCY| TOUC.
O udmhic evépyelag oxtiveg y mapdyovion w¢ BeuTepElOVTA TEOLOVTA TV VPNATC EVEQYELIC XOOUXDY OXTIVWY,
%o TOL CUGTATLIXE TOUC TOUC OAANAETOEOVY Ue TO TEBAAAOY TOUC.

Ou axtiveg v elvon udmiig evépyelag nAextpouoyvnTixy axTivoBolia Tou avTioTolyel O PWTOVIAL UE EVERYELES
peyahbtepee and 0,5 MeV, eved ot udmidtepeg evépyeleg axtivwv 7y Tou €youv aviyVEUTEL Y€ypl ONUERO QPTAVOUV
ta 1,4 PeV[1]. Bpioxovion 010 dxpo Tou NAEXTEOUAYYNTIXOU QECUATOC PE TO XPOTERO WAXOSC XOHATOS, Tépa
and To 0patéd Pue xou Tig axtiveg X. Xe auth Ty gpyooia Yo emxevTpwdolue oTNY aoTEOVOUIA TWY axXTiVWY 7y
moh udmhic evépyetac (Very High Energy, VHE), ue evépyeiec gwtoviwy otny xhipaxa tov TeV, xodde autée
AMOTENODY LY VNALTES TWY XOOUXMY axtivev udnifAc evépyetac|2).

‘Eva mopatnentiplo mou €yel odNyHoel oty aviyveuor ToAAGY TNydv axtivoBollac v etvon to High Energy
Stereoscopic System (H.E.S.S.)[3]. T va arogevydolv avalidénioto anotehéopata, eivon amopoaltnto vo eZoo-
polotel 1 6w T Aettoupyla TOU OTTIXOY GUOTHUATOS TwWV TRAeoxorniwy tou H.E.S.S. Yuvende, oha ta otoiyela
TWV XOPEEWY TOLG TEENEL va BorduovouolvTo cuyvd, yia va ehaylotonondoly ol emdpdoelc omd To TepBdAloy,
©oIDOS XaL amd ToV Ypovo Aeltovpylog Touc.

Ye auth v epyacta Yo acyornoiue ye tn Badpovounon tev xoyepcdv HESS-IU twv tnheoxoniwy touv H.E.S.S.,
npotelvovTag Teelg aAhayéc Tou €youv va xdvouyv e TN ¥éon tou readout window, tnv npocopuoyY Tou x€pdoug
TV pixel xau TNV AVAXTNOY PEPLXDSC XATAYEYPUUUEVWY SESOUEVWYV.

Aviyvevon and tnv empavela tng I'ng

Kotd v eloodo otnyv atpdogaipa, éva pwtdvio uhniic evépyetag Yo aAANAeTBpdoEL UE Tol dTOUS TNG, TTROXUADY-
TG Lot ocohoudiar YEYOVOT®V: T0 QWTOVLO Bor ahAANAETOEACEL UE TOV NAEXTEIXO TEBLO TWV TUPHVWY TNG ATUOC-
QoLEaS, OBNYHOVTISC oTNY Topaywy™ evog Lebyoug niextpoviou-tolitpoviou. To niextedvio xou to nolitpdvio,
%xotd Y oAANAendpacY| Toug pE To MhexTExd TEedio, Yo 0dNYHoouy oty Topay YT VEwY Younhéteene (Vdmiic)
evepyelog axtivwv y. Autéc or axtiveg v Ba mapdyouv véa Ledyn nhextpoviouv-tolitpoviou xou 00Tw xadednc.
Autod Tou TOTou Ta YeyovhTa cuvioTolY pla eXTETOUEYY atpoopatpxt Bpoyn (extensive air shower, EAS).
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ITopdho mou €val PopTIOUEVO CLUATIOD, OTIKE EVa NAEXTEOVLO, Tou xveltan ot eudela Ypouur ue otadepy| Tay dTnTa
07O XEVO6 Bev exméUnel axTivoBohia, Eva NAEXTEOVIO TTOU XLVELTAUL OPOLOUOPQO UEGH GE EVOL DINAEXTELXO HECO UE UL
ToOTNTA PEYOADTERT amtd TN pacx| ToydTNTo TOL PKTOC ot exelvo To Yéoo unopel va exnéudet oxtivoPoiof4].
Avutéc o timog axtivoBolac ovoudletar axtivoBolla Cherenkov, xou avtiotolyel oe éva TOAD ayvo UTAE PWQ.
Auté 10 @uc aviyvebeton and ta Imaging Atmospheric Cherenkov Telescopes (IACTs), detyvovtde pag v
xatevduvon e apyxrc oxtivac . XYto IACTS, évag peydhog xadpéptne culiéyer ta pwtdvia Cherenkov
X0l ToL AvTOVaXAd 6To eoTiaxd eninedo omou Peloxeton M xduepa. Auth amoTeAeiton omd PWTOTOAAATAACLUCTES
(photomultiplier tubes, PMTs), mou hettoupyolv we pixel tne xdpepac|].

To High Energy Stereoscopic System (H.E.S.S.) eivon éva cvotnua névte IACTs nou Bpioxovion ot cofdva
¢ Nopluma. Aertovpyel mhipwe and to 2004, ye oxond vo epeuviioel T axtiveg v mou @tdvouv otn I'n and
noouxég TNyéc ue evépyeleg mou xupaivovtal and 30 GeV €we 30 TeV. To cldvolo twv tnheoxoninv H.E.S.S.
ywelletoaw o 800 @doeig: H Pdon I anoteheitan and téooepa tnheoxdma 12 yétpwv (CT1-4), and ta onola
To TPWTO dpyloe va Aettoupyel To 2002, evéd tor utdloina Tplo ray TAHewe Aettovpyixd To 2004. H Pdor II
elofiyarye évo peyahltepo Téunto Tnheoxdnio 28 pétpwy (CTH) to 2012, pe otdyo v ad&non tne evaoinoiog
070 YouNnhGTEPO £0pOC EVERYELOV[6].

O xdpepeg Twv tnheoxoniov H.E.S.S. T arotehotvtar and 960 PMTs mou Aeitoupyolv wg pixel, opyavwuéva oe
60 povddec, mou ovoudlovton "ouptdpta" (drawers), ue 16 PMTs xodéva, xow nepthayuBdvouy v nhextpovixd
xUXAGUTO oL elvar urebBuva yia Ty evioyuon, Ty ¢ngLonoinon xou T cUYXelon TV onudtwy. Kdéde xduepa
evepyomolelton Ue T oLUTTWOY eVOC xadoplouévou aplduol pixel oc eTUXOAUTTOUEVOUS TOUELS TNG XAMERAC,
eV GV TEPLOGOTEPEG amd Wil AUEPES €youv evepyomolnUel yia €vo YEYOVOS, TO CHUATA TWV AVTIOTOLYWY
TNAECHOTHWY AmoUNUEVOVTUL, TPOXEWEVOU VoL AVAXATAOXEVAOTEl GTEPEOOXOTIXG 1) EWxdva Cherenkov.

Emniéov, n xduepa tou H.E.S.S. II oyedidotnxe e tic Blec apyéc dmwe ol xduepec touv H.E.S.S. 1. Qotéoo,
elvon o0 peyahbtepn, nepthopfdvovtoac 2048 PMTs mou elvan opyavwuéva oe 128 cuptdpia. Autd, pall ye to
HEYOAUTERO 0Tl WAXOG, AVTLOTOLYEL OE TOAY LYNAOTERN AVEAUGT OE GUYXELON HE TIC XAUEPES TWV UXPOTERLVY
TNAECHOTUWY, EMITEENOVTOG TNV AVIYVEUST] ATUOCHUELXGY Bpoy®y yaunkotepwy evepyewdy. H xduepa auth
dlardétel emlong mohd uPNAOTERO PLIUS xoTayEaPhc EdVwY, 10 Qopéc LYNAOTEPD Al AUTOV TWV UIXPOTERLY
TNAEoxOTWVY.

O xduepec xan TV tévte TnAeoxorniwy €youv unoPBindel oe avofaduloeic, xotd Tic omoleg ypnowonouidnx oy
VEOTEPOL NAEXTPOVIXA ToU avamtUY oy yio To Topatnentiplo tne endpevne yevde, To CTA (Cherenkov Tele-
scope Array)[7], npoxewévou va aZlohoyndel 1 anddoon touc.

Ou xdpepec twv tAieoxorniov H.E.S.S. T untofiidnxav oe avoPdduon (HESS-IU) to 2015. O Baocwde otdyog
auThc NS avaPBdidutone NTay vor YELOOEL To xatodToto dplo evépyelag twv CT1-4, dote vo urnopolyv va xota-
yedouv meplocdtepa yeyovota pali pe to CT5. To mo onpavtixd pépoc tne avaBddwons ftav n yehon
tou NeCTAr (New electronics for the Cherenkov Telescope Array) readout chip, mou Aettovpyel we xuxhixn
avohoyixr wviun mou unopel va arovnxedoel o ofuata elo6dou and toug PMTs pe ouyvotnta devypatoindioc
1 ns xan €xel apxeTd Uxpd YEOVO avdyVKong.

H »xduepa HESS-IU

Ta uéva e€apthiota Tou dlatnednxay otig véeg xduepeg o oyéon Ue Tig Tporyoluevee xduepes tou HLE.S.S. 1
ATAY Ol PWTOTOAAATAACLACTES Xa Ol BACELS TOUG Tou Tapdyouy TNV VMY tdor. H mhetovotnta tne avdntuing,
Topary Y e xou doxuic Twv xopepny Tpaypatonotiinxe oto site tou DESY oto Zeuthen|8].

To unpootivéd yépoc e xduepoc, 6mou aviyveveton xat Pnglonoteiton to pwe Cherenkov omd i cwUaTIOLIXES
Beoyéc, anotehelton and 960 PMTs. Autd opyavavovion oe 60 "ouptdpla". Kdlde cuptdpl anoteleiton and
16 PMT, d0o avodoywéc thaxétes (analogue boards) pe 8 xavdhar 1 xodepio xan pror thoxétor opyo) eAEY YO
(slow control board). O avohoynéc mhaxétes TEPAUBAVOUV Tot ONOXANPOUEVE XUXAGUATO TToU lvon uTebHuva
yioe TV evioyuan, tn obyxplon xou Ty Pnglonoinon twy onpdtwy twv PMT. H mhaxéta apyod ekéyyou, and
™V GAAY, mepthopBdver évo FPGA (Altera Cyclone IV) nou ehéyyel ohdxhneo T0 cUETHEL, €vay HOVOTUENVO
unohoytoth ARM9 (Tasklt Stamp9G45), puduotéc woyloc xau unodoyée v Tic Bdoeic udPmhic tdone twv
PMT. To umpootivé uépog tne xduepac ywpeileton amd to mlow uépog pe pnyovixy) douy mou unootneilel ta
Topandve ouptdpte. H mhoxéto cuvdécewv (connection board) oto niow pépoc autic tne dopfic @uholevel
unodoyég dixtbou, evepyomolnong ol TEoPodoclug.
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To avoroyxé ofua mou aviyvebeton and ta PMT otéhvetar oTic avaroyxés mhaxéteg oe popy| oOVIOUwWY
Ty apvnTinic mohdtnTag. To mhdtog toug xupalvetan 6to €bpog ImV — ~ 1V, avdroya pe tov aprdud
TOV AVl VELUEVRY gwToviny. Agol @tdcouv otnv mhoxéta npo-evioylovtal xatd 9,8 ywellovtoar oe TeElC
*AdBouE ol evioyVovton and dlapopixols eVIoYUTEC youniol oplfBou, OTou AVTICTEEPETUL Xou 1) TONXOTNTA
TOUG.

Y ouvéyeia, to NECTAr chip haufdvel 800 and toug tpeig xhddoug yia detypatolndio xou Pnpionoinoy, ue
nopdyovteg evioyuong yia 8o xavdhia, udmiic evioyuone (high gain, HG) xon younific evioyvone (low gain,
LG), nou eivan {oot ye 15,1 xou 0,68 avtiotouyo. T vo e€acpahlotel 4Tt T0 GHUN TAPUUEVEL EVTOC TOU EVPOUS
elo6dou, mpootideton pa otadeptr| avtiotdduon Bdone nepinov 0,2 V (~ 420 ADC counts).

Tavtodypova, otov tpito *A&B0, To oAua evioyleton xatd moapdyovta 45 xa dpoporoyeiton oe évav LPNAAC
Tay Ot ouyxelth. To dnelaxd orpa e£68ou Tou cuyxpelth anoctéheta aneudeloc oto FPGA tng mhoxétog
apyYol eNéyyou, 6Tou avagépeta we to eninedo 0 (LO) ohua evepyornoinorne (trigger).

H avéyvwon npaypatonoleiton yenotonoudvtog o avohoys encéepyaotixd toin NeCTAr. Awdéter éva xavdh
yioe xdde evioyvon (LG, HG), to onolo @uhoZevel pla ouotoryio muxvetdv pe 1024 xelid mou Aettoupyolv we
avVONOY LT XUXALX VAR

To town €yel 800 Aetovpylec: xatd T @om eYYEUPAC, 1 T TOU CHUATOC €l06dou anolnxeletal otov mi-
voxa ywenTixottwy ye ouyvétnta 1 GHz. Ou tiéc ypdgovton xuxAixd otn uviun, medyud mou onuaivel ot
avteodiotavtor xdde 1024 ns. H Swdaoio eyypoprc otopatd 6tav 1o totn NECTAr Aopfdver éva ofua
evepyomomong, Eexvavtag ) @don avdyvwons. Katd ) Sidexela tng diadixaciog avdyvwong, ol Tiég ulog
pxpric meployfic evdlapépovtog (region of interest, ROI) twv xehidv Swodlovton xou Ympronoodvta and tov
12-bit avaroywd oe Pngroxd petatponéa (ADC) pe pudud Serypoatolndioc 21 Msamples/s nov gihoeveitoa oto
Toum, xou To Pneloxd ofua mou Tpoxintel xateudivetoaw 6to FPGA péow evéc oepromomnti. Tt tig xavovixég
nopoatnefioeic, n ROT avtiotouyel o 16 xehd (16 ns). Autéc ol Téc ot ouvéyela petadiovton 6Tov dlaxoplo T
NS HGPEEAC WS Uit TWH oAoxAnpwuévn tdvew ot ROT avd pixel avd evioyuon.

To clotnua evepyonoinong e xduepas oxoroudel plo apyttextovixry N-fold oe 38 emxohuntéyevous topelc
twv 64 PMT, pye to N cuvidwe va optletan o 3. Autd onualver 6ti o N-fold obuntwon pixel evidg evog
Touéa Yo mpoxohécel Tnv evepyomoinon tne xducpoc. H apyitextoviny evepyonolnone tne xduepas vhomoteiton
o¢ e€hc: 1o ofua PMT nou @tdver oty avahoyw| mhaxéta upiotaton evioyuon xa oOyxeiorn Ue €Vl XUTWPAL
P (awthv ™ otiyu avtiotouyel mepinou oe 5,5 p.e.) yio ) dnurovpyia tou orjpatogc LO. To FPGA pall ye to
xoutl dlempdvetog Tou ouptaploy (drawer interface box, DIB) urohoyilouv tov apidud evepyddv LO avd topéa.
To cuvolixd ofjua xdde touéa anooctérieton oto FPGA tou cuptaplol, émou cuyxpiveton ue éva xatdeh Q, To
ornolo avtiototyel ot évay aprdud N evepydv pixel. O é€odol Tou ocuyxplth xateutivovtor oto FPGA tou DIB,
70 omolo Tig cLVBUELeL pe Yo Aoy OR mpdln, mapdyovtog To orjua evepyomoinong emnédou 1, L1. Kdde gopd
mou undpyel evepyd ofua L1, to DIB petadidel éva urjvupa "stop" oe oha tat cuptdpla To onolo odnyel otny
nowdor TN @dong eyypapnc tou Toin NECTAr. Av nepiocdtepa and 2 tnheoxdma €youv evepyo L1 yéoa oe
EVOL GUYXEXPULEVO YPOoVIX6 BdoTnua, téTe To xevTpwd clUotnua evepyornoinone (central array trigger) otélvel
ONHOL OTAL TNAEOAOTULOL WOTE VoL APy loOLY Vo GTENVOLY TANEOoQople oL onoleg Yo xataypapoly and Tov XeVipixd
UTOAOYLOTY).

BeAtiwoeig ot Paduovounon tng xauepag HESS-IU

Ye auth v evétnta Yo eloaydyoupe dUo véeg uedddoug Tou PTopPolY Vo eQuprocTobY Yo TN Behtiwon Tng
Boduovéunone tne xdpepac HESS-TU: 1 mpdtn agopd v npocopuoyt tou mopadieou avdyvworne (readout
window) otov ypdvo xat 1 deltepn tov xadoplopd Tou mopdyovta petatponic avduesa oe ADC counts xou
puTONAEXTEOVIOL avd pixel.

Flat Field calibration xow npocaguoy?, Touv readout window
Flat Field calibration

Mia and Tic x0piec yedddoug Baduovéunone e xduepac HESS-IU eivou 1 Badpovounon Flat Field. Aedopévou
OTL TO UAXO Bev glvon dovind xot 1 am6800Y) Tou ohhEleL apyd Ye ToV Ypovo, BlapopeTixd pixel propel va €youv
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dlopopeTnéc amoxpioelc oe ouolduoppo Pwtoud|9]. T vo dopdwdel autd, opiletan évog SlapopeTindc cuvTe-
heotic FF vy xdde pixel. To nhdroc xdde orpatog mou aviyvedeton and éva mi€eh unoloyileton ot cuvéyela
Tolhamhactdlovtdg to ue tov cuvteheoth FF, étol dhote va unoroyileton 1 Ty tou o putonkextedvio. M
GAA1 BLopopd GTNY ANdOXELOY) OTOV OUOLOMORPO PWTLOUS Utopel vo oyetileton Ue TO YPOVIoUs Tou Topolpou
avayvwong, xadae Yepd pixel umopel var xotaypdpouy €vay Toahud pwTéC apY6TERH 0TO ToRdTuEo avdyvVKong
o€ oYEoT UE GhhaL.

Iepimou xdle 800 Nuépeg mpaypoatonotolvta cupxexpyéva FE runs, xatd tn Sudexela twv onolwy, yenolponoLei-
Tou plot cuoxeur) mou ovopdletan flat-fielding unit xou Beloxeton oto xévtpo tou xodpéptn Tou TAeoxomiov, oe
anéotaon 15 yétpwy and v xduecpa. Ta eldwd FF runs yenowonowiv LED g@axol¢ mou exméunouy cOvto-
pouc (<3 ns FWHM - full width at half maximum) pnhe (390-420 nm) naipolc pwtde otadephic éviaong
(mepinou 100 pwtonhextedvia)[10]. H Swdiaocia enavolauBdvetor TohES @opéc xatd Tn Sudpxeio Aiywy Aentay,
TPOXEWEVOU VO UTGOYEL ol oaxELBTC XATAVOUY| TV ELOEQYOUEVWY QPWTOVIKY 0TNY xduepa yia xdde oTiyun xotd
TN Budpxetla evog TaAUoU, xoidC To EVTIOTULOUEVO QWTOVLOL unopel vo mpoépyovtal elte omd ) povdda FF eite
and tov Y6puBo Tou vuyteptvol ovpavol (night sky background - NSB). H ypfion evic ohoypagpuxod dioyuti
UTEOOTA amd TNV xduepa, Yali e Ty achuovtn yovio uetalld g xduepas xon tTng povadoc FF, daoparilouv
4TL 0 PWTLOUOS Elvol OUOLOUOPYOC, UE TN WU opolopop®ia vo eivon xdtw ond 5% RMS.

Extég and tov xadoploud twv cuvteheotwyv FF, autd to runs ypnoylonotobvtol xou yia ThV TEOCoOUOY T TOU
napadlpou avdyvwong 16 ns xdde pixel, dote 1 xopupr Tou Takpol FF va Beloxetar oto xévtpo tou. Me autdv
Tov Tp6TOo, dlacpoiiletar 6Tl ol teploodTepol ToApol and @wtdvia Cherenkov, dedoyévou 6Tl axorovdolyv éva
Tapouolo potifo, Va armodnxedovion otov buffer ye 1o uéyiotd toug 6To AE€VTEO TOL MAPATVEOL AVAYVKOTK.
Elvar onuovtind oL x0pugéc Tewv TaAUdY Yo xdde pixel va ocuunintouv ota xotayeypouuévo dedouéva, xodng
autd Yo oBnyHoeL o o axeU3T| avahuo).

Global fit vs local fit

INo ) eddwon e Yéong tou mapadbpou avdyvwong, 1 omola avopEVETAL Vol BLOXUMALVETOL UE TNV TEEOBO TOU
¥XEOVOUL £QOGOV TO UAXS TNG XAuepaS BeV elvan 1davixd, elvol anapoadTnTo Vol UETACYNUATIOTOUY T OEBOUEVAL TV
LOTOYPAUUHUATOV TWV XATAVOUWY omd xdle pixel oe évay uévo mahud. Metd to fitting twv dedopévwv, apapoldue
NV enldpaon tou YoplBou. 3TN cuvéyela, evtomiloupe T yeovixr oYU oty onolo cuyfalvel 1) evepyomoinon
emmédou 0 (LO) yio to aviyveupévo ofua. Me tic tpéyouoec TopopéTpous LTOAOYLIoHOD, autd cupfaivel oe éva
XTI pixel P=5,5 p.e., mpdyuo mou onuolvel 6T pog evolapépel To onueio 6mou xdlde nahudg FE ¢rtdver o
QUTAHY TNV évTooT.

O mpornyolpevog olydprduoc Tou yenolponololvtay yio To fit TwV xaTavoudY Yl ToV EVIOTIOUS TNG XOpUYTC
evoe maapol FF yenowonololoe éva oelploxnd fit tou Boplfou Bdone and to mopddupo avdyvwong yio xdde
éva and to 16 Selypata ye ypovixy andotacn 1 ns oe pio SLopopeTin| xavovixy| xatavoun. ‘Etot, dwvdtoav
dlapopeTiny| Véom yia Tov Vopufo, axdua xar av elvor ToA) mdavd autr va tapopével otadepr] xotd T Sidpxela
evog maALoU 16 ns, xodag eivon v ToAD pxed yeovixd SldoTnua Yior onuavTixé ahhayég mou oxetilovton ue to
nepBdhioyv 1| To VAé. H yperion Slopopetinddv napapétony yia xdie xatavour YoptBou unogel vo odnyfoetl ato
va urepextiundel eite o BopuPog elte To ypERowo ofua xou vo urtoexTunVel To diho, oe delyuato 6mou ot dvo
xoTavoUéc elvon xovtd petal Toue, divovtag biased péon Ty xou TUTXY AmOXALOT TV XaTavoUdY Touc. Mo
o oELOTUOTY TEOCUPUOYY) ETULTUY YAVETAL YENOLLOTOUOVTOS évay ahyoptiuo tou xadop(let Tic Tiés Tou Yoplfou
globally, yio 6iec Tic 16 xatovopés detypdtwv evéc FF-run evée pixel. Emmhéov, n nponyoluevy pédodog
YENOWOTOLEL L0l XOVOVIXT| XOTAVOUT] YLot VoL Teplypdel To Yoo ohpa, oxOUo i oV Bev €lval GUUUETELXO,
npoc¥étovtag xdmola emniéov mpoxatdAndy ota anoteréopata. H local yédodoc mpooapuoyic évavtt tng
mpotewvopevng global peddédou npocapuoyric gaiveton ota draypduuata oto XyAuata 0.0.1 xou 0.0.2 avticTtoiyo.

‘Eva dAho mpdfinua etvon 6Tl 0 alybprdpoc amontodoe Tig puIIoES Vo YIVOVTOL YP1OLLOTIOLWVTAS TOV on site
server (ot Nowluma) xou tnv eneZepyooio ueydiwy ROOTS avTXEWEVWY, UE ATOTENECUA VO AMALTOUVTAL TEPLO-
cotepa amd 10 Aemtd yia VoL UTOAOYLGTOUY GAOL OL amapalTNTOL TaEdYOVTES Yla T1 pUVWLOY Tou Tapadlpou avdyv-
wone. Eva ypriowo epyaleio yior tny avipetodnion authc e tpdxinong eivan 1 unodour Grid tou DESY][11],
7 omola Tpocpépel uia uTodour| ue tepinov 400 LTOAOYIOTES, EMTEETOVTAC TNV TURGAANAY exTtéAeoT) Tou fitting
TWV OEDOUEVWV VLol DLAPOPETIXES HATAVOUES.
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Figure 0.0.1: Local fitting scheme: xdde deiyuo yiveton fitted Eeywpiotd, ye Siapopetinr) xatavour) Yoplfou, 1
omola apoupeiton and xdde delyuo.
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Figure 0.0.2: Global fitting scheme: uia xatavour, Yoptfou meplypdpel Tautdyeova xou tar 16 delypata, ue
EeYWPLOTES XATAVOUES VAU YLot To YeYioWlo ofjua, ot avtideon ue tov mponyoluevo akydprdpo. O Blog
YopuPoc agpatpeiton amd dha Ta delyparta.
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PYOpion tou napaddpou avdyvwone AapBdvoviag undédr Ty éviacy touv LED

Kadde 1 evepyonoinon (trigger) yiveton dtav to ofua @tdoet ota 5,5 p.e., n xduepa eivan Bodyuovounuévn unép
onudtewy Yeyohltepou TAdToUE, xadde oL TANpo@opiec Tou anoUnxedoviol GToV TEOCWELVS amoUNUELTIXG YDEO
Yo Eextviioouy Yetd tny evepyomoinor. Autéd onuolvel 6TL €4V TO GHUA TOU TEOXYAESE TNV EVEpYOTOINON OEV
oawéndel mépa and Ta 5,5 p.e., eite dev Yo xatarypapel xadéhouv eite Yo xataypagel povo 1 @divouoa axyr Tou
Tou (av 1 xopueH ebvan iom pe 5,5 p.e.), mbavide ydvovtog onuavtixy Thnpogopio. Qotbéoo, ye Ty Tpoodfixn
tou CTH, mou éyel yoaunhdtepo xatwd@ehl aviyveuong, to H.E.S.S. npoonadel vo yewdoel yevixd 1o xot@@AL
TOU GUGTARATOS, ETOL WOTE VoL £lvor BUVITH X0t 1) avlYVEUGCT) XUl 1] GTEPEOCHOTUXY| AVAXATAOKEVT] YOUNAOTERNS
evépyelog @wtog Cherenkov. Autéd to medfBinua pnopel va avtiyetwniotel ye tn pOdulon Tou topotipou avdyv-
wong 16 ns, wote T0 xévtpo tou va Peloxeton 0T oYU Tng evepyomnoinong, xthotdvtag mo mdavy| T owo T
aviyveuon adOVAUOY TOALGY.

To ROOT format

Ta apyixd dedopéva and tic diadxasiee Padpovounone tne HESS-IU anodnredovion oe popey) ROOT5. To
ROOT eivon éva framework avéhuorne dedopévev mou avartdydnxe ond to CERN [12] xou eivon ypappévo
oe C++, VO ypenowonolelton Yo avohOOELS XAl TEOGOUOWWOELS OF DLAPOPA TELOGUATO CWUATIOMNS PUOLXAS.
Qotéco, N uneprohumAoxdTNTd Tou, ue TNV unepBohux avdyxn yia global petaBintéc xan mepimhoxyn epapylo
YAJCEWY, TEOXAUAEL OPLOPEVOUG TIEPLOPLOUOUE OTOV YElploUd Twv dedouévwy o obyxplom pe Ty Python. Autdc
elvon 0 Adyoc yia Tov onolo 1 mopaxdTe aVEAUGT YIVETAL YENOLLOTOLOVTAS TV Python.

Ewwd yio tig FF Sodicaoiec, to dedoyéva npoépyovtal o TplodldcTata LoTOYEHUUOTO XATAVOUNS TOU TAATOUS
(o povédec ADC) twv Todpodv tdong nov Topdyovion and o PMTs yio xdide pixel, yio 16 Seiyypata, pe andotoon
T = 1ns petodd tous. Xenowonoeiton uévo to High Gain (HG) xavéh. H npofolf twv wotoypoppdtwy oe
000 dauotdoelg moapdyel éva lotodypauua yior xdde delyua, omwe galvetar oto Lynua 0.0.3. Xe autd to oyrua
unopel xavelc enlong vo Soxpiver Tov épufo Bddpou (pedestal), mou mpoxahel v opildvtia ypouun, xou to
yerowo ofjua oe pop@n mahwol. To pedestal napopével oto (Blo onuelo xadde Tepvd o ypbdvoe, evdd 1 évtaon
xou 1) Slaxdpaven tou yerotwou ofuatog aAldlel. Tat va yelptotodue tar dedopéva mo eixola o Python, oe
QUTAY TNV avdhuon Ta apyixd apyelo .root uetatpénovtal o apyelo .npy, yenowonownviag T dienagy) PyROOT
[13].

Kdvovtag éva global fit cto dedopeva

Xy apywer] pop@n, xadids xon 0T UELOVOUEVA LoToYeduuata xdde delypatog, undpyet éva epgovég pedestal pe
péon T mepimou 415 povddeg ADC, mou mpoxoheitar and nhextpovixd 96pufo, eved To TAdTOg Tou eEupTdTon
amd to pévto tou yuyteptvol oupavol (NSB). To undloina dedopéva anoteloly to ypRowo ofua, and to onolo
TpoxdTTouV oL TapdueTeol Paduovounone.

I va yiver to fit tev dedouévev napdhinia, yia xdde pixel vtodétouvye 6 to pedestal axoloviel plor xovovixr
xoTavour| ue otodepd mAdtog A, péon T g xan Tumixy amdxAon o yia xdde éva omd ta 16 Selyportor

1 _%(ﬂ 2

=) (0.0.1)

g1 (x) = Aame

Ané v Ak, dedopévou 4TL To yehowwo orfjua Bev elvar anapoltnTto cuuueTEixd xou uropel v "yépvel", Yewpelton
6Tl To oo axohoudel wo xotovoun I'duuo ye diapopetinée nopopétpooug C, a xan 3, xoddg xon plor amdxhion
Iy xdde Selypa tou (Brou pixel:

(z —1;)% e~ Pile—li) gou

(@) —C.
g2 (.’L’) - C’L F (OK'L) 9

i=1,..,16 (0.0.2)

6mov T (z) elvon 1 suvdptnon Téuua, oplopévn we:

I'(z) = /sz_le_sds (0.0.3)
0
2

4



Pulse Waveform
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Figure 0.0.3: ROOT5 totoypdyupota yia éva pixel. IIdvew: Apyixd ROOTS format. O opildvtiog dEovog
AVTLTPOOWTEVEL TOV Ypdvo, divovtag tov aptdud xdide delypatoc Tou 1 ns, eved o xddetog d€ovag
avtinpoowneVel Thdtog o ADC counts. Ta ADC counts yio x&e Selypa Sivovtar we totoypdupata. Kdte:
ITpoBoA Twv LoTtoypauudtwy yio to delypata ota 6 xau 10 ns, pe to xodévo vo avtiotolyel oe pla xddetn

hwpelda Tou Thvew oyhuaTog.
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H tehun| xotovoyy| elvar To anotéheopa g UTEEUEOTC TWV TOPATAVE BUO XATAVOUWY:

Gi(z)=gq (2)+ ¢ (), i=1,..16 (0.0.4)

Opilovtag autég Tig CUVUPTAHCELS Yol £vary TaAUS Yia €va pixel Snutovpyolue 67 dyvwotes petafBAntéc tou mpénel
vo tpoPhepioly. Amd autéc, 3 elvar xowvée oe dha tar 16 totoypdupota xon e€optddvion and Tig dAhec. Auté
elvon amapaltnTo Yior var Slacpoiiotel 6Tl To pedestal Go elvon o (Blo yia dha Tar delyyorta.

O ahyoprduoc mephopBdver ta e€hc Priarta yior xdde pixel:
1. Ipoeneepyooio xde Selypatoc EexwELOTE Yo TOV EVIOTIOUS TWV UPYIXOY TOUROUETEWY.

2. Fit g povadhc xavovixfc xatavourc it To Béddpo pall pe te xatavoués Iéupa yior dha tor otopixd
oelyyorTa.

3. Trmohoyiopde g péone Twng xdde xatavouric I'dpua xan agaipeon Tou pedestal.
4. Fit tov mopomdve TOY YLol THY avanapdoTaoT) EVOS Lovadixo) ToAuoU.
5. TnoAoyYlopog PETATOTUONG YOl TO TAUPEUIUPO oVAY VOGTNG.

Kdélde delypo unofdiheton oe mpoeneepyasia i T0V xoopIoUO apYIXOY TUPUUETENY, OLOTL BLOPORETIXG 1)
daduxaotar Bo Arav unepBohxd ypovoPodpa. Xt cuvéyela, xdvouue fit xdde otdypopua e T pédodo Twv
ehayloTwy TETRPAYOVWY, TOU YETABAAAEL TIC TUPAUUETOOUEC XATAVOUNC PUEYEL Vo EhayloToTolnVel TO TETPAYWVIXO
dpotopo TV oQoApdTeY Y Oho tor onpeior i va emteuyVel o péylotog aptiude enavalibewy, mopdyovtog
TNV TOEATAVE CLYVEETNOY Tou elval €vo AEOLoUo IaS XaVOVIXAS ot Uiag xatavounc [dupa, onwe galveton oTo
Syhua 0.0.4.

To onpavtixd xOuUdTL TG ToEUYOUEYNS CUVAETNONG elvon 1) WECT TWH %ot TO OQIARA TNG xaTtavourc I'duuoa
yioe xdde Belypa, xordodg autd Ya yenowonoindoly otn GUVEYELX Yiot TN LOVTEAOTOIMGT TOU TeEAX0) Y RUATOS
naApol. H péon T tne xatavourc I'duua oplleton wg:

Q;
Hi =
B

i

—li,  i=1,..,16 (0.0.5)

Agaipddvtag to pedestal xat ypnoluomowdvTag Tig HEoEC TWES oL To o@dhuaTa TNS Ypriowne ond xdde delyua,
xadopiletan 1 wopp Tou ofuoatoc. O TeEMxOC TOMLOC LOVTEAOTOLE(TOL EUTELOIXE AO TNV TOEOXATE AVUALTIXN
cuVdpETNON:

ft)=ctie (0.0.6)

omou ¢, b, g elvaw oL otadepéc mou npénel va tpofBiepiolv. Autd yiveton Eavd pe ) Porlela tng uedddou twv
ehaylotwy TETPAYOVOY.

H emtuyla Tou fit elvon eppoavic oto Lyhua 0.0.5, énou oL avaxataoxevacuévol naAuol Totodetodvtol névew ot
opyixd dedopéva tou ROOT (1 wéom Ty Tou YoplBou tpootitetar oToue TahUols Yot oOYXELOT).

Me Tic mponyolueveg mapauétpous Baduovéunong, 1 evepyomoinoy yivetoan ota 5,5 p.e., cuyvd melv To oy
QTACEL OTNY o] TOU %o TO XEVTPO Tou Topalpou avdyvwone dev Beploxeton oTny x0puPY Tou CrHUATOC,
xodwg BAénoupe 6TL Peloxetan ylpw ota 7 ns. Xto Myrua 0.0.6 goalvetan 1 mpoTelvéuevy UETATOTION OTO
Topddupo avdryvwong, dnhadr 1 Slopopd ueTad Twy 800 ypovoopeayBmy (oTo 7 ns xou 0T OTLYPT EUPAVIONS
¢ evepyonolnong).

Arnoteléopata

To Xyfuo 0.0.7 delyvel tor LOTOYRAUUOTA TNG TPOTEWVOUEVNS YeTatomione ot B€orn tou mopadlpou avdyvwong
v 6ha tar pixel yioo to CT1-4. Autd eQoppdotnxay TEROPATIXE 0TO TNAECXOTLO, UE ANOTEAECHUA XAAOTER
Yeovixy| opotodoppla Yetall Twv TNAEoxoTiwy oTa dedopéva, xoddg YETA TNV TEOCUPUOYT UTHPYE TUEOUOLOC
péoog ypovoe pixel yio Oha tor TnAeoxdma. Elvow gavepd 6t to CT3 ypeidleton yeyahltepes npocapuoyés omd
To dAAoL Tplot TNAEoXOTIA, XD EMNEEAOTNXE TEPLOCOTERPO Amd TIC TEONYOUUEVES TapauéTeoug PBaduovéunong
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Figure 0.0.4: Axoloudia Serypdrov fitted ye to ddpoioua pla xavovixrc (pedestal) xou wioc yduuo xatavouho
(xerfiowo orfpa). To apyxd oAU GalvETOL PE TN UTAE GUVEYT YOOUUN, 1) XOUVOVIXT XL OL YOUUo XUTOVOUES
QOLVOVTOL UE DLUXEXOUUEVT] UTAE Yo TRAOLYY) YRUUUT] AVTIOTOLY A, EVE 1) CUVOAIXY| GUVEETNOT WoVTEAOTONOTS

ME HOXHLVY GUVEYY| YEOUUN.
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Figure 0.0.5: Avaxataoxevacyévol mohpol néve oe totoypdupata tomou ROOT. Ildve aplotepd: CT1 pixel
255, TIdve dedud: CT2 pixel 7, Kdtw apiotepd: CT3 pixel 684, Kdtew 6elid: CT4 pixel 778
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Figure 0.0.6: Hohudc yio to CT1 pixel 255, pe 1o xatod@hl Twv 5,5 p.e. xou ypovoopeayido ota 7 ns.
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Figure 0.0.7: Iotoypduuoto TROTELVOUEVKY UETATOTICEWY TOU Topotbpou vy VRong.

xau elye Boaduovoundel unép onudtev udmidtepne e pwtoniextpovioy. Ot Twée undév avtiotolyolyv oe
avevepyd pixel.

Baduovounor xépdoug pepovouévou guwtoniextpoviov (SPE calibration) pe
éva global fit

H pédodoc Baduovéunone evéc gutoniextpoviou (single photoelectron - SPE) mou yenowonoeiton ota
mheoxdma HE.S.S. neprypdgetar oto [9]. Xpnowonoelton yio va extundel 1o xépdoc xdle uepovempévou
pixel. ITapéro mou n emduunth Ty Yo To xépdog twv PMT mou ypnowomnoieitan yia tnv avdhuor elvon oto-
Yepr ot 60 povddeg ADC xatd tnv xovovixn Aertovpyio Tng xdpepag, To x€pdog twv PMT adldlel otny mpdén
ME TNV TdE0do Tou YEdVoU AOYW NS YNPUVONC TOUG Xol OmOXAVEL amd auTAY TV TWwh xdtw and TN otadepd
eapuolouevn tdon ota PMT. ‘Etot, dedoyévou dti e€aptdton and tny tdor tou PMT, neénet va Bpolue xotd
1600 MEENEL Vo oAAGEEL 1) Tdom Yia var @Tdoel otny emdupnt T 60 povddwy ADC. Ilpocapudlovye tov mpo-
NyoUuevo ohyoprduo, utovétovtag 6Tl To x€pdog e€apTdTon YeouWixd and TNy epapuolOUevr TdoT xou EXTEAOUUE
éva global fit otig TopauéTpous TN YeoUXNE oyéong Yo Oho ToL delypaTa.

MeTatponr povddwyv ADC ce @pwTtonAextpdvia

Onwe xou ye ) Padpovounon FF, extehobvrtan eldnd SPE runs g @opd meplnou xdde 8o nuépec. X
Badpovotnon SPE, n andxpior oe Sudpopeg uPniéc tdoelc cuvdudleton Tpoxeluévou va tpoxel 1o x€pdog TwY
PMT. To xépdoc x&le pixel opiletoun w¢ o napdyoviag petatponhc and povédec ADC oe goptio (ohoxhipmua)
ofuotos. Apyxd, n tdon e€68ou tou PMT Vpjs petpiétan oe povddeg ADC oe évav avtiotdrn 16 gopéc,
x&e T = 1 ns, xou evioyleTan og éva xavdhL LYMAAC xou éva xavdhL Younhfic evioyuong, ue evioyvon GHE xa
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GL¢ avtiotolya. Tao anoteréoporo xoataypdpovion we Pnplaxd ofua, To onolo ohoxAnpdvetar o ddotnua 16
ns. Ilpoxewévou va yetatpoanodv ol yovadeg ADC oe Volt, to orpa autd tolhamhacidleton Ye Tov mopdyovTta
Vapc = 1.22 mv/Count. Av to ohpa elvar oty poppy evée naruod SPE, ue popgh Vearspe. (t), téHTE 1
aVTIoTEOYY TNE TeAeutalac medéne Sivel To xépbog Tou pixel:

yADC ¢ / Vpaspe (t)dt, i=HG,LG (0.0.7)
TVapc

e,

%x6un xou 6tav dev undpyouy naiyol and LED, unopolv enlone va poviehomoidoly Ye (Lol XoVoVIXT XOTUVOUN
pe aveEdpTnTy wxedTepn UECT TUH Xo SLoOUOVOT).

Boadpovounorn SPE

Yy avtideon ye to FF runs, o SPE runs die€dyovrton pe tig xduepes oto "xatapiytd" toug, pe amotéleopa
Vo Uy urdpyel pio poapdid xatavouy| pedestal mou mpoxahelton and 10 Pw TOU YUY TEELVOLU 0LEAVOV, OANS LbVO
éva offset omd to nhextpovind pedestal oe xdde delypo. Autd ta runs yenowonowolyv évay LED pulser, mou
Beloxeton 800 pétpa paxpetd and e xduepes. O pulser exméunel gpug to onolo pwtilel xdde pixel pe évtaon mou
avtiotolyel oe nepinou 1 pwtoniextpovio, ye ouyvotnta 70 Hz. Tao runs elval mpoypauotiouéva Ue Wio et
xoduotépnom oe xdide yeyovdg melv Ty evepyomoinom, €tol wote o SPE mahude va Peloxetan oto xévtpo tou
Topadlpou avdyvwone 16 ns. Av xou o pulser exnéunet éva pwtonhextpdvio, To pixel Yo nopatneioet miavotota
TEPLOOOTERA AMd €VAL PWTONAEXTEOVLY, AdYw deutepedoucag exnouniic. O axpfric unoloyioude tne xatovounc
tou goptiov SPE ce ADC counts npoépyeton and 1o ohoxAfpnuo twy anoxtnielomy xotavopdv ADC counts
yia Aot T Belyyata oty neptoyn evilagpépovtoc. H xatavour| goptiov mou mpoxdntel Yo €xel pe SopopeTind
péen mou avTLoTOLYoUY 0To ohoxAfpwuo Tou pedestal xou o UEUOVOUEVES TWES TWV QWTONAEXTEOVIWY TOU
culéyovtan and tny dvodo touv PMT.

I Tov unoroyilopd g xotavourc tou goptiou SPE, yivovtaw ol e€¥c tpeic unodéoeic: O aprdudc tov @u-
TonhexTeovimy axolouel pa xatovopr Poisson, o nhextpovindc Vépufoc (pedestal) eivon mohd wxpdtepoc oe
TAdTog and Ny xotavour] SPE xou éva pwtoniextpovio teplypdpetan and pio xavovixr xotavour. H cuvoptnon
TOU TPOXVUTTEL amd oUTEC TIC unoVéaelg ebvan 1 e€hc:

SPE () = N e® 1 (g—pp)?
\V2mop 20%:

kE>1 (k) kk - kG 2
Ny € M exp |- (¢ — (up +kG))
Pt V2rkog k! 2koq

(0.0.8)

omou pp,op elvor 1 péomn T xou 1 T andxhlon g xotavourc tou pedestal, G,oq 1 U€on Ty xou 1 TUTILXY
andxhon e xatavourc touv xépdoue, (k) o uéooc dpoc e éviaong touv gutdc. N xau Ny elvon napdyovieg
XOUYOVIXOTIO(NGNE TTOL AVTLOTOLY 00V GTOV apliud TV YEYOVOTWY Ot €vo run. LOU@wvo UE AUTHY TN CUVAETNOT,
n xotavour) SPE eivor wa umépieon Twv xavovixdy xatavouny, 6Tou 1) Tt OTEVOTERT XATAVOUT| AVTLETOLYEL
oto pedestal, 1) debtepn xaTavour avtioTolyel oe YEYOVOTA UE €V QWTONAEXTEOVLO, 1) TE(TN XaTavouY| AVTLoTOLYEL
oe yeyovota pe 800 pwtonkextpovia, x.o.x. H péon tuh e xdde xavovinic xatavounc elvan avdhoyn pe tov
aptiud TRV OTONAEXTEOVIWY.

O otdyoc authc g avdhuone eivon vo tpoadlopioet to xépdoc G tou xavakiolh LYMAHc evioyuone, enopévee
o delxtne HG oo e&€vc evvoeltan. ‘Onwe xau mpty, yenowonotolvtal povo ta dedouéva and 1o XovdAL uPninc
evioyuong, 80Tl 10 %x€pdog aTo XAVAA Younhnig evioyuong unopel vo mpocdioplotel toAlariacidlovtag To G
HE TOV ToEdyovTa PETATEOTAS UeTol TV BU0 xavahledv. Autdc o mapdyovtac unopel va Bpedel Sionpwdvtoc to
mAdtog Tou pedestal mou yetpRinxe 0TO YUNAG XAVEAL UE AUTO TOU PETEHUNUE GTO UPNAG oVaAL.

Io tov oxond e axpBoic mpoodlopiopol Tou x€pdouc, didgpopes LYMAéC tdoels eqapudlovtoan oto PMT
xatd tn Sudpxeta Twv SPE runs, xou ot mpoxintovoeg xotavoués oe xdde PMT vivovtau fitted otnv napandve
unépldeon Twv xavovixdy xotavopy. O dyvwoteg petaintéc oty elvan 4 yioo xdde run: pp,op xou G,oq.
X1n ouvéyela, 1 TEAXY T Tou x€pdoug tpocdlopiletal cUVBLALoVTAC TO anoTEAECHA Ao Ao ToL TUNS.

Eueic Yo ypnowonofioovye max(k) = 10, apol yio peyahOTERES TYES OL XOTAVOPES TOU TEOXVUTTOUY Elval e
oyéon pe Ta dedopéva. O mponyoluevog ahydprduoc xdvel fit xdde run oelplond, Yewpdvtag T YeTofAnTég
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xqde run aveldptntec petol toug, divovtac étol 36 dyvwotee petofintéc. Qotdéoo, oo auidveton 1 Tdom,
oEGVETOL XAl 1) OLPE TOU GNUATOC, UTOVOMYTAS OTL TO XE€EDBOC TOU eixovoaTtolyeiou elvan epimou Ypouuixo we
Tpo¢ TNV epapuolouevr téor. Autéd onuaivel 6TL, av To x€pBog 0pLoTEL W YU cuvdpTnoN:

G=adV+8, «of: otodepéc (0.0.9)

oL dyvwoteg puetafintég yewdvovtar oe wévo 20.

Kou mdihi, tor apyixd dedouéva SPE yia xdide pixel Bploxovtar oe pop@r ROOTS xou anoteAolVTaL and LoTOYEHUUOTO
TV ohoxAnpwpévey petphoewy ADC yio xdie éva amd tor 9 SlapopeTtind runs, xdde €va yio YLol SLopopeTixy
v tdon dV, tou mowidher and -20 éwg 20V pe BrApa 5V, oe oyéon e v mpaypotixy tdon tov PMT. O
ahybprduoc xdver to axdhovdas:

1. Kadvel opohonoinom tou ofjuatoc yenowonowwvtog éva gidteo Savitzky-Golay

2. Tmohoyilel opyxéc Tuéc Yo To up xou to G Aopfdvovtoc vddhn T dUo TPdTEC XopUPES Tou ouaiol
onfpatog fpo, Go yia dV =0

3. Extelel éva global fit yia v xatavour) SPE cuvdudlovtag 6ha tor runs xou npoBAénet ta o, 3
4. Tlpoodiop(lel v amoutoluevn dlapopd tdong dV yia va éyouue G = 60

To aroteréoparta tou fit gaivovron ota Xyruata 0.0.8, démou eugpaviCovton ot fitted xavovixée xatavoués tou
%€pdoUC Yio pepLxd omd Ta Sidpopa teegiporta, xan 0.0.9, 6mou epgaviletal 1 tpoxinToVCA YEUUUY XEEOOUC-TAoTG.

Anoteléopata xou cOYXELOY E TOV TEOYNYOVEVO oAy optdpo

Ta loTOYEdUUATE TWV TEOTEWVOUEVKY oAAoywv ota PMTs yio o tnheoxoma og oUyxpLor Ue To amoTeAEoUOT
and v mponyoluevy uédodo gatvovtar oto Xynua 0.0.10. Ou uixpéc diagopéc and to avtiotolyo cross-check
Beloxovton evtde twv oplwv ofefadtnroc. ‘Etol, to global fit mou unotétel yoouuu abénorn tou xépdoug
emtoryOvel T diadixacio TpocdLopLorol Tou XEEDBOUC YENOLLOTOLWMVTOSG ALYOTERES TOPOUETEOUS, EVE) TOREAANAL
TUPAYEL GUVETY| ATOTEAEGUOTAL.

Metatpon? and sample mode oce charge mode

Koatd tn dudpxela 1oV mopatnenoemy, oL TANRoQopleg TOU YENOWOTOLOUVTUL YL TNV AVIXATACKEVT EXOVKY TNG
exmounic oaxtvoPfohiog youua and Tnyec XL Ylol TNV EXTEAECT] TG AvdhuaNg €YOLY T Yop®T gopTiou, dnlady
To ohOXApwUo O UOVADEC p.e. Tavw ota 16 delypoato tne meployric evilapépovtog xdde maipod evée PMT.
H avéhuorn tou ofyatog pe 16 delypato avagépetar we hertoupyla delypatog (sample mode), evéd 1 avdluon
TOU TEMXOU OAOXANEGOUOTOS w¢ Aettovpyio poptiou (charge mode). To goptio unohoyileton apyixd oe pHovEdeS
ADC xon o1 GUVEYELN UETATPETETOL OE OE UOVADES P.€.

Eivou mpogavée 6Tt 1o tehind mAdTOoC Tou petpdpe e€optdtan o peydio Badud amd tn Véon Tou mopadipou
avayvwong xou uropel vo enneeasTel av To mopdupo avdyvwong dev €xel Baduovounidel cwotd. Eva mapdderyuo
oTOU TOU TEOPBAAUNTOC TEOEXUYE YETE amd TEOGHUTY) OVTIXUTACTACT TNG TAAXETAS TEOPOBOGING TNS XAUEROC,
TEOXAAGVTOG bias oTa TAGTN TOU YENOUOTOLUNXOY GTNV OVIXUTACKEVT) TNG ELXOVOG. LUYXEXPUEVA, 1 0AAYN
Tou VAoU emnpéace 1 Yeovixh otiypn tou ofuatoc LO trigger, npoxohdvtag Wia PETATOTON TOU Topodlpou
avdyvwong mpog ta degld. To onua LO trigger evepyonololvtay 6tav 1 gdivouca axuy| Tou ofuatoc Aettovpylag
BelYUAUTOC EPTAVE TO XATWPAL EVEQYOTONONGE, TEAYHA TOU CNHUALVEL OTL OL TEPLGCATEPOL XATAYEYQEAUUUEVOL TUAUOL
anodnxedoviay ywele TuAUR TNg avédou toug. O mokyol amodnxedoviay Pe qUTOV TOV TEOTO YLOL UEQIXES
ef30ouddeg, emnEedlovTog oNUAVTIXG T BEBOUEVOL TTOU YENOULOTOLAUNXAY YIo THY UVOXAUTUCGXEUT XAl TNV AVIAUGT)
TV YEYOVOTWY. Xe auth TNy evotnra, Yo mpotelvoupe évay TpOTo Lo T1) HEELXY OVEXTNOT| TV ENNEEACUEVLV
dedopévwy. H avdhvorn mpaypatonoeita yenowonowdvtag to HTCondor[14].

Avdxtnomn Tou popTioL xo REPIXE ONOXATEGOUATO

Ipoxewévou va yetatpédouue ta dedouéva sample mode oe dedopéva charge mode, exyetodlevdpacte T0O
YEYOVOS OTL TAl MEPLOGOTERO GRUATOL £YOUV TAPOUOLYL HOpPT|, ToL Tpooeyyiletar amd TNV avahuTiny cUVEETNO
ané v E€lowon 4.2.6, xou unopolv vo SLopépouy Hévo 6To TAYTOS 6TOV Yp6Vo, TO TAGTOC TOUC Xt TO YeOVo
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Figure 0.0.8: Global fit 6to xépdog tou CT2 pixel 0, og Aoyoprduxy xhipoxa. To apyixd orua olveton pe T
o%00pA UTTAE YEOUUY), EVE) OL DLUPOLETINES HAVOVIXES XUTAVOUES TIOU AVTLOTOLYOUV GE DLaPOPETIXES TWES
pwTonhextpovinv (p.e.) galvovtal pe Sapopetind ypoua 1 xdde wio. H teheh xotavour golvetar ue xdxxvo.
TTéve aptotepd: run 0 (dV = —20) ; Héve 8e€id: run 2 (dV = —10); Kdte: run 8 dV = +15.
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Figure 0.0.9: Eudeia xépdouc petd to global fit yia CT2 pixel 0. I'a undevixn tpocapuoyn otny tdon, 1o
xépdog elvan yepixd ADC counts xdtw ané to 60.
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™ xopu@ric Toug. ‘Etot, av xatd ) Sidpxeta Tou napadipou avdyveaong poc Ue 1 Belypato €éyoupe xoraypdel
HLoL ETaPX Y| TOGOTNTA ToL ofjuotog o sample mode, mou anoteAeltar amd TOVALYLOTOY M BelyUaTd, UTOPOVUE Vol
TOAATAAGLACOUPE TO OAOXATPWUE TOL pe évay ouvteheoth C yia VoL avaxTHCOUUE TO OAOXAHEWUA TOU TATeOUS
ONPATOG. TNV TeplnTwon Yoc, YemEoLUE OTL 1] avaXTNOY TOU OAOXANPWUNTOS ToU ofjuatoc 16 deryudtwy elvon
Buvath ue TovAdytotov m = 9 delyporta. Tautdypova, Yewpolue dtl To Tapddupo avdyvworng €xel YeTUTOTLOTEL
v éva cUYXEXELUEVO Ypovixd offset Aiya ns mpog tor 8e€id, Omwe CUVERY UE TNV AVTIXUTACTOOT TNG TAAXETAC
TEOPOdOGIuC.

Opiloupe Tic mapaxdtw nocdtnTes, oL omoleg avTioTolYoVLY aTo @optio evéc ofjuatoc Yipw and TNV XopuEPY TOL
oe povadec ADC:

to+4.5
q9:/t745 f(x)dz (0.0.1)
to—8
qlg(t/) :/ . f(l'+tl) dSU (002)
to—

H mpodtn nocodtnta aviiotoiyel oto ohoxhfpwpa 9 detypdtwy yipw and tov yedévo ty émou Beloxeton 1 xo-
PLUPY Tou oNuaTog o éva TaEdupo avdyvwone mou elval xavovixd Baduovounuévo, eve 1 debtepn TocoTNTA
avtiotolyel oto ohoxAfpnua 16 Serypdtwv 6hou Tou ofuatog Ylpw and TNV apyix) ToU XopuPY 6Tay To o
petatonileton t ns mpoc 1o aptotepd (A to napdiupo avdyvwone petatonileton npog ta dedLd).

To oloxhfpwua 16 ns elvoar to @optio mou mpéner va avaxtndel yio vo Sielorydel cwotd 1 avdhuon twv
Topotnenoeny. Lo autoév tov Aéyo, Ja yenolponoiicouue To gg Xt Vo TUPOUETEOTOACOUYE TNV oVEXTNOT
TOV (16-

BoOpovounor xot CUVIEAECTES AVAXATACTHKEVNAS

INo vo avtetwnicoupe to mpéAnua, yenotworowolue dedouéva and 10 dapopeTtind runs Boduovouncne yenot-
ponotwvTog T povéda SPE xou potilovtag tig xduepec HESS-IU pe petoBariopevn Qutetvotnta. 3Tn GUVEXELd,
QUTE ToL CHUATA TUPAUUETEOTOLOUVTAL YpnollonolwvTag TNy Bl uédodo mou neptypddape yio ta FF runs, pe
povadixn Sopopd 6Tl be ypeeldleton vo yiveton fit otnv xatavour| tne Bdong, xardde autd Ta runs exteAodvTal Ue
XAELOTO XN TNG HAUEQEIS ol DEV EMNEEALOVTOL ATd TO PWE TOU VUYTEEVOL oupavol. Autd yivetar yia dha o
pixels 6hwv TV 4 xopuepdv yia xdde run. Evo nopddetypo evog TETolou ohHpatog atvetar oto Ly 77,

Aedouévou OTL 1 Hop®H TWV oNudTeY Badpovounong elvor TapOUOLa UE TN HOPYT TWV CNUATLY TAURATHENONG,
UTOPOUUE V. XENOLLOTOLcoLUE owTd To runs Baduovéunong yio vo utohoyicoupe Toug cuvteleaTtés Slopinong,
HE TOUC OTO{OUC UTOPOUUE VO TOMNATAACIACOUUE TO OAOXAHPWUA Gy TWV CNUATOY THEATHENONS, UTtodéTovTag OTL
€YOUUE TNV TPOCEYYLOTIXY] TOU TLHY), TROXEWEVOL VoL AVOXTACOVUE TO @opTio. Autd yivetaw unoloyilovtac To
o xou petatonilovToag To GHEO TPOS To apLloTtepd xatd ¢’ ns, npotol urnohoyicovue to qi(t'). Auth 1 Srodixaocio
extelelton v t’' =0, ..., 15. XN ovvéyew, oL cuvteleotés Sibpdwong Va elvou:

o) = ‘ﬂgg) (0.0.3)

Ou ouvteheoTég yior OAa Ta runs, TnAeoxdmo xot pixels tonovdetolvTal Ge €Vl LOTOYPAUUMA, YA YPOVIXH CTLYUN
%x0p0gNe Tou ofuartoc (1oodivauo ue to+t'). Autd o toToypdupate tapovoidlovtar oto Ly e 0.0.11, yio yebdvo
xopuenc €n¢ 15 ns. A&ilel va onueiwdel 6Tt oL cuvteleotég elvan avedptnTol amd TNV EVINon TOU GOTIGUOV
%ol To mAdTog Twv sample mode onudTwy, onwe gaivetoaw oto Lyfua 0.0.13. Ta npdTa 800 runs uropolv vo
e€oupetolv yior TOV UTOAOYLOUS TOV TEAXWY GUVTEAESTOV, xa®S 1 YUUNAn évtact] toug aviioTotyel oe oyeddv
undevixd yeyovota xon to fit elvan mo actadéc. H yéon ) xou 1 tumaer] andxAion TV TEMXOV CUVTEAECTMY,
TOU TEOXUTTOLY amd Tol LoToYedupata Tou Xyfuatog 0.0.11, gaivovtar oto Eyruo 0.0.12. H tumxs andxhion
elvon opxeTd pixen, xohotdvTtoag autolg Toug cuvieleoTés anodextols. Elvow enione onuoavtind va onueiwdel
OTL 0L GUVTEAECTEG Eextvoly omd plar Ty EAAPEAS UPMAGTEEY amd To 1, yio éval uxpd TP o Ta ApLoTERE TOU
OHPATOC TOL AelmeL, xou Té@Touy andtopa 6to 0 600 TeplocdTepo petatonileton To oo TPog Ta dploTeRd. Apa
Yio PXeY| UETATOTLOT TOU Topardipou avayvewong, To gg eivol Tep(mou 1oodUVOUOo UE TO @16, EVK YLOL TLO PEYSAES
METUTOTIOELC UTOPOUKE VO TO TOMAUTAACLIGOVUE UE TOUC CUVTEAEOTEC Tou UmoAoyloope. Lot TOAD peydieg
petatonioelc ol cuvteheotés elvan 0. Téhog, to Eyrua 0.0.14 delyvel Ta amoteAéopoto Tou EAEYYOU aviues
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Figure 0.0.11: Iotoypdupato TV CUVTEAEGTOY dSLopTtnorg.

07O TRUYUATIXO @16 TeV BEBOUEVKY Pordlovounong xon To avaxXTEEVO ¢16, TOU UToAOY(CeTal av ToAATAAGIACTEL
T0 g9 PE TOV ouvteleoTr] Bdplwong. H ofefoundtnra elvan apxetd yauniy, LTOBNAWMVOVTAS OTL TO AVOXTNVEY
poptio elvon oEXETA XOVTE GTO TEAYUATIXO.

XOY%pELoY E BEBOUEVA ATO TMARATNETOELS

XENOWOTOCOUE TNV TOPUUETEOTOMOT ag Yl Vo Sovpe edv unopel va yenotwornoiniel ye emituyia yio dedouéva
and TEUYUUTIXEC TOPATNENOELS, DEDOUEVOLU OTL Ol CUVTEAECTEC UAC UTOAOYIOTAXAY YENOLLOTOLOVTAS DeEBOUEVaL
ané calibration runs ywpic enippor; Tou vuyteptvob ovpavol. To cbvolo dedouévwy anoteheltar and mepinou
109 ouuPdvta and 6ha o theoxdmia. Optopéva tapadelypota anoteheopdtov goivovton ota Syfuota 0.0.15,
0.0.16 »ou 0.0.17. Pofveton OTL 1) AVUXATAOHEUT] YPNOULOTOUIVTAS TOUSC CUVTEREGTEG AVAXTNONG YOG ELVOL EQUXTH.
Qot600, eupavilel éva bias ye v ad&nomn tou }pdvou NG xopuErg, BIOTL Yio UeyaAlTepn andxhion otn Yo
Tou Tapatipou avdyvwons, To goptio (gis) VYo €npene Vo elvon UNBEY GUUPWVA UE TNV TUPOUETEOTOINOY Yo,
BAénouye 6Tl autd dev Loylel i To GUVOAO BeBouévwy Wog, 6Tou UTdeyouy UPnAéc Tuéc Yia To gig xadde
0 YeOvoc aEdvETaL, UTOVOOVTOEC OTL TO ofja €xel o paxpd ovpd. Yrolétouye 6Tl autd cupfoiver Aoyw
dlapopeTixmy pedodwy agaipeong tou YopiBou Tou yenoutonololvTal yio T BorduovounoT xou TNV ToeaTAenoT.
Eivon mdavéd xdnolo night sky background va emfBiwoe tn daduacio xadapiopod g ewxdvag, eva {ATnua Tou
dev npoPiendtay and TNy u€dods pog xadog yenoworolinxay edixd runs ye tn povdda SPE xat xheiotéd xomdon
xdpepac. Ilap’ Oho awtd, 1 uéHod6¢ poc éxel opxeTéc TPOOTTIXES, €GV AdBOUUE UTOYN TpoyUaTiés cUVDTXES
TAEATAENONG.
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Figure 0.0.15: Avohoylo yetadd e mpaypatxic TWAS gie oand To SeSOUEVA TopaTHENONG EVAVTL TNG
OVOXUTUOKEVOCHEVNG TS TOU YENOLLOTIOLVTAS TO g9 X0l TOUC CUVTEAECTES HAS, OE OYEOT UE TOV YPOVO TG
xopugrc. To Sorypdupota avtiotolyoby o ddpopeTnd pixel Twv Tecodpwy tnAeoxomiwy. Tiég didpopeg amd
70 1 Yy peyolUtepn andxhion otn Yéon tne xopugric unovooly tnv napén YoptBou. Endve apiotepd: CT1,

Endve 8e€id: CT2, Kdtw apiotepd: CT3, Kdrtw de€id: CT4.
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Figure 0.0.16: X0Oyxpion petold tne TporyLotixc Xou TNG AVUXATAOXEVAOUEVNS EVTAOoTG antd To dedouéva
napatienone. Kadde o ypbévoe tne uéyiotne évtaone avgdveton, undpyel yeyarvtepn ofeBatdtnto. Endve
aptotepd: CT1, t=11, Endve 8e&id: CT2, t=9, Kdtw opiotepd: CT4, t=9, Kdtw de&id: CT4, t=19.
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Figure 0.0.17: Avohoylo petadd Tng TeayRaTXNAG Xl TNG AVOXATACHEVUCUEVNS TWAS 16 A6 ToL SEBOUEVA
TAPATAENONE O Oyéom Ue TNy évtaot. Biénouye 6Tt yio younidtepn évtaor undpyet yeyolltepn aefoudtnta,
OTWE ATAV %o OTNY TERIMTWOT) TOU EAEYYOU UOC YENOWOTOUMVTIS Hovo dedouéva Baduovéunone. Enlong,
xS 0 Ypoévog TNE xopuPhc auEdvetar, utdpyel ueyahitepn afeBatotnTa, mavag Adyw Yoplfou. Endve
aptotepd: CT1, t=13, Endvew de&id: CT2, t=3, Kdtw apiotepd: CT3, t=10, Kdtw de&id: CT3, t=15.
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YuunepdopaTa

Aopfdvovtag unddm 6ha ta ototyela mou Eyouue e€dyel and T dedopévo Baduovounong, N Topandve epyacia
odfynoe o onuavtixd anoteréopota. llpdhtov, 1 enavappliulon tou napaivpou avdyvwong Jo odnyroet to
cloTtnuo triggering vo Aettovpyel oTNY x0pUPH TOV CNUATWY YAUNAGTERNE €VTAoNG, XAt TOVTAG TA TUO XEV-
TEUELOUEVOL OTOL XaTayEYpaupéva dedouéva. Oa avtiwetwniosl eniong tov havidoouéva Boduovounuévo ypovioud
trigger tou CT3, ye anotéheopa 1 Yeyalbtepn opotopop@ia 6To Ypovo HeTol Twv tnheoxornivwy. Emmiéov,
n yeYion global mpocéyyiong yio v mepLypapn TG xepdols Twv pixel e yeauwxy e&lowon @alvetal vou ov-
TIMPOCWTEVEL EMTUYWS TNV XxoTavouy| Twy dedopévev Baduovounong e xduepac. H obyxpion ye v mod
uédodo delyvel éva xpd ahhd anodextod bias, evd o véog ahyoplrduoc odnyel oe éva o aélémoto fit amoutdv-
Tag Myotepeg emavaridelc. Téhog, €youue EMTUYOS TUPUUETEOTOACEL TNV AVAXTNOT Twv dedouévwy charge
mode YpNoWOTOLWVTIC TO OAOXATpwUA EVVEX BELYPATWY YUpw and TNV xopuer Tou onfpatos. Alevepyriooue
éva cross-check ypnowlomoudvTag Toug TaEaYOUEVOUC CUVTEAECTES, UE TIC OVOXATUOXEVNOUEVES TWMES amd TIC
oedouéveg Baduovéunong va divouv plor TohDd XOVTVY TEOGEYYIOT| TWY TEAYUATIXMV TV, VK To cross-check
HE BEBOUEVA TUEATNENOEWY EDWOE LXAVOTOINTIXA ATOTEAECUATA, UTOBEXVVOVTAC OUWE TNV oVEYXN Vol TROCURUO-
couye 11 U€dodo pog yia T cuvirixeg UTS Tig ontolec YivovTal oL TEOYUOTIXEC TORTNENOELS.

Yuvolxd, 1 aduovéunon e HESS-IU éyel enaveZetaotel xan Bertiwdel. Emniéov, o yetaoynuotiowds and C++
oe python3 éyetl oyed6v e€ohelel v e€dptnom and to ROOT5, e€aoporilovtag mo anoteheouatint enelepyaoia
dedopévewyv. H mpooapuoyn e Paduovounone topa unopel va yiver ypnowomnowdvtag to HTCondor ¥ to
ocVotnua grid tou DESY oto Zeuthen avti tou on-site server xou amoutel uévo mepimouv 10 hemtd avtl yio
nepinou 2 Gpeg mou ypealdtay nponyoupéves. Ol tpotelvouevee ahhayéc €youy napouctaotel oe collaboration
meetings tou H.E.S.S. xou npdxeiton v epoppoctodv. Téhog, oyedidloupe vo dnuootedcoupe yio epyaoia
oyewxd ye tn global fitting pédodo yia tn Poduovdunon tou xépdoug avd pixel.

MEeANOVTIXEG EQARUOYTES TWV TEYVIXWY %l avTixTtuno oto CTA

Ou évvolec xou 10éeq mou mapovstdlovton oe auTh TNV gpyacio €Youy TNV TEOOTTIXY oYL WOVO Vo ennpedcouy
™ Badpovounon twv xopepcdv HESS-TU xou vo Bedticddoouy tny motdtnta Tev Sedouévwy mou GUAAEYOUV oo
TapATNENoELS, ahAd unopoly elong v Beouv EQapUOYY XoL OTIC XGUEPES TOL EMOUEVNS YEVLAE Tapatnentneiou,
CTA. To Cherenkov Telescope Array (CTA) Bpioxeton aut) 0 otiyun und xatooxeur| xou Yo ebvor to ueyohitepo
X0 TEAOTO TAPATNENTARLO oXTVKOV Ydupa Ye Tomodealeg téc0 0T0 Bopeto 600 xan oTo voTio Nuogalpo. Ot
ndpepes Twv peoaiou peyédous tnheoxoninwy (MST) touv CTA nou Ya Beloxovtar ot La Palma, oty Ionavia,
Yo yenowomoovy entong to NeCTAr chip yio to readout. Autd onuaiver 6tu xou oe exelveg Tic xduepeg ol
uédodot Padpovounone mou oyetilovion Ye T Yeoviopd Tou TopadiEoU AVAYVWONS XoL TOV TROGOLOPLOUMOY TWV
xepdwY TV pixel ynopel va emwpeknioldv and T mpotewdueveg npoceyyioels oe auth Ty epyacio. Emniong,
n pédodoc petatpomnc and sample mode oe charge mode pnopel va viomomdel oe nepintworn peAlovixnc
havdaouévne Tonodétnone tou mapadlpou avdyvwong Adyw dAAXYOY GTO UAXO.
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Chapter 1. Introduction

Energies and rates of the cosmic-ray particles
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Figure 1.1.1: Energy spectrum of cosmic rays. The vertical axis indicates cosmic ray flux, which decreases
with increasing particle energy. On the horizontal axis we see a comparison with the particle center of mass
energy of colliders. Very high energy cosmic rays have a significantly higher energy than that of LHC
(Large Hadron Collider). From [17].

1.1 Gamma-Ray Astronomy

Over the last thirty years, y-ray astronomy has experienced many theoretical and technical advancements,
allowing it to become a powerful means to investigate some of the deepest mysteries of the universe. This
field consists of observing and analysing y-rays of cosmic origin, such as those emitted by pulsars, supernovae
and active galactic nuclei.

1.1.1 Cosmic accelerators

Cosmic rays were first discovered by V. Hess in 1912. They consist of high-energy particles (10°-10%° eV,
see Figure 1.1.1), mainly protons and nuclei, accompanied by a small percentage of electrons and positrons,
which originate from astronomical sources [15]. Even though the origin of cosmic rays with energies less than
1 PeV is our Galaxy, the origin (galactic or extra-galactic) of higher energy cosmic rays (pevatrons) has not
been identified [16]. Thus, the task of finding the cosmic accelerators which can accelerate particles up to
such energies has not been completed yet. A challenge which is posed by the charged particles which cosmic
rays mostly consist of is that they are constantly deviated by magnetic fields on their course to Earth. As a
result, their original direction cannot be defined.

1.1.2 Why Gamma Rays?

The particles which can solve the above problem are photons. Since they have no charge, they travel through
space in a straight line, allowing us to trace their origin. High-energy ~-rays are produced as secondary
products of high-energy cosmic rays, as their components interact with their surrounding matter or radiation
fields.

~-rays are high energy electromagnetic radiation which corresponds to photons with energies greater than
0.5 MeV, while the highest energy v photons detected so far reach 1.4 PeV [1]. They are situated at the
shorter-wavelength end of the electromagnetic spectrum (Figure 1.1.2), beyond visible light and X-rays. In
this work we will focus on very high energy (VHE) ~-ray astronomy, with photon energies in the TeV range,
as they are tracers of high energy cosmic rays.

Other than identifying cosmic accelerators, VHE ~-ray astronomy can help scientists answer cosmological
questions, along with advancing our knowledge in astrophysics and fundamental physics. For example, it can
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Figure 1.1.2: Electromagnetic spectrum, relative wavelength size and sources. Gamma rays are at the
higher energy part of the spectrum. Cherenkov telescopes are able to detect very high energy cosmic
sources from the ground. Image from the website of the Cherenkov Telescope Array (CTA) observatory[7].

be a very helpful tool in estimating the extragalactic background light and in the search for dark matter,
which will give meaningful information about the history of the universe.

1.1.3 Generation mechanisms of y-rays

Since cosmic rays consist of protons, nuclei, electrons and positrons, their origin can either be leptonic (caused
by electrons and positrons) or hadronic (caused by protons and other nuclei) [2].

Gamma rays of leptonic origin

When an electron or positron enters a radiation field in a sparse interstellar medium, it can produce a high
energy photon through two main processes: Inverse Compton (IC) scattering and synchrotron radiation
[18]. The Inverse Compton effect occurs when a high-energy electron or positron interacts with a low-energy
photon, reducing its own energy and increasing the photon’s energy in the process. A special case of Inverse
Compton scattering is bremsstrahlung, where a photon is emitted during the interaction of the electron or
positron with the ions or atoms of the surrounding medium. On the other hand, synchrotron radiation
photons are emitted when the electron or positron enters a magnetic field.

Gamma rays of hadronic origin

A different process occurs when cosmic rays go through regions of higher density medium. The interaction of
high energy protons and nuclei with matter produces secondary particles, predominantly charged and neutral
pions [2]. Subsequently, a considerable portion of the initial energy of the cosmic rays is carried by the y-rays
produced in the 7° decays!.

INeutral pion decay: 70 — ~+.
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1.1.4 Sources of VHE ~-rays

There are multiple types of sources in the universe emit very high-energy ~-rays. When using ground-based
detectors, we focus on detecting emission in the TeV range, as emission in the GeV range or lower is more
diffuse in the night sky and thus it does not help us distinguish between sources. Many of the studied sources,
as seen in Figure 1.1.3 are situated within the plane of our galaxy. Though, there are also extragalactic ones
that exist outside of it, which are planned to be studied with the newer generation observatories (Fig. 1.1.4).
We briefly discuss the main source classes below.

Supernova remnants

The explosion which follows the death of a massive star causes the outer layers of the star to be propagated
into the interstellar medium. This blast forms a supernova remnant (SNR). Depending on their morphology,
supernova remnants are categorised into shell type SNRs, which display a bright shell in the X-ray domain
and less intense emission in their interior, and composite SNRs, which have a shell-like structure and also
contain a pulsar within them [20] .

Supernova remnants are believed to be the sources of galactic cosmic rays with up to 1000 TeV energies, as
only 10% of the explosion’s energy needs to be converted to cosmic rays in order to reach this quantity[2].
The detection and analysis of VHE ~-rays from SNRs can give us meaningful insight into their composition
and whether they indeed accelerate mostly hadrons, the main components of cosmic rays, as the origin of
the photons can be either hadronic or leptonic. Different approaches and models are being used in order to
answer this question.

Pulsars and pulsar wind nebulae

A supernova explosion can lead to the formation of a pulsar, a neutron star whose magnetic field is misaligned
with its rotation axis, creating a fast spinning magnetic dipole. Since the rotating field causes a steep voltage
drop, they act as cosmic accelerators, sending electrons and positrons into the interstellar medium along the
lines of the magnetic field. The areas of emission are considered to be located at the polar caps and the
"outer gap". The outer gap is believed to be the region in the magnetosphere near the light cylinder, where
the rotating lines of the magnetic field rotate with the speed of light[21]. This wind of electron-positron
pairs reaches a shock, where its pressure is equal to the pressure of the encompassing nebula, with its kinetic
energy causing the random motion of the electrons and positrons and resulting into the formation of a pulsar
wind nebula (PWN), which can be detected through inverse Compton ~-rays. The first and most studied
PWN ever detected is the Crab Nebula[22], leading to the establishment of PWNs as a significant group of
VHE ~-ray sources.

Binary systems

Binary systems consist of a compact object, usually a black hole or pulsar and an accompanying star. Matter
from the star accretes to the compact object, creating jets where particles are accelerated to very high energies,
causing very strong radiation and magnetic fields. These fields can generate y-rays via different mechanisms,
depending on the type of the compact object and its companion. For example, a pulsar accompanied by a
massive star with an intense photon field, can create y-rays through IC scattering, as the photons interact
with the relativistic particles in the pulsar wind[20].

Stellar clusters and stellar winds

Stellar clusters consist of stars concentrated in a relatively small volume. They can contain stars in all stages
of their life, including SNRs and pulsars, as well as massive stars with compact companions. The interaction
between the dense stellar winds of massive stars is believed to generate a shock, accelerating particles and
producing TeV ~-rays [2].

Active Galactic Nuclei

A large number of identified extragalactic sources belong in the class of Active Galactic Nuclei. Active Galactic
Nuclei (AGN) are remote galaxies which exhibit a very bright nucleus. They comprise of a supermassive
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Figure 1.1.3: The H.E.S.S. Galactic Plane Survey (HGPS), with data from H.E.S.S. observations until 2016

superimposed with the data from previous surveys by HEGRA and VERITAS experiments, as well as data

from FermiLLAT, of which galactic sources are marked with triangles, while extragalactic sources are marked
with stars. Figure from [3]
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Figure 1.1.4: Predicted extragalactic sources to be detected by the CTA Observatory. From [19].

black hole which accretes matter from the host galaxy, forming a large accretion disk. They appear point-like
in existing observations, due to the resolution of the current detection instruments.

Nearby galaxies, starbust galaxies and galaxy clusters

Other extragalactic sources include nearby galaxies, starbust galaxies and galaxy clusters. Nearby galaxies
exhibit diffuse ~-ray production during the interaction of their cosmic rays with the interstellar medium.
Starburst galaxies are galaxies with a high rate of supernova production along with a high gas density,
creating a perfect environment for particle acceleration and VHE ~v-ray production. Galaxy clusters are
very large gravitationally bound systems, containing a high number of cosmic-ray sources. The accelerated
particles lead to emission of VHE ~-rays, through their interaction with the interstellar medium.

Gamma Ray Bursts

Gamma Ray Bursts (GRBs) are violent explosions characterised by an intense release of energy in very short
time (ranging from milliseconds to a few seconds). This energy, oftentimes exceeding the amount of energy
released by the Sun throughout its lifespan, is released in the form of lower energy ~-rays. The light from
a GRB is diffused uniformly across the sky, suggesting it originates from stellar sources[2]. Typically, it is
followed by an afterglow which can have a duration of up to a few months.

1.2 But how can we detect these photons?

Since «-ray photons do not penetrate the Earth’s atmosphere, directly detecting ~-rays of celestial origin is
possible only in space. There have been various detectors which have been sent to space, attached to satellites
or balloons. One of these is FermiLAT, the Large Area Telescope on the Fermi Gamma-ray Space Telescope,
which was sent to space in 2008[23]. Though, space-borne detectors cannot detect VHE 5-rays, as higher
energy photons are statistically rarer and need higher detection surface area and exposure time, which is not
feasible in space[24]. The most popular way to detect photons at very high energies is through the secondary
products they produce when interacting with the Earth’s atmosphere, creating extensive air showers. This
practice has become very successful in the last thirty years with the development of the Cherenkov technique.

The Cherenkov technique allows scientists to research the v-ray flux entering the Earth, through telescopes
equipped with special fast cameras able to record the Cherenkov light caused by photons entering the at-
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mosphere. The air shower images can then be reconstructed based on the light distribution on the camera.
Experiments using this technique, like the High Energy Stereoscopic System (H.E.S.S.) have been essential
for the detection of numerous, now known, sources.

As a means to avoid unreliable or false results, it is necessary to ensure the proper operation of these
systems. The Cherenkov technique heavily relies on the accuracy of the telescope cameras. To guarantee
correct observations and the longevity of the cameras, we need to minimise the effects of external factors
on the cameras’ sensitivity. Thus, all the camera components need to be calibrated frequently, in order to
minimise the effects of environmental changes, as well as their aging.

1.3 Goals and organisation of the thesis

This thesis aims to revisit the calibration of the HESS-IU cameras of the H.E.S.S. telescope array, introducing
three improvements in the readout window positioning, gain adjustment and retrieval of partially missing
data. These improvements will lead to sped up calibration and more robust results.

It consists of 6 chapters. The content of each chapter is presented briefly below?:

e In chapter 1 we make a brief introduction about gamma-ray astronomy and its importance. We also
mention the goals and discuss about the organisation of this thesis.

e In chapter 2 we talk about ground-based gamma-ray detection, Imaging Atmospheric Cherenkov Tele-
scopes and the High Energy Stereoscopic System.

e In chapter 3 we discuss more in detail about the HESS-IU camera, its architecture and calibration
techniques.

e In chapter 4 we introduce our two proposed calibration changes regarding readout window adjustment
and a new approach for determining the pixel gain.

e In chapter 5 we present a parametrisation which allows to reconstruct incomplete data using their
recorded part.

e Finally, in chapter 6 we conclude the thesis and talk about future prospects.

2The template used for this thesis is adapted from [25].
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Chapter 2. Very High Energy «-ray ground-based detection

Figure 2.2.1: Schematic representation of an electromagnetic air shower. From [26]

2.1 Introduction

Gamma ray emission is tightly connected to cosmic rays, as the very high energy (VHE) cosmic ray particles
interact with the interstellar medium, producing VHE photons. Even though cosmic rays were first discovered
by Victor Hess in 1912, it took more than 70 years for the first detection of a VHE ~-ray source in 1989. Since
then, there have been numerous advancements in the field of detection, taking advantage of the secondary
products of the entrance of VHE photons in the atmosphere: charged particles and Cherenkov photons. In
this chapter we will discuss about the atmospheric cascades caused by y-rays and how they can be detected,
mainly focusing on the Cherenkov technique and the H.E.S.S. telescopes.

2.2 Atmospheric showers

Upon entering the atmosphere, a high energy photon will interact with its atoms, producing a cascade of
events: the photon will interact with the Coulomb field of the atmospheric nuclei, leading to an electron-
positron production; the electron and positron, upon interaction with the Coulomb field will lead to the
production of new lower (high) energy gamma rays; these gamma rays will produce new electron-positron
pairs and so on. These type of events is an Extensive Air Shower (EAS)[5].

2.2.1 Processes involved in the development of showers

There are two main processes which participate in the development of atmospheric showers initiated by high
energy photons:

e Conversion of the photon to an e* pair (pair production) in the Coulomb field of atmospheric nuclei
e Bremsstrahlung of the e* pair in the Coulomb field, producing new high energy ~-photons

A simplified scheme of this process can be seen in Figure 2.2.1 According to the Heitler model for extensive
air showers [26], these two dominant processes are determined using the same characteristic length, referred
to as the electromagnetic radiation length:

N
Xy = {4ar§jz2zn (183Z§>} (g/em™2) (2.2.1)
where Z and A are the mass and atomic numbers of a nucleus, « is the fine structure constant, r. the electron
radius and N4 the Avogadro number.

Meanwhile, if we define a density-integrated depth X(z) = f;o pdz, the bremsstrahlung process during
traversing this depth will cause an energy loss of

E(X)=Ej exp < ))(( 1+ b)) (2.2.2)

0
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2.2. Atmospheric showers

where Ej is the initial energy of the incident photon and b = m. In air, b = 0.0122. According to
n 3

this equation, an electron (or positron) will have lost on average half of its energy in air at a depth R = Xyln2.
This energy is considered to be transferred to a single y-ray, while the pair-production probability in relation

to the depth X is equal to:
X (7 b
X)=1_ 2 (L2 2.2.
w0 =1-eon (-5 (5-3)) (223)

In the atmosphere, the radiation length is equal to 36.7 g cm™2, meaning that the atmosphere (under the
assumption that the maximum altitude of development of showers is roughly 10 km) acts as a calorimeter of
~27 radiation lengths. Though, the atmosphere is not an ideal calorimeter, as it has inhomogenous density
depending on the altitude, with increasing density as the altitude drops. This results in a faster evolution of
the electromagnetic shower at higher depth, as there are more atmospheric nuclei for the photons or electrons
to interact with.

If the atmosphere functioned as a homogenous calorimeter, then the depth of the shower maximum would
have a logarithmic relationship with the energy of the initial particle. Though, in reality the depth of
the shower maximum evolves slower, as can be shown with a simplified model of a hydrostatic atmosphere
[27] where pressure P and density p are exponential functions of the altitude z: P(z) = Pyexp(—z/z20)
p(z) = poexp(—z/z), where zg = RT/gM (R the perfect gas constant, T' absolute temperature, M equivalent
molar mass of air, g gravity acceleration) and py = 1.2kg/m?. It is proven that the altitude of maximum

shower development is:
7020
Zmaz = 20ln | —— 2.2.4
0 (Xolngo> ( )

where E. is the critical energy where ionization losses become important, equal to 83 MeV in the air. The
above relationship indicates that the altitude does not evolve logarithmically with Fy. For Ey = 1TeV,
Zmaz ~ Ykm.

In addition to the two processes mentioned above, some other processes affect the development of a shower
at lower energies, namely scattering of charged particles, ionization and atomic excitation losses (leading to
energies below the critical energy), positron annihilation and the unisotropy of the Earth’s magnetic field.

At high energies, the interaction of nuclei with photons and electrons sometimes leads to the initiation of
hadronic showers, but with a much smaller rate (~ 1073). These showers comprise of hadronic components
(protons, neutrons, nuclear fragments, pions, K mesons), electromagnetic components due to the decay of
neutral pions, muons from the decay of charged mesons, as well as neutrinos from the decay of charged
mesons and muons. These showers are more irregular and exhibit greater variability than electromagnetic
showers. A comparison of simulation results of electromagnetic and hadronic showers can be seen in Figure
2.2.2.

2.2.2 Cherenkov radiation

Even though a charged particle, such as an electron, moving in a straight line with constant speed in vacuum
does not emit radiation, an electron moving uniformly through a dielectric medium with a speed greater than
the phase velocity of light in that medium can induce radiation[4]. This type of radiation is called Cherenkov
radiation. When a charged particle moves through the medium, it polarizes the molecules of the medium,
which will then emit the energy they were given in the form of radiation. If the charged particle is moving
with a lower velocity than light, the radiation will be emitted along a spherical wavefront, moving with the
speed of light in the medium. Though, in the case of Cherenkov light, where the velocity of the charged
particle is greater than the velocity of light in the dielectric medium, the photons will be emitted along a
conical wavefront with an opening angle 6., referred to as the Cherenkov angle:

6. = arccos (niv> (2.2.5)

where n is the refractive index of the dielectric medium, v the speed of the charged particle and ¢ the speed
of light in vacuum. An illustration of this phenomenon can be seen in Figure 2.2.3.
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Figure 2.2.2: Top: Simulation of 10 electromagnetic showers initiated each by a ~-ray of 300 GeV. Bottom:
Simulation of 10 electromagnetic showers initiated each by a proton of 300 GeV, showing larger
fluctuations. From [28].
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Figure 2.2.3: Tllustration of Cherenkov radiation. Left: spherical wavefronts of radiation from a charged
particle moving with a velocity less than the velocity of light through the dielectric medium. Right: conical
wavefronts of radiation from a charged particle moving with a higher velocity than that of light. From [4].

It is proven that the amount of Cherenkov photons above a wavelength Ao emitted in an air shower [27] does
not depend on the local density, and is also proportional to the primary energy Fjy:
_ 2XoA _ Ep

N> Xg) = X 2.2.6
A>2o) == X E. (2.2.6)

where A = 2.68 x 10~° photons. It is noteworthy that Cherenkov emission below \g = 300nm is almost fully
absorbed in the atmosphere.

The radius of Cherenkov emission from a shower produced by a particle at an altitude z is:
r=24x10"%x ze o (2.2.7)

The varying density of the atmosphere causes an increase of the Cherenkov angle closer to the ground,
compensating the effect of the varying distance from the ground and creating an annulus on the ground of a
maximum radius (for z = 22q) e & 150m, for the range of altitudes where most electromagnetic showers
are initiated. An illustration of the generation of the light pool is shown in Fig. 2.2.4.

2.3 Detection techniques

Indirect ground-based detection of y-rays has an advantage over direct space-borne detectors in the VHE
regime, as the gamma-ray flux decreases with increasing energy, thus needing a large collection area, which
cannot be achieved in space. There are plenty of large scale VHE ~-ray detectors, which either detect some
of the secondary particles produced in air showers or detect Cherenkov light emission. One of the largest
challenges these techniques faced over the years of their development, was the huge night sky and cosmic ray
background, not allowing them to discriminate between sources. With the development of technology, the
newer generation of instruments has been able to tackle these problems and detect a numerous galactic and
extragalactic VHE sources.
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Figure 2.2.4: Shower development and generation of Cherenkov light pool. From [27]
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Figure 2.3.1: Elements of a photomultiplier tube (PMT). From [29].

2.3.1 Photomultiplier tubes

Photomultiplier tubes (PMTs) are highly sensitive detection devices which convert low-intensity light to an
electronic signal, and subsequently amplify it via emission of secondary electrons, so that it can be used in
various analyses[29]. These two main processes are called photoemission and secondary emission.

The fundamental elements of a PMT can be seen in Figure 2.3.1. When a photon of sufficient energy is
absorbed by the PMT’s photocathode, it is converted to an electron (photoelectron or p.e.) via photoemission
due to the photoelectric effect. The energy of the photoelectron is equivalent to the energy of the incident
photon. The electron flux is then focused and accelerated by an electron-optical system, consisting of an
electric field created by a focusing and an accelerating electrode. It is then directed to a series of secondary
emission electrodes with increasing voltage, dynodes, where it is multiplied by the process of secondary
emission. Specifically, when the photoelectron hits the first dynode, it causes the emission of more electrons,
which then hit the second dynode, each repeating the first process and resulting into a significantly higher
number of electrons. Finally, an anode, a charged electrode at a higher voltage than the dynodes, collects
the electrons from the multiplier, creating an output signal in the form of electric current. The amplitude of
the signal is proportional to the intensity of the initial light and can be measured to determine its properties.
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Figure 2.3.2: Left: Layout of the HAWC tanks. The green tanks correspond to its VAMOS (Verification
And Measuring of Observatory System) array. Right: Operating principle of the Water Cherenkov
Technique: relativistic charged particles constituting an air shower front emit Cherenkov radiation with an
angle 0. as they travel through the water. PMTs at the bottom of the tank detect this Cherenkov radiation.
From [31].

2.3.2 Sampling experiments

Instead of detecting the Cherenkov light, the particle sampler technique is based on sampling the charged
particles at the shower tail, the moment it reaches the ground, creating a "snapshot" of the shower front|[5].
The advantage of these detectors is that they have a 100% duty cycle, as they can detect charged particles
regardless of weather conditions or time of the day and they have a large ~ 2 sr field of view. They have a
higher energy threshold, as only higher energy photons induce showers that keep developing until reaching
the ground.

In the Water Cherenkov Technique (WCT), photomultiplier tubes (PMTs) are placed in a water tank in the
form of an array. These PMTs detect the Cherenkov light emitted when the secondary air shower particles
enter the water. The working principle of such detectors can be seen in Figure 2.3.2, right. The Cherenkov
angle is quite large in water, approximately 41° degrees, meaning that the PMTs can be placed with a large
distance between them, thus covering a big area of detection. Notable experiments in this category include
The Multiple Institution Los Alamos Gamma-Ray Observatory (MILAGRO)[30] and the High-Altitude Water
Cherenkov (HAWC) experiment|31].

Another type of sampling experiments are extensive air shower arrays, which employ particle detectors, such as
resistive plate counters, over a wide area, in order to directly detect the particles at the shower wavefront. This
technique is used by the Astrophysical Radiation with Ground-based Observatory at YangBalJing (ARGO-
YBJ)[32] in Tibet, and the Large High Altitude Air Shower Observatory (LHAASO)[33] in China.

2.3.3 Imaging Atmospheric Cherenkov Telescopes

The Imaging Atmospheric Cherenkov Telescope (IACT) technique, introduced by the Whipple collabora-
tion[34], employs optical telescopes which measure the Cherenkov radiation induced by electromagnetic
showers. Since most showers, initiated by a ~-ray and following its same direction, create a light pool
with an effective angle of ~ 1° with a diameter in the order of 250m, they can be detected by one or more
telescopes located in the light pool. The telescopes can measure the incident Cherenkov photons and indi-
rectly determine the arrival direction of ~-rays in the Earth’s atmosphere. Their working principle can be
seen in Figure 2.3.3.

In TACTs, a large reflective area (mirror) collects Cherenkov photons and reflects them on a focal plane
where the camera is located. It consists of PMTs, which function as camera pixels. PMTs are preferred as
detectors in such observatories, as they can amplify the quite weak Cherenkov signals with minimal noise
and a rapid response in the nanosecond range, while their spectral response aligns with the spectrum of
Cherenkov light at 300-400nm, in the ultraviolet and blue wavelengths[20]. The telescopes employ high speed
front-end electronics which allow them to efficiently process the electrical signals generated by the PMTs.
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These signals are then used to reconstruct an image of the shower.

An TACT structure consists of numerous aluminium reflectors in spherical, hexagonal or square mirror facets
with a size of 0.5-1 m. The number of reflectors in telescopes can vary, giving current Cherenkov telescopes
different diameters, from 4 to 28m. The difference in diameter accounts for sensitivity to different ~-ray energy
ranges. A medium size telescope (10-12m) typically has a few hundreds of mirror facets. These mirror facets
are usually arranged in a Davies-Cotton[35] or in a paraboloid design. The Davies-Cotton design employs
identical mirror facets in shape and orientation, arranged to form a spherical surface, while the alignment
procedure is quite straightforward. Nevertheless, even though it has a good on-axis performance, the quality
of the image deteriorates further from the center of the focal plane. On the other hand, paraboloid design
requires mirror facets of different sizes, making the alignment process more difficult, but providing a better
off-axis performance with the drawback of worse on-axis performance. Another difference in performance
between the two designs is that Davies-Cotton requires longer charge integration times, since the light from
the reflectors reaches the cameras at different times, in contrast to the paraboloid arrangement, where the light
from all reflectors arrives to the camera simultaneously. Thus, the choice between the two designs depends on
the diameter of the telescope, with Davies-Cotton usually used for small to medium sized telescopes (< 12m).

Additionally, the camera at the focal plane of the mirror typically has a field of view of ~ 3° — 5°, ensuring
it can capture the Cherenkov image of a whole shower, as the latter usually has a ~ 1° angle size. Typically,
a camera of a medium-size telescope consists of 500-1000 PMTs acting as pixels, with a field of view of
~ 0.1°— ~ 0.3° each. As a result, the effective detection area of such a telescope is equal to the surface of
the Cherenkov light pool, at around 50000m?, much larger than that of space-based v-ray direct detectors
which is in less than 1m?. Light concentrators are generally placed in front of the pixels, in order to eliminate
dead space between them and cut off any stray light. The telescope camera records an image of the shower,
showing its track and pointing back to the source from which the initial -ray was emitted. From the intensity
and shape of the image, one can determine the energy of the v-ray and orientation of the shower, as well
as reject unwanted background. Though, with just one telescope observing the shower, it is challenging to
reconstruct its direction. For this reason, newer generation observatories use multiple telescopes, which view
the shower from different angles, allowing it to be reconstructed steroscopically|[6], as seen in Figure 2.3.4.

This technique faces two challenges: distinguishing between Cherenkov light produced by electromagnetic
showers, and Cherenkov light produced by hadronic showers; and discriminating between actual Cherenkov
photons and night sky background (NSB). The first problem can be tackled by examining the Cherenkov
light pattern, as it tends to be more irregular with hadronic showers. Meanwhile the second one requires the
telescopes to be operated with as little surrounding light as possible: they are located at dark sites higher
than sea level, with minimal light pollution and are operated at conditions of no moonlight and clear sky.
This is necessary because the Cherenkov radiation induced by air showers is quite faint compared to NSB
photons: Cherenkov photons from a 1 TeV 7-ray induced shower are a few hundred per m? at a 2 km from sea
level, in contrast to 102 photons/m?/s/sr of NSB. Though, the special circumstances needed for observation
give TACTs a quite small duty cycle compared to other detectors. Furthermore, since the flow of NSB photons
is maximum at higher wavelengths, its detection can be reduced by using PMTs with maximum quantum
efficiency in the range of 300-400nm. Another means to suppress it are using small time windows of a few
tens of ns to integrate the charge induced by the Cherenkov photons and permitting coincident detection
between multiple PMTs and telescopes.

2.4 The H.E.S.S. experiment

The High Energy Stereoscopic System (H.E.S.S.) is a system of five Imaging Atmospheric Cherenkov Tele-
scopes located in the Namibian savannah (Figure 2.4.2). The observatory’s name also serves as a tribute to
Victor Hess, who first discovered cosmic rays. Operating fully since 2004, its purpose is to investigate the
~-rays arriving to Earth from cosmic sources with energies ranging from 30 GeV to 30 TeV . Situated in near
the Gamsberg mountain, an area renowned for its optical conditions, it allows scientists to observe sources
with a y-ray flux equal to a small fraction of the flux of the most radiant source in the sky, the Crab Nebula.
The H.E.S.S. telescope array is split in two phases: Phase I consists of four 12-meter telescopes, of which the
first one began operating in 2002, while the other three were in full operation by 2004; Phase II introduced
a larger fifth 28-meter telescope in 2012, aiming to increase sensitivity to lower energy ranges. A timeline of
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Earth atmosphere

Figure 2.3.3: Schematic illustration of the IACT technique. Telescopes detect an extensive air shower
induced by a high energy gamma-ray. The source is depicted with a yellow star, while the red tracks denote
the paths of the secondary particles. The Cherenkov light pool on the ground is depicted with black. From

[36].

Praojection in camera plane
.- source position

camera FoV

Figure 2.3.4: The stereoscopic technique, where different telescopes view the same shower from different
angles, allows more reliable geometric reconstruction of the shower and its properties. The images of all
telescopes are superimposed in order to find the actual impact point. From [36].

60



2.4. The H.E.S.S. experiment

CT2-4 camera
CT5 1stlight _quradeu 3

P i
s 1
! |-

s
l

DAQ & cluster
upgrade

CT1-4 operational

. |

H.E.S.S. 1stlight CT1-4 mirror CT1 camera
refurbishment upgrade

- CT5 camefa )
CT3 mirror upgrade
refurbishment

Figure 2.4.1: A timeline illustrating the major hardware updates of H.E.S.S. From [37].

the major upgrades during the operation of H.E.S.S. can be seen in Figure 2.4.1.

The H.E.S.S. collaboration involves over 260 scientists from 40 institutions representing 13 different countries,
while its research has resulted in the discovery of new, both steady and transient, y-ray sources and the
publishing of numerous articles in prolific scientific journals. It has also earned various distinctions, including
the Descartes and Rossi prizes, as well as recognition as the 10th most influential observatory on a global
scale, among the Hubble Space telescope and the European Southern Observatory (ESO)[38].

2.4.1 The H.E.S.S. telescopes

The H.E.S.S. telescopes use the Imaging Atmospheric Cherenkov technique to view 7-induced atmospheric
showers from different angles and stereoscopically reconstruct their spatial properties. The 4 Phase-I 12 m
telescopes, referred to as CT1-4, are arranged in the form of a square with 120m sides, while the large 28
m Phase-II telescope, CT5, is located in the middle of the square[6] (see Fig. 2.4.2). The square’s diagonal
is aligned with the north-south orientation. The spacing between CT1-4 was chosen in such way to offer
balance between two major requirements: more than one telescope should be able to "see" a shower and a
better stereoscopic view requires a significant distance between telescopes. If the telescopes were much further
away from each other, it would not be possible for showers to be recorded by more than one telescope, as
the Cherenkov light pool has a maximum diameter of 250m. On the other hand, the smaller the distance
between telescopes, there is a smaller difference in the viewing angle, as showers are initiated at a height of
9-10 km. Phase II brought a significant advancement to the system, as CT5, with a 600 m? mirror dish was
added to the center of the square, considerably extended the observatory’s energy coverage, sensitivity and
angular resolution.

2.4.2 H.E.S.S. Phase 1

The optical system of CT1-4 is described in [6], [39] and [40]. The telescopes employ an alt-azimuth mount
configuration, which allows them to be directed at any celestial object in the night sky. The mount mechanism,
constructed as steel space frames, employs a base frame, which enables rotation around the vertical axis
supporting the dish that in turn rotates around the elevation axis. Omne of the telescopes and technical
drawings can be seen in Figures 2.4.4 and 2.4.5. The rotation control is performed by a computer, with
the drive system for each axis consisting of a servo-controlled AC motor and a battery-driven DC motor for
backup, with the servo controllers and batteries situated within a small hut at the base frame. These motors
exert rotation forces on 7 m radius circular rails, mitigating the required drive forces. The drive systems
operate at a maximum speed of 100 degrees per minute, to facilitate swift transitions between different celestial
sources. Ensuring pointing accuracy, both axes are connected to angular-resolution encoders consisting of
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Figure 2.4.2: An overview of the H.E.S.S. array, with CT1-4 arranged in a square and CT5 in the middle.
From [36].

a 17-bit digital readout accompanied by supplementary analog tracking, and yielding a resolution in the
order of a few arc-seconds. For the same monitoring purpose, the observatory also employs an optical guide
telescope with a focal length of 800 mm and equipped with a CCD camera. This auxiliary system is used to
make up for deviations from optimal pointing. In terms of weight, a complete H.E.S.S. I telescope, including
the camera, mirrors and drive system, weighs roughly 60 tons.

As metioned above, Cherenkov telescope observations depend on a mirror which focuses Cherenkov photons
from an air shower on the camera. Thus the area of the mirror and the quality of the reflected image
(commonly assessed through point spread function) highly impact the performance of the telescope. CT1-4
mirrors consist of 382 round mirror facets of 30 cm radius (Figure 2.4.6), crafted from aluminized glass with
a quartz coating, contributing to a total 108 m? mirror area. Since the mirror of each of these telescopes has
a diameter of d = 12m, the mirror arrangement follows a Davis Cotton design, covering part of a sphere with
a radius equal to the mirror’s focal point f = 15m. This means that the d/f ratio is equal to 0.8, providing
good imaging also for off-axis Cherenkov light rays. Before installation, each mirror facet undergoes tests
for reflectivity and image quality, in order to ensure that the mirror reflectivity for Cherenkov wavelengths
is higher than 80%.

The alignment of the mirror facets is checked regularly so that the light from a source is reflected on a single
point on the camera. This process is done using a CCD camera located on each telescope, which points to a
star. Then, the orientation of each facet is adjusted automatically by two remote-controlled motors, so that
the image of the star is reflected only on one point at the focal area of the camera. The initial alignment is
done over the course of a few nights, while it gets frequently tested for deviations, which can be corrected
over a few hours. The mirrors are calibrated to focus on objects approximately 10 km away, corresponding
to the typical air shower initiation distance. The point spread function used to determine the quality of an
image equals 0.03° on-axis and 0.06° for rays that are 2° off-axis The width of a spot increases with distance
to the optical axis, while slight the elevation-dependent variation is uncritical.

The cameras of the H.E.S.S. I array consist of 960 PMTs acting as pixels, organised in 60 modules, called
"drawers", with 16 PMTs each, containing the electronics responsible for amplification, digitisation and dis-
crimination of signals. Each camera triggers with a coincidence of a specified number of pixels in overlapping
sectors of the camera, while if more than one camera has triggered for an event, the signals of the corre-
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Figure 2.4.3: One of the first Cherenkov images recorded by CT1 in 2002, illustrating a typical elongated
view of an air shower. From [6].

sponding telescopes are stored, in order to stereoscopically recontstruct the shower image. A Cherenkov
image recorded by one camera from an air shower can be seen in Figure 2.4.3.

2.4.3 H.E.S.S. Phase I1

The structure of the 28 m H.E.S.S. Phase II telescope (Fig. 2.4.7), CT5 is designed following the same
principles as the 12 m telescopes. It also features an alt-azimuth dish mount configuration with a notable
intrinsic rigidity. Its azimuth drive system consists of 12 wheels in 6 bogies running on a 36 m diameter rail,
with 4 of these wheels being controlled by motors. Its maximum pointing speed is 200° /min, while its range
of motion is +280° from park position. Meanwhile, its elevation drive system, acting on an elevation axis
of 24 m, consists of a rack and pinion on each side of the dish, while it employs 2 drive units of 2 motors
each. Its maximum pointing speed is 100°/min, with a range of motion equal to —125° — +90° from the
vertical axis. The dimensions of the dish are 32.6x23.4m, which is equivalent to a dish with a diameter of
28 meters. The camera is upheld by a quadrupod structure, with connections extending to the dish. Finally,
the complete CT5 telescope weighs 580 tons.

The CT5 mirror is arranged in a parabolic configuration, in order to minimise the time dispersion for its
larger mirror dish. The 875 mirror facets of 90cm size, supported by a 5x5 planar mirror support grid, are
hexagonal to optimise coverage and aligned in a shape approximating a parabola. They are roughly 2.5 times
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Figure 2.4.4: A 12 meter H.E.S.S. Phase I telescope. From [6].

Figure 2.4.5: Technical designs of H.E.S.S. Phase I telescopes. From [6].
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Figure 2.4.6: Mirror facets of a H.E.S.S. I telescope. From [6].

the area of the mirror facets of H.E.S.S. T telescopes, weighing 25 kg. each and made out of quartz-coated
aluminized glass. The total mirror area amounts 614 m?, while the mirror’s focal length is equal to 36 m.
The mirror facets are aligned using the same technique as the one for CT1-4, with the aid of 2 actuators with
2 pum positioning step size for each facet, corresponding to a facet tilt step of 1 arc second.

Additionally, the H.E.S.S. IT camera is designed with the same principles as the H.E.S.S. I cameras, employing
PMTs groupped in drawers of 16 PMTs each with similar electronics. Though, it is much larger, containing
2048 PMTs arranged in 128 drawers. This, along with the larger focal length, corresponds to a much higher
resolution compared to the cameras of the smaller telescopes, allowing it to detect showers of lower energies.
The camera also has a 10 times higher image recording rate.

2.4.4 Camera upgrades

The cameras of all five telescopes have gone through upgrades, during which newer electronics developed
for the next generation observatory, CTA (Cherenkov Telescope Array), were used in order to assess their
performance.

Starting in 2015, the cameras of the smaller H.E.S.S. T telescopes were upgraded (HESS-IU). The main goal
of this upgrade was to lower the energy threshold of CT1-4, so that they could record more events along
with CT5. Additionally, the aging electronics were difficult to maintain after 14 years of operation. Every
component of the camera was replaced, except for the PMTs. The most important part of the upgrade was
the use of the NECTAr (New electronics for the Cherenkov Telecope Array) readout chip, which acts as a
cyclical analogue memory buffer which can store input PMT signals with a sampling frequency of 1 ns, and
has a signifacantly small readout dead-time.

In 2020, the camera of CT5 was also replaced with a FlashCam, which was also developed for the medium
sized telescopes of CTA[41]. FlashCam has a fully digital design, enabling operation at very high event rates
and precise trigger adjustment. At the same time, its novel design allows it to record events of very high
intensity, with a dynamic range of up to 3000 photoelectrons.
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Figure 2.4.7: The 28 m H.E.S.S. Phase II telescope. From [6].

2.4.5 Central trigger system, data acquisition and monitoring

H.E.S.S. uses the stereoscopic reconstruction technique in order to deduct information about air showers,
including their direction and the type and energy of the primary particle from which they were induced.
Consequently, only events detected by two telescopes simultaneously are recorded, as information from just
one telescope is not enough for stereoscopic reconstruction. This is done automatically before any data
processing, serving as a means of lightening the load on the Data Acquisition (DAQ) system, decreasing
readout dead-time, and facilitating the lowering of triggering and energy thresholds. Upon receiving a trigger
signal from a telescope, the central trigger system scans for trigger signals from other telescopes, correctly
taking into account varying delays between triggering signals from individual telescopes due to different
pointing angles. When more than two telescopes have a coincident observation over the required thresholds,
the data are read out. Alternatively, if triggers do not coincide, the telescope’s readout electronics are quickly
reset, so that they are ready for the next event. The trigger system permits triggering on all combinations
involving more than one of the 5 telescopes. Though, for the purpose of keeping a lower energy threshold,
after the installation of CT5, all events over the necessary threshold seen by it are recorded, regardless of
coincidences with other telescopes.

The DAQ system gathers the data from the different telescopes and the site’s monitoring instruments, sub-
sequently processing and analysing them in real time. The data is then stored locally in RAID servers and
sent to Europe via Internet.

The optimal quality of data collected by the system is ensured by continuous monitoring of its performance.
This includes recording currents and counting rates of the camera PMTs, the camera temperatures, as well
as calibration techniques and instruments, discussed more in detail in Chapter 3. Two CCD cameras are also
included in the monitoring system, one mounted parallel to the optical axis of each telescope and looking at
the sky, serving to correct the telescope pointing using stars, and the other placed in the centre of the dish
and looking at the telescope’s camera, used to align mirror facets.

Finally, atmospheric monitoring provides the correct relationship between the incident Cherenkov light and
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the energy of the primary particle, as it varies depending on the atmosphere’s optical transmission. H.E.S.S.
is equipped with instruments such as infrared radiometers to measure the sky temperature, an active cloud
sensor which scans the sky for clouds by means of a laser beam, an optical telescope which is used to measure
atmospheric transmission with the help of stars, and, lastly, a meteorological station.

2.4.6 Event selection

For each observation run, the data that is used for event reconstruction undergoes an image cleaning process,
where the noise is cut off, with the goal of leaving only the pixels that have observed Cherenkov light
and rejecting those that contain only night sky background. H.E.S.S. uses a two-level filter, which selects
pixels satisfying the following two conditions: their measured amplitude should be above a threshold of 5
photoelectrons, and they should have at least one neighbour with an amplitude of more than 10 p.e.[3]. This
approach identifies spatially correlated features within the image, which are indicative of the Cherenkov light
from air showers. This technique is a way to minimise variations in the shower pattern in a consistent manner,
while maintaining a low complexity.

Following the process of image cleaning, a +-ray shower typically exhibits a narrow elliptical shape, whereas
images of background hadronic events exhibit a broader and more irregular appearance. Subsequently, the
Hillas parameters (a set of geometric features used in the analysis) are computed for each cleaned image,
serving as the foundation for event selection. Furthermore, the total amplitude of the image after cleaning is
determined, alongside the calculation of the image’s mean position within the camera, which corresponds to
the center of the ellipse. These parameters can subsequently be used for stereoscopic event reconstruction.

2.5 The next generation observatory: CTA

Cherenkov Telescope Array (CTA)[7] is going to be the biggest gamma-ray observatory every built, with
sites both in the northern and southern hemispheres, providing coverage over the entire sky. It will combine
information from telescopes of different sizes, allowing to precisely detect the direction of gamma-ray emission,
giving scientists a new view of the high energy sky. Three different telescope classes will be used: Small Size
Telescopes (SST, ~4 m), Medium Size Telescopes (MST, ~12 m), and Large Size Telescopes (LST, ~23 m).
The northern hemisphere array, located in La Palma, Spain, will focus on low to mid energy ranges of 20
GeV to 5 TeV, employing 4 LSTs and 9 MSTs. At the same time, the southern hemisphere array, located in
the Atacama desert in Chile, will use observations from 14 MSTs and 37 SSTs.
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Figure 3.2.1: Left: The first upgraded H.E.S.S. I camera, on CT1. Right: Rear view of the camera, with
open back door. Figure from [10].

3.1 Introduction

The first telescopes of the H.E.S.S. telescope array, CT1-4 were installed between 2002-2004 and are also
referred to as the H.E.S.S. T array. They each have a 12-meter diameter and during the first phase of
operation could detect photons with energies over ~ 100GeV. With the purpose of lowering that threshold
down to ~ 30GeV, a fifth telescope, CT5, with a diameter of 28 meters was installed at the center of the
H.E.S.S. T array in 2012. Its larger mirror area, higher quantum efficiency photosensors and lower camera
dead-time allow it to trigger on lower energy events at a much higher rate (~ 10 times higher).

As a result of the introduction of the new telescope, the cameras of CT1-4 had to be updated, decreasing their
readout dead-time (which was at ~ 450us) in order to be able to also trigger at lower energies and record
more events steroscopically with CT5. Additionally, an upgrade was necessitated by the inevitable rise in
malfunctions caused by the aging of electronics, connectors, and other crucial components that had endured
the harsh conditions of the Namibian site for 14 years. Moreover, the cameras were becoming progressively
more difficult to upkeep, as many electronic parts were becoming outdated and no longer available for
purchase.

Thus, the readout scheme was replaced with a faster Ethernet-based readout system, using the NECTAr
analogue chip (developed for the CTA Observatory) alongside more modern front-end boards. The design
and performance of the new camera are described in [8] and [10].

3.2 Architecture of the HESS-IU Camera

The upgraded cameras consist of replaced electronic and mechanical parts, compared to the old H.E.S.S. I
cameras. The only parts which were kept were the photomultiplier tubes and their bases which generate the
high voltage. The majority of the cameras’ development, production, and testing took place at the DESY
site in Zeuthen. Figure 3.2.1 left displays an image of one of the upgraded cameras mounted on the telescope,
while Figure 3.2.2 illustrates the electronics and mechanical subsystems inside the upgraded cameras and
their interactions. In the following subsections, we will follow the path of the signal, from right to left.

3.2.1 Front-end electronics

The front-end of the camera, where the Cherenkov light from particle showers is detected and digitised,
consists of 960 PMTs. These are organised in 60 "drawers" (Figure 3.2.3) in a 9 x 8 matrix with each corner
missing 3 drawers. Each drawer consists of 16 PMT pixels in a 4 x 4 matrix, two analogue boards with 8
channels each and a slow-control board. The analogue boards (Fig. 3.2.4) contain the integrated circuits
responsible for amplifying, discriminating and digitizing the PMT signals. The slow-control board, on the
other hand contains an FPGA (Altera Cyclone IV) which controls the entire drawer, an ARM9-based single-
board computer (Tasklt Stamp9G45), power regulators, and sockets for the PMT high voltage bases, as seen
in Figure 3.2.3 left. The front-end of the camera is seperated from the back-end by a mechanical structure
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Figure 3.2.2: Illustration of the H.E.S.S. I Upgrade architecture. Green-colored lines indicate original
components, blue-colored lines represent commercial custom-made components, and orange-colored lines
denote commercially available off-the-shelf components. The red lines correspond to power distribution, and
the arrows indicate the direction of power flow. If labeled as "Optical Fiber," the arrows represent
bidirectional optical fiber links. Additionally, green lines with circle terminations signify copper Ethernet
links, and black lines with arrows represent electrical signals. To mark the physical locations of subsystems,
light grey boxes are used: "HESS1U Camera" refers to the camera body, the "Telescope Shelter" represents
the camera daytime parking shelter, the "Telescope Hut" is a service container linked to the telescope
structure, and the "Farm" denotes the server room within the array control building. Figure from [10].
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Figure 3.2.3: Top: Partially assembled drawer and important components. Bottom: Fully assembled
drawer. From [10].

which supports the above drawers. The connection board at the back of this structure hosts network, trigger
and power sockets (Fig. 3.2.5). The front-end electronics are discussed with more detail below:

Analogue Boards

The analogue signal detected from the PMTs is sent to the analogue boards via 15 cm long coaxial cables, in
the form of short negative polarity, single-ended 2-3 ns FWHM pulses. Their amplitude is within the range
1mV — ~ 1V, depending on the amount of detected photons. After reaching the board, they are AC coupled,
pre-amplified by 9.8, divided into three branches, and amplified by low noise single-ended to differential
amplifiers, where their polarity is also inverted.

Consequently, the NECTAr chip (discussed below) receives two of the three branches for sampling and
digitization, with amplification factors for two channels, high gain (HG) and low gain (LG), which are equal
to 15.1 and 0.68 respectively. For the purpose of minimising its effect on the LG signals, the HG signals are
clipped to 3.3 V, which lies within the chip’s tolerance rate as its nominal input voltage is in the 2 V range.
To ensure that the signal remains within the input range even in the case of undershoot, a constant pedestal
offset of around 0.2 V (~ 420 ADC counts) is added to it. It is then sent to a NECTAr chip for readout.

Meanwhile, in the third branch, the signal undergoes amplification by a factor of 45 and is routed to a high-
speed comparator. The comparator’s digital output is then directly sent to the slow-control board’s FPGA,
where it is referred to as the level 0 (LO0) trigger signal.
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Figure 3.2.4: Left: Partial view of an analogue board. The signal amplification components are marked
with light green, while the NECTAr chips appear in black colour. Right: detailed view of the NECTAr
chip. From [10].

Figure 3.2.5: Left: rear view of the inside of HESS-IU. Right: Camera cabling; the Ethernet cables are red,
the trigger and clock cables are blue, while the power cables are black. All of the above are connected to
the drawer connection boards. From [10].
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Readout

The readout is performed using the analogue memory NECTAr chip (Figure 3.2.4 right), designed by
CEA/IRFU in France for the CTA Observatory [42]. This is the component mostly responsible for the
improved performance of HESS-IU. It has a channel for each gain (LG, HG), which hosts a 1024 cell capaci-
tor array that functions as an analogue ring memory buffer. The chip has two functions; during the writing
phase, the input signal amplitude is stored on the capacitor array with a switching frequency of 1 GHz. The
amplitude values are written circularly on the buffer, meaning that they are overwritten every 1024 ns. The
writing process stops when the NECTAr chip receives a trigger signal, initiating the reading phase. During
the reading process, the values of a small region of interest (ROI) of the cells are read out and digitised by
the 12-bit 21 Msamples/s analogue to digital converter (ADC) hosted on the chip, and the resulting digital
signal is directed to the FPGA through a serializer. For regular observations, the ROI presently corresponds
to 16 cells (16 ns). These values are summed by the FPGA and then transmitted to the camera server as an
integrated value per pixel per gain. The 16 ns ROI is chosen for compatibility with H.E.S.S. analyses and
frameworks, and is an acceptable time window, as typical air showers reaching the camera last less than 10
ns. Though, the width of the ROI can be modified to higher values, up to 48 ns, increasing the camera’s
sensitivity to lower energy showers.

Slow control and connection boards

The slow control board hosts the FPGA and the ARM computer of each drawer. The FPGA directly
controls all the electronics inside the drawer and is used to read out the PMT sampling data coming from
the NECTAr chip, while also collecting monitoring information such as as PMT currents and L0 trigger
counters. The FPGA is connected to the ARM computer via a 100 Mbit/s memory bus, utilizing a 16-bit
word width. The latter reads out all the FPGA data and sends them to the central camera server through its
100 Mbit /s Ethernet interface via TCP/IP, using the @MQ library. The central camera server is responsible
for controlling the drawer via remote procedure calls, using the Apache Thrift library.

There are also several point-of-load regulators and DC line filters located on the slow control board, in order
to provide the necessary voltage for the proper function of the drawer’s electronic component. The front-
facing end of the board hosts the sockets for the PMT HV bases along with the corresponding control and
readout electronics.

3.2.2 Back-end electronics

The back-end electronics are hosted at the 19-inch rack at the back of the camera, as seen in Figure 3.2.5.
The different components are mentioned below:

Drawer interface box

The drawer interface box (DIB), seen in Fig. 3.2.6 acts as the central hub of the camera. It supports
various functions, like managing the trigger and readout control interface, distributing clocks to the drawers,
generating camera-level triggers, managing the interface for the array central trigger and auxiliary camera
components such as front position LEDs, pneumatics control, the ambient light sensor, GPS timestamping
and a safety interlock logic, for the protection of people and electronics.

The DIB consists of three boards: the front panel board, which hosts drawer trigger connectors, clock and
control signals, the interface for the central trigger fiber, the front position LEDs lightguides and as well as
all the other sensors and actuators of the camera; the main board, which houses the the FPGA and ARM
computer and to which all signals sent from the other components are directed; lastly, the analogue board
where the level-1 (L1) camera trigger is produced.

Another component of the DIB is a GPS module, with two different uses: it generates a pulse-per-second
(PPS) signal, which is used to discipline the main 10 MHz clock, which is then distributed to the drawers;
at the same time it uses a serial interface to send a timestamp to the DIB, making timestamping of indi-
vidual camera events possible with a precision of the order of a few us (the time of camera - central trigger
communication).
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Figure 3.2.6: Left: Drawer interface box with open top lid, showing the analogue board, which is on top of
the main and front panel boards, while the GPS module is located at the back. Right: Power distribution
box. From [10].

Camera trigger and array trigger

The camera trigger follows an N-fold architecture over 38 sectors of 64 PMT pixels, with N usually set to
3. This means that a N-fold coincidence of pixels within a sector will cause the triggering of the camera.
The 38 trigger sectors of the camera are arranged geometrically in such way that they overlap vertically by
one full drawer and horizontally by half a drawer. The camera trigger architecture is implemented in the
following manner: the PMT signal arriving at the analogue board undergoes amplification and comparison
with a threshold P (currently equivalent to around 5.5 p.e.) to generate the L0 signal. This signal is sent
to the slow control board’s FPGA, where it is sampled with an 800 MHz sampling rate, which means that
the sampled signal can be stretched out in time or delayed with a rate of 1.25 ns. Afterwards, the FPGA
calculates the number of pixels with a live LO signal in each half of the drawer separately and constantly
sends the two values to the DIB as Low Voltage Differential Signaling (LVDS) pulse-amplitude modulated
(with 8 discrete levels of 33 mV) trigger signals.

In the DIB, the LVDS signals are transformed into single-ended signals, which in turn are isochronically
transmitted to 38 analogue summators, each corresponding to a different sector. The overlapping geometry
of the trigger sector means that each signal can be sent to up to 4 different sectors. The summed signal of
each sector is then sent to the drawer’s FPGA, where it is compared with a threshold Q, corresponding to a
number N of active pixels. The comparator outputs are then directed to the DIB’s FPGA, which combines
them with an OR operation, producing the L1 trigger. Whenever there is an active L1 signal, the DIB
broadcasts a lenght-encoded "stop" signal to all the drawers via the LVDS control lines, which leads to the
drawer FPGA stopping the NECTAr chip writing phase and initiating the reading phase, where the values
in the ROI around the trigger position get read out, digitised and stored in a front-end buffer. At the same
time with the "stop" signal, an "active" signal is transmitted via optical fibre to the central array trigger,
located in the control building.

During standard H.E.S.S. observations, the central array trigger sends an "accept" signal back to the cameras
of CT1-4 only in case of coincidence of at least 2 telescopes with "active" signals within an 80 ns time window,
which starts after correction for their pointing-dependent light propagation delay. Once the DIB of each
camera receives the "accept" signal, it broadcasts it to the drawers, which then start storing the front-end
buffer data. If an "accept" signal does not arrive within a time period ¢;, which is slightly longer than the
readout dead-time and the maximum central trigger response latency, the front-end buffer data is discarded.
In case the camera transmits another L1 signal during this hold-off time, the DIB sends a "busy" signal to the
central array trigger, without sending a signal to the drawers. The signals "active", "accepted" and "busy"
are pulse-length coded in order to be distinguishable, as they are transmitted through the same optical fibre
connection.

The synchronous nature of the H.E.S.S. camera trigger allows the implementation of some alternative L1
trigger logic architectures only by modifying the FPGA firmware, such as a compact nearest neighbor (NN)
logic and a pseudo-analogue sum trigger logic. According to the first logic, the DIB issues an L1 signal
only if there is cluster of neighbouring pixels active at the same time. For this purpose, the FPGA uses a

75



Chapter 3. The HESS-IU Camera

Pulse Waveform Charge distribution of SPE calibration
» 30 c Entries 205365
§ 2500 % ¥2 | ndf 796.80 / 484
8 c Normalization 195595.98 = 1370.31
Q 25 é o Pedestal 6719.60 = 0.05
< ° Oed 12.90+ 0.03
2000 Gain 79.30+ 0.25
20 Tain 30.82+ 0.27
@ S/P Ratio 112+ 0.02
1 lllumination 0.50 = 0.01

1500

1000

AL B R AL L B R R

QT T T[T T[T r[rrrrg

(N A R SN B | S L
4 6 6700 6800 6900 7000 7100 7200
Sample (ns) ADC counts

Figure 3.2.7: Left: Digitised PMT pulse from a flat-field run, showing the distribution of around 2000 light
pulses. The red line corresponds to a spline interpolation of the mean value for every sample, with the
FWHM shown with dashed lines. Right: Charge distribution from an SPE run, fitted to a linear
combination of Gaussians. From [10].

look-up table to confirm whether the pixels are neighbouring. On the other hand, the pseudo-analogue sum
algorithm operates by measuring the duration of the L0 trigger signals, instead of only counting the number
of pixels with active L0 signals. The underlying concept is that above a certain threshold, the length of a
PMT pulse is proportional to its charge, as PMT pulses can be considered roughly triangular (for example see
Figure 3.2.7). The FPGA conducts the measurement of the duration of the L0 signals for each half-drawer
separately in a 5 ns window and quantizes it in 1.25 ns steps, to ensure that each signal has at most 4 counts,
preventing PMT after-pulsing issues similar to amplitude-clipping. The FPGA then sends the sum of the
above durations to the analogue trigger board, causing the output of every summator to be proportional to
the total charge deposited within the relevant sector.

Ventilation, pneumatic and power systems, cabling

The camera’s ventilation system, consisting of a 250 mm Helios KVW 250,/4/50/30 centrifugal fan, two filters
in series (coarse and fine) and a 6 kW air heater, ensures an airflow of ~ 360//s from the back to the front
of the camera, filtered to minimise dust. An air heater is used to prevent condensation and to maintain the
drawer temperature at ~ 32°C with a gradient of £5°C along the top-bottom direction. Additionally, the
pneumatic system employs two cylinders for the back door, one cylinder and five clamps for the front lid,
so that they can open and close with condensed air, as well as monitoring sensors. The camera is powered
by standard industrial 400 V three-phase AC mains, while the drawer 24V DC is produced by a front-end
power supply and distributed using a custom-built Power Distribution Box (PDB). Lastly, M8 connectors
for power distribution along with standard Ethernet and electrical cables are used for cabling, with Ethernet
used for data transmission and electrical cables for the connection of auxiliary sensors and actuators, with
the exception of the GPS antenna which uses a coaxial cable with an SMA connector.

3.2.3 Sensors and calibration devices

Inside and outside the camera, numerous sensors are used to monitor temperature, humidity, door position,
ambient light and smoke presence. These sensors send their signal to a safety interlock system, implemented
in the DIB FPGA, to protect people and hardware.

Meanwhile, there are two calibration devices: the single photoelectron unit and the flat-fielding unit. The
single photoelectron (SPE) unit is used to adjust the gain of the individual PMTs and is positioned in the
shelter, facing the front of the camera, and thus used only when the telescope is fully parked. It employs an
LED to emit blue light pulses (with a wavelength of 370 nm) with pulse frequencies between 38 Hz and 156
kHz. The pulses have a duration less than a nanosecond and a variable intensity of ~ 0.1 to ~ 200 photo-
electrons. A plastic diffuser in front of the SPE unit is deployed to guarantee complete camera illumination,
with a uniformity of around 50%. The camera server controls the intensity and duration of the pulses via
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UDP, while an adapter board on the SPE unit sends its trigger signal, which is synchronous to the light
pulses, to the camera via optical fibre connection.

The flat-fielding (FF) unit is employed to calibrate the pixel-wise light collection efficiencies of the PMT
photo-cathode and funnels. Positioned at the centre of the telescope mirror dish, it also features an LED
which emits short ( < 3 ns FWHM), blue (390-420 nm) light pulses of fixed intensity ( ~100 p.e. at the
PMTs) in contrast to the SPE unit. A holographic high quality diffuser placed in front of the FF unit, as
well as the small angle subtended by the camera, ensure uniform illumination, causing the stability of the
flat-fielding intensity and its non-uniformity throughout the camera to be less than 5% RMS.

3.2.4 Camera network and software

All major components (drawers, DIB, PDB, and ventilation system) in the camera are connected by 100
Mbit/s Ethernet links using two 48-port switches inside the camera. The camera server, a commercial 1-unit
rack server with a 4-core Intel Xeon E3-1246v3 processor clocked at 3.5 GHz and 16 GB of DDR3 RAM
housed in the "farm" connects to the cameras via a 10 Gbit/s optical fibre connection. The internal camera
network has a star-like topology, where each device of the network operates independently from other devices
and they can be accessed only through the central camera server. Only the central server can issue slow-
control commands, while at the same time acting as the endpoint of the monitoring, logging and event data
streams. This distributed scheme enhances the camera’s flexibility and resilience, preventing data loss with
the use of separate memory blocks in the ARM computer to buffer the data for each module.

Regarding the camera software, it was also developed with a distributed, multi-architecture nature to fit
the HESS-TU camera design. It includes event acquisition and slow control functions, text-based and web-
based user interfaces, extensive unit and integration tests, validation routines for mass production, as well
as a comprehensive commissioning and calibration suite used for taking runs, analyzing them and adjusting
camera parameters independently of the main H.E.S.S. data acquisition system. The 100,000 lines long
codebase is mostly (82%) written in C++, along with smaller portions of ANSI-C and Python (11% and 7%
respectively).

Aiming to enhance the codebase’s extensibility, maintainability and efficiency, the code was developed using
well-tested open-source solutions. Both ARM and x86_64 architectures came from a single source tree, while
the CMake build system was used for cross-compilation. The ARM computers run the Yocto embedded
Linux OS, utilising a custom-built DM A-enabled driver for FPGA communication. At the same time, camera
control uses the Apache Thrift library, along with the H.E.S.S. data acquisition software using the CORBA
protocol. Data transfer is achieved with the help of the @MQ smart socket library, while a custom raw data
serialization protocol, optimized for speed, is utilised. Finally, monitoring and logging, are achieved with the
Google Protocol Buffers library.

3.3 Camera calibration

To accomplish deduction of air shower images using the raw PMT data, we need to calibrate the PMTs and
their electronic response. Below, based on [9] and [10], we describe the methods and parameters used for this
purpose.

3.3.1 Readout

As mentioned in the previous section, readout is accomplished through the NECTAr chip. For this reason,
parameters regarding readout line correction and the ROI need to be adjusted regularly.

NECTATr line correction

The 1024 cell analogue memory buffer of the NECTAr chip consists of capacitors placed in a 16 x 64 matrix,
where each of the 16 lines has its own input buffer and readout amplifier. Thus, there is a constant dispersion
of the DC baselines between the NECTAr lines, which is balanced by adding an offset to the DC lines, via 16
integrated digital to analogue converters (DACs). The DAC values are calibrated by performing sample-wise
pedestal runs of at least 16 samples, where we determine the average difference between the sample baselines
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Figure 3.3.1: Left: Sample baseline of NECTAr capacitor array line before calibration. Right: Baseline
after 5 iterations of calibration process. There is an evident decrease in the baseline RMS value. From [10].

and a reference value of 420 ADC counts (equal to around 0.1 of the dynamic range, to enable the detection
of pulse undershoots). The DAC conversion factor of each line can then be adjusted in order to make up for
this difference. This procedure is repeated multiple times, so that the pedestal of each sample approximates
the default baseline value. One example of this process can be seen in Figure 3.3.1. The position of the
baseline in each pixel is referred to as the pedestal value.

The above procedure is repeated roughly two times a year for the whole camera, whenever a drawer is replaced
or the PMT gain is readjusted and the DAC conversion factors are stored in a MySQL database. Though,
the baseline correction is not necessarily needed for regular observations, as the measured quantinty is the
charge integrated over 16 samples and the pedestal, which is the same for each sample, is removed. This is
due to the ROI being a multiple of the line dispersion period, effectively cancelling out any event-wise shift
of the baseline.

Readout window positioning

Until the L1 trigger signal arrives, the NECTAr chips will store analogue signal cyclical buffers. As soon as
the triggering happens, the cells which will be read out will be inside the readout window. Therefore, it is
necessary for the readout window to be placed at the region which maximises the charge of the Cherenkov
pulse. The readout window adjustment needs to be done separately both for the SPE unit and the camera L1
trigger. When the NECTATr chip receives the L1 signal, the readout window will be positioned L cells before
the last one which was sampled. Thus, in order to read the correct cells, it is essential to measure the trigger
latency L for each chip and trigger source. This is done by illuminating the camera with a reference light
pulse of high intensity (~ 100 p.e. produced either by the SPE unit, for SPE readout window repositioning,
or by the FF unit in case of L1 readout window adjustment), while simultaneously varying the value stored
in the chip’s register Ny, which controls the start of the readout window, until the sampled pulse is at the
centre of the readout window. Since the buffer is cyclical, Ny is the complementary of L over the 1024 cells
of the buffer, meaning Ny = 1024 — L.

3.3.2 Pixel calibration parameters

The reconstructed air shower images used for Cherenkov analysis are derived from the amplitude measured
in each individual PMT pixel. This amplitude is measured in the form of charge produced by the Cherenkov
light in photoelectrons, normalised using the efficiency of the specific pixel in relation to the camera’s mean
value. This normilisation factor is referred to as the flat-field coefficient. Converting the amplitude to p.e. is
achieved by determining the conversion factor (gain) between ADC counts and p.e. for each pixel.

Initially, amplitudes before correction are derived from the integral in ADC counts over the samples of the
raw PMT data in the region of interest, separately for the high and low gain channels. This amplitude is
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converted from ADC counts to p.e. according to the following equations, for the high gain and low gain
channels respectively:

HG _ ADCHG _pHG

A —pe— ¥ FF (3.3.1)
ADCLG —plG  HG

where ADC?,i = HG,LG are the measured amplitudes in ADC counts, p’,i = HG, LG are the pedestal
(baseline) positions for each channel, yAP¢ is the gain of the PMT high gain channel in (ADC counts / p.e),
(HG/LG) is the amplification ratio between the two channels and FF is the flat-field coefficient.

The final pixel amplitude is provided by either the high gain or the low gain channel for low and high values
respectively, or by a combination of both for intermediate values. More specifically, A7 is used for up to
~ 150 p.e., ALC is used for over ~ 200 p.e., while for values in the range 150-200 p.e., a weighted average is
used, giving the final amplitude:

A= (1-¢) x ADCHY + ¢ x ADCEC (3.3.3)

ADCHE _150

where € = =55—=5

All in all, the amplitudes measured in ADC counts for the two channels can be easily converted to p.e. given
the values of the pedestal positions for the two channels, the gain yAP¢ of the high gain channel and the
flat-field coefficient of the relevant pixel. The calibration uses different methods to provide all of the above
values. Finally, the calibration process ensures the detection of faulty pixels, so that their measurements are

not taken into account.

Determining the PMT gain

Calibration using the SPE unit is performed in order to determine the individual PMT gain, meaning the
conversion factor yAP¢ between ADC counts and voltage. This is possible by doing some special SPE runs,
where we vary the voltage of each PMT and illuminate it with light pulses from the SPE unit of very low
intensity, such that the average amount of photons detected is less than 1. The charge distribution from an
SPE calibration run can be seen in Figure 3.2.7, right, where the charge is integrated over the 16 samples of
1 ns of the readout window. This charge distribution can be modelled by a linear combination of Gaussian
functions (this will be discussed more in Chapter 4). Though, despite this fit being quite robust for PMT
illuminations of 0.1-0.3 p.e., it is biased, as the actual charge distribution is assymetric and skewed towards
lower values. This means that the average single photoelectron amplitude is less than the amplitude at the
peak of the Gaussian distribution ([43]), which is subsequently corrected in the analysis by a factor of 0.855.

This type of calibration is performed roughly every 6 months, to minimise the effects of the PMT performance
degrading over time. In order to achieve a more precise gain, the procedure is reiterated several times, each
with a finer voltage step. The conversion factor between ADC counts and p.e. is currently equal to ~ 60
per p.e.. In order to achieve this constant conversion factor, the voltage applied to the PMT needs to be
increased or decreased accordingly, based on at which voltage variation we achieve this yAPC. Finally, after

the calibration, the ROI needs to be re-positioned, as the PMT transit time depends on the applied voltage.

Flat-field coefficients

In order to estimate correctly the Cherenkov light arriving in each pixel, it is necessary to calibrate the
differences in the light collection efficiency between the pixels of the camera. This calibration is done by
illuminating the pixels homogenously with fixed intensity pulses from the flat-fielding unit. The FF coefficient
for each pixel i will then be equal to the average charge Q recorded by all the camera over the charge Q;
recorded by the specific pixel: FF; = Q/Q;. This is done separately for the two channels. Flat-field
calibration is also used in calibrating the time of the peak amount of information of each pixel (under the
assumption that the pulses arrive isochronically at all pixels), as will be discussed more in detail in Chapter
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Figure 3.3.2: Impact of night sky background on pedestal width. From [9]

4. This process is performed several times per lunar month and the FF coefficients are each time averaged
and stored in a MySQL database.

Estimation of pedestals and night-sky background

The pedestal position corresponds to the mean ADC count position detected under the absence of Cherenkov
light.

In the dark, a narrow Gaussian distribution around the pedestal value is created by the electronic noise of
the hardware. This distribution is not fixed at the baseline value, but it is also dependent on the camera
temperature, which can be anywhere between 20 and 40°C, depending on the time of the year. During a
single run, the temperature variation is usually 1°C, changing the pedestal position and making it necessary
to calculate the pedestals separately for as short as possible time slices during the run, in order to minimise
the effect of them changing position due to different temperatures in the electronics. The pedestal position
pi,i = HG, LG corresponding to electronic noise can be found by measuring the ADC distributions for the
two channels when the camera lids are closed.

During observations, where the camera lid is open, the pedestal width is significantly increased by night sky
background (NSB), which can be seen in Figure 3.3.2. The contribution of NSB photons in the PMT charge
signal is typically over 1 p.e. Though, NSB has a negligible effect on the pedestal position, as it depends only
on the electronic noise. This means that the pedestal position corresponds to the number of ADC counts
measured in the absence of any Cherenkov light.

It is important to correctly estimate the NSB rate in each pixel, as pixels noticeably influenced by background
light, i.e. by a star in their field of view, might not give reliable results in the analysis. Therefore, they would
need to be excluded. The NSB rate can be measured with two different methods: from the pedestal width
as mentioned before or from the PMT currents, which in the presence of NSB shift from their dark values.

3.3.3 Trigger

In subsection 3.2.2, we described the triggering process. It is evident that it requires many parameters which
need to be calibrated in order to have an efficient trigger. The most essential ones are the pixel and sector
thresholds, P and @ respectively, and the pixel LO delay d.

To calibrate the pixel threshold P, it is necessary to determine the relationship between its set value (in
ADC counts or mV) and its effective value in p.e. For this purpose, special calibration runs using the SPE
unit are taken, as it can provide variable-intensity light pulses. During these calibration runs, the camera is
flashed with a fixed frequency f and a variable intensity I, ranging from ~ 5 to ~ 50 p.e. The pulse intensity
in each pixel is measured by the mean of its charge distribution, which is divided by the relative PMT gain
coefficient. The threshold P is varied during the run, and for each intensity I, the values of L0 pixel trigger
efficiencies (ratio between pixel trigger rate and frequency f) are measured, resulting in a sigmoid graph, as
seen in Figure 3.3.3, left. The midpoint of this graph corresponds to the threshold P needed to discriminate
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Figure 3.3.3: Sigmoid curves of pixel (left) and sector (right) trigger efficiency, for different thresholds P
and Q. Thresholds are given in DAC counts (0.76 mV /count). The lower insets show the linear relationship
between sigmoid centers and illumination (in p.e.) and active pixels respectively. From [10].

I photoelectrons. It is evident from the graph that the relationship between I and P is linear. This process
is repeated several times, making it possible to determine the constants m and b in the linear dependency
P(I) =mlI + b, and as a result the value of P in p.e.

The calibration of the sector threshold @ is done using the flat-fielding unit, but in a similar manner to the
pixel threshold calibration. More specifically, @) is varied during the flat-fielding runs, each for a different
number N of active pixels per sector, during which the camera is flashed with a fixed frequency f. This
time, for the different N, the sector trigger efficiencies (ratio between measured sector trigger rate and f) are
measured in relation to . The resulting graphs (Fig. 3.3.3 right), are again sigmoid and their midpoints
correspond to the values of @ for the given N. N is discrete, leading to steeper curves than in the previous
case. Again, this process is repeated several times for different values of N, making it possible to determine
Q@ as a linear function of N, Q(NV). Ultimately, for the designated efficiency of 3, @ is calibrated so that all
sectors exhibit 100% efficiency for N = 3 and 0% efficiency for N = 2.

Moreover, the pixel L0 delays d are calibrated using a modified FPGA firmware, which sends the sampled
LO information of all pixels on the data stream, while all the pixels are illuminated simultaneously by the
flat-fielding unit. The delays d are then adjusted so that the rising edges of all L0 trigger signals are aligned.

Lastly, the operating point of P is determined after all of the above calibrations are done. To do so, the value
of P is varied and the different L1 and coincidence trigger rates are measured during a regular observation
run. This run is performed using the whole array (including CT5) under optimal observation conditions and
results in "bias curves" for CT1-4, which can be seen in Figure 3.3.4. The steep fall in coincidence rate after
5 p.e. is due to night sky background noise, while the flatter part for higher values of P is caused by air
showers. Both parts can be fit by two exponential functions, an the value of P is chosen so that coincident
events caused by noise are less than 1% of all triggers. This value is currently set at 5.5 p.e. for regular
camera observations, ensuring stable operation even for higher frequencies of NSB events (up to ~ 250 MHz
photon rate).

Finally, at the array level, it is essential to calculate the round-trip time of the signal between the array
central trigger from the camera server and the camera. This is necessary for fine-tuning the fixed part of
the central trigger coincidence delays, which exhibit variability depending on the pointing direction. For this
purpose, the signal is sent from the central trigger via optical fiber to the DIB, which then responds to it.
The time difference between transmission of the initial signal and reception of the response is measured for
each camera using an oscilloscope. Consequently, the central trigger delays can be adjusted, so that all the
trigger messages coincide in time.

81



Chapter 3. The HESS-IU Camera

Pixel threshold scan, majority 3, medium NSB

—=~ Pixel ¢ Camerall ¢ Coincidence ~—~ Sector —— Deadtime %o
3 1 1 + CT2 L 1 1 E
10 CT]' | 125 | PixelLO| 12 | Sector 125 Pixel LO| 12| Sector
Median| 10 | Median |11 100 Median| 10 Median
8 |l 88Hz i 75k 271kHz| 8} 74 Hz
6F E 111 61 3
al il 50 ol
2+ {11 251 2t
10°F o0 0 ! 0 E

Rate (Hz)

Wi e =

1 ¥ 1
Pixel LO| 12 Sector CT4 | 125 | Sector
i Median Median

12

100 Median| 10 10
55 Hz 233kHz| 8 69 Hz

6

4

¥4

0

HHHHHHHHHHH HHHHH crornaiwo:

Pixel LO

T T T T
T T T T T

. LoglO(Rate/Hz) Log10(Rate/Hz)

Rate (Hz)

------- R

——jiq

5 6 7 8 9 10 11 12 13 14 5 6 7 8 9 10 11 12 13 14
Pixel threshold (p.e.) Pixel threshold (p.e.)

Figure 3.3.4: Results of a threshold scan during a Galactic source observation under regular NSB, showing
trigger rate versus pixel threshold in photo-electrons. From [10].

82



Chapter 4

Improving the HESS-IU Calibration

4.1
4.2

4.3

Introduction . . . . . . oL 84
Flat Field calibration and readout window adjustment . . . . . . . .. .. .. .. ... .. 84
4.2.1  Flat Field calibration . . . . . . . . .. .. . 84
4.2.2 Global fit vslocal fit . . . . . . . ... L 84
4.2.3 Readout window adjustment taking into account the intensity of the FF LED .. 85
424 Results . . . . . oL 91
Adjusting Single Photoelectron gain calibration with a global fit . . . . . . .. . ... .. 91
4.3.1 Converting ADC counts to photoelectrons . . . . . . .. ... ... ... ... .. 92
4.3.2  Model of the photomultiplier response . . . . . . . ... ... ... ... ... 92
4.3.3 SPE Calibration . . . . . . . . . . . L e 93
4.3.4  Another global fit, assuming linear gain . . . . . . .. .. .. ... .. ... ... 93
4.3.5 Results and comparison to standard algorithm . . . . . . . . ... ... ... ... 95

83



Chapter 4. Improving the HESS-IU Calibration

4.1 Introduction

In chapter 3, we discussed about the HESS-IU camera, its architecture and the various calibration techniques.
In this chapter, we propose two improvements in the calibration: a new method for readout window adjust-
ment taking into account the intensity of the flat-fielding LED, and PMT gain calibration using a global
fitting method. Most of the analysis was done in python3, using the DESY grid system and HTCondor.

4.2 Flat Field calibration and readout window adjustment

4.2.1 Flat Field calibration

One of the main calibration methods of the HESS-TU Camera is flat-field (FF) calibration. As the hardware
is not ideal and slowly degrades with time, different pixels may have different responses to uniform lighting[9].
In order to correct this, a different flat-field coefficient is determined for each pixel. The amplitude for each
signal received by a pixel is then multiplied by its flat-field coefficient, so that its value in photoelectrons is
calculated. Another difference in response to uniform lighting can be related to the timing of the readout
window, as some pixels might record a light pulse later in their readout window than others.

There are specific flat-field (FF) runs performed roughly every two days. During these runs, a device called
flat-fielding unit is used and is located at the center of the telescope mirror dish, 15 m from the camera. The
special FF runs use LED flashers which emit short (< 3 ns FWHM) blue (390-420 nm) light pulses of fixed
intensity (~100 p.e.— photoelectrons)[10]. The process is repeated multiple times over the course of a few
minutes, in order to have an accurate distribution of the incident photons on the camera for each moment in
the duration of a pulse, as the detected photons can either be originated from the FF unit or from night sky
background noise. The utilisation of a holographic diffuser in front of the camera, as well as the insignificant
angle between the camera and the FF unit, ensure that the illumination is uniform, with the non-uniformity
below 5% RMS.

For each telescope camera, the flat-field coefficients are determined by the following process: the mean signal
of the camera is calculated using the values of all pixels (excluding those which do not work properly), the
ratio of every sample of the signal of each pixel in relation to the relevant sample of mean signal is placed
in a histogram, from which the mean is derived. The FF coefficient for this pixel is equal to the inverse of
this mean value. The coefficient will then be used to multiply the signal in p.e. from observations to assure
uniformity.

Apart from determining the FF coefficients, these runs are also used to adjust the 16 ns readout window
of every pixel so that the FF pulse peak is at its center. This way it is made sure that most pulses from
Cherenkov photons, since they follow a similar pattern, will be saved to the buffer with their peak at the
center of the readout window. It is important for the peaks of the pulses for every pixel to coincide in the
recorded data, as this will lead to more precise analysis. The technique for readout window adjustment will
be discussed in the following subsections.

4.2.2 Global fit vs local fit

For the purpose of adjusting the readout window, the position of which is expected to fluctuate throughout
time, since the camera hardware is not ideal, it is necessary to transform the distribution histogram data
from each pixel into a single pulse. After fitting the data, we remove the influence of the pedestal noise.
Then, we find at which time moment the level 0 (L0) triggering for recording a detected signal happens.
With the current calculation parameters, this happens at a pixel threshold P=5.5 p.e., meaning that we are
interested in the point where each flat-field pulse reaches that intensity.

The previous algorithm employed to fit the distributions in order to find where the peak of a flat-field pulse
is most likely reached, used to fit the pedestal noise serially for every one of the 16 samples with a 1 ns time
distance of the readout window to a different Gaussian distribution. Thus, it was giving different positions
of the pedestal, even though it is with a very high probability constant throughout a pulse of 16 ns, as it
is a very short time interval for major environmental or hardware related changes to occur. Using different
parameters for every pedestal distribution could lead to overestimation of one of either the pedestal or the
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Figure 4.2.1: Local fitting scheme: each sample is fitted separately, with an individual pedestal distribution.
This results in a different pedestal being subtracted from each sample.

useful signal and underestimation of the other, in samples where the two distributions are close to each other,
giving biased mean and standard deviation of their distributions. A more robust fit is achieved using an
algorithm which determines the pedestal values globally, for all 16 sample distributions of an FF-run of a
pixel. Additionally, the previous method uses a Gaussian distribution to describe the useful signal, even
though it may not be symmetric, hence adding some extra bias to the results. The local fitting scheme versus
the proposed global fitting scheme can be seen in the diagrams in Figures 4.2.1 and 4.2.2 respectively.

Another issue is that the algorithm required the adjustments to be done using the on-site server, and ma-
nipulating large ROOT5 objects, taking more than 10 minutes for all necessary readout window offsets to be
calculated. A useful tool to confront this challenge is the DESY Grid infrastructure[11], which offers a batch
system with around 400 servers, enabling data fitting to be done simultaneously for different distributions.

4.2.3 Readout window adjustment taking into account the intensity of the FF
LED

As the triggering is done when the signal reaches 5.5 p.e., the camera is calibrated towards higher amplitude
signals, since the information saved temporarily in the buffer will begin after the trigger. This means that if
the signal which caused the trigger does not rise beyond 5.5 p.e., it will either not be recorded at all or only its
falling edge will be recorded (if the peak is equal to 5.5 p.e.), possibly losing important information. Though,
with the addition of CT5, which has a lower detection threshold, H.E.S.S. is trying to reduce the threshold
of the array altogether, so that lower energy Cherenkov light can also be detected and stereoscopically
reconstructed. Stereoscopic reconstruction is possible if at least one more telescope, from CT1-4, also detects
the same event. This issue can be addressed by shifting the 16 ns readout window, so that its center is located
at the moment of the trigger, making it more possible to properly detect weaker pulses.

The ROOT format

The initial data from HESS-IU calibration runs is stored in ROOT5 format. ROOT is a data analysis framework
developed by CERN [12] and written in C++, used for analysis and simulations in various particle and
astroparticle physics experiments around the world. Though, its overcomplexity, with an excessive need for
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Figure 4.2.2: Global fitting scheme: one pedestal noise distribution is fitted simultaneously for all 16
samples, along with their separate useful signal gamma distributions, in contrast to the previous algorithm.
The same pedestal is subtracted from each individual sample.

global variables and perplexed class hierarchy, cause some limitations in data manipulation compared to
python. This is the reason why the following analysis is done using python.

Specifically for the FF runs, the data come in 3-dimensional histograms of distributions of the of the ampli-
tudes (in ADC counts) of the voltage pulses produced by the PMTs for every pixel, for 16 samples, 7 = Ins
apart. Only data from the High Gain channel is used. Profiling the histograms in two dimensions produces a
histogram for each sample, as seen in Figure 4.2.3. In this plot one can also differentiate between the pedestal
noise, which causes the horizontal line, and the useful signal in the form of a pulse. The pedestal remains
at the same point as time passes, while the intensity and variance of the useful signal changes. In order to
handle the data more easily in python, in this analysis the initial .root files are transformed into .npy files,
using the PyROOT interface[13].

Performing a global fit on the data

In the original format, as well as in the profiled histograms, there is an evident pedestal with a mean value
at around 415 ADC counts, created by electronic noise, while its width depends on night sky background
(NSB). The rest of the data is the useful signal, from which the calibration parameters are derived.

In order to fit the data in parallel, for every pixel it is assumed that the pedestal follows a Gaussian
distribution of fixed amplitude A, mean y and standard deviation o for every one of the 16 samples:

1

e
ovV2T

(=52)° (4.2.1)

SIS

g (z)=A

On the other hand, since the useful signal is not necessarily symmetric and may be skewed, it is considered
that the signal follows a Gamma distribution with different parameters C, « and 3, as well as an offset [ for
each sample of the same pixel:

(1. - li)mfl efﬁi(mfli)ﬁl%:
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Figure 4.2.3: ROOT5 format histograms for a pixel. Top: Original ROOT5 format. The horizontal axis
represents time, giving the number of each 1 ns sample, while the vertical axis represents amplitude in ADC
counts. The ADC counts for each sample are given in histograms. ; Bottom: Profiled histograms for

samples at 6 and 10 ns, each representing one vertical slice of the previous plot.
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where T" (z) is the gamma function, defined as:

I'(z)= /s“”*lefsds (4.2.3)
0

The final distribution would then be equal to the superposition of the above two distributions:

Gi(z) =g (2)+ ¢ (), i=1,..16 (4.2.4)

Defining these functions for one pulse for a pixel creates 67 unknown variables that need to be predicted.
Out of those, 3 are common across all 16 histograms and dependent from the other ones. This is necessary
to ensure that the pedestal will be the same for all samples.

The algorithm contains the following steps for each pixel:
1. Preprocess every sample separately to find initial parameters

2. Fit the single gaussian distribution for the pedestal along with the gamma distributions of all individual
samples

3. Calculate the mean of every gamma distribution and subtract pedestal
4. Fit the above values to recreate a single pulse
5. Calculate shift in readout window

Every sample is preprocessed in order to define some initial parameters, as the process might be too time-
consuming otherwise. Each histogram is then fitted with the least squares method, which iterates over the
distribution parameters, until the squared sum of the errors for all points is minimum, or the maximum
number of iterations is reached, producing the above function which is a sum of a Gaussian and a Gamma
distribution as seen in Figure 4.2.4.

The valuable part of the resulting function is the mean and error of the gamma distribution of each sample,
as they will then be used to fit the final pulse shape. The mean of the gamma distribution is defined as:

Q;

== =1, i=1,..16 425

By removing the pedestal and using the means and errors of the useful information of each sample, the signal
shape is defined. The resulting pulse is modelled empirically by the following analytical function:

f(t) = ctle™® (4.2.6)

where ¢, b, g are the constants which need to be predicted. This is again done with the help of the least
squares method.

The success of the fit is evident in Figure 4.2.5, where recreated pulses are superimposed on the original
ROOT data (the mean of the pedestal has been added to the pulses for the comparison).

With the previous calibration parameters, the triggering is done at 5.5 p.e, often before the signal achieves
its peak and the center of the readout window is not at the peak of the signal, since it is at 7 ns. The solution
to this problem is to adjust the center of the readout window to the position of the trigger, so that the PMTs
are calibrated towards the majority of the signals. This is demonstrated in Figure 4.2.6, where the proposed
shift in the readout window would be the difference between the two timestamps (at 7 ns and at the time of
trigger occurence).
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Figure 4.2.4: Sequence of samples fitted to sum of gaussian (pedestal) and gamma distribution (useful
signal). The original signal is shown with blue solid line, the gaussian and the gamma distributions with
dashed blue and green lines respectively, and the overall modelling function with a red solid line.
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Figure 4.2.6: Pulse for CT1 pixel 255, indicating trigger threshold at 5.5 p.e. and 7 ns timestamp.
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Figure 4.2.7: Histograms of proposed shifts in readout window positioning.

4.2.4 Results

Figure 4.2.7 shows the histograms of the proposed shift in the readout window positioning for all pixels for
CT1-4. These were experimentally applied to the telescope, resulting in better time uniformity between the
telescopes on data, since after the adjustment, there was a similar average pixel time for all telescopes. It is
obvious that CT3 needed larger adjustments than the other three telescopes, as it was affected the most by
the previous calibration parameters and calibrated towards higher amplitude photoelectron pulses. The zero
values correspond to dead pixels.

4.3 Adjusting Single Photoelectron gain calibration with a global
fit

The Single Photoelectron calibration method used in the H.E.S.S. telescopes is described in [9]. It is used
to estimate the gain of each individual pixel. Even though the desired value for the PMT gain used for the
analysis is fixed at 60 ADC counts for regular camera operation, the PMT gain effectively changes over time
due to their aging and drifts from this value under the constant applied voltage to the PMT. Thus, since it
depends on the PMT voltage, we have to find how much the voltage should change in order to reach the 60
ADC count desired value. We adjust the previous algorithm, modelling the gain as a linear function of the
applied voltage and performing a global fit on the parameters of the linear relationship for all samples.
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4.3.1 Converting ADC counts to photoelectrons

As with FF calibration, special Single Photoelectron (SPE) calibration runs are taken once in roughly every
two days. In SPE calibration the response to different high voltages is combined in order to derive the PMT
gain, which is the conversion factor between ADC counts and voltage.

The pixel gain is defined as the conversion factor from ADC counts to signal charge. Initially, the PMT
voltage Vpys is measured in ADC counts across a resistor 16 times, every 7 = 1 ns and amplified into a high
gain and a low gain channel, with gain G”¢ and GL¢ respectively. The resulting signals are converted into
a digital signal, which is integrated over the 16 ns time interval. In order to convert ADC counts to Volt,
this signal is then multiplied with the factor Vapc = 1.22 mv/Count. If the signal is in the form of a single
photoelectron pulse, with a shape Vpas s p.e. (£), then inverting the last operation gives the pixel gain:

Gi
ape — & / Vontope () dt, i = HG, LG (4.3.1)
TVapc

4.3.2 Model of the photomultiplier response

As mentioned in Chapter 2, the PMT consists of two fundamental parts, the photodetector, where photoe-
mission through a photocathode takes place, converting the flux of photons into electrons, and the electron
multiplier, where the charge of the emitted electrons is multiplied by dynodes via secondary emission. Ac-
cording to [44], these two processes can be considered independent to each other, with the actual response
being a convolution of their independent distributions.

Supposed that there is a pulsed light source, the incident photons on the PMT’s photocathode produce
photoelectrons. Since in reality only a portion of the photons striking the PMT is actually detected, their
conversion into electrons and collection by the electron multiplier is a random binary process. As such, it
can be modelled by the convolution of a Bernoulli (binary) and a Poisson distribution, which expresses the
number of random events occuring in a fixed time interval, but with a known occurence rate. The resulting
distribution is also a Poisson distribution:

e Hu”

P(n;p) = (4.3.2)

n!
where ;4 = mgq corresponds to the mean p.e. number leaving the photocathode and being collected by the
first dynode of the multiplier, with m being the mean number of incident photons on the photocathode and
q its quantum efficiency. P(n; ) is the probability of n observed photoelectrons, with a mean occurence rate

I
Regarding the multiplier’s response, the electron multiplication factor of the first dynode is large (>4) while

it decreases gradually through the next dynodes, dropping to approximately 1 after the electrons have passed
through a few dynodes. As such, its response can be modelled by a Gaussian distribution:

exp ( (x1)2> (4.3.3)

Ga(z) = 202
i

1
o1V 2T

with x being the output charge variable, (J; the mean charge when an electron is multiplied by the first
dynode, and o the relevant variance. The mean charge can be determined by the PMT gain G and the
elementary charge e as Q1 = eG.

Under the assumption that the responses to different photoelectrons hitting the first dynode are mutually in-
dependent, and that photoelectrons missed by the first dynode and collected by the next ones are insignificant,
the PMT charge distribution can be expressed as a convolution of different Gaussians, each corresponding to
a different number of photoelectrons:

_ 1 ox _(x—an)Q
Gula) = ——ewp (-5 (1.3.0

where n is the number of p.e., the variance is the same for each Gaussian, while the mean charge of n p.e. is
a multiple of the mean charge of 1 p.e. This distribution gives no charge for n — 0, since Go(z) — d(x).
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Then, the ideal response of a PMT is a convolution of the equations 4.3.2 and 4.3.4:

o
| (x —nQ)?
SPEigeal(r) = ————exp (— (4.3.5)
r;) n! o1vV2mn 20’%

In reality, there are processes in a PMT which generate noise. Low charge processes generating the electronic
pedestal and producing a nonzero charge distribution even when there are no flashes from a pulser, can also
be modelled by a Gaussian distribution with an independent smaller mean value and variance.

4.3.3 SPE Calibration

In contrast to the FF runs, SPE runs are done with the cameras in shelter, resulting in no wide pedestal
distribution caused by night sky background, but only in an offset by the electronic pedestal noise in each
sample. These runs use an LED pulser, located two meters away from the cameras, along with a diffuser,
giving each camera a homogeneity of 0.5 factor in light intensity. The pulser emits light which illuminates
each pixel with intensity corresponding to around 1 photoelectron, with a frequency of 70 Hz. The runs are
programmed to have a small delay in every event before the trigger, so that the SPE pulse is at the center of
the 16 ns readout window. Even though the pulser emits one photoelectron, the pixel will most likely observe
more than one photoelectron, due to secondary emission. Integrating the acquired distributions of ADC
counts for all of the samples in the region of interest, will give the SPE charge distribution, with different
components corresponding to the integrated pedestal distribution and individual values of photoelectrons
collected by the anode.

In order to model the SPE charge distribution according to the arguments of the previous subsection, the
following three assumptions are made: the number of photo-electrons follows a Poisson distribution, the
electronic (pedestal) noise is much smaller in width than the SPE distribution and one photoelectron is
described by a Gaussian distribution. The resulting modelling function is the following:

V= V2nop 20%

™ k[ (a (up 4 G
1 V2rkog k! P 2koq

(4.3.6)

where pp,op are the mean and standard deviation of the pedestal distribution, G,o0¢ the mean and standard
deviation of the gain distribution, (k) the mean light intensity. N and N, are normalisation factors, corre-
sponding to the number of events in a run. According to this function, the SPE distribution is a superposition
of gaussians, where the first narrower distribution corresponds to the pedestal, the second distribution corre-
sponds to one photoelectron events, the third distribution corresponds to two photoelectron events, etc. The
mean of each gaussian is proportional to the number of photoelectrons.

The aim of this analysis is to determine the gain G of the high gain channel, thus the HG superscript is
omitted. As before, only the data from the high gain channel are used, since the gain in the low gain channel
can be determined by multiplying G with the conversion factor between the two channels. This factor can
be found by dividing the amplitude of the pedestal measured in the low gain channel with the one measured
in the high gain channel.

4.3.4 Another global fit, assuming linear gain

For the purpose of determining the gain accurately, different high voltages are applied to the PMT during
SPE runs and the recorded distributions in each PMT are fitted to the above superposition of gaussians. The
unknown variables in the above function are 4 for each run: pp,0p and G,06. Then the final value of the
gain is determined combining the result from all runs.

We use max (k) = 10, since for higher values the distributions become insignificant compared to the data. The
previous algorithm fits each run serially, considering the variables of each run independent from each other,
giving 36 unknown variables. Though, as the voltage increases, so does the tail of the signal implying that
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Figure 4.3.1: Global fit on gain for runs from dV = —20 to dV = 420 for CT2 pixel 0, in logarithmic scale.
The original signal is marked with a dark blue line, while the different gaussian distributions corresponding
to different p.e. values are marked each with a different colour. The resulting distribution is shown with
red. It describes the data well, with the gain (in ADC counts) increasing as the voltage increases.

the pixel gain is roughly linear with regards to the applied voltage. This means that if the gain is modelled as
a straight line, there will be less variables, making the gain determination computationally easier. Assuming
linear gain:

G=adV+p, «f: constant (4.3.7)

the unknown variables are reduced to just 20.

Again, the initial SPE run data for each pixel are in ROOT5 format and consist of histograms of integrated
ADC counts for each one of 9 different runs, each for a different high voltage dV, varying from —20 to 20V
with a step of 5V, with respect to the actual PMT voltage. Only the data from the high gain channel are
used. The algorithm does the following:

1. Smoothen the signal using a Savitzky-Golay filter

2. Calculate initial values for upg, Gy for dV = 0 taking into account the first two peaks of smoothed
signal

3. Perform a global fit for the SPE distribution combining all runs and predict «, 5
4. Determine the required voltage difference dV in order to have G = 60

The results of the fit can be seen in Figures 4.3.1, where we show the fitted gain gaussians for a few of the
different runs and 4.3.2, where we show the resulting gain-voltage line. Figure 4.3.3 shows the measured
effective PMT gain values before any correction, where one can see that most pixels need correction in order
to have the desired value.
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Figure 4.3.2: Resulting gain line after global fit for CT2 pixel 0. For zero adjustment to voltage, the gain is
a few ADC counts below 60.

4.3.5 Results and comparison to standard algorithm

Figure 4.3.3 shows the measured effective PMT gain values before any correction, where one can see that
most pixels need correction in order to have the desired value of 60. Histograms of the proposed gain changes
in PMTs for the telescopes in comparison to the results from the previous (standard fit) method can be seen
in Figure 4.3.4. Small differences from cross-check are within the bounds of uncertainty and were expected
since we are using two different fitting methods. The new method is more robust, since it requires just one
iteration. This makes the gain calibration faster compared to the standard approach, which needed often
resulted in false minima and needed more than one iteration. Thus, the global fit assuming linear gain
accelerates the gain determination process by using less parameters, while producing consistent results.
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Figure 4.3.3: Histograms of PMT gain values for all telescopes. Most pixels need correction, as their gain
value does not coincide with the desired value.
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Chapter 5. Sample mode to charge mode converter

5.1 Introduction

During observations, the information used to reconstruct images of gamma ray emission from sources and
perform the analysis is in the form of charge, i.e. the integral in p.e. over the 16 samples of the region of
interest of each PMT pulse. Analysing the 16 sample signal is referred to as sample mode, while analysing
the resulting integral is referred to as charge mode. The charge is first calculated in ADC counts and then
converted to an amplitude in p.e., according to Equations 3.3.1 and 3.3.2 for the high gain and low gain
channel respectively.

It is obvious that the final measured amplitude heavily depends on the positioning of the readout window
and can be affected in case the readout window is miscalibrated. An example of this problem occured after
a recent replacement of the cameras’ trigger board, causing a bias to the amplitudes used in the image
reconstruction. More specifically, the hardware change affected the L0 trigger time moment, and caused a
shift of the readout window to the right. The LO trigger signal would be activated when the falling edge of
the height of the sample mode pulse reached the trigger threshold, meaning that most recorded pulses were
stored missing part of their rising edge. The pulses were stored like this for a period of a few weeks, having a
strong effect on the data used for the reconstruction and analysis of events. In this chapter, we will propose
a method to partially recover the affected data. The analysis is done using HT'Condor[14].

5.2 Charge recovery and a few integrals

For the purpose of converting sample mode data to charge mode data, we take advantage of the fact that
most pulses have a similar shape, modelled by the analytical function from Eq. 4.2.6 and can vary only in
width, amplitude and time of peak. Thus, if during our readout window of n samples we have recorded a
sufficient portion of the sample signal, consisting of at least m samples, we can multiply its integral with
a coefficient C' in order to recovery the integral of the whole signal. In our case, we consider that recovery
of the integral of the n = 16 sample signal is possible with at least m = 9 samples. At the same time, we
consider that the readout window has been shifted for a specific time offset of a few ns to the right, as has
happened with the trigger board replacement.

We define the following quantities, which represent charge of a signal around its peak in ADC counts:

to+4.5
qg:/t_45 f(z)dz (5.2.1)

to—8
qlg(t’):/ig flo+ ) da (5.2.2)

The first quantity corresponds to the 9 sample integral around the time ¢y where the peak of the signal in
a regularly calibrated readout window is, while the second quantity corresponds to the 16 sample integral of
the whole signal around its initial time of peak when the signal is shifted ¢’ ns to the left (or the readout
window is shifted to the right).

The 16 ns integral is the charge which we have to recover in order to properly conduct the analysis of
observations. For this reason, we will use g9 and parametrise the recovery of gi¢.

5.3 Calibration and recovery coefficients

In order to tackle the problem, we use the data from 10 different calibration runs utilising the SPE unit
and flashing the HESS-IU cameras with varying light intensity. Afterwards, these pulses are fitted and
parametrised using the method described in section 4.2, with the sole difference of not having to fit a
pedestal distribution, as these runs are performed with a closed camera lid, hence not affected by night sky
background. This is done for all pixels of all 4 cameras for every run. An example of such a pulse can be
seen in Figure 5.3.1.

100



5.4. Cross-check with observation data

1600

1400

1200

1000

800

ADC counts

600
400

200

4] 2 4 6 8 10 12 14
time (ns)

Figure 5.3.1: Pulse from the SPE unit used for the calculation of charge recovery coefficients. The pulse has
been fitted to an analytical function after removing the pedestal offset and calculating the mean value of
the ADC distribution for each sample.

Since the shape of the calibration pulses is similar to the shape of the observation data pulses, we can use
these calibration runs to calculate the correction coefficients, with which we can multiply the g9 integral of
the observation pulses, assuming we have its approximate value, in order to recover the charge. This is done
for by calculating g9 and shifting the pulse to the left by ¢’ ns, meaning that a part from the left of the pulse
is missing, and calculating q16(¢'). This process is done for ¢ = 0,...,15. Then, the correction coefficients
would be:

o) = Chzgl) (5.3.1)

The coefficients for all runs, telescopes and pixels are then placed in a histogram, for each time of peak
(equivalent to ¢y + ¢'). These histograms are presented in Fig. 5.3.2, for a time of peak up to 15 ns and in
Table 5.1. It is worthy of mention that the coefficients are independent of the light intensity and the amplitude
of the sample mode pulses, as seen in Fig. 5.3.4. The first two runs can be discarded for the calculation of the
final coefficients, as their low light intensity is equivalent to almost no events above the pedestal and the fit is
more unstable. The mean value and standard deviation of the final coefficients, resulting from the histograms
of Fig 5.3.2 can be seen in Fig. 5.3.3. The standard deviation is quite small, making these coeflicients quite
acceptable. It is also notable that the coefficients start from a value slightly higher than 1, for a small part
from the left of the signal missing and they steeply fall to 0 for more shifted pulses. This means that for
small changes in the position of the readout window, we have proven that gy is equivalent to ¢16. For bigger
changes in its positioning, we can use the coefficients that we calculated. Finally, Figure 5.3.5 indicates the
results of the crosscheck between the real ¢14 of the calibration data and the reconstructed g4, calculated by
multiplying g9 with the correction coefficient. The uncertainty is quite low (within 5%), indicating that the
reconstructed charge is quite close to the real one.

5.4 Cross-check with observation data
We used our parametrisation to see if it can be successfully used for data from actual observations, since

our coefficients were calculated using data from calibration runs without night sky background. The dataset
consists of around 10° events from all telescopes. Some examples of the results can be seen in Figures 5.4.1,
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|| Time of peak (ns) C ||

7 1.01
8 1.01
9 1.01
10 1.01
11 1.01
12 1.00
13 0.988
14 0.810
15 0.569
16 0.327
17 0.060
18 0.020
19 0.005
20 0.000
21 0.000

Table 5.1: Reconstruction coefficients for different times of peak.
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Figure 5.3.2: Histograms of correction coeflicients from g9 to ¢i¢-
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Figure 5.3.3: Mean coeflicients with standard deviation. If the pulse is shifted only by a few ns, g1 almost
equal to qg, while for time of peak higher than 12, their ratio steeply falls to zero.
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Figure 5.3.4: Coefficients in relation to run (with rising light intensity). There is a higher uncertainty for
the first two runs, but it is diminished when the runs have higher intensity.
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Figure 5.3.5: Cross-check between true g1 of calibration data and reconstructed ¢4 for different readout
window positions.
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Figure 5.4.1: Ratio between true g1 from observation data versus its reconstructed value using g9 and our
coefficients, in relation to time of peak. The plots correspond to different pixels of the four telescopes.
Values different than 1 for higher time offset imply the existence of noise. Top left: CT1; Top right: CT2;
Bottom left: CT3; Bottom right: CT4.

5.4.2 and 5.4.3. It seems that the reconstruction using our recovery coefficients can be achieved. Though, it
exhibits a bias with increasing time of peak, since for a higher offset in the readout window position the charge
(¢16) should be zero according to our parametrisation. We see that this is not the case with our dataset,
where there are high values for g1 as time increases, implying that the signal has a long tail. We assume
that this happens because of different methods of pedestal subtraction used for calibration and observation.
It could be that some night sky background survived the image cleaning process (discussed in Subsection
2.4.6), an issue that was not predicted by our method as we used calibration runs with the SPE unit, with

a closed camera lid. Nevertheless, our method is quite promising, if we take into account real observation
conditions.

105



Chapter 5. Sample mode to charge mode converter

Intensity reco (log p.e.)
Intensity reco (log p.e.)

) 0.00 0.25 0.50 0.75 100 125 150 175 2.00
Intensity orig (log p.e.)

2.00

175

1.50

1.25

1.00

0.75

Intensity reco (log p.e.)
Intensity reco (log p.e.)

0.50

0.25

0.00
0.00 0.25 0.50 0.75 100 125 150 175 2.00

Intensity orig (log p.e.)

0
0.00 0.25 0.50 0.75 100 125 150 175 2.00

Intensity orig (log p.e.)

2.00

L75

150

125

1.00

0.75

0.50

0.00 0.25 0.50 0.75 1.00 125 1.50 175 2.00
Intensity orig (log p.e.)

Figure 5.4.2: Comparison between true and reconstructed intensity from observation data. As time of
maximum increases, there is higher uncertainty. Top left: CT1, t=11; Top right: CT2, t=9; Bottom left:
CT4, t=9; Bottom right: CT4, t=19.
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Figure 5.4.3: Ratio between true and reconstructed ¢4 from observation data in relation to intensity. We
see that for lower intensity there is higher uncertainty, as was the case with our crosscheck using only
calibration data. Also, as time of peak increases, there is higher uncertainty, presumably because of noise.
Top left: CT1, t=13; Top right: CT2, t=3; Bottom left: CT3, t=10; Bottom right: CT3, t=15.
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Chapter 6. Conclusion

6.1 Summary and conclusions

The High Energy Stereoscopic System (H.E.S.S.) is an array of 5 Imaging Atmospheric Telescopes located
in Namibia. Its purpose is to explore the sky in the very high energy gamma-ray domain and has been
in operation since 2002. It can be seperated in 2 phases: H.E.S.S. I consisting of the 4 12m telescopes
and H.E.S.S. IT characterised by the installment of a fifth 28m telescope. The H.E.S.S. I telescopes were
upgraded in 2015 with the HESS-IU upgrade, which introduced new cameras with a NECTAr chip based
readout system. In this thesis, we studied the function of these cameras and their calibration.

In order to preserve their optimal performance, the telescope cameras need to be calibrated regularly, as
their hardware is not ideal and degrades with time, introducing unwanted effects and affecting the quality of
observations. We introduced two improvements, regarding the cameras’ readout window positioning and the
deduction of the gain of their pixels. They both include fitting the different data from calibration runs using
a global fitting method, which correlates modelling parameters in the different samples, resulting in a more
precise readout window adjustment and a more robust gain fitting algorithm.

Another issue was the miscalibration of the readout window for a notable portion of data collected from
observation runs, due to hardware replacement. Since the physical quantity used to analyse observations
is the charge, meaning the integral of the sampled light pulse over the readout window, we developed a
parametrisation which aims to recover the charge mode data from sample mode data.

Considering all the evidence we have using calibration data, the above work has led to significant results.
First of all, the readout window readjustment will make the trigger work at the peak of lower intensity
signals, making them more centered in the recorded data. It will also address the miscalibrated CT3 timing,
resulting in more time uniformity between the telescopes. Additionally, the use of a global fit to describe
the pixel gain with a linear equation seems to nicely represent the distribution of the gain calibration data.
A comparison with the old method shows a small but acceptable bias, while the new algorithm results in a
more robust fit needing less iterations. Lastly, we have successfully parametrised the retrieval of charge mode
data using the nine sample integral around the peak of the signal. We performed a cross-check using the
derived coefficients, with the reconstructed values from calibration runs giving a very close approximation of
the true values. While the cross-check with real data provided satisfactory results, it also indicated the need
for us to adapt our method to the conditions under which real observations are made.

In closing, the the HESS-IU calibration has been revisited and improved. Additionally, the conversion from
C++ to python3 has almost eliminated the RO0T5 dependency, ensuring more efficient data manipulation. The
calibration adjustment can now be done using HTCondor or the DESY Zeuthen grid system instead of the
server on site and takes only ~ 10 minutes instead of ~ 2 hours. The proposed changes have been presented
in H.E.S.S. collaboration meetings and are to be implemented. Finally, we are planning to write a paper
regarding the global fit method for gain calibration.

6.2 Limitations and future work

This work, like any other work, obviously faces some limitations, regarding the available time, data and
resources. The limited time did not allow us to focus much on fine-tuning the fitting parameters and methods,
which could result to an even more precise results and minimum bias. In the future, we could also try
training a neural network for the fitting instead of classical approaches, such as the least squares method.
Another future direction would be to adjust our data recovery method taking into consideration the effect
of noise in observations. At the same time, H.E.S.S. special calibration runs and data can be accessed with
specific permission, which means that there was a limited amount of calibration data, some of which could
not be used. More data availability could lead to better statistics in cross-check between algorithms and
reconstructed versus true data.

6.3 Future application of technique and impact on CTA

The concepts in this thesis can not only have an impact in the calibration of HESS-IU cameras and subse-
quently their observation data quality, but also in the cameras of the next generation observatory, CTA. The
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6.3. Future application of technique and impact on CTA

Cherenkov Telescope Array (CTA)[45] is currently being built and will be the largest and the first gamma
ray observatory which will have sites both in the north and south hemispheres. Its medium-sized telescopes
(MSTS) in the northern site in La Palma, Spain, will also equip the NECTAr chip. This means that the
camera calibration techniques regarding the timing of the readout window and the pixel gain can be improved
using the proposed approaches in this thesis. Also, the sample mode to charge mode conversion method can
be equipped in case of a miscalibrated readout window in the future due to hardware changes.
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