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NepiAnn

210 Sldotnua Twv teAevutaiwv Xpovwy, To PAVOUEVO TOU KAPKIVOU TOU HOOTOU OCUVEXWG
auvéavetal og ouxvotnta, aAAd n BvnoluotnTa NG aoBEVELOG HELWVETAL, XApn oTn adLAKomn
TPO060 NG GUYXPOVNG LATPLKNG KAl TWV TEXVOAOYLKWV UECWVY. EpXOUOOTE QVTIUETWIIOL UE Ui
VEQ TIPAYUATIKOTNTA, OTNV OToL0 TIPETEL VAL BoNBRoOoULE TIC YUVALKEG TTOU ETTEINCAV OO KAPKIVO
TOU pooToUu va avakappouv PuyxoAoylkd Kal va emoaveviaxfouv ojaAd oTnv Kowwvia Kal oto
EPYATIKO SUVOUIKO. 2TO TMAQIOLO QUTWV TWV AVEU TIPONYOUHEVOU ouvOnkwv, n mapouoa
SumMAwpatiky epyaocia, TUAMA Tou Xpnuoatodotolpevou amd tnv Eupwnaiky Evwon
npoypappatog BOUNCE, epeuva Tig Suvatdtnteg tng Xpnong oAyopiBuwy Hnxoavikng padnong
otnv MpoPAedn cupnmtwudtwy Alatapaxng Metatpavpoatikol 2tpeg (AMZ) oe yuvaikeg mou
TIACXOUV OO TPWLUO KOPKIVO TOU HOOTOU, UE TEAIKO OTOXO TNV Snuloupyia tou LSavikou
HOVTEAOU Kal TG avtiotowyng pebodoloyiag.

Ta dedopéva mou XpnoLomoLOnKav GUYKEVTPWONKOV 0T TECOEPA OYKOAOYLKA VOCOKOUELQ —
npotuna: IEO (MWavo, Itaiia), HUS (EAcivk,, @wAavdia), HUJI (lepoucaAny, lopand) kot
Champalimaud (AtcaBova, NoptoyaAia). Ot péBodol mpoenefepyaaciag mouv xpnolponotidnkav
€\afav umoP v TOUG TNV AVAUEVOUEVA £VTOVN QVIOOPPOTIO TWV LOTPLKWV poG Sedouévwy, Tov
TIEPLOPLOUEVO OPLOUO SELYUATWVY KAl TOV aUENUEVO aplBpd XOPAKTNPELOTIKWY, KABWE Kal TOUG
TOEWVOUNTEG UNXAVIKAG LABONONG TTOU OKOTMEVUAUE va XPNOLUOTOLooUE. H ekmaidevon twv
HovTéAwv aflomoinoe TNV TeXVLKA Tou enavaAlapufavopevou cross-validation yla va emAéEeL TIg
KAAUTEPEG UTIEPTIOPAUETPOUC TOU KABE povtéAou Kal n emidoon Twv KOAUTEPWV HOVIEAWV
eAéyxBnke o€ €va oUvoAo Oebopévwv €AEyYOU TIOU KpATAOAUE EEXWPLOTA yla va
TIPOOOUOLACOUHE Ayvwota Sedopéva Tou payUaTIKOU KOGUOU.

Ta nelpaparta dtevepyndnkav ota mAaiola pLag «adalpeTIKAG LEAETNGY N omola €ixe WG 0TOXO
NV avayvwplon TwV ONUOVIIKWY TUNUAtwv ¢ Oladikaciag mpoenefepyaoiag Kal
pHovteAomoilnong, KaBwg KoL TNV TAUTOTOLNGCN TWV XOPAKTNPLOTIKWY EKELVWV TTOU UTIOSELKVUOUV
HEYAAN TLOAVOTNTA TOPOUCIAONG CUMMTWHATWY AMZ Kol GUVENWC emnpealouV oAU €vtova Ta
HOVTEAQ pag, odnywvtag ta o€ KaAUTepeS PoBAEY LS. H mpokUTITouoa Stadikaoio SOKLUACTNKE
oe 6edoEva TTOU TIPOEPYOVTAV OO VOCOKOMELD TwV omoiwyv dedopéva Sev elyav cupmnepAndOet
otnv eknaibevon, Le okomo va eAeyxBel n LkavoTnTa YEWYPAPLKAG YEVIKEUONG TWV UOVTEAWVY
poG. Ta amoteAéopata auTng TG €peuvag ival TOAAA UTtIooXOUEVA Kal TOVI{ouv EUdATIKA TLG
SuvatdTNTEC TNG UNXAVIKAG LABNONG oToV KAASO TNG LATPLKAG KOLL CUYKEKPLUEVA OTNV IPOBAeYN
o0Bevelwv Kal PuxoAoyLlkwy Slatapaywy.

NEEELC-

MNpoypappo BOUNCE, Kapkivog tou Mactou, AMZ, Mnxaviki Maénon






Abstract

Over the course of the last few years, the phenomenon of breast cancer is constantly increasing
in frequency, but the mortality of the disease is decreasing, thanks to the continuous advance of
modern medicine and technological tools. A new reality dawns upon us, in which we need to help
the surviving women BOUNCE back psychologically and reintegrate them smoothly in our society
and workforce. Amidst these unprecedented circumstances, this diploma thesis, part of the
European Union — funded BOUNCE project, researches the potential of using machine learning
algorithms to try and accurately predict Post Traumatic Stress Disorder (PTSD) symptoms in
women suffering from early breast cancer and ultimately aims to create the optimal model and
associated methodology.

The data used were gathered at the four oncology centers — pilots: IEO (Milan, Italy), HUS
(Helsinki, Finland), HUJI (Jerusalem, Israel) and Champalimaud (Lisbon, Portugal). The
preprocessing methods used took into account the expected heavy imbalance of our medical
data, the limited number of samples and the high number of features to consider, as well as the
machine learning classifiers to be used. The model training leveraged repeated cross-validation
in order to tune their hyper-parameters and the best models were evaluated on a separately-
held test set to simulate unknown real-world data.

The experiments conducted were part of an ablation study that tried to identify the important
aspects of our preprocessing and modelling procedure, and also pinpoint the important features
that indicate high probability of developing PTSD symptoms and therefore greatly impact our
models, leading them to better predictions. The resulting procedure was tested when being used
on data from completely different hospitals to check its geographical generalizability. The
outcome of this study demonstrates considerable promise and highlights the potential of
machine learning in the field of medicine and more specifically in predicting diseases and
psychological disorders.

BOUNCE project, Breast Cancer, PTSD, Machine Learning
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Extetapévn nepiAndn ota EAANVIKA
Eloaywyn

H QVvTLUETWTTLON TOU KAPKIVOU TOU JaoToU €ival pLla OAo Kal peyaAUTepn MPOKAnon, Kabwg otn
oUYXPOVN EMOYXI TO KpOUOHATA oUVEXWG MANBaivouv. Mapd tTnv cuvexwc auEavouevn epdavion
Tou dalvopévou, XAapn Otn ouvexn TPO0So TNG CUYXPOVNG LOTPLKNAG KOL TWV OCUVEXWG
BeATLOUEVWV TEXVOAOYLKWV HECWV TIOU €XOUHE oTh S1aBeon pag, n Bvnoluotnta tng aobévelag
€XEL HEWDBEL Spapatikd. Autr n guxdplotn tpomr, SnuUloupyel pia vEéa mpaypatikotnta, thv
Qvaykn OUOANG emaveévtaing tTwv emlWVIWY YUVALKWYV OTNV KOwvia Kol OTLG TAEELC Tou
gpyatikol duvaptkol. O oTdX0G Tou eUpWTAikoU Tpoypappoato¢ BOUNCE, Tupa tou omoiou
amopTIleL Kal n mapovuoa SUTAWUATLKA €lval va au€ROOUV TNV AVOEKTIKOTNTA TWV YUVALKWY TIOU
TLAOYOUV Ao TPWLMO KOPKIVO TOU HAOTOU OTLC avamodpeUKTEG PUXOCWHUATIKEG OCUVETIELEG TNG
aoBévelag, TG Slayvwong tTng Kot TNG eTSLWKOUEVNC Bepameiag. Mo OCUYKEKPLUEVA, O OTOXOG
NG mapovoag SUTAWMATIKNAG Elval va Xpnollomolnoel ta dedopéva mou cUAAEXBnkav, oTo
mAaiola Tou mpoypdupatog BOUNCE, ota t€coepa 0yKOAOYIKA VOOOKOUELQ — TipoTuTa, to |IEO
(M\avo, ItaAia), to HUS (EAcivki, @OwAavdia), to HUJI (lepoucaAny, lopanl) kat to
Champalimaud (AwoaBova, NoptoyaAia) yia va ipoBAEPeL TV TBavr) avantuén CUUMTWHUATWY
Slatapaxng LETATPAUMATIKOU OTPEG.

0.1.1 BaOIKEC KALVLKEC TITUXEC

O kapkivog eival pla cuAdoyn acBevelwv mou xapaktnpilovial amo tnv aveEEAeyktn avénon
KakonBwv Kuttdpwv otov opyaviopo. OL kakonBelg oOykol, yvwotol Kal w¢ Kopkivol,
ovamtuooovTal 0tav KUTtapa apxioouv va aAAOLwVOVTaL YEVETIKA Kol e€EAlooovTal o€ KUTTapa
mou Slapolvtal akavoviota. AuTH N aveEEAEYKTN avamtuén KUTTAPWY UMOPEL va oxnUaATioEL
Oykoug 1 va eéamlwBel oe Ao Pépn TOU owWHATOG PEow TNG Sladoong petaoctdoswv. O
KapKivog gival pla coBoapn acB£vela ou Umopel va emnpedosl KAOe PEPOC TOU OCWHATOC, KAl Ol
TUTIoL TOU Kapkivou gival moAAol. Ot akplBeig attiec Tou kapkivou e€akoAouBolv va epsuvwvtal,
oANG TOAAOL TTOPAYOVTECG, OTWG YEVETIKOL, TeplBaAlovTikol kol cupmepldpoplkol, UTopel va
oupBaAAouv otnv avamntuén tou. H mpoAnyin, n mpoPAedn, n dtayvwaon Kot N AVTLLETWITLON TOU
KapKivou amaoyoAoUV £€vav TEPAOTIO ApPLOUO EPEVVNTWV YLATPWY TAYKOOUIWE Kal Bplokovrtal
otnV KapdLd tng olyXpPovne LOTPLKAC.

Mo CUYKEKPLUEVA, O KOPKIVOC TOU HaoTOU €ival pia popdn Kapkivou Tou mpoKaAeital otov Lot
TOU MOOTOU KOl OUVAVTATAL KOTA KUPLO AOYO OTLG YUVAKEG, aAAQ UTTOPEL va EMNPEACEL Kal
avdpec. O Kopkivog Tou paotol Pmopel va mapouolactel oe dtadopeg popdég kal otadla.
ZuvABwg, avixveleTal Le TV evaiodntn pEBodo tou pactoypddou. OLmapdyovieg KivdUvou yla
TOV KOpKivo Tou paotol meplapfavouy tn YeVeTIKA podldBeaon, TNV NALKLA, TNV OLKOYEVELOKN
lotopla, tnv €kOeon o€ OpUOVIKEG aAlayég, kabBwg kot mepLtBaAAloviikoug mapdyovteg. H
Bepameia ToU Kapkivou tou pootol eoptdtal amd To otddlo TG vooou Kol TepAapPBAveEL
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ouvnBwg xelpoupylkn eméupaon, aktwvoBepaneia, xnueloBepaneia, akoun kal Bepameia pe
OTOXO TOL OPUOVIKA KUTTAPA, AVAAOYQ LE TOV TUTIO TOU KOpPKivVou.

H Siatapayn Hetatpaupatikol otpeg (AM2 ry PTSD) eival pa puxoAoyikn Statapayn mouv pumopet
va avantuxBel otav éva ATtopo €XEL UTIOOTEL €val €VIOVO Kal TPAUHOATIKO YEYOVOC N OElpd
TPOAUMOTIKWY yeyovotwv. H AMI mpokoaAeital ouvribwg otav To Atopo £xeL umootel Pia,
0€€0UOALKA KOKOTIOINOT, KATIOO aTUXNHUA, PUCIKEC KATACTPOPEC I} yEYOVOTO TIOU ATELAOUV TN
{wn tou, OMw¢ puaotka ival kal ta coPfapd mpoPAnuata vysiag. Ta KUpla cupmTwata the AM2
neplhappavouv emavepdpavilOUeve eVOXANTIKEG Oedoelg, NXOUG, N AVOUVAOELS amd TO
TPOAUMOTLKO YEYOVOG, EPLAATEC, UTtEpEVALOONOLA, amoduyr CUYKEKPLUEVWY EpeBLlopATWY, OALPN
Kol a0Tvieg. Ao Ta mopamavw ivol TPodaveg OTL Umopel va ipokaAéosl coBapd mpoBAnuata
oTNV KOONUEPLVOTNTA TOU TAOXOVTOC ATOMOoU. H avtipetwrion thg AME cuvhBwc meplthapBavet
PuxoBepameia, KABWC KAl - € OPLOUEVEG IEPLUTTWOELG — APUOKEUTIKN aywyn yla Tt Staxeiplon
TWV CUUMTWHATWY. H urtoothplén amno emayyeApatieg PuxLkng UYELOG Kal n UTIOOTAPLEN Ao TNV
OLKOYEVELQ KOl TOUG PpiAoug elval ONUAVTIKA OTOLXELD TNG AvAPPWOoNG yla Ta dtopa pe AMX.

0.1.2 Mtuxéc avaluong dedopevwy

H napoloa SUTAWUATIKY XPNOLUOTIOLEL TNV TEXVIKN TNG EMBAEMOUEVNC UNXAVIKAG HABNnoNg yla
va TpoPAEPEL TNV EUPAVION CUUTITWHATWY SLATapoxiG LETATPAUUATIKOU OTPEG. MpOKeLTAL Yo
pio amo TG BaOIKEG TEXVIKEG NXOVIKNC LABNoNC Kal avadEépetal o Eva TUTIO aAyopiBuou kata
TOV OToL0 TO POVTENO eKTTALSEVETAL XPNOLUOTIOLWVTAC €va cUVOAO Sedopévwy Tou amaptilovtat
oo KArmola €i0od0 — €va SLAVUCUO XOPOKTNPLOTIKWY KoL pia €€060 — emBuuNnTd amoTtéAEoHAL.
YKOTOC TOU aAyopiBpou gival va HABet va TIPOBAETEL TIC ETIKETEG 1) TA ATTOTEAECUATA VL0 VEQ
bebopéva mou Sev €xeL Eava Sel. To LOVTEAO UNXAVIKAG LABNonG avallel autd ta Sedopéva Kat
npoomnaBel va €€dyel MPOTUTIA KOl OCUCXETIOELG QVAUECO OTIG €L0080UC KoL TLG ETLKETEC,
XPNOLLOTIOLWVTAC TOV £KAOTOTE aAyoplBuo. H emPAenopevn pabnon amotelel Evav amod toug
BaclkoUC TUTIOUG UNXAVIKAG LABNGCNG KaL XPNOLULOTIOLELTAL EUPEWCS OE TIOAAEG EPAPHUOYEC OTIWG
ovVayvwpLon TPOTUTIWY, aUTOpaTn HeTddpacn, avixveuon avadopwyv ota HECA KOWWVIKNAG
SIkTOWOoNG KoL AAAEG.

MoAU Sodedopéveg eival oL TeXVIKEG bagging kot boosting mou xpnolpomolouvtal yla thv
BeAtiwon umdpxoviwv taflvopuntwyv. Ot SU0 TEXVIKEC eival ALVOUEVIKA TOPOUOLEG, 0doU
Xpnotgomnolouv kKot ot SUo ToAAoUG Taflvountég (omwg my Sévipa amodaocswv, mou Ba
oavaAuBouv mapakdtw) yla va AdBouv TG TeAKEC Toug amodAcels. QoTdO00, £XOUV OPKETA
SL0POPETIKEG LOEEG TIOU AVTUTPOOWTIEVOUV:

» Bagging:

Kataokevalovtal moAAol amAol taflvountég, avefdptntol UETOEU TOUC, XPNOLUOTIOLWVTAS
Sladopeg 16eeg ou e§acdalilouv Tnv Sadopetikotnta Toug. H poPAen tou KAOe povtéAou
£xeL To (610 Bapog. To amotéAeopa eival n Peiwon tou variance, SnAadn ¢ KOVOTNTOG TOU
opxtkoL povtélou (6évtpo amodaong) va UTepmpocaproleTal ota dSeSopEva.

» Boosting:
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Kataokeualovtat moAlol (cuvBwg oxXeTIKA amAol — OTwG UIKPA SEvTpa anddaonc) TaELVOUNTES,
0 KaBévag amd toug omoioug e¢opTATAL ATO TOUG TPONYOUUEVOUG. TuvnBOwg, oL eMOUEVOL
taflvountég Sivouv meploocodtepn afia otnv opBotepn mpoPAedn Twv SEYHATWY TOU OL
T(PONYOUHEVOL TOELVOUNTEG QTTETUXAV VA TAVOUNoouV. To amoTéAeopa ival n Heiwon tou bias
TwV anmloikwyv Tagvountwy, SnAadn T avikavoTnToG TOUG VA TPOCapHOlovTaL EMAPKWE OTa
Sebopéva.

OL aAyopLOpoL UNXaVIKAG LABnongG mou SOKLUACTNKAY O€ QUTH TNV SUTAWUATLKA glvat:
e Aévtpa anodpacewv:

H dtadikaoia Asttoupylag evog S€vtpou amodpaoswy elval apkeTA armAr. Zekwva ano tnv pila mou
OVTUTPOOWTEVEL TO OUVOAO TwV debopévwy ekmaideuonc. ITn ouveEXeLa, To §€vtpo amodpAaoewv
Slapel ta Sedopéva oe OSladopeTikoUG UTO-KOUPOUG BACEL TwV XOPAKTNPLOTIKWY TIOU
napExovrtol. KaBe kOUPOG ToU SEVTPOU TIEPLEXEL LLOL EPWTNON 1 ULA CUVONKN TTOU OXETI(ETAL PE
ta 6edopéva, kal, akoAouBwvtag TI¢ akuéG Tou dévipou, ta Sedopéva katairnyouv o GUANA
(leaf nodes) omou AapBavetatr n teAwkn amodoaon. Teivouv va unepmpooapuolovial ota
6ebopéva, To omolo onuailvel OTL €XOUV XELPOTEPN LKOVOTNTO YeEVIKEUONG Kal TPORAedng
ayvwotwv 6edopévwy. QoTtd00, UTAPXOUV TEXVIKEC amoduync NG UTIEPTIPOCOPHOYNC TOUC,
HEOW «KAQBEUATOC» N TEXVIKWV TPOWPOU otapatnuou. Emiong, 1o povitédo umopsl va
£papUOOTEL TOOO OE APLOUNTIKA OCO KAL OE KATNYOPNUATIKA SeSopéva.

e Random forest:

O aAyoplBuog random forest ival To mpodaveég emdpevo Brpa KoL TO AMOTEAECUA TNE XPNONG
TEXVIKWYV bagging mavw ota 6évtpa amoddcewyv. AVti va XpnoLLOTIOL|COUHE €va LeyAAo EvTpo
anodaong, SnULOUPYOUUE TIOAAA PLKpOTEPQ, AapuBdvovtag umoyLy POvo €va UTTOGUVOAO TwV
XOPOAKTNPLOTIKWY Hag KABe dopd. Katt tétolo odnyel ouviABwg oe KaAUTEPN LKAVOTNTA
yevikeuong tou adyopiBuou pag oe dyvwota dedopéva, ou ival kat To KUPLO {NTOUEVO Kal O
QMWTEPOG OKOTIOC O€ TIPOBARUATA UNXAVIKAG LaBnonc.

e Adaboost:

O aAyoplBuog adaboost ival pla epoappoyn texVikwy boosting mavw og amAd — pkpa dévtpa
amodacewv. Xpnotpomnolel wg tafvounti — Baon amAoika dévipa anoPpAacewv Kol o€ KABe
EMOPEVO BrApa (HEXPL KATola cuvOnKn TEPUATIOMOU) TOo VEO S£VTpo amddpaong oToXEVEL OTNV
510pBwon Twv AaBwvV TwV MPoNYoUPEVWY SEVTPWV.
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e XGBoost:

O aAyoplBuog xghoost eival kL autog pla epapuoyn TeEXVIKWY boosting mavw o anmAd — Hkpa
Sévipa anodacswv, aAAd akoAouBel StadopeTikr) AoyLkr. XpnoLHomolel wg Ttafvountr) — Baon
amAoika §évtpa anodpacewv Kal o€ KABe Bripa (LEXPL KAmoLla cuvOnKn TEpUATIONOU) tpooTtabel
va TipoBAEPeL TN Stadopd — AaBog Twv PEXPL Twpa TPORAEPEWY KAl VA XPNOLUOTIOLCEL AUTH
NV MPOPRAEYN yLa va «KVAGEL) TNV MPOBAEYN TOU MPOG TNV CWOTH KATeLOUVON Kal, 0TO TEAOG
Tou aAyopiBuou, otnv cwotr MPoPAsY.

e Mnxavég Sravuopdtwyv otnpeng (MAZ n SVM):

O aAyopLOHOG TWV UNXaVWY SLOVUOUATWY oTAPLENG lval ard Toug TLo KaAd EEPEUVNEVOUG KOl
Bepedlwpévoug aAyopiBuoug pnxavikng pabnong. H edappoyni Tou akOpa Kol O XWPOUG
uPNnAAG StaotatikotnTog SES0UEVWY — OTIWE O SLKOC PaG — EXEL KOAQ amoTeAETATA, AAAA QUTO
Sev onuaivel OTL N Xpron TEXVIKWV HElwong tng dtaotatikotntag Twv dedopévwy dev BeATiwvel
TIEPALTEPW Ta amoteAéopata, yU' auto kol Ba eéepeuvnBel katd tnv nelpapoatiky dtadikaoia.
EmutAéov, elvat o povadilkdg amd toug emAeyuévoug oAyopiBuoug mou Sev pmopel va
Slaxelplotel katnyopnuatika Sedopéva, mou pag odnyet avamodeuKTa oTnV Xpron tng TEXVLKNG
one-hot encoding yla TNV HETATPOTH KATNYOPNUATIKWY XAPAKTNPLOTIKWY O aplOuntika. Mo
OUYKEKPLUEVA, TO KATNYOPNHUATIKO XOPOKTNPLOTIKO «UETOTPEMETAL» O £vav TANB0g
OPLOUNTLIKWVY XOPAKTNPLOTIKWY TToU AapBavouy tig TIpEG {0, 1}, ioo o aplBuod pe TIg SLapOopETIKEG
OLOKPLTEG TLUEG TOU XOPAKTNPLOTIKOU.

e Tafwountig Yndodopiag

Baloupe toug MEVIE MAPOMAVW TAflVOUNTEC pag o Yndodopia KoL N ETIKETA HE TIG
TEPLOCOTEPEC Pidoug eTUAEYETAL WG N TIPOBAEMOUEVN ETIKETA TOU SelypaTOC. ITA BETIKA EVOC
T€tolou tafvountn eival mo otabepeg mpoPAEPelg kal mBavov kaAUtepn enidoon (6tav ot
ToELVOUNTEG KUMAivOVTaL O TTOPOUOLO ETIMESA ATIOTEAECUATWY), EVW OTO OPVNTIKA N avVAyKn
TIEPLOCOTEPWV UTIOAOYLOTIKWY TIOPWV Kal xpovou TpOoPAedng, adou mpémel va ekmaldeutouv
oAa ta poavadepbEvta poviéda.
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0.2 Edappoyn pnXavikng pabnonc ota moAUTIAeUpa SESOUEVA TOU TIPOYPAULATOC
BOUNCE

O teAkOG 0TOXO0G €lval n Xpron Twv Se60UEVWY TIOU CUYKEVTPWONKAV 0TO TECOEPA OYKOAOYLKA
KEVTPA — POTUTIA YLa TNV TIPORAePN TNG AVANTUENC CUUMTWUATWY UETOTPOULOTIKOU OTPEG OTLG
yuvaike¢ mou umodépouv amd MPWLIUO KapKivo Tou paotou. MNa tnv nmapandvw mpoBAsdn
xpnotwornowdnkav ta dedopéva twv pnvwv 0 (Stayvwon kapkivou kol mBovr XELPOUPYLKN
eméuPaon) Kat 3, OAWV TwV TUMWV: LATPLKA, PUXOKOLVWVLKA, KOWWWVLKA — Snuoypadikd Kabwg
kal Sedopéva tou Tpomou {wng Twv yuvalkwy. Mépa anod ta dedopéva mou cUAAEXOBnKav ota
VOOOKOUEla, HEpOC TwV Sedopévwy PonABe kal amnd tnv nAektpovikr mAatdopua Noona, €va
AOYLOULKO YLO TIPOCWTTLKA Kataypadr) mAnpodoplwv armo toug idloug toug aobeveig.

0.2.1 Npoenetepyacio Twv deSoUEVWY

H npoenefepyacia twv dedopévwy eival To Mo SUCKOAO KOUMATL TNG EKMALdEUONG LOVTEAWV
HUNXAVIKAG LaBnong. KaBe cuvolo SeSopévwv £XEL T SLKA TOU LOLAUTEPO XOPOKTNPLOTIKA KAl TLG
Okég Tou SuokoAieg. To 8lkO pog cuvolo dedopévwv xopaktnplletal amd OXeTKA Alyeg
napatnpnoeLs (aplOpod edopévwy), aAAd TOAAQ XaPAKTNPLOTIKA (LETABANTEG TOU AapuBavou e
urmoPlv pag yia kaBe mapatipnon). Ta PBrAuata mpoenefepyaciag mou akoAouBnBnkav
napatiBevral mopakaTw:

0. Efalewbn Twv TECOAPWVY XOPOKTNPLOTIKWY TIOU oL Latpol — epeuvntec umtedetfav:

OL Latpol umédeléav OTL KAmoLa Ao T XAPOKTNPLOTIKA €XOUV TTOAU PEYAAN AOYLKA — LOTPLKN
OUOXETION UE AAAQ, TILO €UdAVWEG CNUOVTIKA XOPAKTNPELOTIKA KoL N Umapén O6Awv pudAiov Ba
unépdeve ta HOVTEAQ TEplocOTEPA amod OtL Oa BonBaye tnv ekpadnon Touc. Ta ovopaTa TWV
TECOAPWV XOPOKTNPLOTIKWY Elvat:

> Emot_Fun_QLQ30.0
» Emot_Fun_QLQ30.3
» nccn_distress_thermometer.0
» nccn_distress_thermometer.3

To BrApa autd ekteA€oBNKe oTNV apxr TG MPoenefepyaaiag, LE OTOXO VA LNV EMNPEACOUV Ta
UTTOAOLTTAL TUALOTA TNG, EVW OTO TEAOC OKOTIEVQLE VO LNV TOL CUTTEPIAABOUE.

1. E€aAsuwpn mopatnpAoEWV XWPILC ETLKETA:

Elval mpodavég OTL mapatnprnoel xwplc tnv avtiotolyn e€tikéta toug &ev pmopouv va
OUVELODEPOUV OTA HOVTEAX ETUPBAEMOUEVNC UNXOVIKNC HAaBnong mou aflomolel n mapouvoa
SUTAWMATLKA.
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2. E&dleubn xapoKTNPLOTIKWVY Ttou A£imouv armo moANEC TOPATNPNOELC:

Agv pag melpalel va SLwEOUUE UEPLKA XOPOKTNPLOTIKA SES0UEVOU OTL EXOUME PEYAAO OPLOUO.
Juvenwg, emAéxOnke to katwoAl 0.25, dnAadn av Astmouv meplocdtepeg and 1 otig 4 TIUEG
SLWXVOULE TO XOPAKTNPLOTLKO.

3. E€dAeuwbn Twv mopatnpnoEWVY amo TLC OTtoLEC AEimouV TTOAAG XOPOKTNPLOTIKAL:

Ye avtiBeon pe to mMPonyoUpevVo Brpa, piag Kot SLaBEToupe UIKpO aplOud mapatnprnoswy, Ba
TIPOTLUOVUCOME VA LNV SLwEOUHE TIOANEG QO QUTEG, €KTOC AV €XOUV TPAYUATIKA TTOAU Alyn
mAnpodopia. M’ auto, emAEXBNKE TO TO CUyKpaTNUEVOo KatwdAl 0.5, dnAadn av Asimouv
TIEPLOOOTEPQ ATTO TA LA XAPAKTNPLOTLKA, SLWXVOUE QUTH TNV Iopatrpnon.

4. EfaAewdn TwV YOPAKTNPLOTIKWY UE oXESOV UNOeVIKN Stakupovon:

KaBwg ta apBuntikd Xopaktnplotikd €xouv Oladopetikd €0pn TIHWV, O&v UMOPOUUE
TIPOLYMOTLKA VO TOL CUYKPLVOULE KOl VAL T KATNYOPLOTIOLNOOUKE WG £xovTa xapnAn Stakvuoavaon.
ATO TV AAAN, TA KATNYOPNUATIKA XOPaKTNPLOTIKA Suvavtal va afloAoynBoulv wg TEToLa av:

= H o ouvnOng T eivat moAL o cuvnBLlopévn Kot amo tnv SeUTePN 1o cuvrOn
TLUA KOl
= O aplOuog SLadopETIKWY TLUWV TOU XapPaKTnploTikou &ev umepPaivel éva
KaTwdAL
5. E€aAewpn ubnNAd CUOYXETIOUEVWY XOPOKTNPLOTIKWY:

AUVO UPNAA OCUCXETIOMEVA XOPOKTNPLOTIKA TIEPLEXOUV KATA MEYAAO MOcOOTO TNV (6l
mAnpodopia kat N cupnepiAndn kat twv dVo cuxvad «umepdelel» ta POVTEAA. EMAEXBNKe n
OUOXETILON Spearman Tou £lval UN-TIAPOUETPLKN Kol UMOPEl v SLAKPIVEL LOVOTOVIKEG OXEOCELC
HETAEL PETOPANTWY KoL OXL LOVO YPAUUIKEC. Emtiong, umopel va epappooTel o€ aplOunTIkA Kalt
KaTnyopnUatika dedopéva, oe avtiBeon pe tnVv mo ouvnBlopévn cuoxétion Pearson kat sivat
Alyotepo guaioBntn ot outliers, dnAadr omavieg TIHES TOAU £€w oo To ocUVNBOEC EUPOC TLUWV.
XpnotuormnoBnke to ouvnBlopévo katwdAl cuoxetiong 0.8.

6. Xwplopoc twv dedopévwy o€ Tunpata ekraidsvonc/eAéyyou:

Aokipaloupe SUo Sladopetikéc pebodoug xwplopol Twv Sedopévwy. e mpwtn daon Ta
xwpiloupe tuxaia pe moocootda 70% oto TuNpa ekmaidsvong kat 30% oto TUNUa eAEYXOU. Z€
Seltepn ¢daon, MEPAUATI{OMAOTE Yl TO AV TO MOVTEAQ HOC HMOPOUV VO YEVIKEUOOUV TIC
npoPAEPelg Toug oe Sedopuéva mpoepxopeva armd SLadopeTIKA VOOOKOUELD KoL YEWYPAPLKEC
TIEPLOXEC, QMO OUTA ota omoia ekmatdbevBnkav. M’ autd, xwpiloupe ta Sedopéva pag
XPNOLLOTIOLWVTAC WE TEOT EAEyxou KABe dopd ta dedopéva mou MpoEpxovTal amod Eva anod Ta
TE00EPA VOOOKOMELD — TIpOTUTIAL.
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7. NpoBAedn EAEMOUOWY TWWV:

Aedopévou OTL KATOLA Ao TA LOVIEAX TTOU XPNOLUOTIOLOUUE €V UIMOpOoUV va SLaXELPLOTOUV TNV
omapén eAAETOUOWV TIUWV OTa Se60UEVA LA, TIPETEL VA XPNOLLOTIOL)COUE KATIOLA TEXVLKN
npoPAePnG Touc. EMAEXBNKe n Texvikn Multiple Imputation Chained Equations (MICE), katd tnv
omola KABe NUITEAEG XAPAKTNPLOTIKO TIPOBAEMETAL Ao €va EeXwPLOTO HovtéAo. O alyoplBuog
MICE emuTp€nel TNV aVIETWILON EAAETOUVOWY TLHWY o Sedopéva e TTOAATIAEG LeTABANTEG,
AapBavovtag untoyn Tig cuoyeTioelg petafl toug. Auto Bonba otn dlatipnon tng doung Twv
6e60UEVWV KOL OTNV OVOKATOOKEUN TWV EAAELTTIOUCWV TLLWV LLE TPOTIO TILO PEAALOTIKO ATIO ATTAEC
OVTIKATAOTAOELS UE PECOUG OpoUC N KatwdAla. Aflo avadopdg ivat 0TL otnv Snuoupyia Twv
HOVTEAWV TIPOPAEPNC TWV TIHWV xpnotldomolovvtal povo ta dedopéva ekmaidbsvong, alida
nipoPAETOvVTAL OL EAAEITIOUOEC TIUEG KAl TwV SeS0UEVWY EAEyXOU.

Mapdyoupe 5 Stadpopetikd cuvola Sedopévwy xpnoLlomolwvTag TG MPoPAEPEeLS pag. Yotepa,
XPNOLLOTIOLOULE TA LOVTEAQ O KOL OTA 5 auTd cUVOAQ Kal yla KABE Taglvountr maipvou e Tov
HEco 0po NG MPOPAePnG tou ota SladopeTikd cuvola. Me autdv ToV TPOMO E(HAOCTE TILO
olyoupol otL, adol ta HoVTEAA pag UmopoUlV va TpoBAEPouV KaAd XpnoLUOTOLWVTOG OAd Ta
Sladopetikd cUvola Sedopévwy pag mou mpoomabolv va TIPOCEYYIOOUV TO «TIPOYHOATIKO»
oUVoAo Sebopévwy av Sev UTpXOV EAAELTIOUCEC TLUEG, TOTE TO LOVIEAO HOG TTPAYUATL pobaivel
TNV KPUUHEVN «Soun» Twv SeS0UEVWVY Hag Kal OXL €va amd ocUVOAQ TTOU UE KAToLa TuXaLloTnTa
Snuoupynoaype.

8. Xpnon TEXVIKWV HEiwong TNC S1aoTtaTkoTNTOC TwV SESOUEVWY LOC:

OLBaoikoi AdyolL Ttou pag odnyouv otnv XprHon TETOLWY TEXVIKWYV VOl EUKOAOTEPOL UTIOAOYLOUOL,
€UKOAOTEPO Malepa Sedouévwy amod toug aobeveig, kaBwg kal mBavr PeAtiwon Twv
QTTOTEAECUATWY TWV HOVTEAWV Hag, adol cuxva autd UTIOPEPOUV aTtd TNV AEYOUEVN «KATAPA
™¢ Saotatikotntag», dnAadn €xouv umodeéotepa amoteAéopata OTav ekmaldevovtol o€
ouvoAa 6edopévwy e Alyeg mapatnProELG Ko TTOAAQ — CUYKPLTLKA — XOPOKTNPLOTIKA. H TEXVLKNA
TIOU Xpnolgomoloape ovopaletal recursive feature elimination, 6nAadny emavoaAnmrtiki
e€dAelhn xopaktnPLOTKWY. Katapxdg, emAEyeTal €val HOVIEAO TIOU UTOPEL ECWTEPLKA vl
UTTOAOYLOEL ONUOVTIKOTNTA XAPOKTNPLOTIKWY, OMwG yla mapadslypa to random forest mou
XPNOLUOTOOOE €UelG. Emetta, yla €vav emAeypévo oaplbuo amo mibavouc aplbuoug
XOPOAKTNPLOTIKWY Si Ttou BEAOUHE va SOKLULACOUUE, KPATALE TA Si TILO ONUAVTILKA XOPOKTNPLOTIKA
Kol EAEYXOUUE TNV emiboon TOuC O OXEON LE TOV OPXIKO aplOpd XOpOKTNPLOTIKWY KAl TOUG
UTTOAOLTTOUG TTOU €TUAEEQLIE. 2TO TEAOG KPOTALE QUTOV LE TNV KOAUTEPN €MiS00N, EVTOC KATIOLWV
oplwv avoxnc. Auti n texvikn edapuootnke o Kabéva amo ta 5 cuvoAla debdopévwv Tou
TiPOPBAEP A E OTO TPONYOULEVO Bria KOL N EVWON TWV ETUAEYUEVWY XOPAKTNPLOTIKWY E(vVaL QUTH
TIOU €V TEAEL XpNOLUOTIOONKE.
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9. One-hot pyetaoxn uomouéc Twv K(ITI’]VODLK(bV XCXD(XKTI’]DLGTLK(bVZ

Onwg mpoavadEpOnke, kamola PoOvTEAa Onw¢ ta SVM Sev pmopouv va Slaxelplotouv
Katnyoplka Sedopéva, aAAd HOVO aplBUNTIKA. € TETOLEG MEPUTTWOELS €lval amapaitntn n
HETATPOT) QUTWV Twv OeS0OHéVWyY, KATA TNV Omoid TO KATNYOPNUOTIKO XOPOKTNPLOTIKO
KUETATPEMETOALY OE €vav TAROOG aplBUNTIKWY XAPAKTNPLOTIKWY TTou AapBavouv Tig TiuEg {0, 1},
(00 o€ aplOUO He T SLadopeTIKEC SLAKPLTEC TIUEG TOU XAPOAKTNPLOTLKOU.

10. K('XVOVLKOT[O'LI']O'I'] XOPOAKTN DLOTLK(J'.)VI

H kavovikomoinon twv 6eSopévwy eival pla Stadlkacio Kotd TNV omola eMSWKOUUE va
dépoupe Ta SLapopeTKA Kol etepoyevr) dedopéva mou SlabEtoupe oto 6o eUpog TLHwWY. To
HOVOSLIKO LOVTEAO TIOU yLa VO AELTOUPYIOEL ATTOTEAECUATIKA XPELAIETOL VA KOVOVIKOTIOL|OOUE
o dedopéva mpLv Tou Ta Swooupe eival To SVM, KaBw¢ oKOMEVOUUE VA XPNOLULOTIOL|OOUE
gUkAeibelo amootaon yla Vo UETPACOUUE TI( OMOOTAOEL( TWV ONUelwv tou. Av dev ta
KOVOVLKOTIOL)OOUE, OTNV TIPAYHATIKOTNTA SivOoUlE MeploodTepn onuooia ota dedopéva mou
€XOUV UeyaAUTEPN KALLOKO, OE OXEON LE OUTA TIOU €XOUV ULKPOTEPN. Tal UTOAOUTA HOVTEAQ
Baaoilovtal ota dévipa anmodaong, ota onoia KABe KOUPBOG avamaplotd pia epwtnon, n ouvaoia
¢ omoiag dev aAlalel Baoel TG KAlpakag Twv Sedopévwy Kol ocuvenwg dev xpetalovral
Kavovikomoinon.

11. E€Looppdninon twv cuVOAwV SeSoUEVWV:

Aev mpémel va Eexvape OtL MAEoV £xoupe 5 SLapopeTikA cUVOAD SESOUEVWVY TTOU XELPL{OUAOTE
Toutoxpova. KaBéva amd autd Aoutov yla va eKmaldeutouv MAVwW Tou PMoVTEAa xpeldletol va
yivel e€looppOTINON TWV ETIKETWV TOU, XPNOLUOTIOLWVTOC Hia €K Twv Texvikwv downsampling,
oversampling ) ROSE (texvntou oversampling). H un e€lcoppomnnon sivat Suvartr, aA\d onwc a
davel ota nelpapata 06nyel og MOAU Xelpotepn enidoon TwV HOVIEAWV. M0 CUYKEKPLUEVA, LOC
KaL N ekmaibevon Twv HOVTEAWV Hag YIVETAL PE TNV TEXVIKN Tou repeated cross-validation, yia
kKAaBe repeat kal yla kaBe fold, kata tnv omola mepintwon to povtéAo Soklpaletal os €va
OUYKEKPLUEVO GUVOAO ekmaideuaong kat eEAEyxou, XpeLaleTal va ePpapUOOTEL N ETUAEYUEVN TEXVLKN

efloopponnong.

H petplkn) mou xpnolgomoleital kaB®’ 0An tn Sddpkela TN gpyaciag yla tTnv amotiunon twv
emubooewv tou eival to f2-score, TOU TIPOKELTAL YL TOV EAAPPWE TPOTIOTIOLNEVO OLPILOVLKO LECO
TwvV precision kal recall, e meploodtepn Baputnta oto recall. To recall pag AéeL Tt mocooto anod
Vv Betikn kKAdon opbwg eviomicape, evw TO precision TO MOCOOTO amod ta Seiypota mou
npoPAEPape OTL avikav otnv BTk KAAON TTOU OVIWG avhKav otnv Betiki KAdon.
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0.2.2 AnoteAéopata MEPAUATWY

MeTA TNV €MAOYN TWV UTIEPTIAPAUETPWY UE TIG poavadpepBeloeq TEXVIKEG, EAEYXOUUE TNV
enidoon Twv TAVOUNTWVY HaG 0TO GUVOAO Sedopévwy eAEyXOU, TIOU XPNOLUOTIOLELTAL Yo val
TIPOCOUOLWOEL AYVWOTA PAYUATIKA SeSopéva. Malpvou e To amotéAeopa KA Tagvountn yla
kaBéva amnd ta 5 StadopeTikd cUvola SeS0UEVWY TTIOU €XOUUE KOl UTTOAOYI{OULE TOV HECO OPO
TWV EMSOCEWV TOU.

210 npwto meipaua, sAéyéape tnv afia tou 11°° PBAMOTOC TNG TPOEMEEEPYOOIOC KAl TNG
e€loopponnong Twv dedopévwy pag. AoKlpdaotnkav n pn e€loopponnon twv Sedopévwy Kal n
XPNon TPWV SLopopeTIKWY TeXVIKWV £€loopponnaong, downsampling, oversampling 1 ROSE
(texvntoUL oversampling). Ta nelpapata €6et€av OTL N €VOELKVUOUEVN TEXVLKA Elval auTh Tou
downsampling, amnoé anoyn enidoong, aAAd kat oo dnodn xpOvou Kal UTTOAOYLOTIKOU $OpTOoUu.

Table 1: Yuykpton emtd600cewv f2 xpNoLUOTOLWVTAC SLAQOPETIKEG TEXVIKEG €ELOOPPOIMNONG

Classiier Sampling method None Downsampling  Oversampling ROSE
Decision tree 0.110 0.344 0.322 0.308
Random forest 0.190 0.390 0.100 0.262

SVM 0.000 0.332 0.000 0.090

Adaboost 0.124 0.378 0.320 0.214
XGBoost 0.128 0.356 0.104 0.272

Voting 0.098 0.392 0.088 0.236

Comparison of sampling methods

0.4 Classifier
B D=cision tree
0.35 B Random forest
B 5VM
0.2 B Adaboost
XGBoost
B voting
0.25
™
O 0.2
0.15
0.1
0.05 I
0

None Downsampling Oversampling

Sampling method

Figure 1: S0ykpion Texvikwv €£L00PPOTTNONGC
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310 Seutepo meipapa, eAEyEOUE TO TPOALPETIKO PrMa TOU preprocessing KOTA To omoio
OQYVOOUNE TO TECOEPA XAPAKINPLOTIKA TIOU E€MESELEAV OL LATPOl — EPEULVNTEC WG AOYLKA
OUCXETIOMEVOL ME TA UTOAOLTOL ONUAVTIKA PUXOAOYIKA — LATPLKA XOPOAKTNPLOTIKA. Ta
QIMOTEAECUATA MOPTUPOUV UIKPEG SLadopeg, aAAd eAadpw¢ KAAUTEPA AMOTEAECUATA OTAV T
OYVOOUE KOl CUVETIWG AUTO KAVOUE.

Table 2: Juykpton emtb600ewv f2 ayvowvtac ) OxL T UMOSESELYUEVA XAPAKTNPLOTLKA

Ignoring features No Yes
Classifier g gf €
Decision tree 0.344 0.380
Random forest 0.390 0.382
SVM 0.332 0.330
Adaboost 0.378 0.396
XGBoost 0.356 0.372
Voting 0.392 0.396
Comparison of ignoring features or not
0.4 Classifier
B Decision tree
0.35 B Random forest
B svM
B Adaboost
0.3 B XGBoost
B Voting
0.25
™
w 0.2
0.15
0.1
0.05

Ignoring features

Yesg

Figure 2: Z0ykpLon ayvononc twv AOYLKO CUCXETIOUEVWYV XAPAKTNPLOTIKWYV

26



2710 tpiTo MEipaua, XpnOULOTOLOUME TNV TEXVLKN RFE yla Helwon TwV XAPAKTNPLOTIKWY LG OTIWG

avadépape oto PApa 8 tng mpoenefepyaociag.

AdoU evtomiloupe TA TILO ONUOVTLKA

XOPaKTNPLOTIKA PBdocel tou RFE, xpnoldomoloUpe HOVO auTd yla vo eKTAOEVCOUE TOUG
TAELVOUNTEG HaG. MapaTNPOUUE OE YEVIKEG YPOAUMEG EAADPWGS AUENUEVES ETILOOOELS (ELOIKA OTO
SVM), to omoio givat mMOAU onpavTIKO eUpnua, adol oG EMITPETEL VO CUYKEVIPWOOUE Ta 27
XOPAKTNPLOTIKA TIOU €TUAEXONKav avti yla ta apxka 172. KatL tétolo mpodavwg ival peyain
SleUKOAUVON YLa TOUG LATPOUG TTOU aVATIOPEUKTA UETEXOUV OTNV SLASIKAGIO CUYKEVTPWONG TWV

Sebopévwy amo Toug aoBevelg.

Table 3: Yuykpion entdocewyv f2 xpnotuonotwvtag 1 oxt RFE

—____Features used All Reduced
Classifier
Decision tree 0.380 0.336
Random forest 0.382 0.400
SVM 0.330 0.436
Adaboost 0.396 0.364
XGBoost 0.372 0.356
Voting 0.396 0.400
Comparison of RFE usage
0.45 Classifier
B Decision tree
0.4 B Random forest
B svM
0.35 B Adaboost
B XGBoost
0.3 B Voting
0.25
o
0.2
0.15
0.1
0.05

All

Features used

Figure 3: Z0ykptong xprionc¢ RFE
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270 TETaPTO KOl TEAevTAlO Meipapa, SOKIUACOUE TNV YEVIKEUON TWV OMOTEAECUATWY HAC AV T
HOVTEAQ pag SV €XOUV EKTIALOEUTEL 0€ SESOUEVA OO TAL VOOOKOUELQ TWV OTIOLWY TOUG aoBeVE(
BéAloupe va mpoPAEPoupe. Ta amoTeAECHATA VAl OPKETA KOVTA UETAEU TOUG, TO Omola Hag
Silvel alolodotia yla Tnv xpron Twv HOVTEAWV Hag Kal o€ aAAa voookopeia, adou paptupd otL
QUTA Katddpepav va HABOUV EMAPKWG TN OXEON METALU XOPAKTNPLOTIKWY KOL ETLKETAC TIOU
Xapaktnpilel yevikd Toug aoBevelg Kal OXL CUYKEKPLUEVA TOUG 0.0OEVELG EVOG VOOOKOUELOU ULOG
OUYKEKPLUEVNG TIOANG. Omwg €€nynbnke KaTd TNV AVOAUTIKA TAPOUGCLOON TWV MEPANATWY, N
HeTPKN f2 oTn cuykekpLuévn mepimtwon pag «mapariavel» ehadpws Adyw Twv SladopeTikwy
moocootwv Selypdtwyv Betikig kKAdong ota Sladopetikd oUvola Sedouévwv eAEyxou Tou

TIPOKUTITOUV, YU aUTO MopaBETOUUE TNV LeTPLK AUC:

Table 4: Suykpion entdooewv AUC ota Sebouéva twv SLA@POPETIKWY VOOOKOUELWV

— Testing on Random IEO HUS HUJI CHAMP
Classifier
Decision tree 0.636 0.618 0.626 0.720 0.640
Random forest 0.690 0.736 0.700 0.804 0.700
SVM 0.734 0.656 0.732 0.786 0.692
Adaboost 0.660 0.710 0.702 0.774 0.648
XGBoost 0.654 0.706 0.656 0.782 0.728
Voting 0.692 0.696 0.702 0.830 0.708
Comparison of hospitals' performance
Classifier
0.8 B Decision tree
B Random forest
0.7 B svM
B Adaboost
0.6 W XGBoost
B Voting

0

(%))

AUC

0

S

0

%)

0

[§8)

0

[y

random

|'I

IEO

Test set used

HUS HUII

CHAMP

Figure 4: Zuykpton entdocewv AUC ota SLA@POPETIKA VOOOKOUELQ
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0.3 Zuumepaopata

H noapouoa SumAwpatiki BepeAiwoe pia oslpd Bnudtwy Kat anodacewv yla tTnv dnpouvpyia tou
davikou — umd TG ouvlnkeg Sedopévwv — HOVTEAOU ylo TNV TPOPAEYN CUUMTWUATWY
HUETATPOUHATIKOU OTPEC OE YUVALIKEG UE TPWLIUO KapKivo Tou paotou. H mpoemnefepyacia twv
6ebopévwy mou mpotadnke 0dnyet oe KAAEC eTOOOELG, av cUVOUAOTEL e TNV KATAAANAN TEXVLKN
e€looppomnnong. H xprion Twv LELWHEVWY XAPAKTNPLOTIKWY SLEUKOAUVEL TTIOAU TNV CUYKEVTPWON
Twv dedopévwy Kat €XeL TTOAU KaAd amoteAéopata. Ot TPoPAEYPELS TWV HOVIEAWVY YEVIKEUOVTAL
vewypadka kal dev e€apTwvTal amo TOMIKA XapOoKTNPLOTIKA 1 L&loppuBuieg — mpofAnuaTa TwWV
VOOOKOUEIWV 0Tn ouMoyn twv Sedopévwy. Aev unnpée EekdBapa KaAUTEPOC TALVOUNTNC,
HETaEL 0owv Sokipaotnkav. Av €npemne va Slalé€oupe, Ba emiléyape tov SVM 1 tov random
forest w¢ pepovwHEVOUG 1) TOV voting av elyape TOV amapaitnto XpOvo Kal UTTOAOYLOTIKOUG
TOPOUC yla va. eKIOLEEVUCOUE KAl TOUG TIEVTE HEUOVWHEVOUG TaflvounTteg, adol mpoodEpeL
peyaAutepn otaBepotnta otic mpoBAEYPELS TOU.
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Chapter 1. Introduction

1.1 A brief outline of the BOUNCE project

Coping with breast cancer more and more becomes a major socio-economic challenge not least
due to its constantly increasing incidence in the developing world. There is a growing need for
novel strategies to improve understanding and capacity to predict resilience of women to the
variety of stressful experiences and practical challenges related to breast cancer. This is a
necessary step toward efficient recovery through personalized interventions. BOUNCE brings
together modelling, medical, and social sciences experts to advance current knowledge on the
dynamic nature of resilience as it relates to efficient recovery from breast cancer. It takes into
consideration clinical, cancer-related biological, lifestyle, and psychosocial parameters in order
to predict individual resilience trajectories throughout the cancer continuum and eventually
increase resilience in breast cancer survivors and help them remain in the workforce and enjoy a
better quality of life. BOUNCE delivers a unified clinical model of modifiable factors associated
with optimal disease outcomes and deploys a prospective multi-center clinical pilot at four major
oncology centers (in Italy, Finland, Israel and Portugal), where a total of 660 women will be
recruited in order to assess its clinical validity against crucial patient outcomes (illness
progression, wellbeing, and functionality). The advanced computational tools to be employed
validate indices of patients’ capacity to bounce back during the highly stressful treatment and
recovery period following diagnosis of breast cancer. The overreaching goal of BOUNCE is to
incorporate elements of a dynamic, predictive model of patient outcomes in building a decision-
support system used in routine clinical practice to provide physicians and other health
professionals with concrete, personalized recommendations regarding optimal psychosocial
support strategies [1].

Cancer is devastatingly proving to be increasing in frequency in the developing world. Breast
cancer in particular is the most frequent type of cancer found in women and is currently on the
rise. Nevertheless, thanks to the continuous advance of modern medicine and the ever-evolving
technological tools, the mortality of the disease is predictably decreasing, even with invasive type
cancer. This pleasant achievement subsequently creates an important problem; the survivors
have gone through many difficulties, possibly including surgery, chemotherapy and other cures
that are hard to just leave in the past, resulting to many possible psychosomatic marks. Even the
news of facing breast cancer, as well as waiting for the results of the diagnostic testing are enough
to create a lot of stress and anxiety. Also, the psychological state of a woman just diagnosed with
breast cancer is different from that of a woman who is coping after her surgery and they should
all be treated accordingly.

The goal of the BOUNCE project is to amplify the resilience of breast cancer patients and help
them bounce back. More specifically, the goal of the BOUNCE project is to create a decision-
support system to be used in clinical practice that provides health professionals with trustworthy,
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personalized interventions, as well as the exact timing these interventions should take place. Its
goal is not to create a standalone decision, but to assist in pointing early whether each patient
seems to have a reasonable possibility of developing psychological problems due to the stressful
situation. Afterwards, further examination will be carried out by a medical expert of the field.
The main focus is on assisting patients susceptible to mental tumbling early, so as to facilitate the
patients’ recovery and smooth reintegration in the community and into the workforce. It goes
without saying that the most important factor in the psychological state of a patient is the disease
prediction and therapeutic outcome. That is the exact reason why the resilience predictive model
will be coupled with an in-silico breast cancer predictive model of acceptable validity. In other
words, there is a double goal; the project wants to be able to influence both clinicians, by giving
them assistance in crucial treatment decisions, as well as mental health professionals to deal with
the psychological problems that simultaneously arise during the therapy. The above trajectories
are modeled using machine learning for the psychological one and mostly mechanistic modelling
(combined with some machine learning) for the medical one. The mechanistic multiscale models
to be used will help integrating already acquired knowledge of crucial mechanisms of tumor
growth to the machine learning models.

The end-product is a clinically validated trajectory prediction of the patient’s clinical relapse,
physical/psychological well-being and functionality. The study aims to pinpoint not only the
modifiable characteristics that lead to augmented/declined resilience and optimal disease
outcomes, but also the time points at which these characteristics have an important impact on
the patient and use this knowledge to provide customized and well-timed interventions. The
model is developed for breast cancer patients, but is generalizable for many chronic illnesses,
taking into account that the logic behind all the modeling and the combined trajectories does not
apply only to our specific case [2].

In the framework of the BOUNCE project, several important aspects of the resilience of women
with early breast cancer have been addressed, analyzed and modelled. Some of these analyses
are included in the following papers: [3], [4], [5], [6], [7], [8], [9], [10], [11] and [12]
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1.2 Clinical questions addressed

The part of the project | participated in involves the prediction of the possible psychological
turmoil of the breast cancer patients as soon as possible, as well as analyzing the most important
characteristics that lead to the decision of whether the patient is likely to suffer emotionally.
Therefore:

e If these characteristics are modifiable, they can be tampered with in order to try and
boost the resilience of the patients.

e If they are not modifiable, they can serve as important indexes of early discernment of
the expected psychological trajectory of the patients.

More specifically, a supervised machine learning approach was chosen, using data from the
earlier, and thus most important, months after the diagnosis. Data from months zero and three
(MO0, M3) were used towards predicting the Post Traumatic Stress Disorder (PTSD) symptoms of
the patients. More information about the exact label considered will be discussed in the next

chapter.

1.3 Organization of diploma thesis

In the second chapter of this diploma thesis, the basic clinical aspects that played a key part
during the whole thesis are discussed. First of all, the biggest health problem that plagues our
modern society is issued, cancer, discussing the factors that contribute to its existence and also
the ways of dealing with it that we have in our modern-era medical arsenal. We specifically
elaborate about breast cancer and its unique problems and solutions. Afterwards, we define Post
Traumatic Stress Disorder (PTSD), present its symptoms and the questionnaire we used to make
it the variable to predict for this thesis. Finally, we take a look at the Hospital Anxiety and
Depression Scale (HADS) questionnaire that will play an important part.

The third chapter focuses on the data-analysis aspects that are necessary for understanding the
contents of this thesis. After a brief discussion of the types of machine learning, we focus on the
one we used, supervised learning, and its metrics. Furthermore, we analyze how the classifiers
that are used in this thesis function, their advantages and disadvantages and why they were
chosen for the problem in hand.

In the fourth chapter, we explore related work to discover if and how our research has value and
offers a new point of view to previous research on the subject. We present research papers that
attempted to predict PTSD or similar psychological variables using other methods. Afterwards we
present research papers that utilized machine learning in similar problems with good results. In
the final paragraph, we discuss why using machine learning in our problem of predicting PTSD
makes sense and the important differentiation that makes it novel research in the field.
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The fifth chapter showcases the suggested methodology we followed towards solving the
problem in hand. It includes the data preprocessing steps, the development of the predictive
models and the evaluation of said models.

In the sixth chapter, we present all our findings, further analyze all the steps and the ideas behind
them. We include figures and tables to explain our experiments and use them to deduce our
results.

The seventh and final chapter is devoted in a discussion of our results, the possible impact that
they could have in the scientific community and further work that could be done, using this
thesis as a stepping stone towards reaching new heights.
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Chapter 2. Basic clinical aspects
2.1 Cancer

Cancer is a puzzling and frightening set of diseases that have afflicted multicellular living beings
for more than 200 million years, and there is evidence of cancers among ancestors of modern
humans going back well over a million years. Unlike infectious diseases, parasites, and many
environmental diseases, cancer is not primarily caused by some entity that is foreign to our
bodies. Its agents of destruction are human cells that have, as it were, slipped their reins, and
have been recruited and to some extent transformed into pathological organisms or the building
blocks of tumors [13].

Understanding how cancer fundamentally works and what causes it (or them) is a very hard
problem towards the “solution” of which a staggering amount of resources has been devoted,
with mixed results. Some forms of cancer, e.g. childhood leukemia has seen its survival rate rise
from 10% to 80%. However, there are other types for which we have made barely any progress
if at all. There is no good answer to the question of whether it is one disease or many, and there
is little point to asking the question. Cancer is a disease (or group of them) that involves abnormal
cell growth with the potential to invade other parts of the body. It is considered a genetic disease,
due to genes and more specifically their mutations playing an important role in developing
cancer. Nevertheless, it is not still clear whether mutations are effects or causes of cancer, seeing
as many external — environmental factors play decisive factor as well, by causing mutations or
disrupting cellular mechanisms.

There is no easy part about cancer; it is almost impossible both to prevent and to cure. The
complexity and diversity of cancer, occurring as it does in different organs and cell types with
associated intratumor heterogeneity, implies the need for a multitude of tests for early detection
coupled with treatments tailored to specific types of cancers. Successful cancer prevention is not
a trivial challenge. It requires considerable commitment to implementation at national level
through strategies that reach all segments of society. Solutions cannot be aimed only at
individuals, but must be supported by legislative and regulatory measures. Some exposures,
notably reduction in exposure to air pollution, require international agreements in order to be
truly effective [14].

Nevertheless, there are some widely accepted factors regarding lifestyle choices that are linked
to cancer and according general principles that minimize the risks as much as possible [15]:

e Smoking:

Cancer-causing substances in tobacco catalyze the formation of DNA adducts, subsequently
resulting in the accumulation of somatic mutations. Since tobacco was established as a
carcinogen linked to lung cancer in the 1950s, there has been a large body of evidence showing
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that tobacco use increases the risk of more than 15 types of cancer. The International Agency for
Research on Cancer (IARC) also concludes that passive smoke is carcinogenic.

e Physical activity:

Numerous epidemiological studies are conducted each year to examine whether physical activity
reduces the risk of several types of cancers. The evidence so far is strong for breast, colon, and
endometrial cancers and limited for lung, liver, and esophageal cancers. The American Cancer
Society recommends 150 — 300 minutes of moderate intensity physical activity or 75 — 150
minutes of vigorous intensity physical activity per week.

e Diet:

Diet is an important risk factor for cancer, having a role in energy balance and in other biological
mechanisms independent of body weight. However, in this case it is more difficult to associate
nutrition with cancer, most likely due to the long latency between exposure and outcome, the
complexity of dietary components and nutrients, as well as the inevitable measurement errors.
There are a lot of advice given by the World Cancer Research Fund (WCRF) in collaboration with
the American Institute for Cancer Research (AICR) such as inclusion of greater dietary fiber and
whole grain intake, following a high calcium diet and avoiding red meat. All of these are
considered as probable steps that reduce the risk of colorectal cancer.

e Alcohol consumption:

According to WCRF alcohol consumption increases the risk of at least 6 types of cancer;
esophagus, breast (which we will discuss further), colorectum, stomach, liver, and mouth,
pharynx and larynx. Reducing alcohol consumption is listed as one of the World Health
Organization (WHO) Best Buys for controlling noncommunicable diseases (NCDs).

The knowledge of the problems arising from the aforementioned behaviors is referred to as
health literacy and raising awareness is considered one of the primary ways of handling the
prevention of cancer. Added to these risk factors is the problem of air pollution; complex
components of particulate matter exhibit high carcinogenic potential through several
mechanisms. This is especially obvious in countries like China suffering from the worst air
pollution. A report from the National Cancer Center of China attributed 14.4% of lung cancer
deaths to particulate matter (PMys) air pollution. The Global Burden of Disease (GBD) study
estimated that the number of cancer deaths related to ambient particulate matter pollution
increased by more than 300% from 1990 to 2017. Obviously, this is the toughest risk factor
mentioned and dealing with it is much harder. Legislation needs to be passed concerning high
pollution industries, promoting public transport etc.

The two figures below aid the visualization of all the aforementioned risk factors:
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Figure 5: The proportion of cancer deaths that could be attributed to modifiable risk factors in
common types of cancer deaths among males and females in China, from [15]

Rank Year 1990
1 Smoking
2 Diet high in sodium
Bl Alcohol use
4 Diet low in fruits
5 Household air pollution from solid fuels
6 Ambient particulate matter pollution
7 High body-mass index
8 Drug use
9 Unsafe sex
10  Secondhand smoke
11  High fasting plasma glucose
12 Diet low in calcium
13 Diet low in milk
14  Chewing tobacco
15  Diet low in fiber
16 . Residential radon
17 OEtosilica
18  OE to asbestos
19  Low physical activity
20  OE to diesel engine exhaust
21 OE to nickel
22 OEto arsenic
23 OE to polycyclic aromatic hydrocarbons
24 OE to sulfuric acid
25  OE to formaldehyde
26 OEto benzene
27  Diet high in red meat
28  OE to chromium
29  OE to cadmium
30  OE to beryllium
31  Diet high in processed meat
32  OE to trichloroethylene

OE: Occupational exposure

Figure 6: Rank changes in cancer deaths attributable to 32 modifiable risk factors, and
percentage changes in cancer deaths attributable to these risk factors in China from 1990 to
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Rank  ,¢tributable the risk factor, % (UI)

Change in cancer death cases

159.7 (1345 to 189.5)
23.0 (7.0 t0 39.2)

87.4 (62.2 to 115.0)
308.8 (245.1 to 373.6)
487 (18.0 to 858)
263.7 (166.6 to 612.1)
158.1 (124.8 to 203.9)
205.9 (176.3 to 231.6)
148.3 (117.0 to 178.9)
112.4 (828 to 136.2)
833 (<124 to 109.8)
-321 (-42.6 to -21.3)
1413 (111.2 to 1654)
185.2 (1435 to 223.4)
129.4 (98.1 to 154.9)
328.0 (1914 to 466)
1433 (114.4 to 172.1)
24.8 (-6.8 to 64.2)
192.7 (155.7 to 224.9)
156.8 (120.1 to 1853)
1199.9 (633.2 to 2415.6)
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193.5 (157.4 to 2312)
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-2.2(-159t0 23.2)
182.1 (148.9 to 219.8)
1107.6 (558.2 to 3752.4)
161.4 (1325 to 1884)
285.4 (172.9 to 364.0)
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There are many types of cancer treatment the compatibility of which depend on the type of
cancer and its stage. The most usual types include [16]:

e surgery, which attempts to completely remove the tumor and the affected cells

e chemotherapy, which employs the use of drugs to destroy cancer cells

e radiation therapy, which uses high-energy x-ray or other particles to destroy cancer cells

e immunotherapy, which uses substances made either by the body or in a laboratory in
order to boost the immune system and help the body find and destroy the cancer cells
itself

o targeted therapy, which uses drugs to target specific genes and proteins that help cancer
cells survive and grow. This type of therapy targets either the tissue environment that
cancer cells grow in or cells related to cancer growth, like blood vessels

e hormone therapy, which removes, blocks or adds specific hormones to the body

Some people will only get one treatment but most people have a combination of them, such as
surgery with chemotherapy and/or radiation therapy [17].

2.2 Breast cancer

Breast cancer remains a worldwide public health dilemma and is currently the most common
tumor in the globe. Breast cancer is life-threatening disease in females and the leading cause of
mortality among women population. Amongst all the malignant diseases, breast cancer is
considered as one of the leading causes of death in post-menopausal women accounting for 23%
of all cancer deaths. There is a huge difference in breast cancer survival rates worldwide, with an
estimated 5-year survival of 80% in developed countries to below 40% for developing countries.
Developing countries face resource and infrastructure constraints that challenge the objective of
improving breast cancer outcomes by timely recognition, diagnosis and management [18].

To further analyze the types of breast cancer a small reference must be done to the anatomy of
the breast. Both males and females have breasts. The breast is made up of fatty tissue called
adipose tissue. The female’s breasts usually contain more glandular tissue than that of the males.
Female breasts contain 12 — 20 lobes which are further divided into smaller lobules. These lobes
and lobules are connected via milk ducts. The adipose tissue of the breast is supplied by a
network of nerves, blood vessels, lymph vessels, lymph nodes, and is also composed of fibrous
connective tissue and ligaments [18].

Breast cancer is divided into invasive and non-invasive types:

¢ Non-invasive means that the cancer has not spread further away from the lobule or ducts
where it originated from. The most common examples are ductal carcinoma in situ and
lobular carcinoma in situ (in situ = in place), which appear when atypical cells develop
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within the milk ducts or the breast lobules respectively, but have not extended to close
proximity tissue or outside.

e Invasive means that the abnormal cells from within the lobules or the milk ducts split out
into close proximity of breast tissue. Cancer cells can pass through the breast to different
parts of the body through immune system or the systemic circulation. The most common
organs to which these cells spread are brain, bones, lungs and liver. Once again, the most
common examples are infiltrating ductal carcinoma and infiltrating lobular carcinoma.

Breast cancer is the second leading cause of cancer deaths among women. The development of
breast cancer is a multi-step process involving multiple cell types, and its prevention remains
challenging in the world. Early diagnosis of breast cancer is one of the best approaches to prevent
this disease. In some developed countries, the 5-year relative survival rate of breast cancer
patients is above 80% due to early prevention. In the recent decade, great progress has been
made in the understanding of breast cancer as well as in the development of preventative
methods. The pathogenesis and tumor drug-resistant mechanisms are revealed by discovering
breast cancer stem cells, and many genes are found related to breast cancer [19].

The most important risk factors are considered to be, in decreasing importance:
1. Aging:

Breast cancer is highly related to increasing age. It is the leading cause of cancer death for women
aged 20 to 59 years [20]. It is highly suggested for women over the age of 40 or older to have a
mammography (an x-ray imaging method used to examine the breast for the early detection of
cancer and other breast diseases).

2. Family history:

About a quarter of breast cancer cases tend to be related to family history. Women whose
mother or sister had breast cancer are more likely to have breast cancer by a relative factor of
1.75 compared to other women, which increases to 2.5 to women with two or more first-degree
relatives who had it [21].

3. Reproductive factors:

Reproductive factors such as early menarche, late menopause, late age at first pregnancy and
low parity can increase the breast cancer risk. Each 1-year delay in menopause increases the risk
of breast cancer by 3%. Each 1 — year delay in menarche or each additional birth decreases the
risk of breast cancer by 5% or 10%, respectively [19].

4. Estrogen:

Both endogenous and exogenous estrogens are associated with the risk of breast cancer. The
endogenous estrogen is usually produced by the ovary in premenopausal women and
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ovariectomy can reduce the risk of breast cancer [22]. The main sources of exogenous estrogen
are the oral contraceptives and the hormone replacement therapy (HRT).

5. Lifestyle:

As mentioned in the above section, lifestyle choices are a major risk factor for every type of
cancer. Following a proper and balanced lifestyle usually fends off successfully most types of
cancer for a while. Likewise for breast cancer, excessive alcohol and too much dietary fat intake
increases the risk of breast cancer. More specifically, alcohol consumption can elevate the level
of estrogen-related hormones in the blood and trigger the estrogen receptor pathways. Although
the relationship between smoking and breast cancer risk remains controversial, mutagens from
cigarette smoke have been detected in the breast fluid from non-lactating women [19].

The only real prevention method is screening. Not primary tumors but the tumor metastasis
causes over 90% of cancer deaths [23]. However, like in most types of cancer, if breast cancer is
diagnosed as a primary tumor or at an early stage of metastasis, the breast tumor could be
removed by surgery and the chemotherapy could work effectively. Mammography as mentioned
before is also an effective screening method to obtain a good image of the state of the breasts.

The next important thing we should be discussing is the treatments that are considered the most
effective right now, always taking into account the stage of the cancer:

e Surgery:

As should be expected, surgery is one of the most important ways to deal with breast cancer.
Modified radical mastectomy has traditionally been the standard of care for early-stage invasive
breast cancers. However, breast-conserving surgery has been favored more recently. This
therapy involves removing the tumor without removing excess healthy breast tissue, with the
outcome of a breast that is more aesthetically acceptable to the patient than the outcome from
radical mastectomy [24].

e Radiation therapy:

Typically, whole-breast radiation is performed following breast-conserving surgery to treat
subclinical disease. Radiation therapy is expensive and time-consuming, and shorter therapies
can be more appealing, but five-year results appear favorable.
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e Chemotherapy:

Chemotherapy is the standard of care for women with node-positive cancer or with a tumor
larger than 1 cm. Factors such as age and comorbidities also influence the decision to use
chemotherapy. A systematic review of 12 studies demonstrated disease free and overall survival
advantages when using a taxane-containing regimen for pre-menopausal and post-menopausal
women with early-stage breast cancer [25].

e Endocrine therapy:

Endocrine therapies such as Selective Estrogen Receptor Modulators (SERMs), aromatase
inhibitors, and gonadotropin-releasing hormone antagonists, prevent estrogen production or
block estrogen, thereby preventing stimulation of an estrogen-sensitive tumor. Endocrine
therapy is not effective against cancers that are lacking hormone receptors [24]. Nevertheless,
more than 70% of breast cancers are Estrogen Receptor (ER) — positive breast cancers and
therefore the aforementioned drugs do a very effective job. SERMs are compounds that act as
either agonists or antagonists of estrogen receptors. One of the most famous SERMs is tamoxifen
(TAM), which has been used to treat breast cancer for more than 30 years [19].

e Tissue-targeted therapy:

Monoclonal antibodies like trastumuzab (Herceptin) improve disease-specific and overall survival
when added to anthracyclines and paclitaxel (Taxol) chemotherapy in women with node-positive
and high risk, node-negative breast cancers overexpressing HER2, a protein encoded by the
ERBB2 gene [24].

Overall, the fact remains that breast cancer is one of the most common types of cancer that infest
our modern era. The mortality of the disease is thankfully dropping, however the survivors need
extra care to be able to readjust into our society smoothly.
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2.3 Post-Traumatic Stress Disorder (PTSD)

Post-Traumatic Stress Disorder develops in some people who have experienced a shocking, scary,
or dangerous event. It is natural to feel afraid during and after a traumatic situation. Fear is a part
of the body’s “fight-or-flight” response, which helps us avoid or respond to potential danger [26].
The most common situation is for people to gradually recover from their trauma and get over
the initial symptoms, whichever they might be. However, there is a number of people who don’t
and continue to experience problems over longer periods of time and suffer from their trauma
for prolonged time.

There are many traumatic events that may lead to PTSD, like physical or sexual assault, abuse, an
accident or a disaster. Any harmful, mentally or physically, event and of course any life-
threatening situation, as in our case a disease, can heavily impact the victim’s psyche and cause
PTSD. Anyone can develop PTSD, at any point in time, if there is enough traumatic stimulation
and therefore it may affect their mental, physical, social and spiritual well-being.

Symptoms of PTSD usually fall into one of the following four categories:
e Intrusion:

Intrusive thoughts such as repeated, involuntary memories, distressing dreams or flashbacks of
the traumatic event. In some occasions flashbacks may become so vivid, that people feel like they
are reliving the traumatic experience all over again.

e Avoidance:

Avoiding any reminders of the traumatic event, such as people, places, objects and activities that
may seem related to it. People actively avoid remembering the event and are hesitant to talk
about it or their feelings concerning it.

e Alterations in cognition and mood:

Inability remembering important aspects of the traumatic event, negativity that leads to
distorted thoughts about the cause and the consequences of the event and also about the way
of viewing oneself or others leading to wrongful blaming and emotions such as ongoing fear,
horror, anger, guilt or shame. Also, significant fall in general mental well-being, failing to enjoy
previously pleasant activities and experience positive emotions.

e Alterations in arousal and reactivity:

Arousal and reactive symptoms may include being irritable and having angry outbursts; behaving
recklessly or in a self-destructive way, being overly watchful of one's surroundings in a suspecting
way, being easily startled, or having problems concentrating or sleeping [27].
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Many people who are exposed to a traumatic event experience similar symptoms in the days
following the event. For it to be considered as PTSD, symptoms should last for more than a month
and must cause significant distress and problems in the person’s everyday life. The symptoms
may even occur later along the line and they could persist for months or even years. PTSD is
closely related to other conditions such as depression, memory problems and other physical and
mental health problems.

Not everyone who experiences a traumatic event develops PTSD and not everyone who suffers
from PTSD needs psychiatric treatment. In fact, most people’s symptoms subside over time with
the help of the people’s natural support system (family and friends). Nevertheless, there are
some people that do need psychiatric help to escape from the psychological pit in which they
have found themselves into. Psychiatrists and other mental health professionals use various
effective (research-proven) methods to help people recover from PTSD. Both talk therapy
(psychotherapy) and medication provide effective evidence-based treatments for PTSD. One
category of psychotherapy, cognitive behavior therapies (CBT), in particular is very effective.
Cognitive processing therapy, prolonged exposure therapy and stress inoculation therapy are
only some of the types of CBT used to treat PTSD. As for medication, some antidepressants such
as SSRIs and SNRIs (selective serotonin re-uptake inhibitors and serotonin-norepinephrine re-
uptake inhibitors), are commonly used to treat the core symptoms of PTSD. They are used either
alone or in combination with psychotherapy. Other medications may be used to lower anxiety
and physical agitation, or treat the nightmares and sleep problems that trouble many people with
PTSD [27].

PTSD was considered the label we wanted to predict in this thesis, for patients that suffered from
breast cancer. Since we intended to use supervised learning, we first needed a way to assess
PTSD symptoms. Although there are several screening tools available for use in assessing PTSD
symptoms, the PTSD CheckList (PCL) is the most widely used self-report assessment instrument
of PTSD symptoms. More specifically, we used the PTSD checklist for DSM-5 (Diagnostic and
Statistical Manual of Mental Disorders, 5t edition), which is a 20-item self-report measure that
assesses the presence and severity of PTSD symptoms.

Respondents are asked to rate how bothered they have been by each of 20 items in the past
month on a 5-point Likert scale ranging from 0-4. Items are summed to provide a total severity
score (range = 0-80):

e 0O=Notatall

e 1=Alittle bit

e 2 =Moderately
e 3 =Quite a bit
e 4 =Extremely

DSM-5 symptom cluster severity scores can be obtained by summing the scores for the items
within a given cluster, i.e., cluster B (items 1-5), cluster C (items 6-7), cluster D (items 8-14), and
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cluster E (items 15-20). A provisional PTSD diagnosis can be made by treating each item rated as
2 = "Moderately" or higher as a symptom endorsed, then following the DSM-5 diagnostic rule
which requires at least: 1 B item (questions 1-5), 1 C item (questions 6-7), 2 D items (questions
8-14), 2 E items (questions 15-20). Preliminary validation work is sufficient to make initial cut-
point score suggestions, but this information may be subject to change. A total score of 33 or
higher suggests the patient may benefit from PTSD treatment and is the cutoff we used in this
thesis to determine whether a patient has PTSD symptomes.

2.4 HADS — Hospital Anxiety and Depression Scale

Another important questionnaire used in this thesis is HADS. There is a need to assess the
contribution of mood disorder, especially anxiety and depression, in order to understand the
experience of suffering in the setting of medical practice [28]. HADS is a self-assessment scale
that has been developed and found to be a reliable instrument for detecting states of depression
and anxiety in the setting of a hospital or a medical clinic.

Depression level is assessed according to the questions: "Do you take as much interest in things
as you used to? Do you laugh as readily? Do you feel cheerful? Do you feel optimistic about the
future?". Anxiety level is assessed by the questions: "Do you feel tense and wound up? Do you
worry a lot? Do you have panic attacks? Do you feel something awful is about to happen?". The
guestionnaire responses are analysed in the light of the results of this estimation of the severity
of both anxiety and of depression. This enabled a reduction of the number of items in the
guestionnaire to just seven reflecting anxiety and seven reflecting depression (of the seven
depression items five reflected aspects of reduction in pleasure response) within the BOUNCE
project. Each item is answered by the patient on a four-point (0-3) response category so the
possible scores ranged from 0 to 21 for anxiety and 0 to 21 for depression. A score of 0 to 7 for
either subscale could be regarded as being in the normal range, a score of 11 or higher indicating
probable presence ('caseness') of the mood disorder and a score of 8 to 10 being just suggestive
of the presence of the respective state. Further work done within the BOUNCE project indicated
that the two subscales, anxiety and depression, were independent measures. Our expectation is
that the results of these scales, which will be used as features in our models, will prove very
important in the final prediction.
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Chapter 3. Data-analysis aspects
3.1 Introduction

Machine learning is a subset of artificial intelligence (Al) that focuses on the development of
algorithms and statistical models that enable computer systems to improve their performance
on a specific task through learning from data, without being explicitly programmed. In other
words, machine learning allows computers to automatically learn and make predictions or
decisions based on patterns and information which is inherently found in the data. The main idea
is that for more complex problems, it is easier for us to create a model that learns how to solve
them based on existing data, than creating a model with specific instructions-steps to solve them.
Therefore, machine learning algorithms are the easy choice when the development of a specific
algorithm that solves the problem is very hard or impossible, but are catching on to simpler
everyday problems as well due to their efficiency. Machine learning has a wide range of
applications, including natural language processing, computer vision, recommendation systems,
autonomous vehicles, and more. It has become an essential tool in various industries for solving
complex problems and making data-driven decisions.

3.2 Machine learning categories

Just like people can learn in many ways, the same principle applies to computers. The developed
algorithms allow the successful handling of many different problems in many different fields.

3.2.1 Supervised learning

Supervised learning is a fundamental and widely used approach in machine learning, and it has
numerous real-world applications where making predictions or classifications based on available
data is crucial. The model is trained on labeled data, with a clear input-output relationship. The
principle is simple; the model is fed data that is already correctly classified and tries to adjust its
internal hyperparameters to find the best possible mapping from inputs to outputs. The
mathematical goal is to minimize the difference between the labels and the predicted outputs,
in order to better classify unseen similar data in the future. The model takes the input data and
produces an output based on the learned relationship.

There are two types of supervised learning:
» Classification:

In these tasks, the goal is to categorize input data into predefined classes or categories. For
example, classifying emails as spam or not spam, or recognizing digits in handwritten digits
recognition.
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» Regression:

In these tasks, the goal is to predict a continuous numeric value. For example, we might want
to predict house prices based on features like square footage, number of bedrooms or maybe
today’s temperature based on features like the month, the day’s prevailing winds.

To assess the performance of a supervised learning model, it is typically evaluated on a separate
dataset (the test set) that was not used during training. Common evaluation metrics for
classification tasks include:

= Accuracy:

Number of correct predictions

Accuracy =
y Total number of predictions

It works well only if there are equal number of samples belonging to each class, otherwise it is
easy to be misleaded.

= Precision:

This metric attempts to answer the question “what proportion of positive identifications was
actually correct”.

TP

p . . -
recision TP + FP

where:

TP = True Positives, meaning the samples that where correctly identified as belonging to the
positive class

NP = Negative Positives, meaning the samples that were incorrectly identified as belonging to the
positive class

and similarly

TN = True Negatives, meaning the samples that where correctly identified as belonging to the
negative class

FN = False Negatives, meaning the samples that were incorrectly identified as belonging to the
negative class
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= Recall:

This metric attempts to answer the question “what proportion of actual positives was identified
correctly”.

TP

Recall = TP-l-—FIV

We can observe that, by definition, recall seems like a fitting metric for medical problems such
as ours, since maximizing it would mean that we succeeded in finding as many positive cases (e.g.
PTSD victims) as possible. However, this is not actually true, because we could achieve a perfect
recall of 1.0 even if we predicted all the cases as positive. Nevertheless, it is fairly obvious that
such a model would be useless. That is why recall and precision are naive metrics and should be
considered together to be able to make a decision. In practice, they are rarely used as standalone
metrics.

= Fg-score:

precision * recall

Fs=(1 2
p=+p) (B? * precision) + recall

A factor indicating how much more important recall is than precision. For example, if we consider
recall to be twice as important as precision, we can set 8 = 2. The standard F-score is equivalent
to setting 8 =1 and is the harmonic mean between precision and recall. F-score is a very common
and useful metric for many problems. In medical fields, it might be smarter to use the F2 score,
to give more importance towards the recall as explained above.

= Area Under Curve (AUC):

A Receiver Operating Characteristic Curve (ROC) is a graph showing the performance of a
classification model at all classification thresholds. This curve plots two parameters:

o True Positive Rate (TPR), synonym of recall:

TPR = —/———
TP+ FN

o False Positive Rate (FPR):

FPR = ————
FP +TN
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TP Rate

An ROC plots TPR vs FPR at different classification thresholds. Lowering the classification
threshold classifies more items as positive, thus increasing both FP and TP.

Figure 7: Example of ROC curve and AUC
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AUC measures the entire two-dimensional area underneath the entire ROC curve. It provides an
aggregate measure of performance across all possible classification thresholds. One way of
interpreting AUC is as the probability that the model ranks a random positive example more
highly than a random negative example. AUC ranges in value from 0 to 1. A model whose
predictions are 100% wrong has an AUC of 0.0, whereas one whose predictions are 100% correct
has an AUC of 1.0.

AUC is a good metric because it is scale-invariant, which means it measures how well predictions
are ranked, rather than their absolute values. Furthermore, it is classification-threshold-invariant,
which means it measures the quality of the model’s predictions irrespective of what classification
threshold is chosen [29]. The intuition behind ROC AUC is that it measures how well a binary
classifier can distinguish or separate between the positive and negative classes. It reflects the
probability that the model will correctly rank a randomly chosen positive instance higher than a
random negative one.

In regression problems, the most commonly used metrics are:

=  Mean Absolute Error (MAE):

N
1
Mean Absolute Error = NZ lyi — ¥l

J=1

where:
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N = number of samples
y = ground truth
¥ = prediction

It gives us the measure of how far the predictions were from the actual output. However, they
don’t give us any idea of the direction of the error i.e., whether we are under predicting the data
or over predicting the data.

=  Mean Squared Error (MSE):

1w o
Mean Squared Error = Nz(yj -9,
j=1

It is quite similar to MAE, the only difference being that MSE takes the average of the square of
the difference between the original values and the predicted values. The advantage of MSE being
that it is easier to compute the gradient. Also, as we take the square of the error, the effects of
larger errors become more pronounced than smaller errors, hence the model can now focus
more on the larger errors.

3.2.2 Unsupervised learning

Unsupervised machine learning is a type of machine learning where the algorithm is trained on
unlabeled data, meaning the data does not have predefined categories or target labels. In
contrast to supervised learning, where the algorithm learns to make predictions based on labeled
examples, unsupervised learning seeks to find patterns, relationships, or structures within the
data without explicit guidance. The primary goal of unsupervised learning is to discover the
underlying structure or distribution in the data. Its ability to discover similarities and differences
in information make it the ideal solution for exploratory data analysis, cross-selling strategies,
customer segmentation, and image recognition. This can involve tasks such as:

e Clustering:

Clustering is a data mining technique which groups unlabeled data based on their similarities or
differences. The algorithm does this without prior knowledge of what the clusters should
represent. K-means clustering and hierarchical clustering are common examples of unsupervised
clustering techniques.
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¢ Dimensionality reduction:

Dimensionality reduction techniques aim to reduce the number of features (dimensions) in the
data while preserving its important characteristics. Principal Component Analysis (PCA) and t-
SNE (t-Distributed Stochastic Neighbor Embedding) are examples of unsupervised dimensionality
reduction methods.

e Density estimation:

Density estimation methods attempt to model the underlying probability distribution of the data.
Gaussian Mixture Models (GMMs) and kernel density estimation are examples of techniques
used for density estimation.

Unsupervised learning has various real-world applications, such as customer segmentation in
marketing, anomaly detection in cybersecurity, topic modeling in natural language processing,
and image compression in computer vision. It's especially useful when you want to explore and
understand the inherent structure or patterns within your data, even when you don't have
labeled examples to train a supervised model.

3.2.3 Reinforcement learning

Reinforcement Learning (RL) is a type of machine learning technique that enables an agent to
learn in an interactive environment by trial and error using feedback from its own actions and
experiences. It is similar to supervised learning in the sense that it also uses mapping between
input and output, but unlike supervised learning, where the feedback provided is the correct
label for the task, reinforcement learning uses rewards and punishments as signals for positive
and negative behavior. It differs mainly in respect to goals. While the goal in supervised learning
is to find similarities and differences between data points, in the case of reinforcement learning
the goal is to find a suitable action model that would maximize the total cumulative reward of
the agent. The figure below illustrates the action-reward feedback loop of a generic RL model:
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Here are some key components and concepts of reinforcement learning:
= Agent:

The learning algorithm or system that makes decisions and interacts with the environment.
= Environment:

The external system or context in which the agent operates. The environment responds to the
actions taken by the agent and provides feedback in the form of rewards and state changes.

= State:

A representation of the current situation or configuration of the environment that the agent can
observe. States can be discrete or continuous, depending on the problem.

= Action:

The move or decision that the agent makes at each time step. Actions can also be discrete or
continuous.

= Policy:

The strategy or mapping from states to actions that the agent uses to make decisions. The policy
defines the agent's behavior.

=  Reward:

A scalar value that the agent receives from the environment after taking an action in a particular
state. The goal of the agent is to maximize the cumulative reward over time.

= Value function:
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The expected cumulative reward an agent can achieve starting from a specific state and following
a given policy. It quantifies the goodness of being in a particular state.

= Q-function:

Similar to the value function, but it considers both a specific state and a specific action. The Q-
function measures the expected cumulative reward of taking a specific action in a specific state
and then following a policy.

Reinforcement learning algorithms typically involve the agent taking actions, receiving rewards,
and updating its policy or strategy to improve its decision-making over time. The agent aims to
learn an optimal policy or set of actions that maximize the expected cumulative reward. RL has
found applications in a wide range of fields, including robotics, autonomous systems, game
playing (e.g., AlphaGo), recommendation systems, and natural language processing. It's
particularly useful in situations where the optimal decision-making strategy is not known in
advance, and the agent must learn through interaction with its environment.

3.3 Classifiers

3.3.1 Decision tree

A decision tree is a non-parametric supervised learning algorithm, which is utilized for both
classification and regression tasks. It has a hierarchical, tree structure, which consists of a root
node, branches, internal nodes and leaf nodes. It is a supervised machine learning algorithm that
is primarily used in data mining and data analysis. Decision trees are constructed by recursively
partitioning the dataset into subsets based on the values of input features, ultimately leading to
a decision or prediction.

It is very natural and intuitive to classify a pattern through a sequence of questions, in which the
next question asked depends on the answer to the current question. Such a sequence of
guestions is displayed in a directed decision tree or simply tree, where by convention the first or
root node is displayed at the top, connected by successive (directional) links or branches to other
nodes. These are similarly connected until we reach terminal or leaf nodes, which have no further
links. The classification of a particular pattern begins at the root node, which asks for the value
of a particular property of the pattern. The different links from the root node correspond to the
different possible values. Based on the answer we follow the appropriate link to a subsequent or
descendent node. It is most common that the links are mutually distinct and exhaustive, i.e., one
and only one link will be followed. The next step is to make the decision at the appropriate
subsequent node, which can be considered the root of a sub-tree. We continue this way until we
reach a leaf node, which has no further question. Each leaf node bears a category label and the
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test pattern is assigned the category of the leaf node reached [31]. Below we can observe an
example decision tree:

level ()

level 1

small i edi small

Grape Apple @ level 2

sweet sour

Watermelon Apple

Grapefruit Lemon Cherry  Grape level 3

It would be ideal if all the samples in each subset had the same category label. In that case, we
would say that each subset was pure, and could terminate that portion of the tree. Usually,
however, there is a mixture of labels in each subset, and thus for each branch we will have to
decide either to stop splitting and accept an imperfect decision, or instead select another
property and grow the tree further. Some well-known decision tree algorithms include Iterative
Dichotomiser 3 (ID3), a classic algorithm that uses entropy and information gain for splitting
decisions, C4.5 (an extension of ID3 that can handle both categorical and continuous data) and
CART, A versatile decision tree algorithm that can be used for both classification and regression
tasks.

Classification And Regression Trees (CART) is a general framework that can be instantiated in
various ways to produce different decision trees. First of all, concerning the number of splits per
node, we can use any number, but because of the universal expressive power of binary trees and
the comparative simplicity in training, we choose two splits per node. The fundamental principle
underlying tree creation is that of simplicity: we prefer decisions that lead to a simple, compact
tree with few nodes. To this end, we seek a property test T at each node N that makes the data
reaching the immediate descendent nodes as “pure” as possible. In formalizing this notion, it
turns out to be more convenient to define the impurity, rather than the purity of a node. Several
different mathematical measures of impurity have been proposed, all of which have basically the
same behavior. Let i(N) denote the impurity of a node N. In all cases, we want i(N) to be 0 if all of
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the patterns that reach the node bear the same category label, and to be large if the categories
are equally represented. The most popular measures are:

e Entropy impurity:

i(N) =— z P(a)j) * log, P(wj)

J

where P(wj) is the fraction of patterns at node N that are in category wj

By the well-known properties of entropy, if all the patterns are of the same category, the impurity
is 0; otherwise it is positive, with the greatest value occuring when the different classes are
equally likely.

e Gini impurity:
i(N) = 1— sz(wj)
J

This is just the expected error rate at node N if the category label is selected randomly from the
class distribution present at N. This criterion is more strongly peaked at equal probabilities than
is the entropy impurity.

In CART also arises the problem of deciding when to stop splitting during the training of a binary
tree. If we continue to grow the tree fully until each leaf node corresponds to the lowest impurity,
then the data has typically been overfit. Conversely, if splitting is stopped too early, then the
error on the training data is not sufficiently low and hence performance may suffer. A common
method is to set a (small) threshold value in the reduction in impurity; splitting is stopped if the
best candidate split at a node reduces the impurity by less than that pre-set amount. We can also
stop splitting when a node represents fewer samples than a small percentage of the data, e.g.
5%.

Decision trees have advantages such as simplicity and interpretability, but they can be prone to
overfitting, especially when they grow too deep. To mitigate this issue, pruning techniques and
ensemble methods are often used in conjunction with decision trees to improve their predictive
performance.
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3.3.2 Random forest

Random forest, first suggested by Leo Breiman [32] is an ensemble learning technique used in
machine learning for both classification and regression tasks. It is a powerful and versatile
algorithm that improves the performance and robustness of decision trees. Instead of relying on
a single decision tree, a Random Forest combines the predictions of multiple decision trees to
make more accurate and stable predictions, following the ideas of bagging:

1. We start by creating multiple random subsets of the original dataset, called
“bootstrapped” datasets. In this not all samples are included and some samples can be
included more than once.

2. For each bootstrapped dataset, we construct a decision tree, without pruning it, which
means we allow it to overfit. The key difference in creating this decision tree is that we
consider only a random subset of features at each node. This introduces an element of
randomness and decorrelates the trees, making them more diverse.

3. After constructing all the decision trees, each tree makes a prediction on the test data. In
the case of classification, each tree "votes" for a class, and in regression, each tree
provides a numeric prediction. The final prediction is typically determined by majority
voting (for classification) or averaging (for regression) across all the trees.

Random forests have a unique way of identifying how well they were trained. Every time we
create a bootstrapped dataset, we inevitably leave some samples out of this dataset. These are
called the out-of-bag samples. We can use these samples to check the robustness and accuracy
of the random forest we trained. For a single sample, we aggregate the decisions of every tree
for which it is considered an out-of-bag sample and see if we made a correct prediction or not.
Doing this for every out-of-bag sample, we compute the out-of-bag accuracy of our random
forest.

The main advantages of random forests are:
e Improved accuracy:

Random Forests generally provide better predictive accuracy than individual decision trees,
especially when the dataset is noisy or complex.

e Reduced Overfitting:

By averaging predictions from multiple trees and introducing randomness in feature selection,
Random Forests are less prone to overfitting compared to single decision trees.

e Robustness:
They are robust to outliers and can handle missing values without a lot of data preprocessing.

¢ Variable Importance:
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Random Forests can measure the importance of each feature in the classification or regression
task, which can be useful for feature selection.

o Parallelization:

Training and prediction in Random Forests can be easily parallelized, making them suitable for
large datasets and distributed computing environments.

Random Forests are widely used in various applications, including image classification, natural
language processing, finance, and bioinformatics. They are considered one of the most effective
and versatile machine learning algorithms available and are often a first choice for many real-
world predictive modeling tasks.

3.3.3 Adaboost

The idea of boosting is that instead of creating all the classifiers that we mean to aggregate at
the same time, like in bagging, we create them serially. We create the first classifier, e.g. a small
(not overfit) decision tree as best as we can and then we use the deviation between its output
and the desired results to create the best “additional” classifier. That means that the second
classifier’s main focus is to deliver better results on the samples that the first classifier failed to,
the third one’s on the samples that the first two classifiers failed and so on.

Adaboost, short for adaptive boosting, is another ensemble learning technique used in machine
learning for classification and regression tasks first introduced in [33]. The main steps of adaboost
are:

1. Initialization:

Initially, each data sample in the training set is assigned an equal weight. These weights represent
the importance of each sample.

2. Weak learner training:

We start by training a weak learner (e.g., a decision tree with limited depth) on the training data.
The weak learner is trained to minimize the classification error, but it doesn't have to be highly
accurate on its own.

3. Weighted error:

After training the weak learner, AdaBoost calculates the weighted error rate of the model. This
error rate is based on how well the model performs on the training data, with more weight given
to data points that were misclassified. At the first iteration, as mentioned during the initialization,
all samples are considered equally important.
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4. Update weights:

AdaBoost adjusts the weights of the data points to focus more on the misclassified data points.
Data points that were misclassified by the weak learner are assigned higher weights, while
correctly classified data points are assigned lower weights.

5. Repeat:

Steps 2 to 4 are repeated for a predetermined number of iterations or until a certain level of
accuracy is achieved. In each iteration, a new weak learner is trained on the data with updated
weights.

6. Combine Weak Learners:

AdaBoost combines the predictions of all the weak learners by assigning a weight to each learner
based on its accuracy. More accurate learners are given higher weights, and less accurate
learners are given lower weights.

7. Final prediction:

To make predictions on new data, AdaBoost combines the weighted predictions of all the weak
learners. In classification tasks, it uses a weighted majority vote, and in regression tasks, it uses a
weighted average.

Adaboost as a classifier has several advantages including:
e Improved accuracy:

It usually achieves higher accuracy compared to using an individual decision tree.
e Automatic feature selection:

AdaBoost can implicitly select important features by assigning higher weights to them.
e Simplicity:

Creating these weak learners doesn’t require a lot of resources but can still achieve a very strong
performance.

e Avoids overfitting:

Adaboost is less prone to overfitting compared to training a simpler model, such as a decision
tree.
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3.3.4 Extreme gradient boosting

Extreme Gradient Boosting (XGB) is, as indicated by the name, another boosting algorithm that
is known for its speed and performance in both classification and regression tasks. It was
designed in order to enhance the performance of the classic boosting algorithm and is also
leverages decision trees as weak learners.

The idea of the classic gradient boosting algorithm is similar to adaboost, albeit a little different.
Gradient boosting creates a tree that makes a simple prediction at first and then tries to create
another one that optimally predicts the pseudo-residuals, which are the deviations of the
predictions from the correct values (either we are talking about regression or classification). Let’s
take a better look at the exact steps it takes:

1. Initialization:

Gradient boosting starts with an initial prediction, often a simple one, which can be a constant
value (e.g., the mean of the target variable for regression tasks) or a default class label (e.g., the
majority class for classification tasks).

2. Building weak learners:

A weak learner, such as a decision tree with limited depth (also known as a "stump"), is trained
on the dataset to predict the residuals or errors of the initial prediction. In other words, the weak
learner focuses on what the current model gets wrong.

3. Weighted addition of models:

The predictions from the weak learner are scaled by a small learning rate (also known as a
"shrinkage" factor) and added to the current model. This addition updates the current model to
make it better at capturing the data's patterns.

4. Update residuals:

The residuals (the differences between the actual target values and the current model's
predictions) are updated based on the new predictions. The next weak learner is then trained on
these updated residuals.

5. Repeat:

Steps 2 to 4 are repeated for a predefined number of iterations (boosting rounds) or until a
stopping criterion is met. In each iteration, a new weak learner is trained to improve the model's
predictions.

6. Final prediction:

The final prediction is made by aggregating the predictions of all the weak learners.
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XGBoost is an advanced and highly optimized implementation of gradient boosting. While
XGBoost shares the fundamental concept of gradient boosting it incorporates several key
differences and optimizations:

e Regularization techniques:

XGBoost includes L1 (Lasso) and L2 (Ridge) regularization terms in its objective function. This
helps prevent overfitting by penalizing complex models.

e Parallelization and speed:

XGBoost is designed for efficiency and speed. It utilizes techniques like parallelization during tree
construction, which makes it significantly faster than classic gradient boosting, especially for large
datasets.

e Handling missing values:

XGBoost has built-in capabilities to handle missing values in the dataset. It uses a technique called
"Sparsity Aware Split Finding" to efficiently handle missing data, which can be a challenging
aspect in traditional gradient boosting.

¢ Integration with GPU:

XGBoost can be easily integrated with GPUs, taking advantage of their parallel processing
capabilities to further speed up training.

In summary, XGBoost builds upon the principles of classic gradient boosting but introduces
several optimizations and features that make it faster, more accurate, and easier to use for a
wide range of machine learning tasks. Its combination of regularization techniques,
parallelization, and customizable features has made it a popular choice in many real-world
applications.

3.3.5 Support Vector Machines

Support Vector Machines (SVMs) is a powerful machine learning algorithm used for classification
and regression tasks. They are particularly well-suited for binary classification problems, but can
also be extended to handle multi-class classification. SVMs aim to find the optimal hyperplane
that best separates data points belonging to different classes while maximizing the margin
between these classes.

Here are the key concepts and components of Support Vector Machines:
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e Hyperplane:

Hyperplane is a decision boundary that separates data points into two classes. For a two-
dimensional dataset, a hyperplane is a straight line, but in higher dimensions, it becomes a
hyperplane.

e Margin:

Margin is the distance between the hyperplane and the nearest data points from each class.
SVMs’ goal is to maximize the margin because a larger margin implies a better generalization to
unseen data and a lower risk of overfitting.

e Support vectors:

They are the closest data points to the deciding hyperplane and as such the most critical in
defining the margin. These points influence the position and orientation of the hyperplane.

e Kernel:

SVMs can use a kernel function to map data points into higher-dimensional space, where they
might (with the proper kernel function) become linearly separable, even if they were not in the
original feature space. Common kernel functions include linear, polynomial, radial basis function
(RBF) and sigmoid kernels.

e C Parameter (Regularization):

The C parameter in SVM is a regularization parameter that controls the trade-off between
maximizing the margin and minimizing classification errors. A smaller C emphasizes a larger
margin (potentially more errors), while a larger C allows for fewer errors (potentially a smaller
margin). The choice of C influences the model's bias-variance trade-off.

SVMs come with many advantages:

= Effective in high-dimensional spaces

= Versatile due to different kernel functions for handling non-linear data

= Good generalization performance when the margin is well-defined

= Robust to overfitting, especially when using a soft-margin approach (C-parameter)

And also with some disadvantages:

= Computationally expensive for large datasets with a lot of features
= Sensitivity to the choice of hyperparameters, especially the kernel and C parameter
= Don’tinherently provide probability estimates

SVMs have been widely used in various applications, including image classification, text
classification, bioinformatics, and more. Their ability to find optimal hyperplanes in complex
feature spaces makes them a valuable tool in machine learning.
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Chapter 4. Related work

4.1 Predicting psychological consequences of breast cancer

Simunovi¢ and Ljubotina in [34] used sociodemographic, medical, religious and self-perception
psychological data to try and discern patterns that relate to PTSD symptoms in Croatian patients
who had been treated following breast cancer diagnosis and were in remission at the time of the
study. They identified PTSD symptoms on a patient using the PCL-C (civilian version), because the
most recent PCL-5 does not have an official cutoff. The criteria they set for a patient to be
identified as suffering from PTSD were:

e PCL-C score above the official cutoff of 50 as recommended in validation studies of PCL-C
scale on samples of cancer patients [35]

e Cluster’s criterion; at least one symptom of cluster B, at least three symptoms of cluster
C and at least two symptoms of cluster D

They also used a customized questionnaire to determine the stress scale of the patients.

In order to predict PTSD symptom severity, they calculated bivariate correlation between all the
features and the PCL-C total scores to select the most optimal potential predictors. Categorical
variables where one-hot coded to be integrated in the above procedure. In the end, hierarchical
regression analysis was performed using the selected variables to predict PTSD symptom
severity.

Gibbons et al in [36] used sociodemographic, medical data, as well as self-assessment
guestionnaires towards predicting anxiety, depression and overall cancer-related distress. The
data was gathered using a national breast cancer screening service in a large university affiliated
hospital serving a large geographical area in Ireland. They used the HADS scale to measure anxiety
and depression and a questionnaire adapted from previous research to measure cancer-related
distress. They used Pearson Product Moment correlations (statistical method) to examine the
relationships between the predictors and outcome variables, as well as to identify medical and
demographic factors to control for in the regressions. They also conducted hierarchical multiple
regressions to examine the influence of iliness perceptions and coping on cancer-related distress,
anxiety and depression in women with breast cancer. In conclusion, this study did not used
medical variables to predict the three labels discussed. It used illness perception to try and
predict them, because individuals do not always have adequate knowledge of the medical indices
of their disease, and hence these variables would not then necessarily predict psychological
adjustment.
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Tsaras et al in [37] also used sociodemographic and medical data, in order to predict anxiety and
depression in breast cancer patients, in an oncology public hospital of Greece. They also used the
Patient Health Questionnaire-2 (PHQ-2) and the Generalized Anxiety Disorder-2 (GAD-2)
guestionnaire as brief screening instruments for depression and anxiety. The first goal was to
identify the correlation between the variables and the outcomes (depression and anxiety) by
using univariate logistic regression. Afterwards, the selected variables were included in a
multivariate logistic regression model in order to further identify the best predictors of
depression and anxiety risk.

Perez-Tejada et al in [38] focused their research in using monoamine levels to predict anxiety and
depression in female breast cancer survivors recruited from the Onkologikoa Fundazioa Hospital
in Spain. More specifically, they used high-performance liquid chromatography (HPLC) to analyze
the patients’ blood and determine the levels of dopamine (DA), noradrenaline (NA), serotonin (5-
HT) and kynurenine (KYN). Consequently, they used regression analysis to study the correlation
between the predictors and anxiety/depression which were measured using the HADS.

Lam et al in [39] attempted to predict satisfaction levels amongst Chinese women suffering from
advanced breast cancer, while awaiting or receiving chemotherapy. The labels considering at
baseline were:

e health system and information unmet (HSI) needs
e psychological distress

e physical symptom distress

e patient satisfaction

Patient satisfaction was measured again at 1.5-, 3-, 6- and 12-months post-baseline. They used
latent growth curve (LGC) analysis for assessing the change of patient satisfaction over the 12
months’ follow-up. Several variables, including health system and information needs and physical
symptom distress consistently predict subsequent psychosocial distress. Consequently, they
used hierarchical multiple regression analysis to examine if baseline health system information
needs, physical symptom distress, anxiety and depression also predicted patient satisfaction one-
year post-baseline.
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4.2 Machine learning in similar problems

Kalafi et al in [40] used machine learning and deep learning to predict Malaysian breast cancer
survivors. The features consisted of demographic and clinical characteristics on which data
preprocessing steps were used; samples with missing values were dropped, the most frequent
label (0 = alive) was downsampled to match the least frequent and a random forest model was
fit to determine which features are the most important towards predicting patient survivability.
The models used to predict survivability included decision tree, random forest, SVM, and Multi-
Layer Perceptron (MLP). The best results came from MLP, random forest, decision tree and SVM
in that order.

Ge et al in [41] experimented towards predicting the psychological state of Chinese
undergraduate students during the COVID-19 pandemic using machine learning. The data
included sociodemographic information and a mental health questionnaire (College Students
Mental Health Screening Scale). The General Anxiety Disorder-7 was used as an anxiety measure
and the Insomnia Severity Index-7 as an insomnia measure. An important note is that the data
was gathered at the time of enrollment, but was used for predictions during the COVID outbreak
— at a later date, making this a longitudinal study. XGBoost was used to predict probable anxiety
and insomnia, with the metrics being used included the area under the receiver-operation curve
(AUC), sensitivity (recall), specificity and accuracy. XGBoost coefficient were also used to assess
positive or negative relation between predictors and labels.

According to Montazeri et al in [42] machine learning has commonly been used to try and predict
schizophrenia and bipolar disorders. The most used algorithms in these studies are SVM, random
forest (RF), gradient boosting (GB), logistic regression and decision trees in that order. RFs
algorithms demonstrated significantly higher accuracy and sensitivity than SVM and GB. GB
demonstrated significantly higher specificity than SVM and RF.
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4.3 Combining above ideas

Reviewing the aforementioned work, we can come to the conclusion that relatively to our
problem in hand, we only found one research in [34] trying to predict PTSD symptoms of female
breast cancer patients. Similar searches considering anxiety, depression and satisfaction levels
among breast cancer patients instead, have tried to focus mainly on identifying the most
correlated predictor variables. Wherever predictions were made, they were usually made using
relatively simple regression models after previously choosing the best predictors. There is no
research that is dedicated solely on predicting the PTSD symptoms of breast cancer patients, as
we intend to do. Just like in [39], we will also use anxiety and depression measured using
guestionnaires as part of our predictors and we also expect them to be among the most
important ones, being very closely associated to the PTSD symptoms we attempt to predict.

Also, a very important part of the novelty of this thesis comes from the heterogeneity of the data.
Our data were collected in four different oncology centers — pilots: IEO (Milan, Italy), HUS
(Helsinki, Finland), HUJI (Jerusalem, Israel) and Champalimaud (Lisbon, Portugal). No other study
included data from multiple geographical locations so far from each other. We will also try to
discern how well our predictions can generalize to unseen data from other regions by using the
“leave-one-out” method; we will train our models on the data from 3 out of 4 oncology centers
and then use them to predict the data from the 4% one (repeating the process for all the centers
as test sets). Furthermore, our data includes sociodemographic, medical, psychosocial and
lifestyle variables to be used as predictors, which cover every possible aspect, compared to
previous analyses that focused only on sociodemographic and medical ones.

Finally, concerning our models, we intend to try out decision tree, random forest, adaboost,
xgboost and SVM. As shown above, most of the related work that has gone into predicting similar
psychological labels, has tested out successfully decision trees, random forest, SVM and gradient
boosting. We also include adaboost in our line-up of models which similarly to gradient boosting
is derived from the logic of boosting trees and could prove to be a valuable tool. More about how
each of these algorithms works have already been mentioned in paragraph 3.3.
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Chapter 5. Methodology

5.1 Introduction

The methodology we use for this thesis is pretty straightforward. The goal is to use the data
gathered by the BOUNCE associates across the many months that the patients were tracked in
order to predict whether the patients are susceptible to PTSD symptoms and to do so as soon as
possible. Towards this goal, we use the data gathered during the months MO and M3, where MO
is considered the baseline; the month when the diagnosis of the breast cancer happened and
possible surgery to try and deal with it. The label considered is PTSD symptoms at M6. To do so,
we first preprocess the data to get them in uniform and in proper state to be fed to the models
that we are going to use. Afterwards, we use the machine learning algorithms we selected as the
most appropriate for our problem on our preprocessed data. Finally, we evaluated the models’
results comparing them and selecting the best one.

5.2 Data preprocessing

The most important part of every machine learning solution is the data. Most of the work towards
a successful result is usually done before feeding the data in any model. The preprocessing steps
we follow are:

©

Eliminating some features that the medical experts hinted (optional step)

Eliminating samples with no label

Eliminating features with too many missing values across samples

Eliminating samples with too many missing features

Eliminating near-zero variance features

Eliminating highly-correlated features

Splitting the dataset into train/test

Imputing the missing values of our two datasets

Using feature reduction methods to lower the dimensionality of our high-dimensional

data

9. One-hot encoding the categorical features to be able to use them in the models that
cannot handle them otherwise

10. Normalizing the features when needed (depends on the model)

11. Balance the training data

© Nk WwWwNR
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5.3 Machine learning models

After cleaning up and preprocessing the data we are ready to feed them to our machine learning
models. The models we decided to try out and compare are:

e Decision tree:

Decision trees are a great baseline model. They tend to overfit, but there are many ways of
pruning them or early stopping to deal with their high variance problem, resulting in a model
with pretty good performance. It also works with all types of data, so things like one-hot encoding
are not necessary. They are pretty fast, but also easy to interpret.

e Random forest:

Random forest is the obvious next step and the result of using the bagging method on decision
trees. Instead of a big, somewhat overfit decision tree, we create many smaller ones, taking into
account a subset of features each time, which generally leads to better generalization to
unknown data which is always the most important thing when training models.

e Adaboost:

Adaboost is an algorithm based on an idea to improve random forest. It also uses many weak
learners, like small decision trees (stumps), but creates subsequent ones based on the errors of
previous ones.

e XGBoost:

XGBoost is another algorithm focused on improving the ideas of random forest. It also constructs
many weak learners, like stumps, with the idea that every subsequent one aims to reduce the
errors that the previous ones failed to.

e Support vector machines:

Support vector machines are considered because it is a well-researched and straightforward
machine learning algorithm. It is also effective in high dimensional spaces; that means it is still
effective in cases where the number of dimensions is greater than the number of samples, as
happens in our case.

e Voting classifier:

We also try using a voting classifier: having an odd number of classifiers we use is an ideal
circumstance to check the performance of a hard voting classifier that can possibly enhance our
results.

66



More advantages of these machine learning algorithms were discussed in section 3.3, in which
we analyzed more in-depth the way they work, as well as their advantages and disadvantages.

The model training involves running a grid-search on the important hyperparameters of each
model, while performing a repeated cross-validation on the training data, to decide on the
optimal hyperparameters of the model (algorithm) for our problem.

5.4 Results evaluation

After doing all the experiments using the aforementioned models, we have to deduce our results.
First, we compare our models’ performance on the test set using our selected metric, f2 score,
to choose the best overall model. We try to explain the results and also employ the assistance of
explainable Al towards that goal. In the end, we decide on the optimal hyperparameters,
preprocessing procedure and best models.
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Chapter 6. Experimental procedure and Results

The experimental analysis was conducted using the programming language R and all the code
used to create the following results can be found on my GitHub repository. During the
explanation, after explaining the variables, we will be referring to them the way they are in the
code, in order to be easy to associate the explanation to the corresponding part.

6.1 Data provision

The aim of the BOUNCE project is to take into consideration heterogeneous multi-scale data
gathered at four oncology centers — pilots: IEO (Milan, Italy), HUS (Helsinki, Finland), HUJI
(Jerusalem, Israel) and Champalimaud (Lisbon, Portugal). These data can be categorized as:

» clinical/biological/genetic:

Genetic risk factors, epidemiological factors, type and timing of treatment and medication,
patient-reported symptoms, tumor biology and type, basic laboratory tests, no. of visits to
various carers and emergency units, survival, etc.

» psychosocial:

Life events, and stressors, health-related Quality of Life, perceived social support, counselling and
support sessions received, Depression, Coping (CERQ) Flexibility and Posttraumatic Growth,
Distress Thermometer, etc.

» socio-demographic:

Age, gender, family history, family status, working status, level of education, insurance status,
absence from work, no. of disability pensions, etc.

> lifestyle:

Alcohol consumption, smoking (past or current), physical exercise, etc.

Furthermore, additional data were collected from HUS patients through Noona, a self-monitoring
tool for cancer patients, mainly focusing on patient-reported information: pain, fatigue and
weakness, changes in mood or emotions, stomach and bowel symptoms, respiratory symptoms,
reduced muscle strength or numbness in legs, mental performance, changes in general state of
health and many more.

69


https://github.com/KonstantinosRiz/Ptsd-prediction-in-breast-cancer-patients

The aforementioned data were gathered by the members of the BOUNCE project and formulated
the dataset that was used in this diploma thesis. The heterogeneity of these data is clear and is
part of the novelty this thesis has to offer.

6.2 Data analysis

The specific features (and labels) that we used to carry out our experiments are all included in
the appendix at the end of the thesis.

6.3 Data preprocessing

The preprocessing of the data is usually the most important and the hardest part of training a
model. The reason it is the most important is that every model has its own weaknesses and
without good data, even the best model can’t learn much. The reason it is the hardest is that
every dataset has different features that need unique care. Nevertheless, in order to have a fair
comparison between different classifiers we enacted a unified preprocessing procedure to all our
data, keeping in mind that the result should be usable by all our chosen classifiers.

Initial observations:

The initial dataset has shape (excluding the label):
732 rows x 177 columns

Note: Rows correspond to samples and columns to features and we will refer to them
interchangeably in the rest of the analysis.

That means we have a relatively small number of samples, which is also pretty imbalanced due
to the data’s nature (as most medical data, labels 1 are very scarce). Also, we observe a pretty
high dimensionality of features which is generally bad when training machine learning models,
many of which suffer from the known “curse of dimensionality”. The aforementioned
observations incline us to be a bit careful about dropping more samples, but allows us to be less
reserved when dropping features.

The preprocessing steps we followed to clean the data for the training were:
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0. Eliminating some features that the medical experts hinted: (optional step, second
experiment)

It was noted by the medical experts that some features have very high logical correlation with
some other, more prominent ones and the existence of all of them would more likely confuse
the model, than assist its learning. The names of those features are:

» Emot_Fun_QLQ30.0
» Emot_Fun_QLQ30.3
» ncen_distress_thermometer.0
» ncen_distress_thermometer.3

This step had to be conducted at the very beginning, so as not to let the features we are going to
remove interact with the other features during the rest of our preprocessing, since we are going
to remove them in the end.

1. Eliminating samples with no label:

The label we considered was based on the PTSD PCL-5 questionnaire for the month M6. Although
one of the most important problems of our data is their imbalance, we have no choice but to
drop the samples that have no label. The number of unusable samples is 154, bringing our dataset
down to 578 samples.

2. Eliminating features with too many missing values across samples:

Features that have a very high number of missing values usually do not offer much information
and it is better to remove them and drop the dimensionality along the way. Literature does not
offer a standard optimal threshold for such a procedure, as everything is data dependent and
some very important features might be useful even with very high missing value percentage.
Therefore, we decided to use missing_samples_threshold = 0.25, which means we allow up to %
of the data to be missing until we decide to drop the feature — column. We used a relatively small
threshold since the dimensionality of our data is already pretty high and, as mentioned earlier,
we would not mind reducing them a bit.
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Histogram of percent_missing_rows
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However, observing the resulting histogram, we see that our chosen threshold leads to no
columns being dropped.

3. Eliminating samples with too many missing features:

The idea is the same as in step 2; samples with too many missing values — features will most likely
be of little use to us. Nevertheless, as we mentioned earlier, we do not wish to reduce our
samples even more so a more conservative missing_features_threshold = 0.5 was chosen, which
means we allow up to % (half) of the columns to be missing before deciding to drop a sample.
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Histogram of percent_missing_cols
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Observing the resulting histogram, we can see that only a very small number of samples have
more than 50% missing values and need to be dropped. The exact number is 5.

4. Eliminating near-zero variance features:

Ideally, we want to eliminate all “low” variance features. Numeric features have ranges of values
that could differ very much. For example, feature A could range from 0.1 to 1, while feature B
could range from 10,000 to 100,000. There is not a rigorous method to determine if a feature has
a “low” variance. Comparison with other features is difficult due to the different scales, excluding
the scenarios with literally zero variance (feature is constant), which is a pathological behavior
that is rarely met in practice. Categorical features, however, are easier to filter out in case of
near-zero variance. We filter out the categorical variables if both of the following criteria are
met:

= The ratio of the most common value to the second most common is higher than fregCut
= The ratio of the unique values to the total number of samples is lower than uniqueCut
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The combination of the above two criteria makes sure that the variance of the categorical feature
is “near zero”, which means it carries little information. For our case, we chose freqCut = 95/5
and uniqueCut = 10.

5. Eliminating highly-correlated features:

If two features are very highly correlated, they will obviously impart nearly the same information
to our model. Including both, however, won’t increment additional information, but will actually
weaken the model, because it infuses it with noise. We choose Spearman correlation, which is a
non-parametric measure that assesses the strength and direction of a monotonic relationship
between two variables. It does not assume linearity and is appropriate for both continuous and
ordinal data, which are included in our problem. It is also less sensitive to outliers compared to
Pearson correlation (the classic linearity correlation). Using a relatively conservative
cor_threshold = 0.8, we find the following correlation pairs and eliminate one of the two (the first
one in this case accordingly):

Dropped Kept
M3_mMOS_social_support_total M3_mMOS_instumental_support
baseline_neutrofiles baseline_leukocytes
MO_Flexibility PACT MO_Forward_PACT

Sex_Enjoy BR23.0 Sex_Funct_BR23.0

Sex_Enjoy BR23.3 Sex_Funct_BR23.3

We can easily observe even based on just the names that the dropped features do seem to have
obvious logical correlation with their pairs we kept. For the exact features’ meaning, see the

appendix.

Note:

The next step in the preprocessing step is to impute the missing values, as many models can’t
handle their existence. However, it is incorrect to use all the data towards this purpose, as doing
that would leak information from the test set. The idea of the test set is to be used as sample
“unseen” data, which means that it should only be used to evaluate the performance of a
concrete (with set hyperparameters) model. Therefore, they cannot participate in the imputation
process and that’s why at this point we have to split the dataset.
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6. Splitting the dataset into train/test:

We will try two different approaches while splitting the data:

= Split the data randomly with train_size = 0.7. The threshold seemed like an easy decision
since a 60-40 split would leave very few samples in the train set, whereas an 80-20 split
would leave very few samples in the test set and even fewer positive samples, which
would result in vast differences in the performance of different runs, as even one more
positive sample correctly classified would have a very big effect on our metrics.

= Split the dataset using the data collected by one of the four oncology centers — pilots as
the testing data and the rest as training data. This approach aims to discern whether our
models can generalize and handle well “local” data which may vary from the ones they
have been trained with. We look into this approach later, in the fourth experiment.

7. Imputing the missing values of our two datasets:

In order to impute the dataset’s missing values, we used the Multiple Imputation Chained
Equations (MICE) algorithm and the corresponding R package. The method is based on Fully
Conditional Specification, where each incomplete variable is imputed by a separate model. The
MICE algorithm can impute mixes of continuous, binary, unordered categorical and ordered
categorical data. In addition, MICE can impute continuous two-level data, and maintain
consistency between imputations by means of passive imputation [43]. The exact mathematical
steps of the MICE imputation can be observed in the figure below:

1. Specify an imputation model P(Y}miﬂ}’;""“, Y_;, R) for variable Y with j=1,....p
L0
2 For each j, fill in starting imputations YJ- by random draws from Y}”"-‘.

3 Repeatfort=1,..., M.

4 Repeatforj=1,...,p

5 Define Y' j= (Y'Ll, . .,Y; I,YI';-,{L . Y; 1} as the currently complete data except ¥;.
6. Draw ¢, ~ P(¢:[Y*,Y' | R).

7. Draw imputations Ylj ~ P(Y}”“ﬂ]”j“hs, Y R, d);)

8. End repeat 7.

9 End repeat £.

Figure 12: MICE algorithm, from [44]
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The algorithm starts with a random draw from the observed data, and imputes the incomplete
data in a variable-by-variable fashion. One iteration consists of one cycle through all Y;.

The number of iterations M = 5 was chosen. That means we generate 5 different imputed
datasets. We treat each of the imputed datasets as an approximation of the “real” dataset which
would have no missing values. Hence, since we cannot obtain the real dataset, we use an
imputation method to get as close as possible, but there will always be some divergence — noise
in the predictions. By imputing many different datasets, using our classifiers on all of them and
aggregating the results, we make sure that the final classifier that we choose will be more robust
to that said “noise”. Therefore, the following steps from now on are executed for every one of
the 5 imputed datasets separately.

8. Using feature reduction methods to lower the dimensionality of our high-dimensional
data (optional):

The main reasons we want to reduce the dimensionality of our features are:
= Computational efficiency:

Training models with fewer features is computationally less intensive, which can lead to faster
training times and lower resource requirements, making it more practical for real-time or large-
scale applications.

= Easier data gathering:

Especially in our context of gathering data in hospital environments, many potential problems
could arise in gathering the data; anxious patients could very likely not be willing to complete a
ton of questionnaires and other surveys or feel like they don’t want to answer some particular
ones for their personal reasons. Being able to make a good prediction with fewer features is a
much-wanted property of our modeling analysis.

= Improved performance:

Sometimes really high-dimensional data can lead to overfitting, where a model learns noise in
the data rather than the true underlying patterns. Feature reduction can sometimes reduce the
risk of overfitting by focusing the model on the most relevant information.

More specifically, the feature reduction method we used is recursive feature elimination (RFE).
The following figure shows the basic RFE algorithm:

76



Tune/train the model on the training set using all predictors
Calculate model performance

Calculate variable importance or rankings

for Each subset size S;, 1 =1...5 do

Keep the S; most important variables

[Optional] Pre-process the data

Tune/train the model on the training set using S; predictors

Calculate model performance

[Optional] Recalculate the rankings for each predictor

end

Calculate the performance profile over the S;

Determine the appropriate number of predictors

Use the model corresponding to the optimal S;

Figure 13: RFE algorithm, from [45]

The idea is that we use a model that can inherently calculate variable importance rankings.
Therefore, we calculate model performance and variable importance. Then, for the selected list

of feature sizes Si we want to check, we keep the S; top-ranked features and use them to fit the
model and calculate model performance.

Since feature selection is part of the model building process, resampling methods (e.g. cross-
validation, the bootstrap) should factor in the variability caused by feature selection when
calculating performance. To get performance estimates that incorporate the variation due to
feature selection, it is suggested that the steps in the previous algorithm be encapsulated inside
an outer layer of resampling:
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for Each Resampling Iteration do

Partition data into training and test/hold-back set via resampling
Tune/train the model on the training set using all predictors
Predict the held-back samples

Calculate variable importance or rankings

for Each subset size S;, i=1...5 do

Keep the S; most important variables

[Optional] Pre-process the data

Tune/train the model on the training set using S; predictors
Predict the held-back samples

[Optional] Recalculate the rankings for each predictor

end
end

Calculate the performance profile over the S; using the held-back samples
Determine the appropriate number of predictors

Estimate the final list of predictors to keep in the final model

Fit the final model based on the optimal S; using the original training set

Figure 14: RFE algorithm with resampling, from [45]

This does provide better estimates of performance, but it is more computationally burdensome.
Another complication to using resampling is that multiple lists of the “best” predictors are
generated at each iteration. At first this may seem like a disadvantage, but it does provide a more
probabilistic assessment of predictor importance than a ranking based on a single fixed data set.
At the end of the algorithm, a consensus ranking can be used to determine the best predictors
to retain [45].

In our experiments, we used the second version of the algorithm, including cross-validation in
the process and more specifically repeated k-fold cross-validation. That means we split the
training dataset in k folds and use one as the validation set each time, for k times. Then we repeat
the process until we believe that the result has converged. We used 5-fold cross-validation and
repeated it 10 times. The model we fit to follow the procedure was random forest, which is the
most common algorithm used for this procedure.

The metric tried to maximize during our RFE, as well as during the model evaluation later is the
f2-score, which was judged to be the most appropriate for our problem. The AUC is also a good
metric and as we will see in almost all cases follows the same results as those of the f2. Those
metrics were further analyzed here.
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We also used a tolerance parameter for the results of the model; if the usage of fewer predictors
has lower performance than the best one achieved (using more predictors) within a tolerance
margin, then we pick the fewer predictors. This small twist allows us to deal with the case in
which using the full number of features proves to be the best option (which is a possible result),
supposing there is not a significant drop in the next best performance.

The next figure shows an example RFE result for one of the imputed datasets:

0.55 ~

0.50 ~

f2 (Repeated Cross-Validation)

0.45 L

T T T T
0 50 100 150

Variables

We can observe that there are four different numbers of features that outperformed our chosen
one, but because of the tolerance we just mentioned, we choose 16 as our optimal number
instead of 30. The tolerance cutoff we chose was rfe_tol = 3.5 as a percentage or 0.035 in our
scale.

In the third experiment, we use both the original features and the reduced ones to determine if
and how much the feature reduction affected our performance.
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9. One-hot encoding the categorical features to be able to use them in the models that
cannot handle them otherwise:

Some models like the SVM cannot handle non-numeric data. For those cases, we use the one-
hot encoding/transformation to create numeric columns:

id color id color_red color_blue color_green
1 red 1 1 2] (]
2 Eane One Hot Encoding > 2 o 1 o
3 green 3 0 ] 1
4 blue 4 <] ‘ 3 0]

A categorical feature with N different values is encoded into N different features each taking
values only in {0, 1}. It is obvious that only one of the new features can be 1.

For models that need one-hot encoding the data beforehand, we used the one-hot
transformation on the original data. For the reduced features experiment, we don’t use RFE on
the already one-hot encoded data; instead, we take the reduced features and only if they contain
categorical data, we use the one-hot transformation on them.

10. Normalizing the features when needed (depends on the model):

The only model of the ones we have chosen that really needs to have normalized features is SVM.
Since we intend to use Euclidean distance for measuring the distance of points in the SVM
algorithm, by not normalizing the data we essentially give some features with larger scales more
importance than those with smaller ones.

All the other models are tree-based which means the decisions at any node are taken by only
considering a single feature and seeing how much the question in hand (e.g. age > 17 or male =
YES) lowers the weighted sum of the impurities of the child nodes. Further discussion about the
impurities of trees was conducted here, in paragraph 3.3.1.

11. Balance the training data:

The last, but also one of the most important steps of our preprocessing is using a sampling
method to balanced our extremely imbalanced dataset. Out of our 573 samples, only 43 of them
are positive (label = 1), which is roughly 7.5%.
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We try out four different sampling approaches (as part of our first experiment):

e No sampling:
See how the models perform on the original unbalanced dataset.
e Downsampling:

Using this method, we keep all the samples from the minority class (1) and pick at random an
even number of samples from the majority class (0).

e Oversampling:

Inversely, we keep all the samples from the majority class (0) and pick at random samples from
the minority class (1) to include them more than once in the final training dataset, until we
achieve an even number of samples from the two classes.

e ROSE:

ROSE uses smoothed bootstrapping to draw artificial samples from the feature space
neighborhood around the minority class. It is a smarter method of oversampling, by creating
synthetic data.

All these sampling methods are coupled inside our repeated cross-validation logic described
earlier. During every resampling iteration, which means every repeat of every k-fold split, the
relevant training set is sampled using one of the aforementioned methods, so that the classes
are balanced and the classifier learns to focus on both classes similarly.
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6.4 Modeling and results

6.4.1 Classifiers’ discovery spaces

As mentioned before, the classifiers we tried out in our experiments are decision tree, random
forest, adaboost, xgboost and SVM. In the cases of xgboost and SVM that cannot handle
categorical variables, we used the one-hot encoded features.

Every classifier has its own distinct hyperparameters that need to be tuned, according to the
training data. We tried out every combination of the said hyperparameters by using grid search
repeated cross-validation; for every element of our grid of hyperparameters (every combination)
—which means we have a concrete model, we evaluate the model’s performance using repeated
k-fold cross validation and choose the combination with the highest performance. In our
experiments, we used 5 folds and 5 repeats. The below tables show the hyperparameter spaces
we explored:

Complexity parameter (CP) {0.001, 0.005, 0.01, 0.05, 0.1}

Complexity parameter is used to control the size of the decision tree and to select the optimal
tree size. If the cost of adding another variable to the decision tree from the current node is
above the value of cp, then tree building does not continue. We could also say that tree
construction does not continue unless it would decrease the overall lack of fit by a factor of cp.
It is the only tuning parameter the R caret package we used allows us to experiment with.

All features
{default — 10, default — 5, default, default + 5,
mtry default + 10, default + 20}
Reduced features
{default, default + 2, default + 4, default + 6}

where

default = /#features

Mtry is the total number of features that our random forest considers at any split to best perform
the said split. It is the only tuning parameter the R caret package we used allows us to experiment
with. Experiments have shown that the best value for this variable, considered as default
nowadays, is the square root of the total number of features. Therefore, we tried some numbers
around it to maybe fine-tune this parameter a little bit for our problem.
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C {0.1,0.5,1, 2,5, 10}
sigma {0.1,0.5, 1, 2, 5}

C: the cost of constraints violation. The C-constant of the regularization term in the Lagrange
formulation. Defaults to 1.

sigma: inverse kernel width for the Radial Basis kernel function

mfinal {25, 50, 100}
maxdepth {1, 3, 5}
coeflearn Breiman
mfinal: an integer, the number of iterations for which boosting is run or the number of

trees to use. Defaults to 100.

maxdepth:  controls the depth of the trees we create in the process. In adaboost, weak
learners are optimal, so we decided to keep them relatively small.

coeflearn: controls the weight updating coefficient alpha. Defaults to Breiman.
nrounds {25, 50, 100}
eta {0.05, 0.1, 0.3}
gamma 0
max_depth {4, 6, 8}
min_child_weight 1
subsample {0.8, 1}
colsample_bytree {0.8, 1}
nrounds: the maximum number of trees to create
eta: also known as learning_rate. Step size shrinkage used in update to prevent
overfitting.
gamma: also known as min_split_loss. Minimum loss reduction required to make a

further partition on a leaf node of the tree. Defaults to 0, which means we
don’t use this criterion to suppress the tree.

max_depth: maximum depth of a tree. Increasing this value will make the model more
complex and more likely to overfit. Defaults to 6.
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min_child_weight:  minimum sum of instance weight (hessian) needed in a child. If the tree
partition step results in a leaf node with the sum of instance weight less
than min_child_weight, then the building process will give up further
partitioning. Defaults to 1.

colsample_bytree:  the subsample ratio of columns when constructing each tree. Subsampling
occurs once for every tree constructed. Defaults to 1, which means we
consider all the features at every tree.

subsample: subsample ratio of the training instances. Defaults to 1, which means we
use all our data at every boosting iteration.

We also included a hard-voting classifier: the prediction is the most common prediction among
the rest of our classifiers (taking advantage of the fact that we have an odd number of classifiers).

6.4.2 Models’ results

After choosing the best concrete model (with set hyperparameters) using the above procedure,
we evaluate its performance on the test set, which is used to simulate unknown real-world data.
We have a concrete model for every different imputed dataset as we already mentioned. The
figures we show below are the aggregate results when taking into consideration all the imputed
datasets for each classifier.

We can observe that both metrics considered follow similar patterns (as we will notice for all of
the graphs). Nevertheless, we use f2 to rank the best classifier, since we also tried to maximize
f2 while training.
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Experiment 1: Sampling method

The goal of this experiment is to try out the different sampling methods discussed in the final
preprocessing step and see how much they impact our results.

e No sampling:

Table 11: Classifier performance without sampling

Classifier F2 AUC
Decision tree 0.110 0.532
Random forest 0.190 0.570
Svm 0.000 0.500
Adaboost 0.124 0.534
XGBoost 0.128 0.544
Voting 0.098 0.536

Aggregate performance using all features

il

dt rf SVIM adabnost xgbnost ﬁmtlng
classifier

score

Figure 17: Classifier performance without sampling

It is obvious that our performance leaves a lot to be desired. Nevertheless, that was to be
expected, given that the performance of the classifiers relies heavily on our data. Our extremely
imbalanced data are too hard to handle for the classifiers who unwittingly give all our samples

the same importance, leading to classifying almost all samples as 0 and resulting to disappointing
f2 scores.
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e Downsampling:

Table 12: Classifier performance using downsampling

Classifier F2 AUC
Decision tree 0.344 0.646
Random forest 0.390 0.688
Svm 0.332 0.612
Adaboost 0.378 0.672
XGBoost 0.356 0.656
Voting 0.392 0.686

Aggregate performance using all features

SCDFE

dT rf

adabnost xgbnost
classifier

metric_name

. auc

Figure 18: Classifier performance using downsampling

We can see that downsampling the data before training has a very big impact on improving
performance. Every classifier performs much better and our scores are in the desired scope.
Furthermore, since downsampling highly reduces the data we use at every training, it is much

faster than the rest of the methods.
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e Oversampling:

Table 13: Classifier performance using oversampling

Classifier F2 AUC
Decision tree 0.322 0.626
Random forest 0.100 0.536
SVM 0.000 0.500
Adaboost 0.320 0.632
XGBoost 0.104 0.518
Voting 0.088 0.510

Aggregate performance using all features

metric_name
. auc

dt rf svm adabnost xgbnost vntmg
classifier

sScore

Figure 19: Classifier performance using oversampling

A couple of good performing classifiers, but overall worse scores. Also, as mentioned above,
oversampling practically doubles the data that is used for every training, therefore doubling the

total training time.
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e ROSE:

Table 14: Classifier performance using ROSE

Classifier F2 AUC
Decision tree 0.308 0.610
Random forest 0.262 0.592
Svm 0.090 0.512
Adaboost 0.214 0.566
XGBoost 0.272 0.502
Voting 0.236 0.572

Aggregate performance using all features

metric_name
. auc

dt rf svm adabnost xgbnost vntmg
classifier

sScore

Figure 20: Classifier performance using ROSE

We can deduce that it is a more stable oversampling method, as it produces data that most
classifiers handle decently (except SVM), but still yields worse performances than downsampling.
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Conclusion:

Comparison of sampling methods

0.4 Classifier
B D=cision tree
0.35 W Random forest
B svM
0.3 B Adaboost
' B XGBoost
B Vvoting
0.25
™
L 0.2
0.15
0.1
0.05
0

None Downsampling Oversampling

Sampling method

Figure 21: Comparison of sampling methods

Downsampling is the best sampling method as indicated both by results and by run times.
Therefore, from now on we will only use downsampling for balancing the training data.
Furthermore, when using RFE later on, we fit a random forest model to our data which also needs
sampling. We will use downsampling as the balancing method for the RFE as well, in order to
critically — as shown by this experiment — improve performance.
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Experiment 2: Ignoring hinted features

In this experiment, we try out whether ignoring the four features hinted by the medical experts
—as mentioned during the preprocessing — leads to better results.

e Using the original features:

Table 15: Classifier performance using all the features

Classifier F2 AUC
Decision tree 0.344 0.646
Random forest 0.390 0.688
SVYM 0.332 0.612
Adaboost 0.378 0.672
XGBoost 0.356 0.656
Voting 0.392 0.686

Aggregate performance using all features

metric_name
. auc

dt rf SVIM adabnost xgbnost vntlng
classifier

SCDFE

Figure 22: Classifier performance using all the features
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e |gnoring the four features:

Table 16: Classifier performance ignoring hinted features

Classifier F2 AUC
Decision tree 0.380 0.684
Random forest 0.382 0.676
Svm 0.330 0.638
Adaboost 0.396 0.688
XGBoost 0.372 0.688
Voting 0.396 0.692

Aggregate performance using reduced features

metric_name
. auc

dt rf svm adabnost xgbnost vntmg
classifier

SCDFE

Figure 23: Classifier performance ignoring hinted features

We can see that ignoring these features seems to improve our performance ever so slightly. The
difference is minuscule and could be attributed to the random processes that occur, e.g., the
dataset’s imputations, the randomness of the sampling method etc. Nevertheless, since there is
no performance reduction, we can safely discard the mentioned features.
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Conclusion:

Comparison of ignoring features or not
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Figure 24: Comparison of ignoring features or not

Ignoring the aforementioned features leads to slightly better results and therefore from now on
we will not include them in the data used for training.
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In this experiment we test out if reducing our features using RFE, as discussed during the
preprocessing, enhances performance.

RFE is performed on every imputed dataset separately and for every one of them some important
features are chosen. We consider the union of the features chosen each time to be the features
judged as important and therefore use only them to train our classifiers.

In the following table we present which features were chosen as important, as well as how many
times (out of the 5 RFE corresponding to the 5 imputed datasets) they were chosen.

Variable Times chosen out of 5
Anxiety_HADS.3 5
Depression_HADS.3
Anxiety HADS.O
Depression_HADS.O
Negative_affect PANAS.3
Future_Persp_Image_BR23.3
MO_comprehensibility_SOC
MO_optimism_LOT
MO_meaningfulness_SOC
perceived_suppport_1_item.0
MO_manageability SOC
MO_Forward_PACT
M3_mMOS_emotional_support
Cogn_Fun_QLQ30.3
M3_MAC_helpless
M3_MAC_anxious_preoc
perceived_suppport_1_item.3
M3_mMOS instumental_support
MO_rumination_CERQ
Global_QLQ30.0
Body Image BR23.3
Side_Effects_ BR23.3
MO_fear_of recur_FCRI
baseline_thrombocytes
MO _resilience_CDRISC
Insomnia_QLQ30.3
M3_FARE_family coping

P PP PRPRRPRRPRRPRRPNNWWWAEMMNDMNGOOOUVOUuOOuu o aaya
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We can see that the features that were chosen every (or almost every) time are all features that
are obviously logically related to PTSD symptoms and we expected them to play an important
part in predicting our outcome. For the exact meaning of every one of these features see the
appendix at the end.

In order to more accurately depict the relationship between our chosen features and the
predicted label, we employ an explainable Al tool from R called DALEX and use it randomly on
the random forest classifier trained on one of our five imputed datasets using the
aforementioned chosen features. To refrain from including too much information, we only
include the resulting accumulated — local dependency profiles for the variables chosen all 5 times.
The idea of partial dependency plots (to which accumulated — local dependency plots are an
upgraded — more accurate version) is that they showcase how the expected value of our model’s
prediction changes with the variable in consideration.

Accumulated Dependence profile

. w7l TerpygnpdomPorest model Anxiety HADS 3
0.40
0.35 _
0.30
-
=
2025
= 0 1 2 0 1 2
§045 Depression HADS.0 Depression HADS.3
0.
&
0.40

0.30

0.25

Figure 25: Accumulated dependency profiles (part 1)

As we expected, higher results on the HAD scale result to higher average prediction, which is
even more prominent for the M3 results, as is to be expected since it is the closer (timewise) test
result to our label.
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Accumulated Dependence profile
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Figure 26: Accumulated dependency profiles (part 2)
The Sense Of Coherence (SOC) questionnaire proves to be a very important one:

=  Comprehensibility: the stimuli deriving from one’s internal and external environments in
the course of living are structured, predictable, and explicable

= Manageability: the resources are available to one to meet the demands posed by these
stimuli

= Meaningfulness: these demands are challenges, worthy of investment and engagement

As expected, when there is a better understanding around the patient’s view of the disease (and
generally) and therefore a more methodical and calm reaction to the relating problems, we can
assume stronger mental health on the patient’s part and smaller possibility of PTSD symptoms.

Optimism measured using the Life Orientation Test (LOT) also proves to be an important variable
to consider, as should be expected, since there is an obvious logical correlation between it and
our PTSD label.
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Accumulated Dependence profile
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Figure 27: Accumulated dependency profiles (part 3)

Again, we can see that all the important variables relate to self-perception and mental health.
Negative affect (Positive And Negative Affectivity — Short form) measure negative feelings and
the more intense they are, the more likely we are to predict PTSD. If the patient feels — perceives
more support, she obviously feels less threatened and is less likely to develop PTSD symptoms.
Finally, a better future perspective image directly relates to mental health and lowers the
probability of PTSD.

All of these results make sense and indicate that our analysis is in the right direction.

Now let’s go back to our experiment and compare the performances using all the features and
using only the reduced features chosen by the RFE:

Table 18: Performance comparison when using RFE

All features Reduced features
Classifier F2 AUC F2 AUC
Decision tree 0.380 0.684 0.336 0.636
Random forest 0.382 0.676 0.400 0.690
SVMm 0.330 0.638 0.436 0.734
Adaboost 0.396 0.688 0.364 0.660
XGBoost 0.372 0.688 0.356 0.654
Voting 0.396 0.692 0.400 0.692
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All features vs reduced features
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Figure 28: Performance comparison when using RFE

We can observe similar performances for most classifiers and a dramatic performance
enhancement for our SVM. This was an expected outcome, since SVM is a classifier that suffers
from the curse of dimensionality; this means that as the number of features (dimensions)
increases, the amount of data needed to effectively train the model also increases exponentially.
In high-dimensional spaces, SVMs may struggle due to overfitting or increased computational
complexity. Lower-dimensional features can mitigate this issue. Since we have few data at our
disposal and a relatively high dimensional space, we expected a performance improvement when
performing feature reduction.
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Conclusion:
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Figure 29: Comparison of RFE usage

Using the reduced features that we decided by performing RFE on our number of imputed
datasets does not seem to lead to a downgrade in performance in most classifiers and highly
enhances the performance of our SVM. Furthermore, using the chosen 27 features is obviously a
big assistance to the medics involved in the data gathering process, as it is much easier and well-
targeted than needing to gather the original 172 features. Therefore, from now on we will use
these 27 features. We could even try to keep fewer of these, maybe only the ones that were
chosen at least 3 times, but we already have a small enough number of features so we decided
against it.

Comparing the classifiers” performance, we can see that overall, the top-performing ones seem
to be random forest, SVM and adaboost. The voting classifier performs very well too, now that
we have tuned the hyper-parameters to make our classifiers’ performance more stable, but has
the downside that we need to train all our five classifiers and therefore takes more time and
resources to train. If we opt for performance, we should choose the voting classifier, whereas if
we want faster calculations for our model, we could choose one of the three mentioned
classifiers.
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Experiment 4: Model performance on different hospital data

In this experiment, we intend to test how well our models’ performance generalizes to data from
different geographical locations. We split into train/test data by using as a test set each time the
data that originated from one of the four oncology centers — pilots: IEO (Milan, Italy), HUS
(Helsinki, Finland), HUJI (Jerusalem, Israel) and Champalimaud (Lisbon, Portugal).

Table 19: Classifier f2 performance on data from different hospitals

— Testing on Random IEO HUS HUJI CHAMP
Classifier
Decision tree 0.336 0.420 0.268 0.494 0.316
Random forest 0.400 0.532 0.376 0.598 0.394
SVM 0.436 0.460 0.390 0.564 0.368
Adaboost 0.364 0.512 0.374 0.554 0.326
XGBoost 0.356 0.504 0.316 0.566 0.426
Voting 0.400 0.494 0.380 0.620 0.400
Comparison of hospitals' performance
Test set used
0.8 Bl random
B 1E0
W Hus
0.5 B HulI
CHAMP
0.4
&
0.3
0.2
0.1
0 Decision tres Random forest Adaboost XGBoost Voting
Classifier

Figure 30: Classifier f2 performance on data from different hospitals

We can clearly see some interesting differences in the performance of the classifiers for the
different hospitals. More specifically, when considering f2 score, predictions on data from the
IEO and HUJI hospitals yield much better results than when randomly split, whereas predictions
on data from HUS and CHAMP generally yield worse results than when randomly split. This could
indicate towards different data quality across hospitals, but we decided to consider the AUC
metric separately this time for better clarity:
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Table 20: Classifier AUC performance on data from different hospitals

,, Testing on Random IEO HUS HUJI CHAMP
Classifier
Decision tree 0.636 0.618 0.626 0.720 0.640
Random forest 0.690 0.736 0.700 0.804 0.700
SVM 0.734 0.656 0.732 0.786 0.692
Adaboost 0.660 0.710 0.702 0.774 0.648
XGBoost 0.654 0.706 0.656 0.782 0.728
Voting 0.692 0.696 0.702 0.830 0.708
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Figure 31: Classifier AUC performance on data from different hospitals

When AUC is considered, results seem much closer across hospitals. Upon closer inspection, the
reason behind this mismatch is the unique nature of the f2 score along with the imbalance
percentages of labels across the data from the different hospitals, as shown in the following
table:

Table 21: Correlation between class percentage and best f2 score

Test data from Number of positive Positive class label Best f2 score
class samples percentage (%)
random 12 7 0.436
IEO 12 11 0.532
HUS 11 5 0.390
HUJI 12 10 0.620
CHAMP 8 6 0.426
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It is clear that the higher the positive class percentage in our test set, the higher the f2 score we
achieve. The reasoning behind this is that the f2 score only considers how many of the actual 1’s
we accurately predicted (recall) and how many of the predicted 1’s indeed had label 1 (precision).
However, when the test set consist of more data with label 0, even if the percentage of correctly
classified negative samples remains roughly the same, our precision suffers and so does our 2
score. Our previous analysis is a good example of why a lot of metrics should be considered
simultaneously, since all of them have their own advantages and disadvantages.

Conclusion:
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Figure 32: Comparison of performance on different hospitals
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Our classifiers performance seems to be effectively generalizable across data from different
hospitals and geographical locations.
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Chapter 7. Discussion
7.1 Conclusion

In this diploma thesis, we organized a series of steps and decision in order to create the most
optimal — under the limitations of our dataset — model for predicting PTSD symptoms in women
with early breast cancer. The preprocessing steps that we suggested led to good performance,
assuming it is combined with the appropriate sampling method, downsampling. The usage of the
reduced features created using the RFE algorithm helps a lot the medical staff in charge of
collecting this information and provides very good results, on par and even better than the full
set of features. The models’ prediction seems to generalize very well geographically and
therefore do not seem to depend/focus on local characteristics or indicate any problem in the
data collection methods across the hospitals being discussed. There was no clear “best” classifier.
If a decision was to be made, we would choose SVM or random forest as single classifiers, or if
we had the necessary time and resources for training all five classifiers, we would choose our
voting classifier which was consistently among the top performing and is — by definition — the
most stable classifier assuming there is not a huge disparity (which there isn’t) in the different
models’ performance.

7.2 Impact

After a retraining is done using the complete dataset, the model we choose (together with our
imputation model) is ready to be used for making predictions of PTSD symptoms in early breast
cancer patients. Of course, the model is not to be used as a standalone. The goal is for it to be a
supplementary tool for the medical experts to make a decision and intervene early to assist the
women in need. It could be integrated in medical software and used for making decisions in real
time, since the inference of the created models is very fast.
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7.3 Further work

There are several steps that could be taken towards better understanding of our results and
bettering our models:

Our data is very limited, so more data should be gathered that will lead to more accurate
models. For now, since they are so limited, our test set is quite small, which results in big
fluctuations in our test set results, due to the randomness of some of our processes (e.g.,
sampling methods) — which becomes even more prominent due to our usage of the f2-
score which is very sensitive when we have so few positive samples. To somewhat deal
with this problem, instead of using a single test set, we could use an outer layer of cross-
validation; we split our original dataset in k-folds and follow the same procedure we used
for every fold (and possibly a few repeats as well), to gain a more accurate assessment of
our models’ performance. Of course, this requires a lot more computational time and
resources.

The accumulated local dependency profiles we used hold a lot of information towards
understanding more about our features’ correlation with our label, but also between
them. More complex plots can be created including multiple variables and possibly the
label that better capture their internal relationships.

The entire process could be fully automated and integrated into a black-box model that,
upon receiving the dataset and the specified label, preprocesses the data, trains the
models and evaluates them, presenting to you the final best models, their performance
and some explainability plots. This black-box could be used in other similar medical
problems as well, it is not restricted to our specific breast cancer — PTSD problem.

We should also try to use the labels of other months (M12, M18) to see if we can similarly
predict PTSD symptoms further from baseline using our early months’ data (M0 and M3).
There may be some patterns we can deduce from the early months, while using data from
later months can be impossible, since many patients do not stick to their scheduled
medical exams, check-ups and possible questionnaires.

Another approach towards predicting our label could be deep learning and Multi-Layer
Perceptrons (MLP). It seems less intuitive for our problem and will most likely be harder
to interpret and explain the results, but it is still very much a valid approach that could
yield good results.
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Appendix

(HUS&HUJI:>3500
IEO&CHAMP:>3000)

Variable Type Coding Meaning
mrn factor Patient code
Depression_HADS.O numeric (double) 0-3 Hospital Anxiety and
Depression Scale,
depression (MO0)
Depression_HADS.3 numeric (double) 0-3 Hospital Anxiety and
Depression Scale,
depression (M3)
education_2 factor 2 levels Education level
1: <12 years
2: >12 years
number_of children numeric (integer) The number of
children
mO_income_3 factor 3 levels The level of income
1: low (HUS&HUII:0- (Mo0)
1500
IEO&CHAMP:0-1000)
2: average
(HUS&HUIJI:1501-
3500
IEO&CHAMP:1001-
3000)
3: high

mO_sick_leave_days

numeric (integer)

The number of sick
leave days (MO0)

2: Heavy drinking

mO_do_you_smoke factor 3 levels Smoking (MO)
1: Yes
2: No
3: 1 only smoked in
the past
mO_drinking_EK factor 3 levels The level of drinking
0: No Drinking (MO0)
1: Drinking in Heavy drinking:
Moderation consuming more than

3 drinks on any day or
more than 7 drinks
per week

mO0_BMI

numeric (double)

Body Mass Index
results (MO)
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mO_diet

factor

3 levels
0: No diet
1
Mediterranean/Veget
arian type
2: Special

The type of diet of a
patient (MO)

Mediterranean/Veget
arian type: low
calories, low carb,
Mediterranean,
vegetarian, no red
meat

Special: e.g. protein
only, vegan, gluten
free, diary free,
FODMAP-free,
Macrobiotic,
Ketogenic, paleo,
Lactose-free

m3_employment_sta
tus

factor

6 levels
1: Employed full time
2: Employed part
time
3: Housewife
4: Retired
5: Self-employed
6: Unemployed

The employment
status (M3)

m3_sick_leave_days

numeric (integer)

The number of sick
leave days (M3)

m3_mental_health_s factor 2 levels Whether or not the
upport 0: No patient receives
1: Yes mental health aid
(M3)
m3_mental_health_s numeric (integer) How many times she
upport_times received it (M3)
m3_do_you do_any_ factor 2 levels Doing activities to
activities_to_support 0: No support wellbeing
_your_wellbeing 1: Yes (M3)
m3_used_services_to factor 2 levels Using services to
_support_wellbeing 0: No support wellbeing
1: Yes (M3)
m3_domestic_help_d factor 2 levels Domestic help during
uring_last_three_mo 0: No last 3 months (M3)
nths 1: Yes
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m3_domestic_help_d
ays

numeric (integer)

Number of domestic
help days (M3)

MO_optimism_LOT numeric (double) 0-4 Life Orientation Test
Revised (LOT-R)
Optimism (MO0)
MO_comprehensibilit numeric (double) 4-28 Sense Of Coherence
y_SOC test
comprehensibility
results (MO)
MO_manageability_S numeric (double) 4-28 Sense Of Coherence
oC test manageability
results (MO)
MO_meaningfulness_ numeric (double) 4-28 Sense Of Coherence
SOC test meaningfulness
results (MO)
MO_fear_of_recur_FC numeric (double) 0-4 Fear of Cancer
RI Recurrence Inventory
- short form
total (average)
score(MO0)
MO_Forward_PACT numeric (double) 1-7 Perceived Ability to
Cope with Trauma,
Forward focus (MO)
MO_Trauma_PACT numeric (double) 1-7 Perceived Ability to
Cope with Trauma,
Trauma focus (MO0)
MO_Flexibility_PACT numeric (double) 2-14 Perceived Ability to
Cope with Trauma,
flexibility score (MO0)
MO_self_blame_CER numeric (double) 1-5 Cognitive Emotion
Q Regulation
Questionnaire, self-
blame (MO0)
MO_other_blame_CE numeric (double) 1-5 Cognitive Emotion
RQ Regulation
Questionnaire other-
blame (MO0)
MO_rumination_CER numeric (double) 1-5 Cognitive Emotion
Q Regulation
Questionnaire,
rumination (MO)
MO_catastrophizing_ numeric (double) 1-5 Cognitive Emotion

CERQ

Regulation
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Questionnaire,
catastrophizing (MO0)

MO_perspective_CER
Q

numeric (double)

1-5

Cognitive Emotion
Regulation
Questionnaire,
perspective (MO)

MO_pos_refus_CERQ

numeric (double)

1-5

Cognitive Emotion
Regulation
Questionnaire,
positive refocusing
(MO)

MO_pos_reapp_CERQ

numeric (double)

Cognitive Emotion
Regulation
Questionnaire,
positive reappraisal
(MO)

MO_acceptance_CER
Q

numeric (double)

1-5

Cognitive Emotion
Regulation
Questionnaire,
acceptance (MO)

MO_planning_CERQ

numeric (double)

1-5

Cognitive Emotion
Regulation
Questionnaire,
planning (MO)

MO_negative_overall
_CERQ

numeric (double)

Cognitive Emotion
Regulation
Questionnaire,
negative overall (MO)

MO_positive_overall_
CERQ

numeric (double)

1-5

Cognitive Emotion
Regulation
Questionnaire,
positive overall (MO)

MO_mindfulness_ MA
AS

numeric (double)

1-6

Mindful Attention
Awareness Scale,
mindfulness (MO)

MO _resilience_CDRIS
C

numeric (double)

Connor Davidson
Resilience Scale,
resilience-average
score (MO)

MO_coping_with_can
cer_CBI

numeric (double)

1-9

Cancer Behavior
Inventory, coping
self-efficacy (MO)
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M3_PTGI_relating_to
_others

numeric (double)

0-5

Post Traumatic
Growth Inventory,
relating to others
(M3)

M3_PTGI_new_possi
bilities

numeric (double)

0-5

Post Traumatic
Growth Inventory,
new possibilities (M3)

M3_PTGI_personal_st
rength

numeric (double)

Post Traumatic
Growth Inventory,
personal strength

(M3)

M3_PTGI_spiritual_ch
ange

numeric (double)

Post Traumatic
Growth Inventory,
spiritual change (M3)

M3_PTGI_appreciatio
n_of _life

numeric (double)

0-5

Post Traumatic
Growth Inventory,
appreciation of life

(M3)

M6_ptsd_PCL5

numeric (double)

0-100

Post-Traumatic Stress
Disorder (PTSD)
related
qguestionnaire,
total symptom
severity score (M6)

M6_clusterB_PCL5

numeric (integer)

0-25

PTSD related
guestionnaire,
symptom cluster B
severity score (M6)

M6_clusterC_PCL5

numeric (integer)

0-10

PTSD related
questionnaire,
symptom cluster C
severity score (M6)

M6_clusterD_PCL5

numeric (double)

0-35

PTSD related
guestionnaire,
symptom cluster D
severity score (M6)

M6_clusterE_PCL5

numeric (double)

0-30

PTSD related
guestionnaire,
symptom cluster E
severity score (M6)

M12_ ptsd_PCL5

numeric (double)

0-100

PTSD related
questionnaire,

112




total symptom
severity score (M12)

M12_clusterB_PCL5

numeric (double)

0-25

PTSD related
questionnaire,
symptom cluster B
severity score (M12)

M12_clusterC_PCL5

numeric (integer)

0-10

PTSD related
questionnaire,
symptom cluster C
severity score (M12)

M12_clusterD_PCL5

numeric (double)

0-35

PTSD related
questionnaire,
symptom cluster D
severity score (M12)

M12_clusterE_PCL5

numeric (double)

0-30

PTSD related
qguestionnaire,
symptom cluster E
severity score (M12)

M6_DSMdiagnosis_P
CL

factor

2 levels
0: Negative
1: Positive

PTSD related
guestionnaire,
a provisional PTSD
diagnosis (M6)

M12_DSMdiagnosis_
PCL

factor

2 levels
0: Negative
1: Positive

PTSD related
questionnaire, a
provisional PTSD
diagnosis (M12)

M18 ptsd_PCL5

numeric (double)

0-100

PTSD related
questionnaire,
total symptom

severity score (M18)

M18 clusterB_PCL5

numeric (double)

0-25

PTSD related
guestionnaire,
symptom cluster B
severity score (M18)

M18 clusterC_PCL5

numeric (integer)

0-10

PTSD related
guestionnaire,
symptom cluster C
severity score (M18)

M18 clusterD_PCL5

numeric (double)

0-35

PTSD related
questionnaire,
symptom cluster D
severity score (M18)
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M18 clusterE_PCL5

numeric (double)

0-30

PTSD related
questionnaire,
symptom cluster E
severity score (M18)

M18 DSMdiagnosis_
PCL

factor

2 levels
0: Negative
1: Positive

PTSD related
questionnaire,
a provisional PTSD
diagnosis (M18)

M3_MAC_helpless

numeric (double)

1-4

Mini-Mental
Adjustment to Cancer
Scale, helpless (M3)

M3_MAC_anxious_pr
eoc

numeric (double)

Mini-Mental
Adjustment to Cancer
Scale, anxious
preoccupation (M3)

M3_MAC_fighting

numeric (double)

14

Mini-Mental
Adjustment to Cancer
Scale, fighting (M3)

M3_MAC_avoidance

numeric (double)

1-4

Mini-Mental
Adjustment to Cancer
Scale, avoidance (M3)

M3_MAC_fatalism

numeric (double)

1-4

Mini-Mental
Adjustment to Cancer
Scale, fatalism (M3)

M3_FARE_commun_c
ohesion

numeric (double)

FAmily REsilience
Questionnaire,
communication and
cohesion (M3)

M3_FARE_family cop
ing

numeric (double)

1-7

FAmily REsilience
Questionnaire,
perceived family
coping (M3)

general_se_1_item.0

numeric (double)

0-10

A general self-efficacy
item

perceived_suppport_
1 item.0

numeric (double)

0-10

A general perceived
support item

LifeEvents_012.0

factor

3 levels
0: None
1: One event
2: Two or more
events

Negative
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Anxiety_HADS.O

numeric (double)

0-3

Hospital Anxiety and
Depression Scale,
anxiety (MO)

Positive_affect_PANA
S.0

numeric (double)

1-5

Positive Affect
Negative Affect
Schedule (MO0)

Negative affect PAN
AS.0

numeric (double)

Positive Affect
Negative Affect
Schedule (MO0)

Global_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

global health status /
QoL (M0)

Phys_Fun_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

physical functioning
(MO)

Role_Fun_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire, role
functioning (MO0)

Cogn_Fun_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

cognitive functioning
(MO)

Soc_Fun_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire, social
functioning (MO0)

Fatigue_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

fatigue (MO)

Nausea_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

nausea and vomiting
(MO)

Pain_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
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Questionnaire, pain
(MO)

Dyspnoea_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,
dyspnea (MO)

Insomnia_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,
insomnia (MO)

Apetite_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

appetite loss (MO0)

Constipation_QLQ30.
0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

constipation (MO)

Diarrhoea_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,
diarrhea (MO0)

Financial_QLQ30.0

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

financial impact (MO)

Body Image BR23.0

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module, body
image (MO)

Side_Effects BR23.0

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module,
systemic therapy side
effects (MO)

Breast_Symptoms_BR
23.0

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module,
breast symptoms
(MO)
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Arm_Symptoms_BR2
3.0

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
qguestionnaire breast
cancer module, arm
symptoms (MO0)

Future_Persp_Image_
BR23.0

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module,
future perspective
(MO)

Sex_Funct_BR23.0

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module,
sexual functioning
(MO)

Upset_Hair_Image_B
R23B.0

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module, upset
by hair loss (MO)

mos.3

numeric (integer)

1-5

the MOS Adherence
to medical advice

scale
(M3)

general_se_1_item.3

numeric (double)

0-10

A general self-efficacy
item

perceived_suppport_
1 item.3

numeric (double)

0-10

A general perceived
support item

single_item_copel.3

numeric (integer)

1-5

Single item: what has
done to cope: Tried
to relax

single_item_cope2.3

numeric (integer)

1-5

Single item: what has
done to cope:
Distracted yourself

single_item_cope3.3

numeric (integer)

1-5

Single item: what has
done to cope: Prayed

single_item_cope4.3

numeric (integer)

1-5

Exercised or used
physical activity

single_item_cope5.3

numeric (integer)

1-5

Single item: what has
done to cope: Tried
to look at the more
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positive sides of your
experience

single_item_cope6.3

numeric (integer)

1-5

Single item: what has
done to cope: Burst
to tears or lashed out

single_item_cope7.3

numeric (integer)

1-5

Single item: what has
done to cope: Talked
to somebody
important

single_item_cope8.3

numeric (integer)

Single item: what has
done to cope: Asked
for help somebody
important

single_item_cope9.3

numeric (integer)

1-5

Single item: what has
done to cope: Tried
to see your
experience rather as
a challenge

single_item_copel0.3

numeric (integer)

1-5

Single item: what has
done to cope: Talked
to your physician
about your concerns

bipql.3

numeric (integer)

0-10

Iliness Perception
Questionaire - Brief
form
Self-control beliefs

bipg2.3

numeric (integer)

0-10

Iliness Perception
Questionaire - Brief
form
Treatment control
beliefs

LifeEvents_012.3

factor

3 levels
0: None
1: One event
2: Two or more

Negative Life Events

events
Anxiety HADS.3 numeric (double) 0-3 Hospital Anxiety and
Depression Scale,
anxiety (M3)
Positive_affect_ PANA numeric (double) 1-5 Positive Affect
S.3 Negative Affect

Schedule (M3)
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Negative_affect_PAN
AS.3

numeric (double)

1-5

Positive Affect
Negative Affect
Schedule (M3)

Global_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

global health status /
QoL (M3)

Phys_Fun_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

physical functioning
(M3)

Role_Fun_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire, role
functioning (M3)

Cogn_Fun_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

cognitive functioning
(M3)

Soc_Fun_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire, social
functioning (M3)

Fatigue_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

fatigue (M3)

Nausea_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

nausea and vomiting
(M3)

Pain_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire, pain
(M3)

Dyspnoea_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,
dyspnea (M3)
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Insomnia_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,
insomnia (M3)

Apetite_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

appetite loss (M3)

Constipation_QLQ30.
3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

constipation (M3)

Diarrhoea_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,
diarrhea (M3)

Financial_QLQ30.3

numeric (double)

0-100

QLQ-C30 - EORTC
Quality of Life
Questionnaire,

financial impact (M3)

Body Image BR23.3

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module, body
image (M3)

Side_Effects_BR23.3

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module,
systemic therapy side
effects (M3)

Breast_Symptoms_BR
233

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module,
breast symptoms
(M3)

Arm_Symptoms_BR2
33

numeric (double)

0-100

QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module, arm
symptoms (M3)
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Future_Persp_Image_ numeric (double) 0-100 QLQ-BR23 - EORTC
BR23.3 quality of life
qguestionnaire breast
cancer module,
future perspective
(M3)
Sex_Funct_BR23.3 numeric (double) 0-100 QLQ-BR23 - EORTC
quality of life
guestionnaire breast
cancer module,
sexual functioning
(M3)
Upset_Hair_Image_B numeric (double) 0-100 QLQ-BR23 - EORTC
R23B.3 quality of life
guestionnaire breast
cancer module, upset
by hair loss (M3)
FORTH_baseline_chro factor 2 levels Existence of chronic
nic_illness 0: No illness
1: Yes
FORTH_preexisting_ill numeric (int) Number of pre-
nesses existing illnesses
FORTH_preexisting_ factor 2 levels Pre-existence of
mentalillness 0: No mental illness
1: Yes
FORTH_preexisting_ factor 2 levels Pre-existence of
metabolicillness 0: No metabolic illness
1: Yes
FORTH_m3_performa factor 4 levels ECOG Performance

ncestatus

0: Fully active, able to
carry on all pre-
disease performance
without restriction
1: Restricted in
physically strenuous
activity, but
ambulatory and able
to carry out work of a
light or sedentary
nature, e.g., light
house work, office
work

status (M3)
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2: Ambulatory and
capable of all
selfcare, but unable
to carry out any work
activities; up and
about more than 50%
of waking hours
3: Capable of only
limited selfcare;
confined to bed or
chair more than 50%
of waking hours
4: Completely
disabled; cannot carry
on any selfcare;
totally confined to

bed or chair
5: Dead
FORTH_m3_illness_ev factor 3 levels lliness events (M3)
ents0.1.2 0: None
1: One event
2: Two or more
events
FORTH_MO_psychotr factor 2 levels Consumption of
opics 0: No psychotropic drugs
1: Yes (MO0)
FORTH_M3_psychotr factor 2 levels Consumption of
opics 0: No psychotropic drugs
1: Yes (M3)
FORTH_M3_Mental_ factor 2 levels Mental health
health_support 0: No support (M3)
1: Yes
mO_exercise_012 factor 3 levels Level of exercise (MO0)
0: None
1: Low/moderate moderate aerobic
2: Heavy activity: walking,

cycling, etc.
heavy aerobic
activity: running, HIT
training, etc.
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Heavy level of
exercise:
>200 min/week of
moderate aerobic
activity or 2100
min/week of heavy
aerobic activity or an
equivalent
combination of
moderate- and heavy-
intensity
activity

or

>5 times of week

muscle strength
activity

or
(any aerobic activity
& 4 times/week of
muscle strength
activity

or
(2150 min/week of
moderate aerobic

activity or 275

min/week of heavy

aerobic activity or an

equivalent

combination) & >2

times/week of muscle

strength activity

or
(=180 min/week of
moderate aerobic

activity or 290

min/week of heavy

aerobic activity or an

equivalent

combination) & 1
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time/week of muscle
strength activity

or

(2100 min/week of
moderate aerobic
activity or 250
min/week of heavy
aerobic activity or an
equivalent
combination) & 3
time/week of muscle
strength activity)

M3_mMOS_instumen numeric (double) 1-5 Modified Medical
tal_support Outcomes Study
Social Support
Survey, instrumental
support
M3_mMOS_emotion numeric (double) 1-5 Modified Medical
al_support Outcomes Study
Social Support
Survey, emotional
support
M3_mMOS_social_su numeric (double) 1-5 Medical Qutcome
pport_total Study, total (average)
social support
mastectomy factor 2 levels Had mastectomy
0: No procedure
1: Yes (all patients have
undergone surgery:
lumbetomy
mastectomy lum)
surgery.3 factor 2 levels Had surgery before
0: No M3
1: Yes
antiher2_treatment factor 2 levels Had anti-HER2
0: No treatment
1: Yes
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antiher2_regimen factor 3 levels Anti-HER2 regimen
0: None followed
1: Trastutzumab
2: Trastutzumab plus
Pertuzumab
cancer_stage factor 3 levels Cancer stage
1: Stage 1
2: Stage 2
3: Stage 3
cancer_grade factor 3 levels Cancer grade
1: Grade 1
2: Grade 2
3: Grade 3
baseline_pr numeric (double) 0-100 Progesterone
receptors positivity
(percentage score)
(MO)
baseline_ki67 numeric (double) 0-100 ki67 percentage score
(MO)
baseline_pt numeric (double) Tumor size in mm
baseline_pn factor 4 levels Node (N) describes
1: NO whether the cancer
2:N1 has spread to the
3:N2 lymph nodes (MO)
4: N3
baseline_histological_ factor 3 levels Histological type
type 1: Ductal classification (MO0)
2: Lobular
3: Other
family_history factor 2 levels Family history of
0: No cancer (first degree
1: Yes relatives)
baseline_hormone_re factor 2 levels Had hormone
placement_pre_treat 0: No replacement therapy
ment 1: Yes before treatment
(MO)
mO_menopausalstatu factor 3 levels Menopausal status
spre 1: premenopausal pretreatment (MO)
2: perimenopausal
3: postmenopausal
MO_performancestat factor 4 levels ECOG performance

us

status (MO)
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0: Fully active, able to
carry on all pre-
disease performance
without restriction
1: Restricted in
physically strenuous
activity but
ambulatory and able
to carry out work of a
light or sedentary
nature, e.g., light
house work, office
work
2: Ambulatory and
capable of all selfcare
but unable to carry
out any work
activities; up and
about more than 50%
of waking hours
3: Capable of only
limited selfcare;
confined to bed or
chair more than 50%
of waking hours
4: Completely
disabled; cannot carry
on any selfcare;
totally confined to

bed or chair
5: Dead
baseline_creatinine numeric (double) Creatinine (MO0)
baseline_alt numeric (double) Alanine
aminotransferase
(MO)
baseline_hb numeric (double) Haemoglobin (MO)
baseline_leukocytes numeric (double) Leykocytes (MO)
baseline_neutrofiles numeric (double) Neutrofiles (MO)
baseline_thrombocyt numeric (integer) Thrombocytes (MO0)
es
chemoQ_type factor 3 levels Had and type of
0: No chemo chemotherapy
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1: neo-adjuvant
chemo
2: adjuvant chemo

radiotherapy

factor

2 levels
0: No
1: Yes

Had radiotherapy

TamoxifenVSother

factor

4 levels
0: No endocrine
treatment

1: Tamoxifen

2: Al (letrozol,

anastrozole,

exemestane)

3:

Ovarian suppression
plus tamoxifen or Al

Endocrine (hormonal)
treatment regimen

Al: aromatase
inhibitors

chemo.3

factor

4 levels
0: No chemotherapy
at M3
1: During
chemotherapy at M3
2: Within 3 months
after the end of
chemotherapy at M3
3: More than three
months after the end
of
chemotherapy at M3

Chemotherapy status
at M3

radio.3

factor

4 levels
0: No radiotherapy at
M3
1: During
radiotherapy at M3
2: Within 3 months
after the end of
radiotherapy at M3
3: More than three
months after the end
of
radiotherapy at M3

Radiotherapy status
at M3

antiher2.3

factor

4 |evels
0: No antiher2
treatment at M3

Anti-HER2 treatment
status at M3
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1: During antiher2
treatment at M3
2: Within 3 months
after the end of
antiher2 treatment at
M3
3: More than three
months after the end
of antiher2 treatment
at M3

endocrine.3

factor

2 levels
0: No endocrine at
M3
1: During endocrine
treatment

Endocrine treatment
status at M3

care_team

factor

4 levels
1: CHAMP
2:IEO
3: HUS
4: HUJI

Clinical site (hospital)

age_baseline

numeric (integer)

Age at baseline (MO0)

mO_marital

factor

4 levels
1: Married
2:
Separated/divorced
or Widowed
3: Common-law
partner
4: Single or Engaged

Marital status (MO)

mO0_employment

factor

2 levels
1: Employed full time,
Self-employed,
Retired
2: Employed part
time, Housewife,
Unemployed

Employment status
(MO)

baseline_ki67class

factor

2 levels
0: <20%
1: 220%

ki67 class (MO)
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baseline_erclass

factor

2 levels
0: Negative
1: Positive

ER-negative or ER-
positive breast cancer
(MO)

ER -> Estrogen
Receptor

A cutoff of 1% has
been used

baseline_prclass

factor

2 levels
0: Negative
1: Positive

PR-negative or PR-
positive breast cancer
(MO)

PR -> Progesterone
Receptor

A cutoff of 1% has
been used

Reference:

Validity of 1%
Hormonal Receptor
Positivity Cutoff by
the ASCO/College of
American
Pathologists
Guidelines at the
Georgia Cancer
Center

Firas Kreidieh,
Ramses F. Sadek, Li
Fang Zhang, Aaron
Gopal, Jean-Pierre
Blaize, David Yashar,
Reena Patel, Hiral S.
Patel, Shou-Ching
Tang, and Houssein
Abdul Sater

JCO Precision
Oncology 2022 :6

baseline_LuminalB_f

factor

2 levels
0: No
1:Yes

Whether tumor is
luminal B (ER positive,
PR any and HER2
positive) (MO)
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baseline_subtypes

factor

5 levels
1: Luminal A
2: Luminal B-like
(HER2 negative)
3: Luminal B-like
(HER2 positive)
4: Her2-positive
5: Triple-negative

Luminal A: ER+, PR+,
HER2-, low Ki67
(<20%)

Luminal B-like (HER2
negative): ER+, PR+/-,
HER2-, high Ki67
(=20%)

or

ER+, PR-, HER2-, Ki67
any

Luminal B-like (HER2
positive):

ER+, PR+/-, HER2-,
any Ki67

HER2-positive (non
luminal): ER-, PR-,
HER2+, any Ki67

Triple-negative: ER-,
PR-, HER2-, any ki67

References:

1. Karihtala P and
Jukkola A (2020) High
Parity Predicts Poor
Outcomes in Patients
With Luminal B-Like
(HER2 Negative) Early
Breast Cancer: A
Prospective Finnish
Single-Center Study.
Front. Oncol.
10:1470.

doi:
10.3389/fonc.2020.01
470

2. Senkus, E.,
Kyriakides, S., Ohno,
S., Penault-Llorca, F.,
Poortmans, P.,
Rutgers, E.,
Zackrisson, S.,
Cardoso, F., & ESMO
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Guidelines
Committee (2015).
Primary breast
cancer: ESMO Clinical
Practice Guidelines
for diagnosis,
treatment and follow-
up. Annals of
oncology : official
journal of the
European Society for
Medical Oncology, 26
Suppl 5, v8—v30.
https://doi.org/10.10
93/annonc/mdv298

baseline_NLR

numeric (double)

Neutrophil to
leukocyte ratio (MO)

Comment:
lymphocytes were
not provided,
abbreviation is
misleading

ncen_distress_therm numeric (double) 0-10 NCCN distress
ometer.0 thermometer (MO0)
Emot_Fun_QLQ30.0 numeric (double) 0-100 Quality of Life
Questionnaire (MO0)
ncen_distress_therm numeric (double) 0-10 NCCN distress
ometer.3 thermometer (M3)
Emot_Fun_QLQ30.3 numeric (double) 0-100 Quality of Life
Questionnaire (M3)
Sex_Enjoy_BR23.0 numeric (double) 0-100 QLQ-BR23 - EORTC
Quality of life
guestionnaire breast
cancer module,
sexual enjoyment
(MO)
Sex_Enjoy_BR23.3 numeric (double) 0-100 QLQ-BR23 - EORTC
Quality of life

guestionnaire breast
cancer module,
sexual enjoyment
(M3)
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