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Summary

We investigate resource orchestration in a data center interconnection network, which relies
on hybrid electro-optical top-of-rack switches to interconnect servers over multi-wavelength
optical rings. The bandwidth of the rings is shared, and an efficient utilization of the infras-
tructure calls for coordination in the time, space, and wavelength domains. To this end, we
present offline and incremental dynamic resource assignment algorithms. The algorithms
are suitable for implementation in a software defined network control plane, achieving effi-
cient, collision-free, and on demand capacity use. Our simulation results indicate that the
proposed algorithms can achieve high utilization and low latency in a variety of traffic sce-
narios that include hot spots and/or rapidly changing traffic. Furthermore, we evaluate the
effect of the control plane delay and traffic estimation policies, using the OMNET++ packet-
level simulator with realistic MapReduce traffic.

The introduction of all-optical switching in data center interconnection networks (DCN)
is an important step in addressing the shortcomings of current electronic switching solutions.
However, limitations in optical switch port count, and reconfiguration speed require new de-
signs for optical switching and DCNs. In this dissertation, we propose a DCN fabric that
relies on a “Lean” optical switch design with limited but scalable configurability. This de-
sign offers high reconfiguration speeds, real-time scheduling, efficient network control, and
a low number of switching elements. To achieve these objectives, we relax the non-blocking
network requirement and opt for partially configurable switching modules, limiting the con-
trol capability of the scheduler and reducing control overhead. We compare our proposed
network with the RotorNet architecture, which operates with fully distributed control, and
the Mordia architecture, which operates with centralized control. Each architecture achieves
varying levels of functionality and offers distinct advantages. The proposed solution lies
in the middle of the other two approaches and combines the benefits of both of them. Ad-
ditionally, we analyze the crosspoint complexities of the proposed and the aforementioned
reference architectures, and evaluate their throughput and latency performance through sim-
ulations. Finally, we enhance RotorNet using breakout to control latency, partial configura-
bility with centralized control, and an adaptive scheduling policy that learns and optimizes

resource allocation dynamically.
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Distributed storage systems spanning across different cloud data centers have substan-
tially improved availability and flexibility for data storage and retrieval operations. However,
stringent latency requirements of emerging applications necessitate optimized selection of
storage resources that exhibit smaller delay. Introducing edge resources into distributed
storage systems enables data placement closer to its source, but simultaneously increases
the complexity of decision-making and orchestration processes for optimal data placement.
In this work, we develop mechanisms for storing data across an infrastructure that includes
both edge and cloud resources. Our approach focuses on optimizing data integrity, longevity,
security, and cost, while leveraging erasure coding when performing the resource allocation.
We first present a comprehensive mixed integer linear programming formulation of the stor-
age resource orchestration problem. As the search space for the optimal solution can be vast
and the execution time prohibitively large for real size problems, we also propose an in-
novative multi-agent heuristic approach that uses the rollout, a reinforcement based policy,
to balance performance and execution time efficiently. Through various simulation experi-
ments, we evaluate the developed mechanisms and trade-offs involved in our approach. By
incorporating data from a multi-cloud provider, we further enhance the validity of the sim-
ulations and the conclusions drawn.

Keywords — Data center networks, Interconnection networks, Cloud computing, Edge
computing, Distributed storage systems, Optical networks, Data security, Optimization meth-
ods, Erasure coding



Iepiinyn

MeleToOpE TNV EVOPYNOTPOOTC TOPMY GE DG LVOETIKO diKTLO KEVTPOL dedopévmr (AKA)
7oL Paciletan oe VPPIOIKODS NAEKTPOOTTIKOVG top-of-rack petaywyeic yix Tn cbOrdeon
TOV EELANPETNTOV HECH ONTIKOV dAKTOM®V TOAAXTAOV PNKOV KOpatos. To evpog {mvng
TV SaKTLVAI®V givan KOWwOYpnoeTo, Kol | anodoTiKl xpfomn TNG DIOJOUNS araiTel GLVTO-
VIGHO 6T TEdiot TOL Y POVOL, TOL YMPOL KAl TOL PKOLS KOHATOS. [ Tov 6komd avtd,
rapovcidlovtan offline kou incremental dvvapikoi alyopiBpor avdBeong noépwv. Ot ah-
YOp1Bpor avtoi eivon katdAAniol va vAonoinBodr ce eninedo eAEyyov mOL ypnoILOTOLE
software defined network (SDN), emitoyydvovtog anodotikf|, ympic 6uYKpoOoEIS Kot KoT’
anaitnon ypnon tg yopntikotntas. Ta amwoteAEGHATH TS TPOGOHOINOCTS deiyvovy O-
T1 O1 TPOTEWAHEVOL AAYOPIOROL HTOPOOY VA EXTOYOVY DYNAN Y PNCILOTOINGT Kol YOXUNAN
KaBvoTEPNon o€ didkpopa Gevdpla Kivnong oo eptAapfdroov hot spots ka/f| ypiyopa
petofarropevn xivnon. EmmAéov, yix tny a&loldynon tng enidpacns tng kabovoteépn-
oG 670 eNiNeSO EAEY YOV Kot LEBOOWV EKTIPNONG TNG Kivnong, YiveTan X prion pEAAGTIKNAG
kivnong MapReduce pe tov tpocopoiwtn emnédov makétowv OMNET++.

H eicaywyn tng TApovg ONTIKNG HETAY®YNG OTH IACVVOETIKA SiKTLX KEVTPWY Oe-
dopévav (AKA) aroterei onpovtikd PHA Y1 THY GUTIHETOTICT TOV XOVVAHIOV TOV V-
TapYovT®V AMOGEMY NAEKTPOVIKNG HETAY®YTNG. 20TOGO, Ol TEPLOPIGHOL GTOV ApPltOPd TV
BLPOY TOV OTTIKOV PETAYWYEDY KO TNV TAYOTNTA AVAIIXPOPPOOTS ATAITOVV VEEG G)E-
10 TIKEG AOOELS Y1 TNV ONTTIKH peTaywyh Ko T AKA. e avti) T dtpifny, Tpoteivovpie
pa apyrrektoviki) AKA mov Paciletar otov oyediacpd evos onTikod petaynyén «Lean»
HE TEPLOPICUEVT], OALE KApokoOpeV puBpicipoTnTa (configurability). Avtdg o oyedia-
OHOG TPOGPEPEL VYNAES TAYVTNTES EXAVAPPVOHIONS, Y POVOTPOYPALHATICHO TPOYHATL-
KOO YpOrov, amodoTIKO EAEYYO TOL SIKTVLOL KOl YAHNAO aplOpd oTOoLYEIMY PHETAYWYTG.
Mo va emtevyBodr avtoi o1 otodyol, yiveton yoaldpwon tov non-blocking nepropiopod
TOV OIKTVOL KX EMAEYOVTOL GTOLYEIX HETAYWYNG PEPIKNG pLOMIGIPOTTOG, TEPLopilovTag
TN SVYTOHTNTA EAEYYOL TOL Y POVOTPOYPALLATIOTH] KOl LEIOVOVTAG TNV EMPEPOVOT TNG
dadikaciag eléyyov. [Nveton cOYKPION TOL TPOTEWOHEVOL IIKTOOD HE TNV APYLITEKTOVIKN
RotorNet, n omoia Aertovpyei pe TANPOS KATAVEPTHEVO EAEY YO, KL LE TNV APYITEKTOVIKT)

Mordia, n omoia Aertovpyei pe kevrpikomompévo éleyyo. Kabe apyrrextovikn netoyaivel



dagpopetikd eninedo Aertovpyrkotnrags (functionality) Ko Tpoc@épel drapopeTikd TAeo-
vekthpoto. H mpotewodpevn Aoon Ppicketon avapeca otig 000 dAleg OVO TPOGEYYicELS
Kot cuovdLALel Ta oPEAN Kot T dVo. EmmAéov, avalbovtal o1 crosspoint TOALTAOKOTITESG
TNG TPOTEWOUEVNC APYLITEKTOVIKNG KO TOV APYITEKTOVIKMY AVXPOPAS Kot aloAoyodrtan
®G TPOG TN PLOLATOdOCT Kt TNV KAOLOTEPN OGN HEG® TPOGOROIDCEDY. TEAOG, E@appdlo-
vtou Pertinocels oto AKA RotorNet ypnoiporoiwvtos tn pedodo breakout yia tov €hey-
YO TNG KABOGTEPNONG TOL EMTEDOV EAEYYOV, TNV EQAPLOYT HEPIKNG PLOGILOTNTOS e
T PonBela KEVTPIKOTOMPUEVOD EAEY YOV, KO IS TPOCAPHOCTIKNG TOMTIKNG Y POVOTPO-
YPOHHXTIOHOD TOL PEATIGTOTOEL SUVAPIKA TIG AVADEGELS e fACT) TA Y OUPAKTTPIOTIKK TNG
kivnong.

Ta GLGTARATH KATAVEPNHEVNG ATOONKEDGNG TOL EKTEIVOVTOL GE DAPOPETIKA KEVTPAL
dedopévmv tov cloud €yovv Beltinoel onpavtikg Tn St@ecIHOTNTH Kot TNy eveMEla Y1
Ae1Tovpyieg amobinkevong Kol avdkTnong dedopévmr. QoTd00, 01 AVOTNPES ATAITICELS
XPOVOL ATOKPIGNS TOV VEOV EQUPHOYDY ANTAITOVV TN PEATIOTN EMAOYT ATOONKEVTIKOV
TOPOV TOL TOPOLGIRLoLY piKpOTEPN KabBvoteépnon. H eicaywyn mopwv edge oe cuosThpa-
TA KATAVEUNHEVNG Ao KEVONG EMTPENEL TNV TOTODETNON SedOPEVMY KOVTE GTNY TTNYN
TOVG, XAAA TAVTOY POVA HLEAVEL TNV TOADTAOKOTNTH OTIS S1AIIKAGIES AYN G ATOPACEDY
Ko evopyfotpoongs Y tn PErTIoTn evandBeon Tov dedopévov. e avti Tn drTpip,
QVOTTOCCOVTOL PUNYAVICHOL Yia TNV anoONKeLon dEQOPEVOY GE HI DTOJOT TOL TEPL-
Aappdrer toco edge, 660 ko cloud tdépovs. H mpocéyyion emkevtpmdvetan otov PEATIOTO
GOVOLACHO TNG AKEPALOTNTAS TOV OEQOUEVWY, TNG HOKPOPLOTNTAES TOVGS, TG ACPAAEING
K0l TOL KOGTOLG, EVA Y PTCIHOTOteiTo 1) TEYVIKT TOL erasure coding katd Tnv avdBeon Tov
TOpwV. Apykd TapovctdleTAl P OMOKANPOUEVT SIATOTMOT] HEIKTOD KEPALOD Y POLpLpLL-
KOO TPOYPUAHHATIGHOD Y1 TO TPOPANHA TNG EVOPYNOTPMOOTS TV TOPOV AnoBNKeLONG.
Agdopévov 611 0 ywpog avalitnong yix tn PEATIOTN MO Propei va givan TeEPAGTIOS Kol
0 YPOVOG EKTEAEGTG ATAYOPEVTIKX HEYAAOG Y1 TPOPANHATA TPXYHATIKOD HEYEOOVS, TPO-
teiveton emiong pa multi-agent rollout evpeTiki TPOGEYYIOT, Y10 VX IGOPPOTHGEL ATODOTI-
K& petad anddoons kot xpovov ektéreons. MEGm d1opOpmY TEIPAPATMOY TPOGOHOIMGTG,
a&toAoyolvTal o1 Pnyoavicpol kot ot copfifacpoi avthg Tng Tpocéyyionc. Evoopatmvo-
VTG TPAYHATIKE SedopEVA TOL dOONKAY ard Thpoyo multi-cloud, evicydovtag tepartépw

TNV £YKLPOTNTA TOV TPOCOPOIDCEDY KO TOV GCUUTEPACUATOV TOV TPOKOTTOOV.

Aé€eig Kieidrd — Aiktoo kKEVTpov Sedopévmr, AlacordeTiK dikTod, YTOAOYIGTIKO
VE€@POog, Yoloyiotiki tapoens, Katavepnpéva coothpata arobikevong, Ontikd diktow,
Acpdlerx dedopévav, MéBodor Bedtiotomoinong, Kmdikoroinon araloipng



Prologue

In the boundless expanse of human knowledge, the journey of discovery is often character-
ized by the pursuit of answers to questions that have eluded understanding. This dissertation
embarks upon such a journey, a scholarly odyssey that explores the realms of “Efficient Re-
source Allocation for Data Centers with Dynamic Optical Network Infrastructure” within the
Division of Communication, Electronic, and Information Engineering of the School of Elec-
trical and Computer Engineering of the National Technical University of Athens (NTUA),
and more specifically, at the High Speed Communication Networks Laboratory (HSCNL).
In this prologue, we introduce a deep dive into the subject.

As we peer through the lens of efficient resource allocation for data centers in the con-
text of dynamic optical networks infrastructure, we stand on the precipice of a transformative
era. The world is in a constant state of evolution, marked by advancements in technology,
shifts in socio-political landscapes, and environmental challenges that demand our collective
attention. Amidst these complex and ever-changing dynamics, the study of resource alloca-
tion within data centers has emerged as a critical focal point of intellectual inquiry, and this
dissertation endeavors to shed light on the intricacies of this multifaceted domain.

Our exploration of efficient resource allocation in this study is marked by a steadfast com-
mitment to knowledge acquisition. It pays tribute to the contributions of predecessors who
established the foundational understanding and anticipates the endeavors of future scholars
who will further develop upon this groundwork. With the ongoing dedication of scholars,
both past and present, this dissertation aims to make a meaningful and innovative addition
to the collective knowledge base.

I am deeply grateful to Professor Emmanouel Varvarigos for serving as my supervisor,
as his wisdom, mentorship, and support have been instrumental in shaping the direction of
this dissertation. Furthermore, I would like to extend my gratitude to the Assistant Profes-
sors Konstantinos Christodoulopoulos and Panagiotis Kokkinos, to the Associate Professor
Konstantinos Yiannopoulos, as well as to the postdoctoral researchers of the HSCNL, Dr.
Polyzois Soumplis and Dr. Aristotelis Kretsis, who have been invaluable collaborators in
this academic journey, and whose contributions, insights, and dedication have enriched the

research process and enhanced the quality of this work.
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To Nikos, Olga, Danae, Nagia, Iro, and all the other dear colleagues and comrades, with
whom we managed to make a collective step toward an academic future we dream of.

Last but not least, a deep appreciation to Alexandra Elbakyan. Without her remarkable
dedication to providing access to scientific knowledge, I wouldn’t have had the chance to
read even a fraction of the publications I read during these years.

Throughout the chapters that follow, we will navigate the intricate network of ideas,
theories, and empirical evidence that underpin efficient resource allocation in data centers
with dynamic optical network infrastructure. We explore data center networks that use com-
binations of optical and electrical connections for efficient server communication. We’ve
developed algorithms to manage these connections and ensure smooth performance. When
it comes to data center switching, we’ve introduced balanced approaches, offering a mix
of speed and control, which falls between other designs. In the realm of data storage, our
work focuses on optimizing resource use, whether in cloud or edge environments. We aim
to make data management secure, cost-effective, and durable. We’ve rigorously tested these
methods to ensure their practical effectiveness in cloud setups. It is our aspiration that this
scholarly endeavor will not only provide new insights and perspectives but also inspire future
researchers and enthusiasts to engage in a never-ending quest for understanding.

This dissertation is the result of extensive effort and commitment. As we delve into the
topic, it’s worth noting that the pursuit of knowledge is a valuable endeavor with the potential

to broaden our understanding of the world.

Konstantinos G. Kontodimas
November 2023
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AvaBeon Ilopwy oe eva OmtTiko Atxcovdetiko Aiktoo Kévtpoo Aedo-
pévov pe Aaktoriiong Ivov kon Metaywyeic Emioyng Mikovg Ko-
HaTog

H evpeia dibecipotnra epappoyov oto cloud tpog dioekatoppvpro TeAMKOOS ¥ pioTES
Ko 1 eparion povtédwv Yrodopng wg Yrnpeoio (Infrastructure-as-a-Service — [aaS) ko
[Mhateoppac og Yrnpeoio (Platform-as-a-Service — PaaS) Pacilovton 6e cvuykevtpmTi-
KEG DTOAOYIGTIKES DTOOONEC, Ta KEVTpa dedopévmv (KA). Ta KA cuovhBwg arotelodrton
and TOALODG dGLVOEDEPEVOVS DIKOPIGTES (SEIVErs) TOL EKTEAOVV EIKOVIKEG UNYOVES
(virtual machines). Aedopévov 6t1 ) kivnon evtog tov KA (east-west) givan vynAotepn
and TNy eroepyopevn/eEepyopevn (north-south) kivnon, kot AaVapPEVETAL VA GOVEYIGOLY VX
avédrovtor kot o1 dvo, ta diktoa Tov KA (AKA) railovv kpicipo poéro. Amoutovvrtan
AKA vynAng xopnTikdOTNTOS, KMPUKOODHEVX KOl EVEPYELNKA/OTKOVOHIKG OTODOTIK(R TOL
Vo eKPeTAAAEDOVTOL TANPpWS TN dovapikh Tov KA.

Ta wponypéva AKA Pacilovton ce nlektpoviki petaywyn pe tomoloyieg Fat-Tree.
Ta Fat-Tree teivoov va vToeKpPeETAAAEDOVTAL TOVS TOPOVGS, ATAITOVY TOAAR KAAMDOIO Kol
vPioTOVTOL TPOPANHATO CYETIKE HE TNV ENEKTAGIHOTNTO KXL TNV EVEPYEINKT ATODOTIKO-
tnra. o tn peimon tov kd6ctovg, Ta Fat-Tree covfBwg eivon oversubscribed (w.y., 1:4)
Kot Oev TpooPEpovy TANpeg evpog Lovng datoung (full bisection bandwidth) oo propei
vo ypelotel Yoo opiopéves epappoyes. H diktdmon mov kaBopileton amd TG owdykeg
Tov gpappoymv (application-driven networking), pio avadvopevn tdon, Oo ermpeinOei
and €val OiKTLO TOL AVABETEL EDEMKTA TN ¥OPNTIKOTNTA 6oL Yperdletar. [a va avti-
petomotovy ta petovekthipata twv Fat-Tree, ToAAEG TpOOoPATES EpEvIES TPOTEIVAVY V-
Bprdkd nAexTpikd/ontikd dikToa KEVTpOY dedopévov. Mia and avTéS ypnoionolel Eva

AKA o7o onoio o1 fapieg poeg peyding ddpkerag (elephant) dpoporoyovdvton ekKAEKTIKG

S H Swxtpipn €xer yiver amodekti) and tn o] Hhexktpordywr Mnyovikaov ko Mnyavikov Y tohoyt-
otov (XHMMY) tov EBuikod Metoofrov [Tolvteyveiov (EMIT) tov Noépfpro Tov 2023 yia tny andktnon
Awmiopoatog Addktopogc Mnyovikod too EMIL

»Emkowovia pe tov Kovotavtivo Kovtodnpa péom tov email: kontodimask @ gmail.com.
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HEC® €VOS OIKTOOV ONTIKNG pHeTaywyNG KukA®patog (optical circuit switching — OCS), e-
VO 1 oo Kivnon diEpyeTon PHECH VOGS SIKTVOL NAEKTPOVIKNG HETAYOYNG TAKETWOY
(electronic packet switching — EPS). Avtég o1 AMoeig Pacilovton otny avayrvopion Tov
Baprov poav (elephant), k&tt ToO eivon apketd SOGKOAO, eVd TapaTnPHONKe OTL TETO1ES
pakpofies ko Papiég poég dev eivon TOMIKES, KEATL TOL SUGKOAEDEL TN dATHPNGT DYNANG
xpnotpornoinong (utilization) oo OCS. Avtifeta, aroteitor VYNAOS PaOPOS cLVOEGIHO-
tnrag (connectivity). o va emtpoamei peyaAdTEPT GOVOECIHOTNTA, EPELVNTES TPOTEL-
VoV Kol TpoTuRonoincay éva ToAd Tokvd vPpdikd AKA oo vrootipile kot multi-hop
oovdéoels, pali pe P e101Kd Kataokevacopévn otoifa eréyyov. EmnAéov, pétpnoav
GLOVOMKT KHOLOTEPNOT), COUTEPIAXUPAVOLEVNG VTHG TOL EMITEDOL EAEYYOL KL TNG €-
navappOOpions Tov vAkov Tov OCS (pikponiektpopnyovikd cootipato — MEMS), va
elvon NG TAENG TOV EKATOVTAOMY Y1A0GTMVY TOL devteporéntov. H multi-hop dpoporod-
ynon a&lomonOnke wg ek VEOL Y1 SIAPOIPAGHO OTTIKOV KUKAMPEATOV, Y1 TO OTO10 VoL
nTOyOnKe Eva eninedo ehéyyov Paciopévo oto OpenFlow, deiyvovtag 6t1 0 Srapolpacpog
TOV KOKAOPATOV petmvel TNy exidpacn tng apyng exovappOOpiong (reconfiguration) Tov
OCS.

Al tpotewopeva dracovdetikd AKA de ypnoiporotodr KaBOAOD NAEKTPOUIKODS
petaywyeic. To Proteus, eivon pia mAfpwg ontiki apyrtektoviky AKA mov Pacileton
OTOV GUVOLAGHO HETAYOYEWY ETAOYNG HKOLS KOpaTog (wavelength selective switches
- WSSs) koo MEMS. Zowvd, n multi-hop petddoon ypnoiponoleitan yio vo eX1TO)EL DYNAT)
XPNOIROTOINGT, GAAR e€akoAovOEeT Vo givant SOCKOAO VO AVTIGTAOHIGTOVY O1 apyoi ypovoL
enavappOOpions twv MEMS pécm «E&omrvov» eléyyov. AAMAeEC Tpooeyyioels TPOTEVAY L-
Bpdwkég apyrrektovikég OCS kot onTIKNG peTaywyng TakéTov/pitav (optical packet/burst
switching — OPS/OBS), eheyyopeves péow SDN. ITpotdBnkav ko Sidpopec dAAeg apyrte-
ktovikés faciopeves oe OPS/OBS, aAld 01 Teyvoroyieg OPS/OBS dev eivon akOpo wpipieg,
OmOTE 0 ONPEPWOS 6TOY0G B propovoe va givan SikToN KPS KAMPOKOG [IE TEPLOPIGHELN
dvvatotnta avafdOpiong.

M vpp1oikr) apyrrektoviki) AKA pe to dvopa Mordia ypnoiponotei WSS yia va mo-
péyel ypovovug petaywyng 11,5 ps. To Mordia Aertovpyei pe SuVapKO TPOTO Yo Vo ETXLTO-
Y€1 LYNAN covdecipotnTa. QoTO60, N KAMpdkwon Tov Mordia eivan tepropiopévn, Kabmg
xpnotponotei Evar povo dakTOA0 ToAvTAEEinG dripeong pfikovg kopatog (wavelength-
division multiplexing — WDM) tov omoiov n yopnTikdTnTO Propei va prhogevnoet Alyo
racks, eved o1 ahyop1Bpo1l avdBeon g TOPmY EPPAViIlovY LYNAT TOALTAOKOTNTH KXl OEV [ITTO-

povV v KAMpokmBouv e peydia KA.

Yro thaicia Tov evponaikod épyo NEPHELE avantdyOnke éva ontikd AKA mov ex-

petadhedeTon TV LPPOIKN NAekTpoVIKh/ONTIKY peTAywYT pHe xphon ereyxyov SDN yia
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TNV QUTIPHETOTICT] TV TPEYOLoOV Teplopicpar tov KA. INa va emtpéyer dovapikd kot
an0dOTIKO SIAHOIPAGHO TOV ONTIKOV TOP®V KAl ENKOWMVING Y0pig cuykpovoels, To NEP-
HELE Aertovpyei pe cOyypovo Tpdmo, k&vovtag ypnon xpovoBoupidwv (timeslots). Ot ypo-
voBLpideg ypno1poTolodYTAL YIX THY EMKOIVOVIN ard rack-ce-rack ko avatiBevtat dvva-
K&, kotomy {NTnong, TPOKEIREVOL v emTeLYOel amodoTIKN X pNGIHOTOINGT, 0OONYOVTAG
o€ eE01KOVOUN 0N EVEPYELNG Kol KOGTOVS. EmmAéov, xpnoiporotodvtot ToAMArTAG pfikn KO-
HOTOG Kol OTIKG emimeda 1o var emitevyOel o kKAMpokoOpevn vmwodopn] AKA pe vynaim
YOPNTIKOTNTA.

To diktvo NEPHELE Bacileton oe petaywyeic emAoyng pikoovg kopatog (WSSs), ot
omoiot givat o ypryopot and ta pukponAektTpopnyorikd cootipata (MEMS) kot o ®-
PIHOL OO TNV ONTIKT HETAYWDYT] TOKETOV Kol ONTIKT peTaywyn pimav. Ot ypiyopor ypodvol
petoywyng, poali pe Tn dovapiki Aertovpyio Tov yporoBupidmy, Tapeyovy DYNAT Kot e0E-
MKTT GOVOECIHOTNTH. € GUYKPION HE GAAES APYITEKTOVIKES TOL EEAPTOVTAL EMIONG AT
Toug petaywyeic WSS (.. Mordia), to NEPHELE eivon o enektdoipo: amoteieitan and
ToAamAoVs dakTLoAioVS ToALVTAEE IS draipeon g pfikovs kOpatog (WDM), eravay pnotpo-
molel Tar KN KOPOTOS KO ) PT|GIHOTOET O1KOVOHIKE TN TiKd e€opThporta dSpopordynong
KOl ETEKTACIUN GYNHATA ¥ POVOTPOYPUHHATIOCHOD. ZT0 Ke@dAoo 2 Bempovpe tnv apyi-
tektoviki] too NEPHELE wg tnv apyrtektoviki ava@opds.

Ocov agopd TN avdBeon Towv TOpmV, TPOPANHATA Y POVOTPOYPARPATIGHLOD TAPOHOIX
pe aLTA TOL avTipeTOTIovTal 6€ AVTO TO £pY0 HEAETHONKAY 0TO TopeABOY Y1t dopLPO-
PIKODG peTaymYyeic ko peTaywyeic katdotaons acOyypovns petagopds (asynchronous
transfer mode — ATM). IIpaypoati, propei kKaveig va Oewpricer oAokAnpo o AKA morila-
TAOV QOKTOAIOV avopopds MG Evay PEYAAO KaTavepnuévo petayoyéa. H kopra dSragpopd
avtov ToL KA givan 6t1 apopd peydres eyKaTaoTAGELS SIKTOOV KOt JOVOpIKT AerTovpyin
rolonhe€ing daipeong ypodévov (time-division multiplexing — TDM)- covenmg, 0 otd)0G
dev elvon n avoTnpf PeATicTOTNTA, AAAG I YOUpNAN ToALVTAOKOTNTO. Emiong, enexteivo-
VT KATdAANAx Tponyovpevol alyopiBpor TDM yio v auTIHETORIGTOOV OPIGHEVOL EGM-
TEPIKOL TEPLOPICHOT GVYKPOVGEMY TOV ATOPPEOVY AT TNV AUPYLTEKTOVIKT AVXPOPAS.

2to Kepdhowo 2 npoteivoope kot aglohoyodpe €va cOVOAO adyopiBpmy ypovompo-
YPOHHaTIoOROD Y1 TO ontTikdO AKA mov ypnoiponolel dakToMmy OTTIKOV WOV Kol pe-
taywyeic WSS. Ileprypdgovope Aentopep®ds Tov KOKAO €AEYYOL TNG OPYLITEKTOVIKAG O
VOPOPAS, KATAYPAPOVHE TIG ATAITNCELS TOL Kol Topovsidlovpe Evav ahyopiOpo yux tn
BérTioTn awdBeon Tov topwv. Tlpoteivovpe eniong Tpelg ATANCTOVS ELPETIKOVS AAYO-
piBHOVLS ¥ POVOTPOYPALHATIGHOD TOL HEWDVOVY TOVG Y POVOLS avdBeon g Kat aE10A0yovE
TV anddoc1 ToOVG PEGH Tpocopolwcemy. Ot toyatorompévog (randomized) ko o &mAn-

otog (greedy) ypappkOs evpeTiKOG alyOplOHOg EPPAVICOY KAVOVIKOTOMPEYT pLOPOTO-
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doon (throughput) dve tov 85% yix Ola Tax eEeTalOpeva cevapia kivnong. O xpovog e-
KTEAEGNG TOV ATANGTOL YPAHHIKOD EVPETIKOD PETPONKE OE EKATOVTAOES YIAOGTA TOV
SEVLTEPOAETTOL, EVA O LIO-YPUPIKOS ATANGTOS EVPETIKOS AAYOPIOHOG TV O Yp1YO-
pog, Bucidlovtag kamowx puOpanddoot. Melethicape exiong Ty enidpacn 6Ty anddoo
TOL TEPLOPIGHOV Y POVOTPOYPALPATIGHOD Tov GeTileTon pe Ty apyrtektoviki KA ava-
@opds. o va avtipetonicovpe TNY TPOKOITOLCA PEiMOT TNG PLOPATOdOoNS Kol THY
aOENCT TOL YPOVOL EKTEAECNG, TPOTEIVAPE PIX TXPAAAXYT] TNG XPYITEKTOVIKNAG TOL Y PN-
oponotei spectrum-shifted onTikd eninedn KAl EXEKTEIVAPE TOV ATANGTO YPOUPHKO EVPE-
TIKO aAyOp1Opo Y v Aertovpyei o éva T€To10 OikTvo. Ot Tpocopolmoels detEav OTL N
poOpanddoon kot 0 ypovog ektéleons TAncidlooy Ty anddoom evdg SIKTOOL GTO OTOi0
dev vrdpyer o mepropiopog s apyrrektovikng KA. Ot mpotewdpevor evpetikoi aryopio-
HOl ETTOYYAVOLY DYNAR pLOPATOSOoT Kot YoupnAd xpdvo ektéleons, emfPepfardvovtag
TN Svvapikn kot anodoTiki Aertovpyio tov KA.

EmnAéov, eetdoape Tepotép® TIG TOMTIKES Yo T ANYN KAADVY EKTIPNCEDOY TOV
TivaKo ovpav oL va Tpoceyyiloor To potifo Tng kivnong petd tny keBvoTtépnon Tov
KOKAOL eAEYYOVL. AlevepyNoape TPOcOpOIMcelS ypnotponotdvtas To OMNET++ pe pe-
aAloTiki kivnon g epappoyng MapReduce. E&etdoape Tov avtiktono tng ypnong evog
TapdAAniov Siktoov yix T TCP ACKSs kot evOG €0peTIKOD YERIOHATOG THG XY PT|CLHOTO1-
ntng yopnrikornras. [Hoapatnpfoape ot Kot o1 dvo teyvikés Peltivvoor To makespan.
EEetdoape tnv mepintwon tng eQpoppoyng oG oTatikis ToALTIKNG round-robin kot d0-
0 TOMTIKOV Tov Aappdvoor vroyn to potifo tng kivnong. Iapatnpficape 6t1 dtav n
KaBLGTEPNON TOL KOKAOL EAEYYOVL €ivon DYNAY, QaiveTal Vo gival TPOTIHOTEPT 1] OTA-
Tk ToArtiki round-robin. Ot mtoArtikég mov Aapfdvoov vndyn Ty Kivnon TpokaAoOy
onpovtikn fertioon 6to cvvoMkd makespan Tov pnopei v praoel To 48% dtoav n Ppo-

YOTPOOEG N SOVUKOTNTH TOL POPTOL €iVal DYNAN.

I'pfiyopa Otk Arvoovdetikad Aiktoa Kévitpov Aedopévov pe Ie-

propiopévn PoOpicipotnto

Onwg avapépOnke kot mo tdvm, o1 Ttororoyieg Fat-Tree yix tn StecOvdeon niekTpovi-
KOV HETOYOYEDV HE OMTIKES {VES, DIOYPNGIHOTOIOOV TOPOVGS, ATUITOOV TOAAR KAAMDIIX
KOl HETAYOYEIS, TAPOLSIALODY TPOPANHATH GTNY EXEKTAGILOTNTA KOL T dOVRTOTN T O
VoPABpoN S Ko KATavaA®rovy vynAd enineda evépyeras. H evoopdtoon tng ontikng pe-
Taywyng ota AKA arotelei Evay Kpiciplo PrHa TPOS TV AVTIHETONICT] TOV TEPLOPICHOV
Tov tomohoywwv Fat-Tree. Evo o1 ontikoil petaywyeic ypnoiHonolodvTal Kupimg yio Tn

HETOY YT KOKADHXTOG GE PNTPOTOMTIKE dikTLX Kot HIKTOX KOPHOV, TPOCPATES £PELVES
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éyovov mpoteivel vPpdkd AKA mov ¥pnoiporotodr nAeKTPOoVIKOVS/ONTIKOVS HETAYWYELS
®G MOoTN. AVTEC Ol HEAETEG Y PNOIHOTOIOVY ONTIKODG HETAYWYEIS, Ol OTOI0l VOKATED-
BOrovv 10 PG ywpig petatpomni and onowdnrote BOpa 6e pa GAAN. Qotdco, o1 ¥pdvot
eNTAVAPPOORIONG TOVGS (O€ YIMOGTA SEVTEPOAETTOL V1O LETAYWYELIS e peYRAO radix Ko o€
OeKADES EKATOUHVPLOOTAE TOV DEVTEPOAETTOL Y PeTayWYELS e pikpo radix) amoteAobY
TpoKAnon ywx tn ypnon touvg ce AKA, 6mov n ypfiyopn pdOpion tov petaywyénv eivon
anapoitntn. Hapd tov tepropiopd avtod, Tor SVINTIKE OPEAN TNS EVOOPATOONG TOV ONTTL-
KoV petaynyéov ota AKA givon onpoavtikd, kot 1 coveyt{OpeVn €peVVa EXTKEVTPOVETAL
oTNV AVETTLEN T10 ATod0TIKOY Kot Prdctpwv Aocewv. To 2022, n Google avakoivwoe 0Tt
Ta drtcvrdeTikd dikTva Tov KA «Jupiter» Ba ypnoiporolodr dovapiki erxovoppOOpion
TNG TOTOAOYING X PNCIHOTOIOVTOS ONTIKY] HETOY®YT) KUKAOPXTOG, 1| omoia £xel e€eAiyOel
Y10 VL EMTOYYAVEL DYNAOTEPT TAYVTNTA, HEI®OT TOL KOGTOVS, ATOSOTIKOTNTA 10)YVOG

Kot PEATIOTOROINGT OTH HKN TOV SIOPOHDV.

To mpdTo epumddio yia TV VICBETNON TOV TEXVOAOYIDOV ONTIKNG HETAY®YNS 6T AKA
nyalet and Ty ToyOTNTA ETAVUPPLOUIOTS TV (TANPOC) OTTIKOV PHETAYWYEMVY crossbar.
KoBag to péyeBoc tov AKA avédvetat, 01 dovatotnTeg Yia Y prion HETAYDYEMY EVOS GTO-
diov (single-stage) perwvovton Ko/f] N TayOTNTO ETOVOPPOOHUIONG YivETAL OTAYOPEVTIKE
oynA. AvtiBétwmg, 1 xpfon crossbars ToAlarAwv otadiov (multi-stage), KATACKEDAGHE-
VOV e HIKPOTEPES AEITOVPYIKEG HOVADEG, eivan 1) LOVN AOGT. 20TdG0, aDTH 1) AOOT TEG ) e
oo Tov VYNAO GLVOMKO APIORO HETAYDYEMY KOl ATO TNV TOALTAOKOTNTA KAA®IIWoNG,
T OTOiO PTOPOOV e TN GEPA TOLG VA EXNPEACOVY TO KOGTOS Tapaywyfs. Amoutel e-
TioNG AVOGTNPO CLUYYPOVIGHO KO GUVTOVIGHEVO EAEYYO TOV TOAXTAMY oTOLYEiOY. TNV
apyrrektoviki) NEPHELE yiveton ypiion petaymyéov WSS (oyetikd) yoapniod radix, tov
edior ToL YOPoL (ToAAXTAOL SAKTOAMOL) Kol TOL pijkovg KOpatog (WDM) yix va emi-
TevyOel yapunin TayOvTnTa eTovappOOUIoNS Kot DYNAT YOPNTIKOTNTK. 26TOGO, | AP)ITE-
ktoviki) NEPHELE dev eivon axopa enektdoipn, 0nmg teptypdeeton 6Tn cuveExeia (Tpito

ePTHA10).

To devtepo epmddI0 Y1 TN Yphion €€’ ohokAfpov ontikwv AKA wnydler oand tov vro-
Aoyiopo6 towv schedules. H avdBeon ontikdv ndépwv o€ ydpo (cuvdecpor), yxpdvo (ypovobo-
pideg) Ko/f| PifKog KOPATOS anartel LYNAT DTOAOYIOTIKH TOALTAOKOTNTA, KADIGTOVTAG
TpOKANGN TN PEATIOTN, | AKOPA KL TN PN-PEATIOTN EKTEAEGT] TNG OE TPAYHATIKA ¥ pOVO.
Zrnv apyrrextovikii NEPHELE moapovciaotnkay adyopiOpor avdOeons nopmv pe yapnimn
TOAVTAOKOTNTA Y1a opy & peToPAALOpEVR POTIPo KiVvNONG TOL EKPETAAAEVOVTAL TO TTPON-
yoopeva vroroyiopéva schedules. Q6T600, 0 YpiYOPOS Y POVOTPOYPAUHATIOHOS OV KO
eMADEL EVA GNUOVTIKO HEPOS TOV TPOPANHATOC, OV ETADEL OAOKANPO TO TPOPANHA, OTMG

TEPLYPAPETOL GTT GOVEYELN.
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To tpito eunddI0 apopd TNy VEOOECT TOL TANPWS KEVTPIKOTOUNUEVOL EAEY YOV GTX V-
Bp1okd niektpovikd/ontikd AKA, ta oroia cuvifmg akoAovBovv To Tpdtomo Tov SDN.
O kevTp1kdG EAEYKTNC/ Y POVOTPOY PUPHATIO TS GOYKEVTPAOVEL OAES TIG ATAITTGELS KIVNoNG
Ko pOPilel aVTIoTOLY A TOVS OTTIKOVS HETAYWYELS, AAAR, OTAV TO SIKTLO Elva HEYRAO KO
n Aertovpyio KAEIGTOO BpOy)ov epappdletal yioo OAOLS TOVS KOPPOLS TOL dIKTVOL, XDTH
N Oopn eivan awamoTeAeoPATIK AOY® TNG DYNANS KABLGTEPNONG TOL TPOKAAEITON IO
Tov éAeyyo (monitoring), Tov VToAOYIoHO Twv schedules, kot Tn diddoon twv schedules.
QG AmOTEAEGHA, P10 ATOKAEIGTIKA KEVTPIKOTOUHEVT] TPOCEYYIOT AVTIPETOTILEL TEPLOPT-

GHOUG WG TPOG TNV ENEKTAGIHOTNTH KL TT) AEITOVPYIN GE TPAYHATIKO Y pOVO.

Epeovntéc npdtewar tov oyediacpo VoG HETAYWYEX TOV Y PNOLIHonolel WG OepeMm-
dec oToryeio petaymyng por LOvoABikT Hovadas TOAAXTAN G peTtaryyfc (monolithic gang-
switched module), tn «povdda emroyeéa» (selector module). Me avtodv wg Pdon, Tapov-
O14GTNKE 0 OYENACUOG prag TApovg apyrtektovikig AKA mov ovopdletan «RotorNet», n
OTOiX ¥ PNOIHOTOIEL HETAYMYEIS TOL ATOTEAOVVTL ATOKAEICTIKE ANO LOVADES EMMAOYEWY,
YVOOTOUS G «petaymyeic Rotor». Qotdco, To RotorNet metoyaiver yoapniég emdocelg
OcoV aopd Tn pLOPATOdOGT, KAOMGS daTaV( TN HIGT] Y ®PNTIKOTNTR TOL OIKTOOL Yial AO-

YOUG €E1G0PPOTNGNG TOL POPTOV.

2to Kegpdroo 3, eEeTdlovpe TPOTOVS AVTIHETMOTICNS TOV TEPLOPIGUDY TOV DIOP)YOV-
ocov apyrtektovikav ontikov AKA. H npocéyyion mov akolovBobpe eivat n oyedioon
TPOCAPHOCUEVOV ONTIKOV PHETAYWYEWY «Lean», o1 onoiol aroteAovVTOL 0td dVO GTAdIN
pEe TOAOTAEG HOVAOES EMAOYEMY GTO KAOEVX KOt GLVOLALOVTL PE EVA GOVOAO HETOY®-
véwv Rotor yia va emitevyBei tAfpng covdecipotnta 6o diktvo. Kdbe povdda emroyéa
TOL TPOTOL OTUOIOV GLVOEETAL [lE OAEG TIG HOVADES EMAOYEMY TOL deHTEPOL GTAdIOL,
eEV® OAEG O1 HOVADEG EMAOYEDY UTOPOOY VO HETAPEPOLY LI OPAON ATTO TOAAATAR OTTIKK
ONHATH ATO SINPOPETIKES E160DOVS TPOG TIG aVTioTOLYES EEODOVS TOVG G€ K&OE KATAOTX-
on petaymyns. Avto onpaivel 0T Alyeg HOVAdES EMAOYEDY PTOPOOY VO HETOPEPOVY EVXL
TOAD PEYOAVTEPO APIOPO ONTIKOY SNUATOV PHETAED TV KOPPov Ttov AKA, peiovvovtog
TOV aplOpo TOV ATITOOHEVOV GTOLYEIMV HETAYWMYNG OE OYECT He €V ONTIKO JIKTLO HE
AN PN pOOGIHOTHTA.

Eminléov, oe ovykpion pe €va onTIKO SIKTLO He TANPN PLOUIGIHOTNTA, | TPOGEYYIoN
HOG permvel Tov BaBbpo Tov KeVTPIKOD EAEY YOV, EMTPENTOVTAS TNV OVEATTLEN UN-PEATICTOY,
aAAG oY eQOV-PEATIOTOV alyopiOpoY Yior TNV ovdBecn TOpmV 6e TPayaTIiKO Y povo. QoTo-
60, 1 puBpcipoTTA (configurability) too AKA kaBopiletar amd Tov aplBpod Tov petaym-
YEOV KOl TOV KATACTACEMY PHETAYMYNS TOV ECMOTEPIKOV HOVAOWY emAOYEmY Tov Lean
HETAYWYEX Kl €ival YAUNAOTEPT GE CUYKPIOT He Eva SiKTLO e peTaywyeig crossbar a-

vticToly oL peyeé0ous. Avtoi o1 TapdpeTpol oxedAcHOL ennpedlovy enions TNV ToYOTNTA
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ENAVAPPOOPIONS TOV HETAYOYEDY, TNV XAYOPIOHIKT] TOADTAOKOTNTA Y10 TOV DTOAOYIGHO
twv schedules kot TNy toAvrhokoTnTo TOV EVTOADY EAEYYXOL. O o)ediacpdg tov AKA oo
TPOTEIVETO €IV TUPAUETPIKOS, OGOV POPA TOV aPlOPd TOV OHADOTOINHEVOY CHPUATOV
TOL HETUPEPOVTHL OO TNV 10100 HOVADX ETAOYEN, ETTPETOVTAS TNV AOENCT TNG PLOHICT-
HOTNTOG TOL JIKTOOVL e TNV TpocOfkn tepiocdTepmr Lean ko Rotor petaywyéwv. Aotd
pmwopei v 0dnynoel oe avcnon Tov aplOpod Tov Bopoy, pe anoTEAECHA TNV AOENGT TNG

dafec1ung ywpnTIKOTNTAS TOL SIKTVOVL.

Télog, eEetdoape TNy eneéktacn Tov AKA RotorNet, pEcm tng eQappoyf Tng TEYVIKNG
breakout y1x Tn peiwon tng kaBvotépnong nov opeiletar oTnY AdEnon tov peyéBovs Tov
dktOoL, KaBMOG Ko TNV LIOBETNON TNS HEPIKNG pLOHICIHOTNTAG, pe TN PonBeia evdg ke-
VTPIKOV €MTESOL EAEYYOV. Xe aLTO TO TAXiG10, e1cdyape o toArtikh [Ipocappoostikod
Weighted Round-Robin (Adaptive Weighted Round-Robin — AWRR), e1d1k& oyediocpé-
vn i vo Eemeprd Tig emdooels tng moArtikig VLB. H 160 too AWRR Bpicketon otn
duraTtOTNTE TOL VO TPOCAPHOLETAL GTA ¥ UPAKTNPLOTIKA TNG KiVNoNG YWPIG Vo €XEL TPON-
yoopevn yvoon oavtov. MabBaiver otadiakd to potifo kivnong kot dvvapikd kobopiler
T1g yporvoBupideg Pacilopevog oe eEeMGGOLEVOVS GLVTEAESTES PApons. Atlevepynoape
pa TEPIEKTIKT EEETOGT O1POPMOV TOAITIKMV Y POVOSPOLOAOYNONG, GOUTEPIAXHPAVOUEVNG
pag Aentopepovg a&loroynons tov AWRR ce didpopa Tpopid kivnong.

To aroteréopata £det&av 6T1 epappolovtag Tny Teyviki breakout, ko 660 avEdreTaon
o mapdyovtag Tov (breakout factor), eEacparileton tn otabBepdTnTH TG PLOPATOSOONGS,
evo 1 KBuoTéEPNon epPoviler YPoUPHIKT HEIWOT), ATOTPETOVTOS ATOTEAECPATIKG TQ TPO-
PAfpata kxBootépnong mov cyetilovtan pe TNy adENCT TOL peyEBovg Tov dikTtHOoL. Xe
CLYKEKPIPEVH GEVAPLA Kivnong, OTwg To TpoPid WTraffic, o AWRR emdeikvider e€aipe-
Tk anodoon. Eeneprvd Tov VLB npocpépovtag onpavtiki avénon tng puiparddoong
Kat@ mepinov 30%, ywpic kapio TponyodUeVn Yvdcn Tov Tpo@il kivnong. EmmAéov, o
AWRR emdekroer eEaipetiki) TPOGAPHOGTIKOTN TR 6TO Vo xepileTon alayég oTo Tpo-
@ik kivnong. Mropei va Tpocapootel Ypiyopa o HeTAPAALOpEVEG CUVONKES, EMTLY Y-
vovtag cOYKAIon o€ i otabepr katdotaon oe poOAg 500 ps.

2o Kepdhoro 3 mapovcidlovtat o1 podiary papés oyediacpod Tov petaynyénv Rotor
ko Lean, kaBmg kot piog npotewdpevnsg apyrrektovikiy AKA pepikic poBpictpotntog
oL TOoLG Ypnoiponotei, tov AKA Lean. Ileprypdgeton To eninedo eAéyyov kat 0 KOKAOG
eAEYYOL TOV, divovton 0 OPIGHOS TOL TPOPANHATOS KOl Ol TOMTIKES Y POVOTPOYPOHHO-
TIGHOV TOV EKPETOAAEDOVTAL TNV TEPLOPICHEVT POOUIGIHOTNTA TNG APYITEKTOVIKNG, Ol
omoieg €yoov yapnAii aryopiOpikn ToAvTAOKOTNTA.

Yvuykpivovtag To Lean diktvo pe éva diktvo RotorNet mov ypnoiponolel petaywyeig

Rotor pe ehdyiotn poBpicipotnta Kot éva ontikd diktvo Mordia mov ypnoiponolei onti-
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k00¢ daktoriong WDM ko petaywyeic WSS pe mifpn pubpicipdTnta, To Lean diktoo e-
TTOYYdVEL HETPLA CrosSspoint TOAVTAOKOTNTA, EMTPETOVTAS PHEYAAO aptOpd Bopmdy 6TOVG
HETAYWYEIS KAl DYNAT ToYOTNTA AVAINAPOPPOONS, EVD JTNPEl HEIMPEVT] TOAVTAOKO-
™TTA ¥POVOL GTOV YPOVOTPOYPUPPATICHO. H mpotewdpevn toMTIKi TpOypAUHXTIOHOD
v to diktvo Lean, n Lean Valiant Decomposition (LVD) covdoalet Tic texvikés tng a-
narorpr (decomposition) Birkhoff-von Neumann kot tng E€icopponnong ®oprov Valiant
(Valiant Load Balancing), ko emitpéner eite dpeoeg, eite Eppeces peTtaddceIS, AvAAOYN
pe Ta potifa tng kivnong, dtxcparilovtag 6Tt To dikTLO eMTLYYEVEL PLOUATOSOGT TOV
KOpaiveton petald Tov TePIT®oemy ToL d1kTVoL RotorNet kot Tov diktdov Mordia.

O1 mpocoporwcels mov topovsidlovtor teptlapfdrovr cOyKpIon TS HEYIGTNG PLO-

HOTOS00N G Kl TV HECOY KABLOTEPHGEMY TAKETOV OE TPIO CEVAPLAL:

e X7T0 TPOTO ceVAplo, aElohoyodrtan To ddpopa AKA Kot o1 TOAITIKES Y pOVOTPO-
YPAPPOTICHOD TOLG kKot dramict@vetor 0Tl To Lean diktvo Eeneprd To RotorNet ka-
& 26,8% wg mpog TN pubpanddoot, evd Tetvyaivel To 67,3% tng pubpanddoong
tov diktvov Mordia. Tlapatnpeitatl exiong 0T 01 TOMTIKES GpeoNG PETASOONG O-
dnyoodv ce yapniotepes péces kabvotephoeis takéTon, aAl& To Lean diktvo pe
v ntoMtiki) LVD metvyaiver tovAdyiotov 28% yopniotepes kabootepnoels and
70 RotorNet.

e 210 devtepo cevdplo, eEetdlovton n enidoomn Tov Lean diktvov pe didpopa eninedo
opotopoppiag 6o potifo kivnong ypnoiponorwvtag tny toirtikf) LVD. Ilapatnpei-
Tou 1) oTadepr| peiwon TG péong Kabvuotépnong makéTov Katd 21% oo avédveton
TO T0G00TO TNG Kivnong mov akoAovBei dopnpévo potifo.

e Téhog, oto Tpito cevdpro, peretovton Ta dopnpéva potifa kivnong Wiraffic,
BlkDiag, kot FFT oto Lean diktvo, ypnoiponotwvtag tny moltikny LVD. TNvetan
n darictwon 6tt To Lean diktvo wetoyaivel tapdpota poOparnddoon Kot HECT) K-
Bootépnon nakétov pe ta potifa WIraffic xou BlkDiag. Qot6c0, oto potifio
FFT, to Lean diktvo nétoye 5% Myotepn poBpanddoon and Tic RAAEG TEPIMTMOELS
Kot TovAdyiotov 30% avénon tng péonsg KauBuoTépnong TakEToL AOY® TNG LIO-

Y PNOIHLOTOINGN G TOV APECHY PeETAdOGEMY He Ta dopnpéva potifa kivnong too FFT.

Evopynotpowon Acporovg Katavepnpévng Anodikevong oe Cloud-
Edge Ymodopég

O yneraKOG HETACYNHATICHOG £YEL EXNPEACEL CNHAVTIKA TIG ATHITHOELS AoONKELONG, O1

omoieg avapeveton vow xvENBOOY AKOPX TEPIGGOTEPO GTO PEAAOY, COPPOYX e TN Atebun
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‘BEvoon Aedopévov (International Data Corporation — IDC). KaBawg to cloud computing
anoteAel Tov Oepério AiBo TG Ynlakng poG KOWmVinG, ol ENLYELPNCELS TPOTIHOVY VO
armoBnkevovr Ta dedopéva tovg oto cloud avti va eykabiotodr T diki] TOLS LTOSO-
pn. Y wapyoov moAloi AOYOl Y TOLG OTOIOVS [ ETLYEIPNON TPOTIPUA Vo xwoBnKeHEL T
dedopéva tng oto cloud awti vo ta St pel o 1dwTIKG péca anoBfkevons. Ta TAeo-
VEKTHHOTO TOV TPOCPEPEL TEPIARLPELOVY TNV ATOPLYT DYNADY OPYIKOV KEPUAXIOXKOY
danavav (CAPEX), Ty enektacipoTNTO TNG TOUPEYOHEVNG DNPECING AToBNKELONS KOt
TNV €0KOM] HETAPOPR TV dedopévmy dtar avtd ararteital. EmmAéov, pia vanpecio
aroBnkevong Paciopévn oto cloud mapéyer vYNAN dSAbeGIPOHTNTA, ATUAAICCOVTAS HIX
enyeipnon and TNy avdykn vo avantogel TepitAoKons Kot domovnpods PNy aviGHovS Yio
Tov mheovacpo Tov dedopévmv (redundancy) ko Tnv avoyf oe cpaipata (fault-tolerance)

0€ TEPIMTMOELS SIUKOTMV TPOPOJOGING 1] OE CEVAPLA KATATTPOPTC.

Avtifeta, To kKaTavepnpéva cuoTpato anodfkevong datnpody Ta dedopéva o€ TOA-
AéG Tomo0eGiEC KOl EVOTTO100V TOPOVS ATO TOAAOVS TAPOYOVS OV, EAV EMAEYOOV TPOGE-
KTIKX, LTOPOVV VX TPOCPEPOVY ALENHEVT EDEMEIN GE GYECT E PIX LELOVOHEVT DINPETIX
anoBnkevong. Me tnv eppdrion Toov edge computing, n awobikevon Kot 1 eneEepyacio
TV 0edOPEVOY KOVTE 6TV TINY1] TOVG (T )., Kdpepa 1] GALO aicOnTipa) £ywe TporypoTiKo-
tnta. H evoopdtoon topov edge oe katavepunpéves vnpecieg anobikevong Pertiover
TOV TPOTO LLE TOV OTOI0 EEVTNPETOVVTAL ATATNTIKES EPAPHOYES: T DEOUEVA OO KED-
ovtou Kol eneEepyalovton 6To nTOpovs edge Yy v ehayiotonomBei n kabvotEpnon kot
n xpnon Tov dkTOoL, KA, EAV ATXTOOVTHL EMTAEOV TOPOL, X PNGIHOTOI00VTAL 01 A(pOO-
vot topot Tov cloud. H coveyfic adénon otov aptBpd ko tny tokvdtnTa tTov topov edge
QVOPEVETAL VO AAAGEEL TOV TPOTO JLE TOV OTOI0 AEITOVPYOVV O1 TPEYOVGES VINPETCIES -
mobnkevong. QoTO60, ALTO AVEAVEL KA TNV TOALTAOKOTNTA, KXO®DS 01 TOpOot edge €yovv
HEYAAN TOIKIAOHOP@IO YAPAKTNPICTIKOV, 1 OIOECIHOTN TR TOVS TOIKIAAEL e TOV Y pOVO

Kol eivon o oawaElomeTol 6e oyeon pe to cloud.

H toroBétnon Bpavcpdtov (fragments) dedopévmr e amopakpouopéves Torodeciec,
Omov pmopei var cupPody drappoég dedopévmr, dnNUIOLPYEL AVNGLYIES VIOl TO ATOPPNTO
KOl TNV AGPAAELN QVTOV TOV GUCTHPATOV. AeSOPEVOL OT1 01 TRPOY Ol OB KELONG EV
YEVEL BEV PopoLY Vo BempodrTon AE10TIGTOL, DITAPYEL 1 TOAVOTNTA VX AvaKTNOOOY gL~
ocOnta dedopéva amd T KPLTTOY paPNpUEVX Bpadopota. AedOPEVOL OTL O1 AROTLYiES €i-
Vo GOVNOIGPEVES GTA KATOVERNIEVX CUCTHHATA, TPENEL VO aroOnkevovTan TAeovalovta
(redundant) dedopéva Y VAL AUTEYOLY OTIC ATOTLYIES YWPIS VO DILEAPYEL ATOAELN OEDO-
pévor. H kwdikomoinon aradoipng (erasure coding) ypnotponotei kwdikeg Forward Error
Correction (FEC) y1x v Siacpadicerl TNy akepatoOTnTo Kot T1 HokpoPtotnta Tov dedo-

pevov. Ta dedopéva dactmvton (split), kowdikonolovvton (encoded) ko emdeyovTan K&-
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nowx emPdpovon (overhead), avdAoya pe TOV ypnOILOTOIOVUEVO OAYOP1OH0. AKOUN Kot
otav dev givan dovoTi) N AVEKTNON OPIGHEVOY OpADGHATOY, AVAAOYX HE TNV TEXVIKT KO-
d1KOTOINGNG TOV Y PNCIHOTOLEITO PTOPEL VO PNV ATAITOOVTOL OAX T OPAVCHATA Y10t VX
avakTnOoOY anotelecpaTIiKd Tor apytkd dedopéva. H kwdikomoinon anaroipig Tapéyet
emnpOcOeT AGPALEIN GE GYECT PE TNV TEPIMTMOT TOL YiveTO Y pr|oT LOVO TNG TEYVIKNG
™G KpLTTOYP&PNON, Kabmg anoteital GLYKEKPIPEVOG aptOpd Opavopdtor and drogo-
petikég Tonofecieg 00TMS MOTE VA ATOK®OIKOTOMOoOY and Kool Y vo avoaktnfody
Ta apykd dedopéva. H Aertovpyio pog KATOVEPNUEVNS DRNPECING Ao KELONG TOL
EVOOHATOVEL THLTOYpova TOpovs edge kot cloud evd ypnoipomolei Ty KwdIKOTOINoN -
TAAOLPTG Y1 T1) OIAGTOGT) TV OEQOPEVOV, TAPOLGLALEL P CNHAVTIKT TPOKANOT Y10 TOV
aUTIGTOLYO PNYOVIGHO evopyfoTpoong topor. Ektog and tov kabopiopd tng mocoTn-
TAG KO TNG KATAVOUNG TOV OpaOGHATOV TOV SEQOUEVOY KAl T®V OPAVOHAT®OV 100 TIHING
(parity), 0 evopyNOTPWTNAG TPENEL ENIONG VX IKAVOTOLEL TIG AMAITACELS TOV YPNOTMOV Kol
vo fedtioTonolel Ta Sidpopa KPLTHPLL, COUTEPIAALPAVOPEVOD TOV OIKOVOUIKOD KOGTOLG,

™¢ kaBooTépnong kat tng dbesipoTnTac.

2rto Kepahraio 4, datonavovpe Ty evopyNoTpmon TOpmY amodiKevons og Eva Tpod-
PAnpa Mewktov Axéparov I'pappikoo [poypappaticpod (Mixed-Integer Linear Program-
ming — MILP) yia tov vmoloyiopd tng PertioTng Adong. Qotdco, o y®dpog avalntnong
HITopel va givait TEPAGTIOS, OONYDVTHS GE ATAYOPEVTIKE HEYAAO ¥pOVO EKTEAEGTS Y1X TO
MILP, e1dik& 6tav yerpileton ToAG artpato anobfKevong He AVCTNPES KOl ETEPOYEVEIS
anontfioels. O yporog eKTEAEGTG AVUPEPETAL GTT OIAPKEIX TOV ATXAITEITON OO TOV -
YOVIGHO EVOPYNOTPOONGS Y1 VL eNeEePyaoTEL MTHPATH ATOONKEVON G KOl VAL DTOAOYICEL
éva schedule avdBeong Topwv yia to dedopévo cevdapro. [lpoteivovpe pia anodoTikr €v-
petiki] p€0odo multi-agent rollout wov Paciletar oTny evicyvTiKi pdbnon (reinforcement
learning), n omoio avtaAA&ler anddoon Yo xpovo ektéleons. AvTO emTPENEL TN YPNYO-
pn MyYn amoPEcEMY GE TPAYHATIKE CEVAPIX, LEIOVOVTAS TOV HEGO Y POVO EKTEAECTG GE
ovykpion pe avtdv Tov PEATIoTov MILP, Srtnpaovtag tavtdypova Ty amwddocn KovTd
otn PEATIOTH, OTMG ATOSEIKVVETAL OTH TEIPRUXTA Y1 TA OTOIXN KATAPEPAE VX DIOAO-
yicoope tn ferTioTn AOon. Ot pnyavicpol Tov avantoyOnKay ypnoIHonolovy TOAAATAN
Kprthpla fertioTonoinong, OTwg KOGTOS, YOPNTIKOTNTA, aflomoTtia, arddoot, dabdect-
pOTNTA 1| CLVOVAGHO AVTOV, VD anoPucileTon 0 Katakeppaticpd (fragmentation) Twv
dedopévaY, 1 KPOTTTOYPA@PNOT Kot | TOtoBETNoN Tov dedopévmv. Ot pnyaviopoi AopPd-
VOOV ETIONG DTOYN TA SIXPOPA YAPAKTNPIOTIKE TV TOpwv edge kot cloud é6cov agpopd

v KaBootépnon, Tn NabesIpOTNTA, TNV AGPAAELX KOl TO OTKOVOUIKO KOGTOG.

Mo va avaderyBei n anoTeAeGHATIKOTNTA TOV TPOTEWOUEVOV PNYAVIGHOV, O1eEN ) On-

OOV I GEIPA TEIPARATOY TPOGOPOIMONG Y PNOIHOTOLOVTAS AVOVOPX dedOPEVAL OO TNV
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Chocolate Cloud. H Chocolate Cloud e1d1kebetai 6T0 AOYIGHIKO AGPOAODS KOl KOTOVEWN-
pévng arobnkevong dedopévav, kot To mo epuPAnpatikd tng npoiodv, to SkyFlok, eivon é-
v Aoyiopikd-ws- Y tnpecio (Software-as-a-Service — SaaS) cvothipatog anobikevong kot
S1apo1pacpov apyeinv. O1 TPOTEWAIHEVOL PN YAVICHOT EVIGYVOVY AOYIKE TNV EVOPYTOTPM®-
on ™ mAatoOppac SkyFlok, emTpénovtdg TG Vo EVOOUATOGEL ATOTEAEGHATIKE TOPOVS
edge. Avto onpaivel 0TI O1 PN AVIGHOL HTOPOLY Vo eVoOPXTOBoOY otovg back-end pn-
YOVIGHOVG EAEY YOV KL EVOPYNOTPOONS TNG DANPECING, EMTPENOVTAS TNG VX GUVTOVIGEL
TNV KPOTTOYPAPNOT), TNV KOJIKOTOINCT ATXAOLPNS Kol TNV KATAVOUT TOV OpavcpdTtov
TV 0edOpEVOV OTIG emAeypéVveS Tomobeaieg cloud kot edge.

O tpotewdpeVoL PN oICHOT OGS ETTVY YAVOLY ATOSOGT KOVTA 6T PEATIOTN GE eKTE-
TUHEVES TPOGOPOIDGELS X PTICIHOTOIOVTOS TOGO GOVOETIKE OGO KO TPy HATIKG OEQOHEVQL
7oL Kvpaivovtal 6To €0pog 94,8-97,5%. ZTIG TPOGOUOIDGELS AVAKTNONG OEdOPEVOL, €-
Eetdoape TOCO 6TN AerTovpyin aroBfkevong (store), OGO KA 6T AEITOVPYIX AVEAKTNONG
(retrieve), Tnv enidpacn d@opwv KprTnpiov PEATICTONOINGNG OTA ¥ PNHATIKE KOGTT, TIG
kabootepnoelg, Tn O10EGIHOTNTA KOl TO TOCOGTO EMTVYOVS AVAKTNONG apyeinv. Xe
GUOYKPION HE TIG HOVOKPITNPLUKES TPOGOHOIMGELS, Ol TPOTEWOHEVOL TOAD-KPITNPLOKOT n-
YOVIGHO1 BEATIOTOTOINCTC AVTATOKPIVOVTOL ATOTEAEGHATIKA GTIG OIAPOPES AVTIPATIKEG
anarthoels feATiocTonoidrTag TNV TonobéTnon Towv apyeiny, emtoyydrovtag PEATIOTO f
oxe00V PEATIOTO ¥ PNHATIKO KOGTOG, kaBvoTéPNoT Kot dabecspoTnTa, OAX HE PIKPO Y PO-
V0 EKTEAECTG HEGM TOL Pnyoicpod multi-agent rollout, o owoiog feATidvel GNHAVTIKE TNV
andd061 TOL ATANOTOL VPETIKOD aAyOp1OpoL (2%-57%). EmmAéov, n peAéTn pag vmo-
yYpappilerl Tn onpocic TG EVOOPAT®OONS TV KOPPoV edge oTNY OVTIHETORION TV XVCTT)-
POV ATXITHCEDY TOV EPAPHLOYOV GYETIKK pe TNV kaBvotépnon (0 ypovog kabvuoteépnong
aroBikevons ko avdktnong Pertiodnke katd 22%). O cvvtomopds (colocation) Twv
KOpPov edge odnyei oty tepouTépm peimon tng epmelpikng KabBootépnong (experienced
latency) (Ypappik& og Tpog Ty adENcn Tov GLVTOTIGHOD), AVAdEIKVOOVTAS TV aio TOV
v AapPaveTat vTOWYN 0 GLVTOTIGHOS TNV AVATTLEN HEIKTOV CLGTNHATOV AnoBfKeLoNG
edge-cloud.

Tehkd, n tapodoa S1dakTopiK 1T P1Pi] TAPEYEL CNUAVTIKES YVDGELS Y1 TOV CYEIN-
OHO ATOTEAECHATIKOV KOl AEIOTIOTOV CUOTNHATOV ATOONKEVONC TOL EKPETAAAEVOVTOL
TA TAEOVEKTHHATX TOGO TOV TOpmV edge 660 Kot Tov tdépwv cloud, coppdilovtag otny
aVATTOUEN AVOEKTIKOV KOTAVEPNHEVOY DTOOOUOY OOoONKELONG TOL AVTATOKPIVOVTL O

TOTEAEGHATIKA OTIS AVEAVOLEVES ANALTICELS TNG YNPLAKNG EXOYTNG.






Chapter 1

Introduction

1.1 Resource Allocation in an Optical Datacenter Intercon-

nect with Fiber Rings and Wavelength Selective Switches

The widespread availability of cloud applications to billions of end users and the emer-
gence of platform- and infrastructure-as-a-service models rely on concentrated computing
infrastructures, the data centers (DCs). DCs typically comprise numerous interconnected
servers running virtual machines. As traffic within the DC (east-west) is higher than incom-
ing/outgoing traffic, and both are expected to continue to increase (59), DC networks (DCNs)
play a crucial role. High throughput, scalable, and energy/cost-efficient DCN networks are
required to fully harness DC potential.

State-of-the-art DCNs are based on electronic switching in Fat-Tree topologies (8). Fat-
trees tend to underutilize resources, require numerous cables, and suffer from poor scalability
and low energy efficiency (14, 65). To reduce cost, Fat-Trees are typically oversubscribed
(e.g., 1:4), and do not offer full bisection bandwidth (FBB) that may be needed for certain ap-
plications. Application-driven networking (31, 41), an emerging trend, would benefit from
a network that flexibly allocates capacity where needed. To cope with the shortcomings of
Fat-Trees, many recent works proposed hybrid electrical/optical DCN, a survey of which is
presented in (42). The authors of (30, 77) proposed a DCN in which heavy long-lived (ele-
phant) flows are selectively routed over an optical circuit switched (OCS) network, while the
rest of traffic goes through the electronic packet switched (EPS) network. These solutions
rely on the identification of elephant flows, which is rather difficult, while it was observed
that such long-lived heavy flows are not typical (65), making it difficult to sustain high OCS
utilization. Instead, a high connectivity degree is needed (65). To enable higher connec-
tivity, (24) proposed and prototyped a very dense hybrid DCN that also supports multi-



2 Introduction

hop connections, along with a custom-built control stack. The authors measured the total
delay, including control plane and OCS hardware reconfiguration (microelectromechanical
system-MEMS-switches), to be of the order of hundreds of milliseconds. Multi-hop routing
was exploited anew as shared optical circuits in (13), where an OpenFlow (OF)-based con-
trol plane was developed (54), showing that circuit sharing reduces the effect of slow OCS

reconfigurations.

Other proposed DC interconnects completely lack electrical switches. Proteus, an all-
optical DCN architecture based on a combination of wavelength selective switches (WSSs)
and MEMS was presented in (72). Again, multi-hop is used to achieve high utilization. How-
ever, it is still hard to compensate the MEMS slow reconfiguration times through sophisti-
cated control. References (62, 67) introduced hybrid OCS and optical packet/burst switch-
ing (OPS/OBS) architectures, controlled using SDN. Various other architectures based on
OPS/OBS were proposed (20, 42) (and references therein). However, OPS/OBS technolo-
gies are not yet mature, so the current target could be small-scale networks with limited

upgradability potential.

The authors of (63) presented a hybrid DCN architecture called Mordia, which uses
WSS to provide switching times of 11.5 ps. Mordia operates in a dynamic slotted manner to
achieve high connectivity. However, the scalability of Mordia is limited as it uses a single
wavelength division multiplexing (WDM) ring whose capacity can accommodate only a few

racks, while resource allocation algorithms exhibit high complexity and cannot scale to large
DCs.

The European project NEPHELE is developing an optical DCN that leverages hybrid
electrical/optical switching with SDN control to overcome current datacenter limitations
(3). To enable dynamic and efficient sharing of optical resources and collision-free com-
munication, NEPHELE operates in a synchronous slotted manner. Timeslots are used for
rack-to-rack communication and are assigned dynamically, on a demand basis, to attain ef-
ficient utilization, leading to both energy and cost savings. Moreover, multiple wavelengths
and optical planes are utilized to implement a scalable and high capacity DC network infras-

tructure.

The NEPHELE network relies on WSSs, which are faster than the MEMS used in (13, 24,
30, 77) and more mature than the OPS/OBS used in (20, 62, 67). The fast switching times,
along with the dynamic slotted operation, provide high and flexible connectivity. Compared
to Mordia (63), which also relies on WSSs, NEPHELE is more scalable: it consists of mul-
tiple WDM rings, re-uses wavelengths, and utilizes cheap passive routing components and

scalable scheduling schemes.
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Regarding resource allocation, scheduling problems similar to those addressed in Chap-
ter 2 were studied in the past for satellite and ATM switches (9, 18, 19, 29, 35, 40, 68, 84).
Indeed, one can view the entire multi-ring DCN as a large distributed switch. The key differ-
ence of our work is that we consider huge network installations and dynamic time-division
multiplexing (TDM) operation; thus strict optimality is not the objective, but we rather target
low complexity.

We also encounter certain internal collision constraints that are particular to the reference
architecture, and thus we need to extend previous TDM algorithms appropriately. Apart
from (63), which considers dynamic TDM operation, a somehow relevant algorithmic work
is (21), where the authors present an integrated optical network-on-chip (NoC) based on a
ring topology and micro-ring resonators (MRs). The key difference with the NEPHELE
network is that MRs target NoC and small networks, where propagation and control plane
delays are negligible. Thus, scheduling does not take place in periods, as in NEPHELE, but
on a per-slot basis as in electronic switches (53).

In Chapter 2 we begin by introducing the reference optical DCN architecture utilizing
fiber rings and WSSs, followed by a description of the dynamic resource allocation problem
and the set of algorithms designed to address it effectively. We then delve into an analysis of
the resource allocation constraints specific to the reference architecture. Subsequently, we
thoroughly evaluate the performance of the proposed algorithms. Furthermore, we explore
enhancements in the control plane using traffic estimation and in the architecture with de-
ploying a parallel network, and conduct simulations with realistic traffic scenarios. Finally,

our conclusions summarize the key insights and findings from our work.

1.2 Fast Optical Datacenter Interconnects with Partial Con-

figurability

The integration of optical switching in DCNss is a pivotal step towards addressing the limi-
tations of Fat-Tree topologies. While optical switches are primarily used for circuit switch-
ing in metro and backbone networks, recent research has proposed hybrid electronic/optical
switched DCNs as a solution (12, 20, 24, 30, 42, 62, 63, 67, 72, 76, 77). These studies em-
ploy optical switches, which transparently redirect light from any port to another. However,
their reconfiguration times (milliseconds for high radix and tens of microseconds for low
radix switches) present a challenge to their use in DCNs, where rapid switch configuration
is essential. Despite this limitation, the potential benefits of integrating optical switches

into DCNs are significant, and ongoing research is focused on developing more efficient
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and sustainable solutions. In 2022, Google announced (64) that Jupiter datacenter network
fabrics will use dynamic topology reconfiguration using Optical Circuit Switching, which
have evolved to achieve higher speed, cost reduction, power efficiency, and optimized path
lengths.

The first barrier to the adoption of optical switching technologies in DCNs comes from
the reconfiguration speed of (full) crossbar optical switches. As the size of DCNs grows,
the options of employing a single-stage optical diminish and/or the reconfiguration speed
is prohibitive high. Conversely, using multi-stage crossbars, built with smaller modules, is
the only solution. However, this suffers from high overall switch count and wiring com-
plexity, which can in turn affect the production cost. It also requires tight synchronization
and coordinated control of the multiple elements. To address these challenges, researchers
have proposed two hybrid DCN architectures: Mordia and CBOSS, which utilize WSS which
makes use of wavelength domain to reduce the number of required elements and provide low
switching times. These proposed solutions operate in a dynamic slotted manner to achieve
high connectivity (15, 63). However, the scalability of both Mordia and CBOSS is lim-
ited, as they employ a single wavelength division multiplexing (WDM) ring with a capacity
that can accommodate only a few racks. In contrast, NEPHELE (12) proposes a distributed
crossbar optical network fabric using WSS switches interconnected in several WDM fiber
rings. The NEPHELE architecture takes advantage of the use of (relatively) low radix WSS
switches, space (multiple rings) and wavelength (WDM) domains to achieve low reconfigu-
ration speed and high throughput. However, the NEPHELE architecture is still not scalable,
as discussed below (third barrier).

The second barrier to using all-optical DCNs derives from schedule computation. Al-
locating optical resources in space (links), time (slots), and/or wavelength (WDM) domains
requires high computational complexity, making it challenging to perform optimally or even
suboptimally in real-time. The resource allocation algorithms of Mordia (63) and CBOSS
(15) exhibit high computational complexity and do not scale well with large DCs, repre-
senting a significant challenge for optimizing these networks. NEPHELE (12) introduced
resource allocation algorithms with low complexity for slowly changing traffic patterns that
take advantage of previously computed schedules. Efforts to address the computational com-
plexity of centralized scheduling calculations have also been explored, such as the parallel
scheduler architecture of (61). However, fast scheduling solves a key part but not the whole
problem, as discussed next.

The third barrier pertains to the assumption of centralized control in hybrid electronic/
optical DCNs, which typically follows the SDN paradigm (12, 24, 67). In this architecture,

a central controller/scheduler gathers all traffic demands and configures the optical switches
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accordingly. However, when the network is large and the closed-loop operation is applied
for all network nodes, it is inefficient due to the high latency induced by the control plane
for monitoring, schedule calculation, and schedule dissemination. As a result, this purely
centralized approach faces limitations in terms of scalability and real-time operation.

In (57) the authors proposed a switch design that utilizes a monolithic gang-switched
module called the “selector module” as its fundamental building block. Building on that,
the authors of (56) introduced a full DCN architecture design called “RotorNet”, utiliz-
ing switches constructed exclusively with selector modules, referred to as “Rotor switches”.
However, RotorNet achieves poor throughput performance since it spends half its network

capacity for load balancing purposes.

In Chapter 3 we explore ways to address the limitations of existing optical data center
network (DCN) architectures. The approach we take is to design custom “Lean” optical
switches, which have two stages of multiple selector modules and are combined with a set of
Rotor switches to achieve full network connectivity. Each selector module of the first stage
is connected to all selector modules of the second stage, while all selector modules can carry
a group of multiple optical signals from different input ports to their corresponding output
ports at each switching state. This means that a few selector modules can carry a much higher
number of optical signals between DCN nodes, reducing the number of required switching
elements compared to a fully configurable network.

Additionally, compared to a fully configurable network, our solution reduces the level of
centralized control, enabling the development of algorithms to allocate resources sub- but
near-optimally in real-time. However, the configurability of the DCN is determined by the
number of switches and the switching states of the Lean switch internal selector modules,
and it is lower compared to a network with crossbar switches of similar size. These design
parameters also affect the reconfiguration speed of the switches, the algorithmic complexity
for the computation of schedules, and the complexity of the control commands. The pro-
posed DCN design is parametric with respect to the number of the grouped signals carried
by the same selector modules, allowing for an increase in the network’s configurability by
adding more Lean and Rotor switches. This may lead to an increase in the number of ports,
which in turn increases the available network capacity. WDM can be utilized with the optical
signals to further enhance the network’s capacity.

In Chapter 3, we present the design specifications of the Rotor and Lean switches, and our
proposed partially configurable DCN architecture that uses them. Furthermore, we discuss
the control plane and its control cycle, and we present the problem definition and scheduling
policies that take advantage of the limited configurability of the architecture, exhibiting low

computational complexity. Additionally, we present some reference architectures, their cor-
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responding scheduling policies, and compare them in terms of crosspoint complexity. We
evaluate the achieved throughput and average packet latency of the proposed DCN under
various scenarios using the packet simulator OMNET++.

Finally, we examine enhancements on RotorNet by applying breakout for mitigating la-
tency due to network size expansion and integrating centralized control for partial config-
urability. We develop a policy that adapts to traffic characteristics without prior knowledge,
designed to surpass VLB. We compare it to various other scheduling policies and evaluates

it across diverse traffic profiles, though comprehensive simulations.

1.3 Secure Distributed Storage Orchestration on Cloud-Edge

Infrastructures

Digital transformation has had a significant impact on the storage requirements, which are
expected to further increase in the foreseeable future, according to the International Data
Corporation (IDC) (37). As cloud computing is the cornerstone of our digital society, busi-
nesses prefer to store their data in the cloud rather than deploying their own infrastructure,
thereby exploiting the offered scalability and increased availability. In this manner, busi-
nesses are alleviated from the burden of deploying complex and costly data redundancy and
fault-tolerance mechanisms.

There are many reasons for a business to prefer storing its data on the cloud instead of
privately held storage devices. The advantages obtained in this way include the avoidance of
high initial capital expenditure (CAPEX), the scalability of the storage service provided, and
the easy migration of the data when needed. Also, a cloud-based storage service provides
high availability, exempting a business from the necessity to deploy complex and costly
mechanisms for data redundancy and fault-tolerance to power outages and other disaster
scenarios.

Distributed storage systems, on the other hand, store data in multiple locations, con-
solidating resources from multiple providers that, if selected carefully, can offer increased
flexibility compared to a single storage service (33). With the advent of edge computing,
the storage and processing of the data close to the generating source (e.g., camera, or other
sensor) (48) became a reality. The incorporation of edge resources in distributed storage
services improves the way demanding applications are served: data are stored and processed
at the edge to minimize latency and network usage, and, if additional resources are required,
the abundant cloud resources are utilized. The continuous increase in the number and density

of edge resources is expected to change the way current storage services operate. However,
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this also increases the complexity as the edge resources exhibit diverse characteristics, their

availability varies with time, and they are more unreliable (28).

Laying data fragments to remote storage locations where data leaks can happen raises
privacy and security concerns for such systems. As storage providers cannot generally be
considered trustworthy, sensitive data can be retrieved from encrypted fragments. Since fail-
ures are common in distributed systems, redundant data must be stored to tolerate failures
without data loss. Erasure coding (70) uses Forward Error Correction (FEC) codes to ensure
data integrity and longevity. Data are split, encoded, and incur an overhead depending on
the algorithm. Even when some fragments cannot be retrieved, the original data can be ef-
ficiently recovered by fetching a subset of fragments, depending on the encoding technique.
Erasure coding provides additional security atop encryption, as data can only be recovered
when a specific number of fragments from various locations are jointly decoded.The opera-
tion of a distributed storage service that integrates edge and cloud resources while utilizing
erasure coding to divide data presents a formidable challenge for the corresponding resource
orchestration mechanism. In addition to determining the quantity and distribution of data
and parity fragments, the orchestrator must also fulfill user demands and optimize various

criteria, including monetary cost, latency, and availability.

We formulate the storage resource orchestration as a Mixed-Integer Linear Program-
ming (MILP) problem to obtain the optimal solution. However, the search space can be vast
leading to a prohibitively large execution time for the MILP, especially when handling nu-
merous storage requests with strict and heterogeneous requirements. Execution time refers
to the duration required for the orchestration mechanism to process storage demands and
generate a resource allocation plan for the given scenario. In this work, we propose an effi-
cient multi-agent rollout heuristic approach that is based on reinforcement learning, which
balances performance and execution time. This enables fast decision-making in real-world
scenarios, reducing the average execution time over that of the optimal MILP algorithm,
while maintaining near-optimal performance, as demonstrated in the experiments for which
we were able to track the optimal solution. The developed mechanisms use a multitude of
optimization criteria, namely, cost, capacity, reliability, performance, availability, or a com-
bination of them when deciding on the data fragmentation, encryption and data placement.
The mechanisms also account for the different characteristics of the edge and cloud resources

with respect to latency, data availability, security and monetary cost.

To demonstrate the effectiveness of the proposed mechanisms, a series of simulation ex-
periments were performed using anonymous data from Chocolate Cloud. Chocolate Cloud is
specialized in secure and distributed data storage software and its flagship product, SkyFlok

(sky), is a Software-as-a-Service file sharing and storage solution. The proposed mecha-
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nisms enhance the orchestration logic of the SkyFlok platform, allowing it to incorporate
edge resources efficiently. This means that the mechanisms can be integrated into the back-
end control and orchestration mechanisms of the distributed service, enabling it to coordinate
the encryption, erasure coding and distribution of data fragments across the selected cloud

and edge location.

The storage allocation problem has long attracted the interest of many researchers. To
address the limitations of single cloud models, multi-cloud resource allocation schemes were
initially examined (33, 60) and (49). In (33), Hadji proposed a solution based on commodity
flows to minimize the storage monetary cost and latency. Papaioannou et al. (60) proposed
Scalia, a cloud storage brokerage solution for data placement that targets to minimize the
storage monetary cost. Mansouri et al. (52) proposed an algorithm that minimizes the storage

monetary cost, guaranteeing at the same time high data availability and privacy.

Ma et al. (51) proposed a mixed policy that is based on a combination of erasure and
replication coding techniques, targeting to minimize latency, as well as storage and network
monetary costs. In the same context, Zhang et al. (86) proposed a sub-optimal multi-agent
heuristic approach for selecting the storage locations and the appropriate redundancy con-
figuration to minimize the monetary cost with respect to the user’s latency and availability
requirements. Wu et al. (83) proposed a scheme that trades-off cost for latency, meeting the
preset availability requirements. Liu et al. (49) proposed a heuristic (genetic) algorithm to

minimize costs while providing Service Level guarantees.

Targeting the experienced latency minimization, Sharov et al. (69) proposed a quorum-
based configuration that makes use of replication coding and assigns the fragments to the
different locations. Bermbach et al. (16) examined the consistency versus latency trade-
off making use of a mechanism from Amazon’s Dynamo for replication to multiple cloud
providers. Other works, such as (17, 33, 52, 81), rely on replication to multiple providers
in order to attain higher availability and avoid vendor lock-ins, while keeping the cost low.
However, the use of replication instead of erasure coding does not address the problem of

the variations in latency that are experienced by the user.

Other works have proposed mechanisms that improve data availability through redun-
dancy, also minimizing the monetary cost incurred. However, these works rely on replication
coding, which requires more storage space, compared to erasure coding. In (6, 58, 60, 86),
the authors proposed mechanisms that make use of erasure coding solutions to improve data
availability. In this direction, Wang et al. (78, 80) proposed various techniques that mini-
mize the monetary cost while maximizing the availability. Su et al. (73) proposed an erasure

coding model for solving the data placement problem. Wang et al. (79) proposed an adaptive
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model for data placement that minimizes the monetary cost but also takes into consideration
the latency and availability constraints.

In (26), the authors address cloud plan selection by users, introducing a simple language
to express user requirements and plan preferences, and propose a model for identifying and
ranking the plans that satisfy the requirements. In (27), the same authors extend this work, al-
locating resources from multiple cloud services. Users can specify allocation requirements to
reduce burden and avoid excessive fragmentation. The authors provide an integer program-
ming formulation for finding an allocation satisfying protection and allocation requirements
while minimizing costs. (11) adopts All-Or-Nothing-Transform (AONT) and data replica-
tion, introducing two strategies for allocating shards to nodes. The analysis of these allo-
cation strategies illustrates tuning to balance availability and security. In (10), the authors
address the dynamic version of the problem, relying on fountain codes instead of replication.

Previous works have focused on cloud storage and optimizing individual objectives, such
as data availability, latency, and cost. In contrast, (50) and (7) propose caching schemes with
erasure code for low latency in distributed storage systems that span across the edge-cloud
continuum. The proposed scheme caches popular data chunks at edge servers to achieve
low latencies, but costs and availability of storage resources are not optimized. Authors in
(71) propose a location aware to optimize the data retrieval latency in ultra-large distributed
storage systems, while the authors in (25) propose a rights Management Protocol to enable
the sharing of files in distributed storage systems consisting of nodes that are not fully trusted.

In the current work, we extend the storage resource allocation problem considering the
intrinsic characteristics of a distributed storage infrastructure that spans over the edge-cloud
continuum. Hence, in addition to cloud resources, we consider edge resources, which are
located closer to where the data are generated (82, 85) and have limited storage capacity and
highly dynamic availability. When edge and cloud resources are allocated, leveraging the
erasure code technique, different optimization criteria can be addressed simultaneously.

In Chapter 4 we discuss on the infrastructure and the distributed storage operations. We

provide the resource allocation policies, and we present the simulation results.






Chapter 2

Resource Allocation in an Optical
Datacenter Interconnect with Fiber
Rings

2.1 Introduction and Related Work

The widespread availability of cloud applications to billions of end users and the emergence
of Platform- and Infrastructure-as-a-Service (IaaS and PaaS) models rely on concentrated
computing infrastructures, the data centers (DCs). DCs typically comprise numerous inter-
connected servers running virtual machines. As traffic within the DC (east-west) is higher
than incoming/outgoing traffic, and both are expected to continue to increase (59), DC net-
works (DCNs) play a crucial role. High throughput, scalable, and energy/cost-efficient DCN

networks are required to fully harness DC potential.

State-of-the-art DCNs are based on electronic switching in Fat-Tree topologies (8). Fat-
trees tend to underutilize resources, require numerous cables, and suffer from poor scalability
and low energy efficiency (14, 65). To reduce cost, Fat-Trees are typically oversubscribed
(e.g., 1:4), and do not offer full bisection bandwidth (FBB) that may be needed for certain ap-
plications. Application-driven networking (31, 41), an emerging trend, would benefit from
a network that flexibly allocates capacity where needed. To cope with the shortcomings of
Fat-Trees, many recent works proposed hybrid electrical/optical DCN, a survey of which is
presented in (42). The authors of (30, 77) proposed a DCN in which heavy long-lived (ele-
phant) flows are selectively routed over an optical circuit switched (OCS) network, while the
rest of traffic goes through the electronic packet switched (EPS) network. These solutions

rely on the identification of elephant flows, which is rather difficult, while it was observed
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that such long-lived heavy flows are not typical (65), making it difficult to sustain high OCS
utilization. Instead, a high connectivity degree is needed (65). To enable higher connec-
tivity, (24) proposed and prototyped a very dense hybrid DCN that also supports multi-
hop connections, along with a custom-built control stack. The authors measured the total
delay, including control plane and OCS hardware reconfiguration (microelectromechanical
system-MEMS-switches), to be of the order of hundreds of milliseconds. Multi-hop routing
was exploited anew as shared optical circuits in (13), where an OpenFlow (OF)-based con-
trol plane was developed (54), showing that circuit sharing reduces the effect of slow OCS

reconfigurations.

Other proposed DC interconnects completely lack electrical switches. Proteus, an all-
optical DCN architecture based on a combination of wavelength selective switches (WSSs)
and MEMS was presented in (72). Again, multi-hop is used to achieve high utilization. How-
ever, it is still hard to compensate the MEMS slow reconfiguration times through sophisti-
cated control. References (62, 67) introduced hybrid OCS and optical packet/burst switch-
ing (OPS/OBS) architectures, controlled using SDN. Various other architectures based on
OPS/OBS were proposed (20, 42) (and references therein). However, OPS/OBS technolo-
gies are not yet mature, so the current target could be small-scale networks with limited
upgradability potential.

The authors of (63) presented a hybrid DCN architecture called Mordia, which uses
WSS to provide switching times of 11.5 ps. Mordia operates in a dynamic slotted manner to
achieve high connectivity. However, the scalability of Mordia is limited as it uses a single
wavelength division multiplexing (WDM) ring whose capacity can accommodate only a few
racks, while resource allocation algorithms exhibit high complexity and cannot scale to large
DCs.

The European project NEPHELE is developing an optical DCN that leverages hybrid
electrical/optical switching with SDN control to overcome current datacenter limitations
(3). To enable dynamic and efficient sharing of optical resources and collision-free com-
munication, NEPHELE operates in a synchronous slotted manner. Timeslots are used for
rack-to-rack communication and are assigned dynamically, on a demand basis, to attain ef-
ficient utilization, leading to both energy and cost savings. Moreover, multiple wavelengths
and optical planes are utilized to implement a scalable and high capacity DC network infras-
tructure.

The NEPHELE network relies on WSSs, which are faster than the MEMS used in (13, 24,
30, 77) and more mature than the OPS/OBS used in (20, 62, 67). The fast switching times,
along with the dynamic slotted operation, provide high and flexible connectivity. Compared
to Mordia (63), which also relies on WSSs, NEPHELE is more scalable: it consists of mul-
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tiple WDM rings, re-uses wavelengths, and utilizes cheap passive routing components and
scalable scheduling schemes. The latter is the major contribution of this chapter. We con-
sider NEPHELE as the reference architecture, and we presents fast scheduling algorithms to
meet NEPHELE dynamic reconfiguration requirements.

Regarding resource allocation, scheduling problems similar to those addressed in this
chapter were studied in the past for satellite and ATM switches (9, 18, 19, 29, 35, 40, 68, 84).
Indeed, one can view the entire reference multi-ring DCN as a large distributed switch. The
key difference of our work is that we consider huge network installations and dynamic time-
division multiplexing (TDM) operation; thus strict optimality is not the objective, but we
rather target low complexity.

We also encounter certain internal collision constraints that are particular to the refer-
ence architecture (Section 2.6), and thus we need to extend previous TDM algorithms appro-
priately. Apart from (63), which considers dynamic TDM operation, a somehow relevant
algorithmic work is (21), where the authors present an integrated optical network-on-chip
(NoC) based on a ring topology and micro-ring resonators (MRs). The key difference with
the NEPHELE network is that MRs target NoC and small networks, where propagation and
control plane delays are negligible. Thus, scheduling does not take place in periods, as in
NEPHELE, but on a per-slot basis as in electronic switches (53).

The research results of this chapter were published in (23), (22) and (44). The remainder
of this chapter is organized as follows. In Section 2.2, we introduce the reference optical
DCN architecture utilizing fiber rings and WSSs. Section 2.3 is dedicated to the dynamic
resource allocation problem, where we describe the challenge and its implications. In Sec-
tion 2.4, we present a set of algorithms developed to address this problem effectively. Sec-
tion 2.5 dives into the resource allocation constraints specific to the reference architecture,
providing a deeper analysis. The performance of the proposed algorithms is thoroughly eval-
uated in Section 2.6. Furthermore, in Section 2.7, we explore enhancements in the control
plane using traffic estimation and in the architecture with deploying a parallel network, and
conduct simulations with realistic traffic scenarios. Finally, our conclusions are summarized

in Section 2.8, bringing together the key insights and findings from our work.
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Figure 2.1 Optical DCN architecture utilizing fiber rings and WSSs.
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2.2 Hybrid Electrical/Optical Interconnect

We investigate a hybrid electrical/optical DCN architecture, built out of POD and top-of-rack
(ToR) switches. Figure 2.1 illustrates the NEPHELE DCN, which we use as reference DCN
architecture in this chapter. It is divided into P pods' of racks, with each pod consisting of
I POD switches and W ToR switches, interconnected as follows: each ToR switch listens
to a specific wavelength (thus, by design, the number of wavelengths equals the number W
of racks in a pod) and has I ports. Each port is connected to a different one of the I POD
switches. A rack consists of .S (computer, storage, or memory) servers. The ToR is a hybrid
electrical/optical switch, and each of the .S servers of the rack connects to it via a link. Thus,
a ToR switch has .S ports facing “south” to the servers.

POD switches are interconnected via WDM rings to form “optical planes”. An optical
plane consists of a single POD switch per pod (for a total of P POD switches in the DCN)
connected with R fiber rings. Each fiber ring carries WDM traffic over W wavelengths (W,
by design, equals the number of racks in the pod), propagating in the same direction. There
are I identical and independent/parallel (in the sense that traffic entering a plane stays in
it until the destination) optical planes. In total, there are I - P POD switches, W - P ToR
switches, and I - R fiber rings.

We now explain how communication is performed in the reference DCN (Figure 2.1).
The key routing concept is that each ToR switch listens to a specific wavelength (out of W
available), and wavelengths are re-used among pods. The ToRs use tunable transmitters that

I'The term “pod” refers to the cluster of racks, and “POD” to a pod switch.



2.2 Hybrid Electrical/Optical Interconnect 15

are tuned according to the desired destination. Each ToR employs Virtual Output Queues
(VOQs) per ToR destination (W - P VOQ per ToR) to avoid head-of-line blocking.

Traffic in the form of an optical signal originating from a port (plane) of a ToR switch
enters a POD switch and is switched through a fast 1 X 2 space switch according to locality:
if the traffic is destined to a ToR in the pod (intra-pod), it remains within the POD switch;
otherwise, it is routed to the rings and to the next POD switch. Local intra-pod traffic enters
a W x 1 power combiner, located after the 1 X 2 space switch, and then an 1 X W arrayed
waveguide grating (AWG). The AWG passively routes the traffic, depending on the used
wavelength, to the desired destination.

Inter-pod traffic is routed via the fast 1 X 2 switch toward a W X R cyclic AWG (CAWG)
followed by couplers that combine the CAWG outputs into the R fiber rings. The W X R
CAWG has a passive routing functionality, with the incoming signal being routed to the
output port (ring):

r=(w,+w,;—1)(mod R) (2.1)

where 1 < w, < W is the input port (the index of the source rack in the source pod,
which equals its listening wavelength), 1 < w,; < W is the wavelength that has to be
used to reach the specific destination (thus, also equal to the index of the destination rack in
the destination pod), and “mod” denotes the modulo operation. In the simple (not cyclic)
1 X W AWG, the output depends only on the used wavelength. So, the traffic enters the
ring according to the CAWG function, propagates in the same ring through intermediate
POD switches, and is dropped at the destination pod. These routing decisions are applied by
setting appropriately the wavelength selective switches (WSSs) in the related POD switches.
The WSSs can select whether traffic passes through or drops on a per-fiber, per-wavelength,
and per-slot basis. Thus, each intermediate POD sets the corresponding WSS to the pass
state, while at the destination the related WSS is set to the drop state. The drop ports of all
the WSSs-corresponding to all the rings-are connected to a power combiner and a 1 X W
AWG. So again, the traffic once dropped is passively routed to the desired ToR according to
the wavelength used.

Following the above, wavelengths are statically assigned to racks, to simplify optical
routing, and are re-used for efficient operation. Conflicts on the WDM rings are avoided
in the time and space (plane) domains. Regarding the time domain, the DCN operates in
a synchronous slotted manner that closely resembles the operation of a single (huge and
distributed) time-division multiple access (TDMA) switch. In particular, it maintains the
timeslot component of TDMA, but timeslots are not statically assigned; instead, a central
scheduler dynamically assigns them based on traffic needs, enabling efficient utilization of

the resources. However, making scheduling decisions on a per-timeslot basis is prohibitive,
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Table 2.1 Fully fledged DCN parameters.

Parameter w P S 1
Value 80 20 20 20

due to high communication and processing latency. Instead, it is both more efficient and less
computationally demanding to perform resource allocation periodically, so that scheduling
decisions are made for periods of T" timeslots; this approach facilitates the aggregation and
suppression of monitoring and control data and also absorbs traffic peaks.

From the control plane perspective, configurable components are the tunable transmitters
(I per ToR switch), the 1 X 2 optical switches (W per POD switch), and the WSSs (R per
POD switch). The timeslot duration is lower bounded by the slowest component, which is
the WSS with a switching time of about 10 ps (63). This is reserved as a guardband and the
timeslot is taken to be 0.2 ms, so that the network exhibits 95% efficiency. The amount of
data transmitted during a timeslot equals the wavelength transmission rate times the timeslot
duration (i.e., 0.2 ms x 10 Gbps = 2 Mbits) and will be referred to as a data unit (DU), which
also is the switching granularity. A reference number for T is 80 timeslots, corresponding
to a period of 16 ms.

The existence of I parallel planes provides an additional domain, the space, to resolve
conflicts: each timeslot of each plane can be independently allocated. We will refer to a
timeslot/plane combination as a generic (time)slot, implying that the space and time domains
are interchangeable.

Variations of the above described baseline architecture include cases where each ToR
does not listen to a specific wavelength. One such variation will be given in Section 2.5.
Still, the routing function remains similar: the transmitter needs to select the appropriate
wavelength, which is pre-calculated based on certain parameters (the source, the destination,
the plane, etc., as opposed to only the destination in the baseline architecture), while the
WSSs are configured according to that wavelength mapping.

Since a CAWG is used to route the W wavelengths on R rings, we must have W > Rin
order for the CAWG to be able to use all R egress ports. This is a system constraint. We can
also derive the required conditions for achieving FBB assuming that the DCN is nonblocking
(see sections 2.4 and 2.5). We say that a DC interconnect has FBB if, for any bisection of the
servers in two equal partitions, each server of one partition is able to communicate at full rate
with any server of the other partition. Since a ToR supports S servers, the number of PODs
connected to a ToR must be at least I > .S, so that all servers of a ToR can communicate
with servers outside their rack. Considering the whole network, there are P - W - .S server
ports, whereas the overall capacity in the POD-to-POD network is I - R- W. Thus, for FBB,
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weneedtohave I -R-W > P-W -S = I-R > P-S. Assuming I = §, the FBB
requirement becomes R - P. More flexibility is obtained by increasing the number of planes
1. In the presence of traffic locality, the FBB requirement can be relaxed to support larger
DCs. Table 2.1 presents target values satisfying the above constraints (including FBB) for
a fully fledged DCN using commodity off-the-shelf (COTS) equipment and a reference DC
size (32K servers).
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2.3 Bandwidth Allocation and Control Scheme

The reference DCN architecture exploits the SDN concept that decouples data and control
planes through open interfaces, enabling programmability of the networking infrastructure.
It utilizes an optical network with I optical planes, R fibers/plane and W wavelengths/fiber
to interconnect the ToR switches in P pods. As discussed above, the network operates in
a slotted and synchronous manner. A key functionality of the SDN controller is the coor-
dination of the networking resources usage, including the timeslot/plane dimension. Thus,
an important building block of the SDN controller is the scheduling engine, which allocates

resources to communicating ToR pairs in a centralized, periodic, and on-demand manner!.

Recall that the number of racks per pod is equal to the number of wavelengths, and each
rack listens to a specific wavelength. A ToR switch s is thus defined by a unique pair s =
(ps, wy), where p, 1 < p. < P, is the index of the pod it belongs to, and wg, 1 < w, < W, 1is
the rack index within the pod (w; is also the wavelength on which ToR s receives data). It will
sometimes be convenient to represent the ToR switch by the scalarindex s = p,-(W —1)+w
instead of the pair representation (p, w,); as the mapping between the two representations
is one-to-one, we will use, with a slight abuse of notation, the same symbol s to stand for

the ToR itself, the scalar index, and the pair representing it.

We assume that a Data period consists of T timeslots, and we denote by Q(n) the queue
matrix for period n. The queue matrix Q(n) is of size (W - P) X (W - P), and element
Q(n)[s, d] corresponds to the number of DUs that are queued at the start of the period n at
source ToR s and have as destination ToR d, with s = p.-(W =1)+w,,d = p;- (W =1)+w,,
1 <wg,w; <W,and 1 < p,,p; < P. That is, Q(n)[s, d] is the number of DUs in VOQ
(s, d) at the start of period n. Since the scheduling problems of the different wavelengths are

not independent, we will avoid breaking this matrix per wavelength.

Two operation modes are envisioned: (i) application-aware and (ii) feedback-based net-
working. The former approach (31, 41) assumes that applications communicate to the SDN
controller (or via the DC orchestrator) their topology and traffic requirements. In that case,
the queue matrix is constructed from input from the applications. The latter, feedback-based,
mode assumes that the central controller collects (monitors) data from the ToR queues (77)
to build the queue matrix. We can also have a hybrid application-aware and feedback-based
network. In the following, we focus on the feedback-based approach, which is the hard-
est of the two from the control and scheduling viewpoint. The analysis and the proposed
algorithms are applicable with minor changes to application-aware and hybrid operation.

EEINT3

'In the following, the terms “bandwidth allocation”, “resource allocation”, and “scheduling” will be used

interchangeably
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Recall that the matrix Q(#n) records the queue sizes at the start of the period n. We
denote by A(n) the matrix of arrivals at the queues during period n and by S(n) the schedule
calculated for period n. Element Q(n)[s, d] denotes the DUs in the (s, d) queue at the start
of the period n, element A(n)[s, d] the DU arrivals during the period n, and from S(n) we
get the DUs scheduled to be transferred from s to d during the period n. We will describe in
the next section the way schedule S(n) is calculated.

Under feedback-based operation, the DCN operates in two parallel cycles:

1. data communication cycles of T timeslots (also referred to as a Data period), where
the actual communication between ToRs takes place, and

2. resource allocation cycles of duration C (measured in Data periods of T timeslots),
where control information is exchanged. If the duration of the resource allocation

process is not fixed, C is an upper bound on it.

The resource allocation cycle n corresponds to a Data period n, and computes the sched-
ule S(n) to be used during that period. Note, however, that the schedule is computed based on
information that was available C periods earlier than the Data period to which the resource

allocation cycle corresponds (and is applied). Thus, S(n) is a function of Q(n — C), i.e.,
S(n) = F(Z(Q(n - C))) (2.2)

where Q(n) = £ (Q(n—C)) is the function that creates the estimated queue matrix Q(n) from
Q(n — C) upon which the schedule is calculated, and & is the scheduling algorithm. When
C > 1 period (control delay larger than the Data period), a new resource allocation cycle
still starts every Data period. So, there are C resource allocation cycles (or virtual control
planes) running in parallel. For determining the schedule S(n) to be used during Data period

n:

a) the traffic matrix engine of the SDN controller collects the queue sizes from the ToRs to
build Q(n — C) and runs the queue estimation algorithm & to create the estimated queue
matrix Q(n) =ZQn-0)),

b) the scheduling engine of the SDN controller runs the algorithm & to calculate the sched-
ule S(n) = % (Q(n)), and

c) the SDN controller communicates the scheduling output S(n) to the data plane devices
(POD and ToR switches) to be used during Data period n.

Figure 2.2 shows the resource allocation and data cycles (control and data plane, respec-

tively). As discussed, there is a delay between the two cycles: the schedule S(n) applied
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Figure 2.2 Resource allocation and data cycles.
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in Data cycle n is computed based on queue matrix Q(n — C), since it takes C periods to

compute and reach the data plane devices. The queue evolution is described by

Qn+1)=Q{) + A(n) — S(n) (2.3)

where S(n) = F(Z(Q(n — C))). The value C does not affect the achievable throughput, as
long as scheduling decisions are efficient (more on that later), but affects the traffic delay.
The control plane delay C depends on many factors, including the execution time of the
scheduling algorithm, and the delay of the control protocol carrying information from ToRs
to the SDN controller (if monitoring is assumed) and from the SDN controller to the data
plane devices. Both delays depend on the network size and the choice of the Data period T'.

For scheduling decisions to be efficient, the scheduling matrix S(n), computed based
on an estimated queue matrix Q(n), which in turn is calculated by Q(n — C), should be a
“good” scheduling to be used during the Data interval n. This is true when Q) isa good

approximation of Q(n).

For slowly and medium changing traffic, we expect calculations made for previous pe-
riods to be valid. In estimating Q(n) from Q(n — C), it is possible to also use statistical
predictions, filters, and other (notably application-aware) methods to improve performance.
Moreover, it is possible for the scheduler to fill unallocated resources in S(n) by opportunistic
transmissions, which can have collisions or be collision free (e.g., nodes agree to use slots in
lexicographic order, mimicking static TDM, which under heavy load is efficient). Finally,

the overall scheme is “self-correcting”: if some queues are not served for some periods due



2.3 Bandwidth Allocation and Control Scheme 21

to poor scheduling and their size grows due to new arrivals, this will be communicated with
some delay to the controller, and the queues will eventually be served.

In the following, we will focus on the scheduling problem. We start from the estimated
queue matrix Q(n) and devise fast algorithms to calculate the schedule S(n) (function F
in Eq. (2.2)). For reference, we can assume that we calculate the estimated queue matrix

(function g in Eq. (2.2)) as
Q) =An-C-D)+Qn—1)-S(n-1),

where we acknowledge that due to control plane delay C, the central scheduler has access
to (delayed) arrival information A(n — C — 1) instead of A(n). This corresponds to the case
where the schedule S(n) calculated on Q(n) serves the arrived traffic A(n — C — 1), plus a
correction equal to traffic not served in the previous period Q(n —1)—=S(n-1).

We now describe the form of the schedule S(#n). The scheduling engine provides the ToR
pairs that communicate during each timeslot and for each optical plane within the upcoming
Data period. Note that wavelengths and rings are dependent resources; the selected wave-
length is determined by the destination, and the ring depends on the source and destination
according to Eq. (2.1). Thus, the allocated resources are the timeslots and the optical planes
(I - T in total), or the generic slots, as stated previously.

The scheduling algorithm takes the estimated queue matrix Q(n) and decomposes it (fully
or, if not possible, partially) into a sum of I - T permutation matrices P(g)(n), g=12,...,1-
T, each corresponding to a generic slot. A permutation matrix is binary of size (W - P) X
(W - P); an entry P®(n)[s,d] equals “1” if a DU is to be transferred from ToR s to ToR
d during the gth generic slot of period n, and “0” otherwise. In other words, p® (n)[s,d]
identifies if one DU at the d-VOQ of ToR s will be transmitted during the g generic slot
of period n:

P(g)(n)[s, d] = 1,if S(n)[g,s] =d
0, otherwise.

A permutation matrix determines a configuration of the network for a specific generic
slot. For the communication to be contention free, the scheduling constraints SC1, SC2,
and SC3 that are summarized in Table 2.1 should be satisfied. In particular, the first two
constraints, SC1 and SC2, ensure that each ToR transmits to and receives from at most one
ToR per generic slot. Constraints SC1 and SC2 are relevant to all TDMA-like architectures
and are readily enforced by the decomposition process.

The third constraint, SC3, is related to the (not nonblocking character of the) architecture,

and particularly, it is a result of the usage of static routed CAWGs as opposed to dynami-
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Table 2.2 Scheduling constraints (SC).

Constraint ID \ Description'

SC1 > PEOm)[s,d] < 1

SC2 3 POm)s,d] < 1

SC3 P& (n)[s,d] + PO n)[s,’ d'] < 1, for p, < p,s < py or
ps < pgr <pgand (wy —w,) (mod R) =0

"POMm)s,d] = 1,5 = pW = D)+ wg, andd = pg - (W — 1) + wy
indicate that one DU is scheduled for transfer from source ToR (w4, p;)
to destination ToR (wy, p,) in the g™ generic slot of period n.

cally configured components. To better illustrate SC3, assume that a source ToR (wy, p,)
communicates with a destination ToR (w,, p;). This communication takes place over the
optical ring that is calculated from Eq. (2.1), and it occupies a wavelength w, on the ring
segment between p, and p,. If another source ToR (w, p,/) within the aforementioned ring
segment (i.e., p, < py < p,) concurrently communicates with destination ToR (w,, p,;/), a
collision will occur irrespective of the destination pod (p,/), since it occupies the same ring
and wavelength. A similar contention will occur if the destination pod lies in the initial ring
segment (i.e., p, < p;r < py), irrespective of the source pod. Note that SC3 is alleviated
for R > W, which, however, leads to underutilization of rings. Moreover, the effect of
the lack of the nonblocking property for the architecture (when seen as a huge switch), or
equivalently the existence of SC3, is small, and will be discussed in sections 2.5 and 2.6.
The set P(g)(n), g=1,2,...,1-T,of permutation matrices comprise the schedule S(#n),
which records information for all generic slots of period n. The permutation matrices P (n)
are stored as sparse matrices, each with W- P entries. Similarly, S(n) is sparse with I-T-W - P

entries.
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2.4 Scheduling Algorithms

Having described the DCN operation, we now proceed to present a set of scheduling al-
gorithms. We assume that we start with the estimated queue matrix Q(n) and calculate the
schedule S(n) (function # in Eq. (2.2)). To target both static and dynamic resource allocation
scenarios, we developed two classes of scheduling algorithms: (i) offline and (i1) incremen-
tal. Offline algorithms, given in Section 2.4.1, take the estimated queue matrix Q(n) and
compute schedule S(n) “from scratch”. Incremental algorithms, given in Section 2.4.3, use
the previous schedule S(n — 1) and update it based on traffic changes to obtain S(n). Offline
algorithms are better suited for semi-static traffic, take longer to execute, and achieve better
utilization; incremental algorithms are faster and can handle dynamic scenarios.

24.1 Offline Scheduling

As discussed above, offline scheduling decomposes the matrix Q(#n) into a sequence of per-
mutation matrices PV (n), P(Z)(n), ..., PU"D (), without taking into account the previous de-
composition. We start by presenting the optimal offline scheduling algorithm.

The decomposition of Q(n) can be performed optimally following the well-known Hall’s
theorem (an integer version of the Birkhoff-von Neumann theorem (18)). We define the
critical sum # (Q(n)) = h of a matrix Q(n) as the maximum of its row sums and column

sums. Then the following theorem holds:

Theorem 2.4.1 (Hall’s Theorem). An integer matrix of critical sum h can be written as the

sum of h permutation matrices.
The following algorithm calculates the optimal decomposition of matrix Q(n):

1. Find a matrix of non-negative integers E(n) so that the matrix M(n) = Q(n) + E)is
a perfect matrix with critical sum #Z (M(n)) = #Z (Q(n)) = h. A perfect matrix has the
sum of each row and each column equal to the critical sum. An algorithm to obtain
E(n) is found in (19).

2. Treat M(n) as a (bipartite) graph adjacency matrix and obtain a maximum matching
Jj—=p(),j=12,..., P-W. This matching can then be represented as a permutation

matrix P(i)(n), whose (j, p(j)) entries are equal to 1, and all other entries are 0.

3. Find the weight c; as the smallest element of M(n) that corresponds to a nonzero entry
in PV (n).

4. Repeat P(i)(n) for ¢; times in the schedule and update M(n) = M(n) — ¢; - P(i)(n).
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5. If M(n) is not equal to zero, repeat steps 1-4. Otherwise, an optimal decomposition
for M(n) has been found.

6. Set the entries of the dummy matrix E(n) to zero.

Steps 2-4 are repeated h times at most, and we have that )}, c; = h. Note that the
decomposition of an integer matrix as a sum of 4 permutation matrices is not unique and that
the permutation matrices in the decomposition of M(n) are full rank (corresponding to full
utilization of the I - T generic slots), while those in the decomposition of Q(n) = M(n)—E(n)
may not be full rank (leaving some generic slots unused, namely, the entries of E(n), and
available for opportunistic transmissions). In general, a decomposition that uses a limited
number of permutations, each carrying a considerable amount of traffic c;, is preferable as it
results to fewer reconfigurations of the switches.

The preceding algorithm assumes that the critical (row or column) sum is constrained,
but this will not always be the case. The arrival matrix A(n) corresponds to traffic created by
the servers and aggregated at the related ToR switches in period n. Since one link connects
a server to the ToR, the server sends to its ToR switch at most 1 DU during a timeslot.
Therefore, the row sums of A(n) are at most .S - T. Some of A(n)’s column sums, however,
may be larger than that, e.g., in the presence of hotspot destinations. Note that the capacity
connecting a ToR to the destination servers can transfer .S - T DUs, and this is the same for
all DCNSs. So hotspot problems, where traffic toward some ToRs (columns of A) exceeds the
available capacity, are present in all DCNGs.

We could, in principle, devise flow control mechanisms to guarantee that the critical sum
of A(n) satisfies #Z'(A(n)) < .S - T. Using an entry flow control mechanism between servers
and source ToRs, like the “stop and go” queuing proposed in (32), which limits (smoothens)
the entry of DUs toward the destinations, we can enforce the column sum to be less than S'-T'.
In particular, each source ToR can check the destination ToR d of the packets forwarded to
it by the source servers and, through a back-pressure mechanism, guarantee that packets
equivalent to at most (S - T)/(W - P) DUs are destined for each destination during a period
of duration T'. Such a source flow control mechanism, however, may be too restrictive,
unnecessarily, and introduce large entry delays, as packets are queued at the servers, outside
the interconnection network. To relax somewhat the constraint, a credit-based flow control
mechanism can be used at the pod level, where each source POD is given W, = (S - T)/P
credits for each destination ToR d per period, which it can distribute to the ToRs below it
that can, in turn, distribute them to the servers. This would relax considerably the input
flow control constraints and the corresponding delays at the servers, but requires a clever

mechanism for distributing credits.
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Even if a flow control mechanism is not present, the column sums will be on average less
or equal to .S - T', assuming the destinations of packets are uniformly distributed on average.
Actually, the critical sum will be less or equal to .S - T not only on average, but also with
high probability, if the network operates at less than full load. Finally, note that TCP flow
control smoothens the traffic to a given destination. Since the downstream links from a ToR
to the servers can support up to .S - T DU per Data period, the previous condition will tend
to hold with high probability in a DC network that employs TCP.

Based on the previous discussion, we conclude that in the “typical case” the column
sums of the arrival matrix A(n) will be less or equal to .S - T and so will also be its critical
sum (since the row sums are always less or equal to .S - T'). In that case, the schedule S(n),
that is calculated based on Q(n) = A(n — C), assuming S < I, can be chosen to completely
serve all the arrivals in A(n — C) in the available I < T generic slots.

Note that in the reference FBB network scenario we assume S = [ and so we will
interchangeably use .S and I in the following. Thus, in this case, all packets generated in
a Data period will be served C periods later, emptying the queue from such packets. So
the delay in the DCN is upper bounded by C periods when appropriate input flow control
is used, or with high probability when the load is far enough from full load. Thus, in the
typical case, the reference DC provides both full throughput and delay guarantees.

In the more general case where the critical sum of Q(n) is not bounded by I - T, we stop
when we find the first I - T permutations, while the traffic Q(n) — S(n) that is not served is
fed to produce the estimated matrix for the next period Q(n+1). Fairness and priority issues
can also be handled with small extensions to the above process without a requirement for
additional flow control.

2.4.2 Complexity of Offline Scheduling and Stability

For general traffic, we define the load intensity between source destination ToR pair (s, d) as
p5a(A) = E[A[s,d1I/(I - T), (2.4)

where E stands for expected value and 0 < p,;(A) < 1 for an FBB DCN (S = I). The load
intensity matrix 9°(A) is defined as the matrix with p ;(A) entries. The row sums of %(A)
are always less than or equal to 1, while for a stable network (finite queues), the column sums
should also be less than or equal to 1.

Necessary condition for stability: For the DCN to be stable, the load intensity matrix

P(A) should be at most a double stochastic matrix.
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When the previous condition does not hold, it is impossible to find a schedule to serve the
queues in a stable manner. It is thus up to the DC orchestrator to allocate tasks to servers so
that their communication requirements meet this constraint. Our target is to provide sched-
ules that can serve any (long-term) stable matrix J(A).

We define the average network load p(A) (also represented by p) for arrival matrices A
as the scalar

p(A)=p= Y pa(MIP W)=Y E[Als,dIV(I -T-P-W), (2.5)
s,d s,d

and p(A) € [0, 1]. The quantity p- P-W - I - T equals the average of the entries of the arrival
matrix A during a period (or, equivalently, p- P- W - I is the average number of arrivals per
timeslot and ToR-to-ToR pair).

Besides the load, another parameter that is important in characterizing the arrival process
and the algorithmic complexity is the arrival matrix density 6(A), which is complementary

to the sparsity of A. In particular, if we define the indicator function .7 (-), as

1,if x>0
J(x) =
0, otherwise,

then the density 6(A) of the matrix A is defined as
6(A)=E [Z J(Als, d])] (W - P)?, (2.6)
s,d

where E [Z s.a < (Als, d])] is the average number of nonzero entries of A and, clearly, 0 <
6(A) < 1. In other words, 6(A) is the fraction of nonzero entries of A. Then, the number of
nonzero entries ./ (A) is given by #(A) = 6(A) - (W - P)2.

In the worst case, the optimal algorithm described earlier executes a maximum match-
ing algorithm I - T times (uniform traffic). Finding a maximum matching can be time-
consuming, and even the well-known Hopcroft-Karp bipartite graph matching algorithm
(35) exhibits a complexity of O(#Z(A) - VW - P), where ./ (A) is the number of nonzero
elements in A. The number of different matches is p - I - T', and thus the complexity of the
optimal offline algorithmis O(p -6 - I - T - (W - P)%).

An indicative example of the execution time required for optimal decomposition with
the Birkhoff-von Neumann and Hopcroft-Karp algorithms is shown in Figure 2.3, for a fully
fledged DCN (parameters listed in Table 2.1). The algorithm was developed in MATLAB
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(38) and the simulations were performed on an Intel® Core™ 15 laptop. Figure 2.3 plots
the average execution time of the optimal decomposition algorithm against the load p and

density 6, which are shown to range from tens of seconds to minutes.

In these simulations, the traffic was

created as follows: at each period, each Figure 2.3 Average execution time of optimal de-
source ToR communicated with 6 - W . composition algorithm as a function of load p and

P uniformly chosen ToR destinations arrival matrix density 4.

by transmitting a total number of p- I -T 150 - :g_ iz;og% /;;;—”'*
DUs. % X §=0.25% ///79(
Based on the above result, and %100- ,i\"/
given the size of a fully fledged FBB §
DCN (Table 2.1), we deduce that, 5 7
even with an optimized software and
hardware environment, the optimal al- 0 0
gorithm would only be viable under Load (%)

a static resource allocation scenario,

where traffic remains unchanged for prolonged periods. The requirement for dynamic re-
source allocation can be pursued via non-optimal algorithms that employ maximal rather
than maximum matchings, at the expense of blocking at high loads. To this end, we
also developed faster offline heuristics of reduced complexity and performance quite close
to the optimal. In particular, we developed a greedy offline algorithm of complexity
O(p(W - P)? - I - T), which is linear in the size of the problem (note that the number of
DUs to be scheduled is O(p - (W - P)2) and the number of resources is O(1 - T')). For brevity,
we do not discuss this algorithm, as it still cannot meet dynamic resource allocation require-
ments, but describe a variation of it in the next subsection. To further reduce scheduling
complexity, we have to exploit the variations (temporal and spatial) of traffic, as is done in

the incremental scheduling algorithms of the next subsection.

2.4.3 Incremental Scheduling Algorithms for Locality Persistent Traf-
fic

It is evident from the previous results that offline scheduling is not suitable for bursty traffic.
Measurements in commercial DCs indicate that application traffic can be relatively bursty,
with flows activating/deactivating within milliseconds (65). Although traffic can be bursty,

it tends to be highly locally persistent: a server tends to communicate with a set of destina-
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tions that are located in the same rack or the same cluster/pod (65). This is due to the way
applications are placed in DCs, each occupying only a small fraction of the DC.

ToR switches aggregate the flows of the servers in a rack, smoothening out the bursti-
ness of individual flows, especially considering locality-persistent traffic. To formally define
locality persistency, we define the arrival matrix difference as D,(n) = A(n) — A(n — 1),
the load p(|D,(n)|), and the density 6(|D4(n)|) of the difference by replacing A with D4 in
Eq. (2.5) and (2.6), where | - | stands for the entrywise absolute value.

Locality Persistency Property: holds if

s(DA()]) < 1. 2.7)

We also define the estimated queue matrix difference as

A A

Dy(n) = Q(n) — Q(n —1). (2.8)

Note that when arrivals have the locality persistency property (i.e., Eq. (2.6) holds), then,
in view of the Section 2.3 discussion, we also expect 5(|DQ(n)|) < 1. For example, in the
typical case where

Q) =An-C-1)+Qn—1)—Sh - 1), (2.9)

the persistency property of A also holds for the estimated matrix Q.

Motivated from this observation, we propose and investigate incremental scheduling,
i.e., rely on the previous schedule to calculate the new one. The expected benefit is that we
need to update only specific elements of the permutation matrices of the decomposition of
Q(n + 1), corresponding to traffic that has changed, but there is no need to modify the rest
of the elements.

To be more specific, let Q(n — 1) be the estimated queue matrix and S(n — 1) be the
schedule produced at period n — 1. To compute schedule S(n) for the next period n with
estimated queue matrix Q(n), we perform the following:

1. Compute DQ(n) = Q(n) - Q(n — 1) (Figure 2.4b).

2. Split DQ(n) into D*(n) and D~ (n), where D () denotes the matrix consisting only of
the positive entries of difference matrix DQ(n), and D™ (n) denotes the matrix consist-

ing only of the negative entries of difference matrix Dy (n).

3. Use a freeing algorithm to free entries of S(n — 1) according to the matrix D™ (n) and
obtain the half-filled schedule, denoted as S’ (n — 1) (Figure 2.4c).
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4. Use a scheduling algorithm to add entries in S’ (n — 1) (half-filled schedule) according
to D¥(n) to obtain the current period’s schedule S(#) (Figure 2.4d).

Figure 2.4 Concept of incremental scheduling.

(@)
Q-1 S(n—1)

01 00 0 0 0 0 01 0 0 0 0 0 0
01 1 1 01 0 0 00 1 0 00 0 1
= + +
00 2 1 0 0 1 0 00 0 1 00 1 0
1 0 0 1 0 0 0 1 1 0 0 0 0 0 00

(b)
Q) Q-1 Dq(n)
0010 0100 0=l o
o111 ffo111]]o0oo000
01 1 1 0021 || o@=to
1 0 01 00 0 1 0 0 0 0
(©)
S'(n—-1)
00 0 0 00 0 0 00 0 0
01 0 0 00 1 0 M— This was selected
+/’+’
0 0 0o~ TT 001 0 0 el L Bt could be this
00 0 1 1 00 0 00 0 0
(d)
S(n)
0 0 (140 000 0 00@;\0
01 0 0 00 1 0 0 0 0\1\ This was selected
oooo+o(i\01+oooo\. .
. But it could be this
00 0 1 1 00 0 00 0 0

The complexity of incremental scheduling is O(5(|DQ|) -p-1-T-(W - P)z), where,
5(|DQ |) < 1 in view of the persistency property of Eq. (2.6) and the related discussion.
The above describes the core of the incremental algorithms. In the first two algorithms

that we will present, we used a greedy freeing algorithm in step 3 to free entries that works
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as follows: by iterating each element of D™ (n), we find the last permutation matrix of S(n —
1) that serves that element, and we free that entry (set it to zero). This algorithm frees
sequentially the scheduled resources for the demands whose traffic was reduced, leaving
the entries that satisfy the current traffic. Regarding the scheduling algorithm of step 4, we
present three heuristic schemes: a) a linear-time greedy incremental heuristic, b) a sublinear

greedy incremental heuristic, and c) a randomized heuristic.

Linear-Time Greedy Incremental Heuristic

The greedy heuristic is a non-optimal algorithm running in linear time to the size of the
problem and the number of generic slots per period. The greedy heuristic can be used as
an offline or as an incremental algorithm. In the following, we focus on the incremental
case. The algorithm takes as input the difference traffic matrix DQ(n) (or Q(n) in offline).
It follows steps 1-3 described above, so that it finds the half-filled schedule, denoted as,
S’(n—1) and the positive difference matrix D*(n). By iterating on each non-zero element of
D™ (n), it greedily finds the available generic slots to use. This is done by taking into account
constraints SC1 and SC2, of Table 2.1, which ensure that at each generic slot a ToR can send
to or receive from only one other ToR. Data structures TC(n) and RC(n) are used to keep
track of two constraints. In particular, element TC(n)[s, g] (or RC(n)[d, g]) records whether
the transmitter (or receiver) at source s (or destination d, respectively) and generic slot g is

active or not. The pseudocode of the incremental greedy algorithm is given in Algorithm 1.

Sublinear Greedy Incremental Heuristic

The sublinear greedy algorithm is a variation of the linear greedy heuristic, but it schedules
blocks of DUs instead of DUs. In particular, an integer k = O(I) is chosen and used to
calculate the block estimated queue matrix Qk(n) = % (in our implementation we chose
k =5, and I was a multiple of 5). The purpose of this procedure is to reduce the amount of
load to be scheduled, within a span of T - % generic slots, speeding up the scheduling process
roughly by a factor of k. The block estimated queue matrix is treated as the estimated queue
matrix, while applying the previous greedy algorithm. The schedule produced by the greedy
algorithm is reproduced k times, in order to cover the initial traffic. As expected, the speedup
obtained comes at a cost: dummy DUs are introduced when the ceiling function is applied,

which are allocated some generic slots, reducing the resource usage. In particular, the load
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Algorithm 1 Linear Greedy Algorithm

Input: D*(n),S'(n—1), TC(n—1),RC(n—1),P, W, T, 1
Output: S(n), TC(n), RC(n)

1: S(n) « Copyof S’(n—1)

2: TC(n) « Copy of TC(n — 1)

3: RC(n) « Copy of RC(n — 1)

4: fors < 1,2,...,P- W do

5: ford < 1,2,...,P-W do

6: slots < Dt (n)[s,d]

7: g1

8: while g < T - I and slots > 0 do
9: if TC(n)[s,g] = 0 and RC(n)[d, g] = 0 then
10: S(n)[s,g] « d

11: TC(n)[s,g] < 1

12: RC(n)[d, g] < 1

13: slots « slots — 1

14: end if

15: end while

16: g—g+1

17: end for

18: end for

19: return S(n), TC(n), RC(n)
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overhead introduced is

Number of dummy DUs = Z <k . <w> - Q(n)[s, d]) . (2.10)
s,d

In order for the algorithm to run in sublinear time (a speedup of roughly & is expected),
some filtering has to be applied to Q(n) in such a way that its critical sum is at most (7" - I)/k
after the division, rather than 7" - I. This process takes place in the estimated queue matrix
creation module and requires at least linear time to complete. These two operations, however,
namely, the estimated queue matrix creation and the scheduling, are performed by different
modules. The queue matrix creation module can start executing while receiving monitoring
information; once the block estimated queue matrix is created, the scheduling algorithm is
executed in sublinear time. We consider this to be technically feasible for the reference DC’s
architecture.

Randomized Heuristic

A randomized variation of the greedy heuristic was also implemented for an incremental
resource assignment. Randomized operation avoids the greedy first find approach, aiming
to increase (on average) the traffic that is served (74). The algorithm follows an approach
similar to the four steps presented at the start of this subsection: it receives as input the
previous period’s schedule S(n — 1), the estimated queue matrix Q(n), and calculates the
schedule S(n). In the first phase, it examines the previous period’s permutation matrices
P& (n—1) against the traffic they can carry in the new period and discards any P()(n—1) that
carries less traffic than 25, d Q(n)[s, d]/(I - T), expecting that a new randomized allocation
could provide a better solution for the corresponding generic slot. The P (n — 1) matrices

that carry their fair share of the traffic load are then subtracted from Q(n):

1. If the subtraction of a P(g)(n — 1) leaves no negative entries, then the P(g)(n —1)is kept

unaltered in S’ (n — 1).

2. Whenever negative entries occur, the corresponding entries on both P (n — 1) and
Q(n) are set to zero, and the updated P(g)(n —1)isusedin S'(n - 1).

The previous steps calculate (i) the updated set of permutations S’(n — 1), by skipping
the calculation of D™ (n), and (ii) the positive change matrix D*(n), which is the Q(n) matrix
after the subtractions. In this case, D*(n) includes the new connections, the old connections
with increased traffic, and the old connections that belonged to discarded permutations. Then

the entries of D*(n) are distributed randomly on S’ (n — 1) following the algorithm below:
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Algorithm 2 Randomized Heuristic Algorithm

1. Select a random destination ToR (column) d of D*(n).

2. Find the m active source ToRs for destination d, corresponding to rows {sq, S5, ..., S, }
of the non-zero entries in the column d, and re-arrange them randomly.

3. For each row s, in the randomized arrangement:

a) Find the existing P(g)(n) that are available for the (s, d) communication (by check-
ing the related scheduling constraints, using the data structures TC(n — 1) and
RC(n — 1), as discussed in Section 2.4.3).

b) If the number of available P(g)(n) is greater than the D*(n)[s x» d] entry (i.e., more
resources are available than those required), randomly select the required number;
otherwise select all of them.

4. Repeat steps 1-3 for all columns of D* (n).

Finally, if any traffic remained in D* () and not all the I - T permutations are utilized,
then the algorithm performs a final round where it repeats steps 1-4, with the only difference

being that new permutations are considered to be initially available to all connections.
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2.5 Architecture-Related Constraint

The resource allocation problem at hand is quite similar to scheduling problems for TDM
satellite or ATM crossbar switches (19, 29, 40, 68, 84). Scheduling constraints SC1 and
SC2 are common, but constraint SC3 (Table 2.1) is new and is a result of specific archi-
tecture choices, and particularly of using static routed (C)AWGs instead of reconfigurable
components. This design choice, which was decided to keep the cost and routing complexity
low, results in a reference (NEPHELE) DCN (when seen as a huge switch connecting ToRs)
losing its nonblocking character even for I = S. In the previous section, we described
algorithms that operate without taking into account SC3, whose effect is studied here. To
evaluate the performance under the additional constraint SC3, we extended the incremental
greedy heuristic Section 2.4.3) to account for SC3. The algorithm to be described is referred

to as the ring-segment greedy heuristic.

To be more specific, consider a transmission from source ToR s = (wy, p,) to destination
ToR d = (wy, p,) at generic slot g (timeslot ¢ over optical plane i), where p, < p,; without
loss of generality. Such a communication is represented in the schedule by P®)(n)[s, d] = 1.
Under the baseline architecture of Section 2.2 that uses W X R CAWGs at the input of the
rings, this communication uses wavelength w, and ring r,; = [(w; + w,; — 1) (mod R)],
according to Eq. (2.1). So, the communication from s to d captures the ring-wavelength
resource, indexed

Coqg = |(wg+wy —1) (mod R)| - W + wy (2.11)

Resource 7, is actually captured only for the segment of the ring that is between pods
ps and p,; and can be used by other connections if they use non-overlapping segments of
the ring. SC3 constrains that s — d communication cannot take place simultaneously with
communication from s’ - d' = (wy,py) = (Wyr,pyr), With p; < poy < p, or
Py < Pgr < Ppg, Wy =wy and (wy — w,) (mod R) = 0 (see Table 2.1).

The ring-segment greedy heuristic algorithm keeps track of the utilization of the ring-
wavelength resources and the specific ring segments utilized. To accommodate the commu-
nication from s to d at generic slot g, we need to check whether ring-wavelength resource
¢4 1s used be tween pods p, and p,. If it is not used, we reserve it to block any future con-
flicting communication. The data structure records for each genericslot g = 1,2,...,1 - T,
the ring-wavelength resource £ = 1,2, ..., R - W, and the specific ring segment it uses (P
ring segments in the worst case), resulting in size O(P - R- W -1 -T'). This data structure can
be similar to TC(n) and RC(n) used to keep track of SC1 and SC2 (Section 2.4.3), which,
however, are of size O(P - W - I - T'). Specifically, line 9 of the pseudocode of Algorithm 1,

should also search for maximum P ring segments, which increases the complexity.
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The worst case traffic pattern is obtained when we have the maximum number of conflict-
ing communication pairs defined by SC3, and all of them carry maximum traffic. Regarding
the constraint on the overlapping of ring segments, there are P such conflicting (s, d) pairs
for unidirectional traffic (p; to pp,py to py,...,pp_1 to pp,pp to pp_;), and since they are
in different pods they can have maximum traffic equal to Qn)[s,d] = S - T. In this case,
we require I = P - .S planes to fully serve the worst case traffic. Such worst case traffic
is, of course, highly improbable to occur. Still, our simulations show that the throughput is
affected even in the average case when considering SC3, while the execution time increases,
since we need to account for the ring segment utilization.

We developed two solutions to address this problem: the first extends the incremental
greedy algorithm of Section 2.4.3, considering in a more coarse way the utilization of the
ring-wavelength resources, while the second relies on a variation of the architecture that uses

spectrum-shifted optical planes.

2.5.1 Full-Ring Greedy Heuristic

In the first solution, called the full-ring greedy heuristic algorithm, communication from s
to d is taken to occupy the entire ring-wavelength resource ¢, i.e., the whole ring and not
only the segment between pods p, and p,;. This reduces the size of the data structure needed
to O(R - W - I - T) and improves the execution time over the ring-segment greedy heuristic
discussed above, sacrificing somewhat the (already lower) throughput performance.

2.5.2 Spectrum-Shifted Optical Planes

A problem of the baseline architecture is that, if two communicating source-destination pairs,
(s,d)and (s’,d"), conflict over an optical plane, by using the same ring-wavelength resource
g = €4 =, they will use the same resource £ and conflict over all planes. This problem
affects all planes, so we have available only the time domain (T) to resolve such conflicts, as
opposed to having both the plane and time dimensions (all I - T generic slots), resulting in
lower performance. To address this, we developed an architecture variation where the optical
planes are spectrum shifted. To be more specific, in the architecture of Figure 2.1, traffic for
destination ToR d = (wy, p;) always uses wavelength w,. The main idea of spectrum-
shifted optical planes is to make the ring-wavelength in Eq. (2.11) depend on plane i and
on other source/destination location parameters. This proposed variation uses the desired
passive components, i.e., (C)AWGs, instead of replacing them by reconfigurable ones that

would significantly increase the cost, due to their high radix.
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The goal is to design all-pair conflict-free optical planes, so that ToR pairs conflicting
on some optical plane do not conflict on another one. There are various ways to achieve
that, such as permuting the rings between pods, or varying the CAWG routing function by
changing the way CAWGs are coupled/added to the rings. One such efficient solution is to
replace the 1 X W AWG connected to the drop ports of the WSSs with an P X W CAWG
connected as follows: We connect the drop ports of all the WSSs of plane i and pod p through
the R X 1 power combiner to the input port z(i, p), 1 < z(i,p) < P of the P X W CAWG.
The W output ports of the P X W CAWG are connected to the ToRs as before. We make
the wavelength w, (i), used for communication between source s = (w,, p,) and destination
d = (wy, p,) over the plane i depend on s, d, and i, as opposed to the baseline architecture
where this was fixed and equal to w,. Considering the routing function of the CAWG, w, (i)
should satisfy the following condition in order to reach the desired destination:

(wyg(i) + 2(i, py) — 1) (mod W) = w, (2.12)

where w, in this equation indicates only the location of the destination ToR in the related
pod (and not, as previously, the receiving wavelength), and z(i, p;) is the input port of the
CAWG. The routing function of the CAWG that adds the traffic to the rings at the source
gives the ring used:

rog(i) = (wg + wy, (i) — 1) (mod R). (2.13)

Then, the ring-wavelenth resource of plane i that is used is
oq(D) = [(wy + wy(i) = 1) (mod R)| - W + w,(i). (2.14)

Consider now another ToR pair communication s" - d’ = (wy,py) = (Wyr,pyr)
on the same plane i. To create conflict, this communication has to use the same wavelength

and the same ring with the s — d communication, i.e.,

W, (@) = wg g (i) A (wg + w,, (i) (mod R)
= (wy + w4 (i)) (mod R) (2.15)

or, equivalently,
z(i,pyg) — z(i,pgr) = (Wy — wyr) (mod W) A (wy = wy) (mod R) (2.16)

Our goal is to avoid pairs s = d and s’ — d’ to conflict in any other plane. This can be
satisfied if |z(i, py) — z(i, pyr)| # |z(i', pg) — z(i’, pgr)|, forall 1 < i’ < I,i" # i. Generally,
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we want that to hold for any conflicting pair of any plane, i.e., we need the following to hold

for all i, (i" # i), all py, pyr:

|z(i’pd) - Z(i’pd’)l ;é |Z(i,’pd) - z(i,7pd’)|' (217)

Remember that 1 < z(i, p) < P, since z(i, p) corresponds to the input port of the P X W
CAWG that the WSSs of pod p at plane i are connected. For a prime number of pods P, one
choice (along with others) that satisfies Eq. (2.16) is

2G,p)=[1+(p—1)- (@i —1)] (mod P). (2.18)

For prime P, with the above function, we construct P all-pair conflict-free planes. The
number of planes I required to serve any pattern is then I > P. To see this, assume that we
have several conflicting pairs on a plane (P is the maximum number of pairs, as discussed
previously), and each requires the full capacity (all the timeslots) of the plane. This plane can
serve any of those, but the remaining pairs conflicting on that plane are not conflicting on the
other I —1 planes. Thus, if I > P (which also holds for the reference NEPHELE architecture
— Table 2.1), conflicts can be solved using the plane dimension in addition to the timeslot
dimension. In that case, the entire DCN is actually a nonblocking time-wavelength-space
switch.

If P is not prime (in the reference P = 20), the above function constructs all-pair conflict-
free planes equal to the smallest divisor (=2 for the reference architecture). However, even
in this case, the conflicts are reduced substantially. The average performance improves when
the number of conflicting pairs among the planes is small, and the proposed solution reduces
this number. All-pair conflict-free planes mean that this number is zero, which results in the
best worst case and average performance. We rely on simulations to evaluate the performance
of our solution for average traffic.

The extensions needed in the scheduling algorithm to account for spectrum-shifted planes
are straightforward, and require the calculation of the wavelength based on the source, des-
tination, and plane. This can be done with pre-calculated tables and does not affect the
complexity. We also need to use either the ring-segment or the full-ring heuristic algorithm
to keep track of ring-wavelength resource utilization. We decided to use the faster full-ring

greedy heuristic in the performance evaluation section.
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2.6 Performance Evaluation

2.6.1 Evaluation Without Architecture Constraint SC3

The proposed incremental scheduling algorithms were evaluated via simulations for various
traffic scenarios. We assumed a DCN of the reference architecture, with W = 80 racks/pod,
P =20 pods, S = 20 server ports/rack, and I = .§ = 20 optical planes (see Table 2.1), and
set T' = 80 timeslots. We used a custom traffic matrix generator where we could control the
following parameters (4):

1. the average network load p(A), defined from Eq. (2.4) as the ratio of the total traffic
over the total capacity. The individual ToR loads p,,;(A) were generated as indepen-
dent Gaussian random variables, assuming that a ToR aggregates numerous TCP/UDP
flows. The distribution mean was set equal to the desired load, while its variance was
correlated to the load dynamicity p(|D,|);

2. the load dynamicity p(|D,|), defined as the average change in traffic between succes-
sive periods;

3. the connection density 6(A), defined from Eq. (2.6). Low connection density corre-
sponds to a few destinations per source, thus an increased number of traffic hotspots.
To accommodate the description of traffic patterns of previous works (65), where
ToRs systematically prefer to communicate with peers in specific pods, or even the
same pod, we further distinguished between intra-POD density 6;,(A) and inter-POD
density 6,,,(A). A locality parameter is then defined as the traffic percentage that is

destined within the same pod over the total load:

o B W

5 - W +65y W -(P—1)

given that the local POD comprises W ToRs out of W - P that are available in total;
and

4. the locality dynamicity 6(|D,]), defined as the average number of connections that
change from active to inactive and vice versa at each period. Traffic exhibits locality
persistency (Eq. (2.7)) when 6(|D,|) is low.

To evaluate the proposed algorithms, we developed a simulator in MATLAB (38). For
each simulation instance, we chose to vary one parameter, while the rest of the parameters

were set to their default values (Table 2.3). To focus on the performance of the scheduling
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Table 2.3 Networking parameters.

| Parameter | Symbol | Value | Default |

Network load p(A) 0.1-0.9 -
Intra-POD connection density | 6;,(A) | 100%,25%,2.5% | 25%
Inter-POD connection density | y,(A) | 25%,2.5%,0.5% | 2.5%
Load dynamicity p(IDAD) | 10%,1%,0.1% 1%
Locality dynamicity (D)) | 10%,1%,0.1% 1%

algorithms, we assumed a resource cycle with C = 1, which corresponds to the schedule
being calculated within a Data period. We also assumed the reference case where the esti-
mated queue matrix on which the schedule is calculated based on the arrivals: Qn+1) =
A(n — C) + Q(n) — S(n). As discussed in Section 2.4.3, this ensures that the persistency
property of A is also true for the estimated queue matrix Q.

For each parameter set, we measured a) the additional average queuing latency, i.e., the
average number of periods a packet remains buffered in addition to the C = 1 period that it
takes for the schedule to be calculated, to focus on the efficiency of the algorithm and not
of the whole control cycle, and b) the scheduling algorithm’s execution time (s) against the
network load. We also measured the maximum network throughput, defined as the maximum
offered load at which the queues and the latency are finite. Thus, the maximum throughput
indicates the load that can be transferred by the network under stable operation. Note that
maximum throughput is identified in the latency/load graphs as the load at which the latency

becomes (asymptotically) infinite.

Queuing Latency

Initially, we present the results on the latency. In the first set of simulations, the examined
parameter is intra-POD density, which is set to 100% for the results of Figure 2.5a and to
2.5% for Figure 2.5b; the other parameters were set to their default values (Table 2.3). Fig-
ure 2.5a shows that the sublinear greedy heuristic clearly underperforms, as expected, the
other two algorithms, resulting in average latency that increases at load 0.7 and becomes
(asymptotically) infinite at load 0.8 (= maximum network throughput). The linear greedy
heuristic comes next, followed by the randomized heuristic with slightly better performance.
In the results of the second set of simulations, shown in Figure 2.5b, the density of intra-POD
connections is set very low to 2.5%. The queuing latency of all three algorithms start to in-
crease at load around 0.7. The increase is steeper for the sublinear greedy heuristic, followed
by the linear greedy, and finally by the randomized heuristic. The latter two algorithms have

very similar performance regarding latency and stability.
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Figure 2.5 Average queuing latency resulting from the examined scheduling algorithms,
measured in Data periods additional to the control cycle, for intra-pod density (a) 6;, = 100%
(locality £ = 68%) and (b) 6;, = 2.5% (locality £ = 5%).
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Figure 2.6 Average queuing latency resulting from the examined scheduling algorithms,
measured in Data periods additional to the control cycle, for locality dynamicity (a)
6(|DA]) = 0.1% and (b) 6(|D4|) = 10%.

) (b)

~
&

'S
=~

% linear greedy

-e— sublinear

31 X+ randomized

% linear greedy

-e— sublinear

. X randomized

w
.
D X

—_
!

Average packet latency (periods)
[\
1

+
.

Average packet latency (periods)
[N}

0 10 20 30 40 50 60 90 0 10 20 30 40 50 60 70 8 90
Load (%) Load (%)

Locality considerably impacts the performance. The greedy and the random algorithms
are more efficient when the matrix is concentrated in small blocks (8;, high, heavy intra-
POD traffic — Figure 2.5a) than when it is spread out (Figure 2.5b). In contrast, the sublinear
algorithm underperforms when locality is high; introducing several dummy DUs in a small

block increases the column sum more than when traffic and the locations of the dummy DUs

are spread out.

We next examine the effect of the locality dynamicity parameter 6(|D 4 |). When 6(|D,|) =
0.1% (Figure 2.6a), all three heuristic algorithms start to induce high latency at network load
of about 0.7. As in the previous cases, the queuing latency increase with network load is
steeper for the case of the sublinear heuristic, followed by the linear greedy, and then by the

randomized heuristic. This is more clear at load 0.8, where the sublinear greedy heuristic is



2.6 Performance Evaluation 41

already in the unstable region, while the linear greedy and the randomized heuristic remain
stable until load 0.85.

When the locality dynamicity parameter 6(|D,|) = 10% (Figure 2.6b), all three algo-
rithms improve their results by increasing their maximum throughput (latency asymptote
moves to the right). Higher dynamicity reduces the persistency of bad scheduling matrices,
improving the performance, but as expected, has negative effects on execution times, as will

be discussed in the following.

Scheduling Algorithms Execution Times

Next, we present results on the execution times of the considered algorithms. We provide
four plots for the same parameters examined in Section 2.6.1.

As shown in Figure 2.7a, the algorithms’ performance in order of increasing execution
times is randomized, linear greedy, and sublinear greedy heuristic. As expected, the av-
erage execution times increase with the load. At load 0.8, the randomized heuristic needs
an average of 1.5 s to complete. Next comes the linear greedy heuristic with an execution
time (at 0.8 load) of about 0.7 s, and last comes the sublinear greedy heuristic with about
0.5 s. These results were expected from the theoretical complexity analysis given in Sec-
tion 2.4. The relative order of the algorithms with respect to their execution times remains
the same when intra-POD connection density is set to 2.5% (Figure 2.7b). The decrease in
the execution times for low intra-POD density is due to the fewer connections, each of higher
load, which reduces the complexity of all three algorithms. The execution times for differ-
ent values of locality dynamicity parameter 6(|D, |) are depicted in Figure 2.8. As expected,
by complexity analysis, execution time increases as load and locality dynamicity 6(|D4]|)

increases.

Maximum Network Throughput

We now focus on the maximum network throughput achieved by the scheduling algorithms,
defined as the load at which the queues and the latency become (asymptotically) infinite and
the system becomes unstable. The throughput is examined with respect to two parameters
that were not discussed above: (i) the inter-POD connection density 6, and (i1) the load
dynamicity 6(D,). The results are shown in Table 2.4. We see that the impact of inter-
= 50%), the
throughput reaches about 0.97, while for sparse traffic, it drops to 0.85 at most. The reason

POD connection density 6, is quite significant, since for dense traffic (6,

is similar to the one discussed for the role of intra-POD density. It should be noted that,

for dense inter-POD connections (6,,, = 0.5%), the sublinear greedy heuristic is unstable

out
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Figure 2.7 Execution times of the algorithms for intra-pod density (a) 6;, = 100% (locality
¢ = 68%) and (b) 6;, = 2.5% (locality £ = 5%).
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Figure 2.8 Execution times of the algorithms considered for locality dynamicity (a)

5(JDA|) = 0.1% and (b) 5(|D,|) = 10%.
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even at low traffic loads, since it wastes too much capacity. This should be expected, as

small and spread demands result in many entries that create many dummy DUs, thus wasting

network capacity. Regarding load dynamicity, we consider the cases p(|D,|) = 0.1% and

p(ID4]) = 10%. We observe that this parameter does not affect substantially the throughput,

nor the execution time. The throughput performance of all the algorithms was similar, with

the sublinear greedy heuristic being slightly worse and faster (lower than 0.4 s in almost all

cases).

2.6.2 Evaluating the Effect of the SC3 Constraint

We evaluated the performance of the reference DCN under the architecture constraint SC3

and also for the architecture variation that uses the spectrum-shifted planes. In particular,

we assessed the performance for

a) reference architecture/greedy (no SC3),
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Table 2.4 Maximum throughput of algorithms considered as a function of inter-POD connection
density 6, and load dynamicity p(|D,|).

| Parameter | Symbol | Value | Linear | Randomized | Sublinear |
. . 50% 0.97 0.97 04
Intra-POD connection density Oout 05% | 0.85 0.85 0.82
.. 0.1% 0.92 0.93 09
Load dynamicity PUDAD | 109 | 0.88 0.88 0.87

b) reference architecture/segment-ring greedy,
c) reference architecture/full-ring greedy, and
d) spectrum-shifted planes/segment-ring greedy.

In all examined cases, the number of planes was the same (I = 20). Case (a) was
examined in the previous subsections and is used here as a reference. The network of case
(a) can achieve maximum throughput; that is, it can accommodate any traffic if an optimal
algorithm is used. The network of cases (b) and (c) has worst-case traffic that requires more
(20 times) planes, while case (d) also requires more planes than the I available, but lower than
those of cases (b) and (c). The probability of generating the worst-case traffic is extremely
low, but cases (b) and (c) have several traffic instances that require more than I planes,
while for case (d) this probability is low. Note, however, that we use a heuristic (incremental
greedy) and thus blocking is expected even for case (a).

Figure 2.9a shows the latency for density between pods 6., = 50%, corresponding to
¢ = 2.5% locality (default 6;;, = 25%). Such a low locality results in heavy utilization
of the inter-pod WDM rings and creates SC3 conflicts. We observe that the asymptotic
throughput of the reference architecture/segment-ring greedy reduces to 0.8 compared to 0.9
of the reference architecture/greedy, where SC3 is neglected. The reference architecture/full-
ring greedy has even lower throughput, measured to be 0.7, but exhibits lower execution
times (see the following). The spectrum-shifted planes architecture resolves conflicts in
one plane by serving in another plane, and thus improves the throughput. The achieved
throughput was 0.85, which is close to the case where SC3 is neglected, as shown by the
reference architecture/greedy (no SC3).

As locality increases, inter-pod traffic decreases, and eventually, at high locality, the
performance of all algorithms converges. For example, in Figure 2.9b, where the density
between pods is 6., = 0.5% (or £ = 70% locality), we observe that the reference architec-
ture/greedy (no SC3) achieves throughput close to 0.95, very close to the rest of the cases
examined. Note that, according to (65), locality is very high in a Facebook DC, higher than
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Figure 2.9 Latency (in periods) as a function of load for density between pods (a) 6, = 50%
(locality £ = 2.5%) and (b) 6, = 0.5% (locality £ = 70%).
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Figure 2.10 Execution time as a function of load for density between pods (a) 6., = 50%
(locality Z = 2.5%) and (b) 6, = 0.5% (locality £ = 70%).
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50% for typical DC applications, such as web and map-reduce. Figure 2.10 shows the re-
lated execution times. We observe that the reference architecture/segment-ring greedy has
the highest running time, well above 1 s. Keeping track of ring segments yields higher com-
plexity. Execution time is reduced in the reference architecture/full-ring greedy (but it wastes
resources — has lower throughput, as seen in Figure 2.9). The spectrum-shifted planes/full-
ring greedy case has quite low execution time, similar to the reference architecture/full-ring
greedy. Thus, it combines the execution time benefits of the full-ring algorithm while achiev-
ing throughput close to the case without SC3 (by reducing the conflicting sets). As locality
increases, the execution times of the reference architecture/full-ring and spectrum-shifted

planes/full-ring converge to that of the reference architecture/greedy (no SC3).
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2.7 Realistic Evaluation of Control Plane and Architecture

Enhancements

2.7.1 Realistic Traffic Simulations Setup

To evaluate the performance of the reference DC’s control cycle, we developed a packet
level network simulator. The simulator is an extension of OMNET++ 4.3.1 with INET
2.4.0, a framework that contains implementations for various real-life network components
and protocols. We evaluated the network performance using an application that simulates
MapReduce, which was implemented by Mellanox.

In our simulation model, we consider that the control plane delay, which includes the
time to gather monitoring information (if we operate the network in feedback based, would
be zero in application-aware mode), to calculate the schedule (which as previously discussed
is fast, within 1 Data period (61)) and to distribute the schedule to the data plane devices,
is described through the parameter C. This in turn defines the number of multiple identical
(virtual) schedulers that work in parallel. We also assume that each parallel scheduler knows
the C previous schedules (feasible, as the schedule is computed in 1 Data period).

In the simulated network, we run a number of MapReduce jobs simultaneously. Each
MapReduce job requires a number of worker nodes: mappers, reducers and storage servers
and runs for a number of iterations. The communication pattern for each particular MapRe-
duce job, regarding the server where each worker node resides, the size of the MapReduce
data produced in each phase, the number of MapReduce iterations and the computational
delay for map and reduce operations, are described using appropriate semantics in an input
file. In the simulations, the assignment of the worker nodes to the servers was random. This
means that a server could host simultaneously multiple types of worker nodes for the same
or different jobs.

The communication between the worker nodes is achieved via Ethernet packets over
TCP/IP. We assumed full-duplex 10G Ethernet from a server to the corresponding ToR
switch. For the ToR to ToR communication, we rely on the TDMA operation. The Eth-
ernet packets are stored in Virtual Output Queues (VOQs) and served in slots according to
the computed schedules.

We study the impact of various parameters, such as the Control cycle delay C, the number
of MapReduce jobs, or the cluster size (P- W), on the throughput, in terms of total makespan.
The makespan is defined as the time it takes for all MapReduce jobs to finish. Table 2.5
summarizes the DCN parameters, as well as the TCP-related parameters. Note that a target
for the DCN would be to have 1600 racks with 20 servers each, while each timeslot (of
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Table 2.5 Simulation parameters.

| Parameter \ Value |
Number of servers in each rack (.5) 2
Number of planes (1) 2
Link capacity per plane (each direction) 10 Gbps
Timeslot duration 200 ps
Maximum segment size (MSS) 625 bytes
TCP window size 65000 bytes
Storage server \ Mapper \ Reducer output | 5 \ 10 \ 5 Mbytes
Mapper processing time 25 ps
Reducer processing time 20 ps
Number of MapReduce iterations 3

duration 200 ps) aggregates the traffic of all servers residing in a rack. Since it is not possible
to simulate a fully-fledged DCN, but only smaller clusters with fewer servers per rack, the
parameters are also scaled down accordingly. We assumed I = 2 optical planes, and the
scheduling period T took values so that the generalized slots/resources equals to the number
ofracks (T -1 =P-W).

The key parameters that we examine are the Control cycle delay C, the number of
MapReduce jobs that run simultaneously in the cluster and the number of cluster’s racks;
their default values are 4, 5 and 8, respectively. In all scenarios, the ratios of the MapRe-
duce worker nodes types remained the same: the number of mappers equals to half, while
the number of reducers and storage servers equals to a quarter of the available servers. A
parallel (dual) network (utilizing 1 Gbps capacity) is also used to route the TCP ACKs. We

examine three queue matrix estimation policies:

Round-robin policy: An policy assuming static uniform traffic under which no traffic iden-
tification mode (monitoring or application awareness) is assumed, and the resource

allocation is evenly distributed among the ToR pairs (round-robin scheduling)

Follow the arrivals policy: A policy assuming that Q(n) (described in sections 2.3 and 2.4)
is computed based on the most recent known arrivals A(n — C — 1).

Prediction policy: A simplistic prediction mechanism that assumes that the arrivals for the

next C Data periods will be equal to the latest A(n).

It then virtually applies the latest C known schedules and computes an estimation for the
remainder in the queues when the schedule will be applied (after C Data periods). The above

queue estimation policies are combined with the incremental scheduling algorithm, which
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Figure 2.11 Effect of the parallel network and randomized void filling heuristic on slot uti-
lization.
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is extended with a greedy randomized void filling heuristic. Void filling is used to fill the
unallocated slots left empty by the scheduling algorithm. In particular, a randomized greedy
heuristic greedily computes a set of matchings in order to fill the free slots in a uniform way,
taking into account the previously allocated slots and the transmission constraints that they

yield.

2.7.2 Simulation Experiments

We initially examine the effect of utilizing 1) a parallel packet switched network over which
we sent TCP ACK packets and ii) a randomized void filling heuristic to fill the empty
slots/permutations of the schedules on slot (network capacity) utilization over time. As it
can be observed in Figure 2.11, both the effect of the parallel network and the randomized
void filling heuristic is quite significant. Since, TCP features congestion control, the TCP
window limits the traffic load the servers transmit. This has a major impact to the overall
slot utilization and thus to the throughput and the makespan of the network.

These two techniques improve the TCP window pipelining, resulting in improved slot
utilization and reduced makespan. In particular, we observed a reduction of the makespan
for the 4 MapReduce jobs from 27.4 s in the case of no parallel/no void filling to 27.2 s in
the case of parallel/no void filling and to 14 s in the case of no parallel/void filling. The
combination of parallel/void filling achieves a substantially lower makespan of 10.3 s. In
the following, we will assume that the DCN uses both parallel/void filling.

We now examine the effect of the control delay C which was varied from 0, 5, 10, 20, 50
to 200 Data periods. As it is shown in Figure 2.12, the makespan for the case of the static

round-robin policy remains constant at about 0.36 s, regardless of the Control cycle delay.
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Meanwhile, the other two policies seem to perform better for at most 19%, given that they
take into account the traffic (monitoring or application awareness) and carry out scheduling
based on Q(n) estimates. This performance improvement decreases as the Control cycle
delay increases, and eventually in the sample of Control cycles equal to 200 Data periods,
it gets worse than the static round-robin for at most 13%. This is expected, since the longer
control delay results in an increased chance of the actual traffic at the queues to substantially
differ from the calculated schedule. It can also be observed that in small numbers of Control
cycles, utilizing prediction also improves the performance. However, this improvement fades
out from 20 Control cycles and on.

In the next scenario, we consider the cases

where we have 1, 4, 7 and 10 MapReduce jobs

simultaneously running on the cluster. It is ex- Figure 2.12 Effect of the Control cycle
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2.8 Conclusion

We proposed and evaluated a set of scheduling algorithms specifically designed for an op-
tical DCN utilizing fiber rings and wavelength-selective switches, which allows dynamic
allocation of resources according to traffic requirements. To avoid contention, a central-
ized allocation process enforces three scheduling constraints. We described in detail the DC
control cycle, outlined its requirements, and presented an algorithm to optimally allocate
resources. We also proposed three incremental heuristic scheduling algorithms that reduce
the execution times of allocation, and evaluated their performance through simulations. The
randomized and greedy heuristics exhibited normalized throughput higher than 0.85 for all
examined traffic scenarios. The execution time of the greedy heuristic was measured in
hundreds of milliseconds, while the sublinear greedy heuristic was faster, sacrificing some
throughput. The parallel implementations of the proposed algorithms on specialized hard-
ware (field-programmable gate array) to further reduce execution time is ongoing. We also
studied the effect on performance of the third scheduling constraint (SC3), which is specific
to the reference DC’s architecture. To cope with the resulting reduction of throughput and
increase of execution time, we proposed an architecture variation that employs spectrum-
shifted optical planes and extended the greedy heuristic to function in such a network. Sim-
ulations showed that the throughput and execution time performance approaches that of a
network without SC3. The proposed incremental heuristic algorithms achieve high through-
put and low execution time, asserting the dynamic and efficient operation of DC.

We further examined the control cycle, including the importance of the policy used to
obtain good queue matrix estimates that approximate the traffic pattern after the control
cycle delay. We conducted simulations using OMNET++ under MapReduce realistic traffic.
We examined the effect of utilizing a parallel network for TCP ACKs, and of a void filling
heuristic. We observed that both these techniques, improve the makespan. We considered the
case of applying a static round-robin policy and two policies that take into account the traffic.
We observed that when the control cycle delay is high, a static round-robin policy seems
preferable. The policies that take into account the traffic induce a significant improvement

to the total makespan that can reach 48% when the short-term load dynamicity is high.






Chapter 3

Fast Optical Datacenter Interconnects
with Partial Configurability

3.1 Introduction and Related Work

The widespread availability of cloud applications has allowed billions of users to access
software-, platform-, and infrastructure-as-a-service models. These services rely heavily on
Data Centers (DCs), which comprise large numbers of interconnected servers. It has been
observed that incoming/outgoing (north-south) traffic in DCs is low, while the traffic within
a DC (east-west) is high (39), making the DC interconnection networks (DCNs) critical
to overall performance. Currently, state-of-the-art DCNs use Fat-Tree topologies to inter-
connect electronic switches with optical fibers, using electro-opto-electrical transformation
at each electronic switch hop (8). However, this approach underutilizes resources, requires
numerous cables and switches, suffers from poor scalability and upgradability (lack of trans-

parency), and consumes high levels of energy (65).

The integration of optical switching in DCNs is a pivotal step towards addressing the
limitations of Fat-Tree topologies. While optical switches are primarily used for circuit
switching in metro and backbone networks, recent research has proposed hybrid electronic/
optical switched DCNs as a solution (12, 20, 24, 30, 42, 62, 63,67,72,76, 77). These studies
employ optical switches, which transparently redirect light from any port to another. How-
ever, their reconfiguration times (milliseconds for high radix and tens of microseconds for
low radix switches) present a challenge to their use in DCNs, where rapid switch configura-
tion is essential. Despite this limitation, the potential benefits of integrating optical switches
into DCNs are significant, and ongoing research is focused on developing more efficient

and sustainable solutions. In 2022, Google announced (64) that Jupiter datacenter network
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fabrics will use dynamic topology reconfiguration using Optical Circuit Switching, which
have evolved to achieve higher speed, cost reduction, power efficiency, and optimized path

lengths.

The first barrier to the adoption of optical switching technologies in DCNs comes from
the reconfiguration speed of (full) crossbar optical switches. As the size of DCNs grows, the
options of employing a single-stage optical switch diminish and/or the reconfiguration speed
is prohibitive high. Conversely, using multi-stage crossbars, built with smaller modules, is
the only solution. However, this suffers from high overall switch count and wiring complex-
ity, which can in turn affect the production cost. It also requires tight synchronization and
coordinated control of the multiple elements. To address these challenges, researchers have
proposed two hybrid DCN architectures: Mordia and CBOSS, which utilize WSS making
use of the wavelength domain to reduce the number of required elements and provide low
switching times. These proposed solutions operate in a dynamic slotted manner to achieve
high connectivity (15, 63). However, the scalability of both Mordia and CBOSS is limited, as
they employ a single wavelength division multiplexing (WDM) ring with a capacity that can
accommodate only a few racks. In contrast, NEPHELE (12) proposes a distributed crossbar
optical network fabric using WSS switches interconnected in several parallel WDM fiber
rings. The NEPHELE architecture takes advantage of the use of (relatively) low radix WSS
switches, space (multiple rings) and wavelength (WDM) domains to achieve low reconfigu-
ration speed and high throughput. However, the NEPHELE architecture is still not scalable,

as discussed in the following section (third barrier).

The second barrier to using all-optical DCNs derives from schedule computation. Al-
locating optical resources in space (links), time (slots), and/or wavelength (WDM) domains
requires high computational complexity, making it challenging to perform optimally or even
sub-optimally in real-time. The resource allocation algorithms of Mordia (63) and CBOSS
(15) exhibit high computational complexity and do not scale well with large DCs, repre-
senting a significant challenge for optimizing these networks. NEPHELE (12) introduced
resource allocation algorithms with low complexity for slowly changing traffic patterns that
take advantage of previously computed schedules. Efforts to address the computational com-
plexity of centralized scheduling calculations have also been explored, such as the parallel
scheduler architecture of (61). However, fast scheduling solves a key part but not the whole

problem, as discussed next.

The third barrier pertains to the assumption of centralized control in hybrid electronic/
optical DCNs, which typically follows the SDN paradigm (12, 24, 67). In this architecture,
a central controller/scheduler gathers all traffic demands and configures the optical switches

accordingly. However, when the network is large and the closed-loop DCN control operation
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is applied to all network nodes, it is inefficient due to the high latency induced by the control
plane for monitoring, schedule calculation, and schedule dissemination. As a result, this

purely centralized approach faces limitations in terms of scalability and real-time operation.

In (57) the authors proposed a switch design that utilizes a monolithic gang-switched
module called the “selector module” as its fundamental building block. Building on that,
the authors of (56) introduced a full DCN architecture design called “RotorNet”, utiliz-
ing switches constructed exclusively with selector modules, referred to as “Rotor switches”.
However, RotorNet achieves poor throughput performance, as it spends half of its network

capacity for load balancing purposes.

This chapter explores ways to address the limitations of existing optical data center net-
work (DCN) architectures. The approach we take is to design custom “Lean” optical swit-
ches, which have two stages of multiple selector modules and are combined with a set of
Rotor switches to achieve full network connectivity. Each selector module of the first stage
is connected to all selector modules of the second stage, while all selector modules can carry
a group of multiple optical signals from different input ports to their corresponding output
ports at each switching state. This means that a few selector modules can carry a much higher
number of optical signals between DCN nodes, reducing the number of required switching

elements compared to a fully configurable network.

Additionally, compared to a fully configurable network, our solution reduces the level of
centralized control, enabling the development of algorithms to allocate resources sub- but
near-optimally in real-time. However, the configurability of the DCN is determined by the
number of switches and the switching states of the Lean switch internal selector modules,
and it is lower compared to a fully configurable network. These design parameters also affect
the reconfiguration speed of the switches, the algorithmic complexity for the computation
of schedules, and the complexity of the control commands. The proposed DCN design is
parametric with respect to the number of the grouped signals carried by the same selector
modules, allowing for an increase in the network’s configurability by adding more Lean and
Rotor switches. This may lead to an increase in the number of ports, which in turn increases
the available network capacity. WDM can be utilized with the optical signals to further
enhance the network’s capacity.

The research results of this chapter were partly published in (43). Also, a manuscript
was recently submitted to Optical Switching and Networking (OSN) and is currently under

review.
The chapter is structured as follows. In Section 3.2, we present the design specifications

of the Rotor and Lean switches, and our proposed partially configurable DCN architecture

that uses them. In Section 3.3, we discuss the control plane and its control cycle. Sec-
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tion 3.4 presents the problem definition and scheduling policies that take advantage of the
limited configurability of the architecture, exhibiting low computational complexity. Addi-
tionally, in Section 3.5, we present reference architectures, their corresponding scheduling
policies, and compare them in terms of crosspoint complexity and reconfiguration delay. In
Section 3.6, we evaluate the achieved throughput and average packet latency of the proposed
DCN under various scenarios using the packet simulator OMNET++. Finally, in sections 3.7
and 3.8, we examine enhancements on RotorNet by applying breakout for mitigating latency
due to network size expansion and integrating centralized control for partial configurability.
We develop a policy that adapts to traffic characteristics without prior knowledge, designed
to surpass VLB. We compare it to various other scheduling policies and evaluates it across

diverse traffic profiles, though comprehensive simulations.
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3.2 A DCN Architecture with Lean Switching Components

In large optical networks connecting hun-

dreds of endpoints (i.e. racks), full-optical Figure 3.1 A n : 1 X m gang-switched selector

operation using crossbar switches is rather module.
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a single crossbar switch is constrained by :
the feasible number of tilting positions of

the MEMS, putting a limitation on the 1 @ : —
radix but also increasing substantially the .. o
reconfiguration speed. On the other hand, ) — .
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fibers and complicates their control. Ad- 3

ditionally, in a full-crossbar network (ir- 77 @—— —
respectively of how the crossbar is built) ®
the computational complexity required for

scheduling can be challenging to handle in — M - N

real-time.

The proposed architecture avoids using switches with individually-switched elements,
i.e. elements that switch each input signal independently of others, and instead employs
a design built with the selector module, a monolithic gang-switched element (57), as its
building block. This module uses MEMS beam-steering micromirrors and employs a fixed
and small set of switching states and hard-wired interconnection mappings. The selector

module comes in two flavors:

n : 1 X m: aswitching element that simultaneously routes all # inputs to one of its m groups

of outputs (each group having » ports, for a total of m - n outputs), and

n . mX l: aswitching element that routes one of its m groups of n inputs to its n outputs,

both implementing m states and port mappings.

The proposed architecture uses two types of switches built with selector modules, Rotor
and Lean. Both types have two stages containing one or more selector modules (as shown
in Figure 3.1). The selector modules of the first stage are n : 1 X m, while the ones of the
second stage are n : m X 1. The number of simultaneously routed signals is described by

the design parameter n, which we refer to as the group factor.
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3.2.1 The Rotor Switches

The Rotor switch (56, 57) is a partially
configurable switch that utilizes a single Figure 3.2 A Rotor switch implementing m port
selector module in both the first and sec- Mappings of n ports.
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3.2.2 The Lean Switches

The proposed architecture includes a partially configurable switch called the Lean switch
(Figure 3.3), which has m - n inputs and outputs and utilizes m selector modules of type
n . 1 X m at the input stage and m selector modules of type n : m X 1 at the output stage.
By using these selector modules, the switch is capable of routing a group of » input signals
to a group of output ports and can configure m! switching states. Although the Lean switch
operates similarly to an m X m optical crossbar switch, the use of gang-switched (selector)
elements allows (57) for simultaneous routing of m - n optical signals, rather than m.
To ensure satisfactory switch functionality, fast reconfiguration speed, and simple schedul-

ing policies, the number of selector modules in a Lean switch and their corresponding sup-
ported mappings should be on the order of O(n).

3.2.3 Combining Lean and Rotor Switches for Full Connectivity

While the Lean switch is highly efficient in routing a group of input signals to a group of
output ports, it does not provide full connectivity. To achieve configuration with all port
mappings, a secondary switching layer is required. This layer uses m Rotor switches, each
capable of supporting n port mappings of n ports, as shown in Figure 3.3. We refer to a Lean
switch combined with Rotor switches as a Lean plane.

With this combination, the architecture offers several advantages over using large Rotor

switches alone, as in RotorNet (56). Not only does it increase the network’s functionality, but
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Figure 3.3 The proposed network of a Lean plane combining a Lean switch with m - n
inputs/outputs and a layer of m Rotor switches implementing »n port mappings of n ports
each.
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it also allows for adaptive switching configurations through scheduling, resulting in improved
throughput.

3.2.4 The Architecture Specifications

The proposed network architecture interconnects N racks of P servers each. Each rack
includes an electro-optical ToR (top-of-rack) switch that facilitates inter-rack (through the
proposed optical network) and intra-rack communication for its P servers. The optical part
of the network consists of Lean and Rotor switches, with the ToR switches as its endpoints.
Figure 3.4 illustrates the complete layout of a datacenter with N racks, § Lean switches,
each connected to m Rotor switches (S Lean planes). Each Lean switch has N = m - n
bi-directional input and output ports, each connected to a different ToR switch.

The ToR switches are equipped with S bi-directional optical ports which connect with
the Lean switches via optical fibers (northbound ports), and P Ethernet bi-directional ports

which connect to the underlying racks’ servers (southbound ports). They also incorporate an
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Figure 3.4 The DCN architecture utilizing N racks/ToRs with P servers each, and .$' Lean
switches/planes. ToR switches use .S + P ports, .S communicate with Lean switches and P
with the racks’ servers. Lean switches use N = m - n ports.
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electronic switching fabric, a 1 X (N — 1) dispatcher, a set of N — 1 Virtual Output Queues
(VOQs) for all possible destination racks, an internal scheduler, and a set of transceivers (per-
forming electro-optical and opto-electronic transformation). The incoming Ethernet frames
from the southbound ports are dispatched though the electronic switching fabric to their cor-
responding VOQs, to mitigate head-of-line blocking (HOL) (55). The internal scheduler
routes the Ethernet frames from the VOQs to one of the .S transmitters at the northbound
ports, where electro-optical transformation is performed. The incoming optical signals from
the northbound ports reach the .S receivers, where opto-electronic transformation is per-
formed. Then the Ethernet frames are routed to the electronic switching fabric and then to

their corresponding southbound ports.

To achieve full bisection bandwidth, it is necessary to maintain the total capacity among
the network levels. Given that all links have the same capacity, this balance is achieved when
the number of links (P - N) between the racks and ToR switches is equal to the number of
links between the ToR and Lean switches. So the number of northbound and southbound
ports of each ToR should be equal, thus, S = P. Also, we employ .S Lean switches each
with N = m - n ports, so again we need S = P. Oversubscription is achieved with § < P.

In our approach, network operation occurs in discrete time intervals called timeslots of a

fixed duration, during which all optical elements are configured to a specific state. The deci-
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sions for the configurations of switches are taken dynamically by a centralized scheduler, ac-
cording to traffic characteristics. However, scheduling on a per-slot basis seems prohibitive
due to communication and processing latency limitations. Therefore, such configurations
(also called schedules) are generated in batches of T timeslots, what we call periods, as
discussed in Section 3.3. This enables significant savings through the aggregation and sup-
pression of monitoring and control information. It also helps absorb traffic peaks, smoothing
out the resource allocation process.

At each timeslot, there is a finite reconfiguration time ¢ during which no data can

setup?
be sent. The remaining time, 7 ., 1S dedicated to data transmissions. We denote the duty
cycle of the network as:

t
D=—"1C . 100%, 3.1)
! setup + Lgtable

where #y.p, + fgaple 18 the total duration of each timeslot.

3.2.5 Crosspoint Complexity and Reconfiguration Delay

The Lean switches have m selector modules at each of their two stages, each of which can
be configured in m ways (m! configurations). Each Lean switch is connected to m Rotor
switches, each of which can be configured in n ways. Since we assume N = m - n, the
crosspoint complexity of a Lean switch is m*> = (N/n)?, and that of m Rotor switches is
mn = N.

Since the entire network comprises .S Lean switches, its total crosspoint complexity is
derived as ((N/n)*> + N)S.

The authors of (57) developed a prototype design for the selector module based on com-
mercial off-the-shelf MEMS mirrors, which accomplished 151 ps (re)configuration delay
with 61 ports. Subsequently, they proposed a detailed custom module design which can
accomplish (re)configuration in 20 ps with up to 2048 ports, using micro-optic port map-
pings and a micromirror array. Since, the elemental component of the Rotor and Lean
switches is based on their selector module design, we consider the Lean DCN to achieve
a (re)configuration delay of 20 ps.



60 Fast Optical Datacenter Interconnects with Partial Configurability

3.3 The Control Plane

3.3.1 Preliminaries

The proposed DCN’s control is managed through an SDN-enabled control plane, which is
divided into three phases: monitoring, scheduling, and reconfiguration. During the monitor-
ing phase, the control plane reads the reported traffic demands from the buffers of the ToR
switches and estimates the current traffic demands, while also considering the monitoring
delay, as will be discussed later. Next, the control plane executes a batch scheduling task to
determine which connections (represented as source-destination rack pairs) will take place
during each slot of the period, while taking into account the estimated traffic demands. In
the final phase, the control plane distributes the computed schedule to the corresponding
switches for reconfiguration.

However, using switches based on the selector module (i.e. Rotor or Lean) determines
the switching state for multiple of their ports, constraining the source-destination ToR pairs
communicating in each timeslot. The control plane takes these constraints into account and
calculates schedules for serving the source-destination pairs that are interdependent at each
slot. These schedules that route packets from a source to a destination ToR result in direct
transmissions.

The timeslots of a period that are not assigned for direct transmissions are used for two-
phase routing, where a transient ToR is used as an intermediate node from source to des-
tination ToR. In the first phase, the end nodes (ToRs) decide in a distributed manner to
transmit packets to random intermediate hops, and in the second phase, the packets are then
transmitted to their corresponding destinations. Notably, the network can use predetermined
schedules during these timeslots. This technique is Valiant Load Balancing (VLB) (87, 88),
which is also used in RotorNet. We call these transmissions indirect transmissions.

This technique makes the control model “semi-centralized” since the control plane does
not necessarily decide on the assignments of all timeslots of a period. The degree of central-
ized control is determined by the degree of the existence of structures in the traffic pattern
that can be directly served based on the supported states of the switches, while the remaining

traffic is served in an indirect and decentralized way.

3.3.2 Control Cycle

As mentioned earlier, time in the DCN is divided into periods of T timeslots. The DCN
operates in two parallel cycles: a) data communication cycles of T' timeslots (referred to as

Data periods), where communication between nodes occurs, and b) Control plane cycles that
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take C Data periods to complete (including monitoring, scheduling and configuration). A
Control plane cycle, computes the schedule S(¢) to be applied during the Data period z. It
is important to note, however, that the schedule is calculated based on information that was
available C periods prior to the Data period to which the Control plane cycle is applied, due
to the control communication delay. So, the network controller calculates the schedule for
period ¢, receives information about the queues of the ToR switches during period # — C,
denoted by queue matrix Q(# — C) of size N X N. Based on that, the controller creates an
estimation matrix D(7), which it uses to calculate the schedule S(¢) for the period ¢. Note that
during the part of the period that is not scheduled, in S(#), indirect transmissions are applied
through VLB policy.

We provide the following definition for the traffic matrix:

Definition 3.3.1 (Traffic Matrix). A traffic matrix, denoted by D(t) = [d,; O] for i, j =
1,2..., N, is a square matrix of size N X N. The entries of this matrix, represented by
d;;(t), are non-negative integers that specify the number of demanded bandwidth slots from

rack i to rack j during period t.
The Control Plane cycle can be summarized in the following steps:
1. Obtain the monitored queue matrix Q(z — C) and estimate the traffic matrix D(¢).

2. Compute the schedule S(r) for the direct transmissions based on the estimated traffic
matrix D(7).

3. Transfer the reconfiguration S(#) to the corresponding switches.

If the control delay C is greater than one Data period (i.e., the delay required for obtaining
the monitored queue matrix, making scheduling decisions and configuring the network, is
longer than the data period), a new Control Plane cycle will still begin every Data period,
in a “pipelined” way as shown in Fig. 3.5. Therefore, C Control Plane cycles will run in
parallel.

The control plane delay C depends on several factors, such as the execution time of the
scheduling algorithm and the delay of the monitoring and control protocol used to transmit
information between the ToRs and the SDN controller, and between the SDN controller and
the data plane devices, respectively. Both delays are influenced by the network size and the
Data period, T.

To ensure efficient scheduling, the schedule S(¢) should be sufficiently accurate to be
applied during the Data period ¢ if D(¢) is a good approximation of Q(#) (the ToR queues
at the time that it is applied). To estimate D(#) from Q(t — C), various methods can be
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Figure 3.5 Data and Control Plane cycles.

<« T —>

Traffic matrix | Schedule computation
‘ creation of D(¢) of S(t) ‘
4 N )
Lo ¢ K :
Monitoring ,’ v, Transferring
data s configuration
’ \
Q(t-0) o QM) Q(t+1)
| Transmit
according to
T ‘ ‘ ‘ S(t) >
Arrivals Arrivals
A(t—C-1) A(t)

used such as statistical predictions, filters, and cases where the application communication
pattern is known or communicated in advance to the scheduler. The overall scheme is also
designed to be self-correcting. If some queues are not served for some periods due to poor
scheduling and their size increases due to new arrivals, this information will eventually be
communicated to the controller with some delay, and the unserved queues will eventually be
serviced.
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3.4 Problem Definition and Scheduling Policies

3.4.1 Problem Definition

In a Lean datacenter network, the configurability of the Lean and Rotor switches is lim-
ited compared to crossbars of the same size. This constrains the combinations of source-
destination pairs that can communicate simultaneously, and limits the traffic that is trans-
mitted directly. The indirect routing solution based on VLB spends half of the throughput
for transmissions to intermediate nodes, and thus results in lower throughput.

The objective is to maximize the throughput in a Lean datacenter network, comprising
N racks with P servers. The network consists of N top-of-rack (ToR) switches with .S + P
bi-directional ports each, and .S Lean planes/switches, where each Lean switch has m - n
bi-directional ports and is connected to m Rotor switches, where n is the group factor, and
N = m - n. During each timeslot, the Lean network is configured in a specific way, enabling
the communication between specific ToRs. The SDN-enabled scheduler makes decisions for
aperiod of T timeslots. It examines the traffic and computes schedules for the portion that can
be directly transmitted, guaranteeing maximum utilization' of the slot capacity during these
timeslots. The remaining timeslots of the period are used for indirect transmissions, where
the packets are transmitted to random intermediate hops instead of their true destinations,
following the VLB policy. A maximization of direct transmissions results in a decrease of
the slots/capacity that is reserved for transmissions to intermediate destinations by the VLB
policy, leading to an overall increase of the throughput.

3.4.2 Scheduling Constraints

We use matrix notation from linear algebra to describe switching patterns, represented by
block matrices. A block matrix is a square, non-negative, and integer matrix of size N X
N, where N = m - n. It has m row partitions and m column partitions, each of size n.
Each intersection of row and column partitions forms an n X n submatrix, and there are m?
submatrices. We refer to each submatrix’s main diagonal and all the cyclic shifts above
the main diagonal as diagonals. The configuration of the Lean switches is a permutation
of the submatrices, while the Rotor switches’ configuration corresponds to a selection of
a diagonal. Figure 3.6 illustrates how a block matrix is decomposed into submatrices and

diagonals to form a sequence of valid switching patterns.

'In this work, we exclusively focus on schedules that achieve full utilization. However, it’s worth noting
that the use of partially-filled schedules could be further investigated.
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Figure 3.6 Decomposition of a traffic matrix into direct transmission permutation matrices,
in a network with .S = 2 Lean switches and N = 16 racks (n =4, m = 4).
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A valid switching pattern of the proposed DCN fabric can be represented by a block
matrix S(¢) that satisfies the following constraints:

C1 Each row can have at most one entry set to ‘1°, while the rest of entries are set to ‘0’.

C2 Each column can have at most one entry set to ‘1°, while the rest of entries are set to
‘0.
C3 Each row partition can have at most one non-zero submatrix.

C4 Each column partition can have at most one non-zero submatrix.

C5 Each submatrix can have at most one diagonal with non-zero entries.

Constraints C1 and C2 are straightforward and dictate that a given source ToR can only
connect to a single destination ToR, and vice versa. These two are the typical constraints
in crossbar switches. Constraints C4 and C5 reflect the fact that a given first-stage selector
module of a Lean switch can only connect to one second-stage selector module, and vice

versa. Constraint C5 reflect the use of cyclic port mappings in the Rotor switches.

3.4.3 Scheduling Policies

We introduce the Lean Valiant Decomposition (LVD) as a combined scheduling policy based
on Birkhoff-von Neumann decomposition (BvN) (40, 66) and Valiant Load Balancing (VLB)
(87, 88) for our proposed DCN architecture.
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Definition 3.4.1 (Perfect matrix). Perfect is a non-negative matrix, all rows and columns of

which sum up to the same number.

Definition 3.4.2 (Critical sum). We define the critical sum h of an integer and non-negative

matrix D = [d,-j]fvj=1 as

N N
h = max max d.. |, max d.. .
(j:je{l,Z,..A,N} <,=21 ’1> irie{1.2,..,N} <,§1 ‘1>>

The BvN decomposition method builds on the observation that to decompose a traffic
matrix D with a critical sum of 4 into a sum of permutation matrices, a scheduler would need
to execute a maximum cardinality matching algorithm for at most 4 iterations, as described
in (66) (p. 57). This decomposition results in a sequence of A permutations, each with max-
imum cardinality. The permutations are then translated into configurations for the switches
by applying the Lee-Hwang-Capinelli algorithm (47). Note that if the critical sum A of a
traffic matrix exceeds T, the decomposition has to be carried out to yield only T switching
matrices, as each period has T slots.

On the other hand, VLB is a method that utilizes randomized two-phase routing to sup-
port all possible traffic matrices. This method allows each ToR to be agnostic to the global
traffic and make randomized local decisions, as randomness translates any traffic pattern to
a uniform one, which can be more easily served. However, despite efficiently serving non-
uniform traffic without the need for centralized control, VLB may waste half of the available
network capacity due to the two-phase routing.

The proposed LVD policy aims to achieve higher throughput compared to the VLB
method by taking into account the existence of structured traffic patterns. The policy takes

place in two steps, the decomposition step and the load balancing step:

1. In the decomposition step, the algorithm decomposes the traffic matrix into a sequence
of permutation matrices, with respect to the scheduling constraints outlined in Sec-
tion 3.4.2. These permutations are then used to configure the Lean and the Rotor

switches to directly transmit the traffic demands to their corresponding destinations.

2. In the load balancing step, the timeslots of the period that weren’t used in the decom-
position step are used for the remaining demands to be transmitted indirectly through
intermediate destination hops (ToR switches). The transmissions to the intermediate
destination hops take place according to predetermined round-robin schedules of the
Rotor and the Lean switches. Hence, the intermediate hops are uniformized determin-
istically.
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We refer to the matrix that describes the capacity allocations for directly transmitted de-
mands as the direct capacity matrix, and to the matrix that describes the capacity allocations
for both directly and indirectly transmitted demands as the capacity matrix. In the following
pseudocode of the scheduling policy (Algorithm 3) we denote the number of timeslots used
for the decomposition step (direct transmissions) as €, while the remaining 7' — 6 timeslots
are used for the load balancing step (indirect transmissions).

By recalling the Definition 3.4.1 of perfect matrices and the Definition 3.4.2 of the critical

sum, we derive the following theorem:

Theorem 3.4.1. Suppose D is a perfect integer traffic matrix with a critical sum of h,;. Let A
be a direct capacity matrix with a critical sum of h,, and let E be an indirect capacity matrix
obtained by transmitting D — A through an indirect routing scheme. Then, the capacity
matrix obtained by combining A and E is also a perfect integer matrix, with a critical sum
of 2h; — h,,.

Proof. LetD be a perfect traffic matrix with critical sum h,. Since D is perfect, it can be de-
composed into its permutations, which are all perfect matrices. Let A be the resulting direct
capacity matrix, which is also perfect with critical sum £,. Each permutation corresponds
to a set of paths in the network, and the capacity of each link in A is set to the minimum of
the capacities along these paths.

Since D is perfect, we know that D — A is also perfect. We can then apply the Valiant
Load Balancing policy to the matrix D — A to transmit in two phases, described by matrices
which sum up to a perfect indirect capacity matrix E.

The resulting matrix A + E is a perfect capacity matrix, since it is obtained by adding
two perfect matrices. Moreover, its critical sum is h, + 2(h; — h,) = 2h,; — h,, as claimed,
since the critical sum of E is 2(h; — h,).

Therefore, the capacity matrix is also perfect with critical sum 2h,; — h,, completing the
proof. O

According to the theorem, if the LVD policy is applied to a fully structured matrix where
all traffic demands can be served directly (h, = h,), the policy can achieve maximum
throughput (24, — h; = h,;). However, if there are no structured patterns present (h, = 0),
the policy will produce a capacity matrix with a critical sum of 24, resulting in a loss of
half of the throughput.

The time complexity analysis of Algorithm 3 can be summarized as follows:

1. Line 7 is executed m”n times, where n is the number of elements per diagonal. There-

fore, the complexity of this line is ©(N?), where N = m - n.



3.4 Problem Definition and Scheduling Policies 67

Algorithm 3 Lean Decomposition
Input: D = [D,; |D;; € R™"],Vi,j € {1,2,...,m},N,T,S, P
Output: S € ZTXN R e zm

1 S « [O]TXN S - [ ]T)(m R « [ ]Txm

2: M <~ m x m array of lists; /# < m X m array of lists

3 B « [O]me;P - [O]me

4: fori,j € {1,2,...m} do

5: VTR empty_list();.%_ij «— empty_list()

6: fors € {1,2,...,n} do

7: p < Get minimum entry of diagonal 6 of D;;

8: ﬂijw—ﬂ,-ju(,u)

9: My — Mi; U (5)

10: end for

11: ﬂ < Sort (descending) the elements of .Z;; ; according to
12: end for

13: fori e {1,2,...,m} do [> Initialize maximum values
14: for j € {1,2,...,m} do

15: Bli, j] < M ;(M (1)) > Get maximum value
16: end for

17: end for

18: 6 <0

19: P « Find Maximum Cardinality Matching with input B
20: while P is a perfect matrix AND 6 < T do
21: f—min; ;. ici0. my Bl j1IPli, j1=1}
22: a1
23: while i < f AND 6 < T do
24: 0—0+1
25: S[0.i] « ;;(1).Yi € {1,2,...,m} where P[i, j] = 1
26: S[0,i] < j,Vie {1,2,...,m} where P[i, j] = 1
27: g—p+1
28: end while
29: fori,j e {1,2,...,m} where P[i, j] =1 do
30: M (A1) < Bli, j1— B
31 /%_ < Update sorting order with given .#;; and .%
32: B[z Jjl < /lu(/ﬂu(l))
33: end for
34: P < Find Maximum Cardinality Matching with input B
35: end while
36: for r € {1,0} do
37: R[7, :] < Find configurations for the switches with S[z, :]
38: end for
39: return S, R [> For = € [1, 6], transmit directly according to S.

[> For 7 € [0 + 1, T1], transmit indirectly using VLB.
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2. Inline 11, the heapsort algorithm is executed m? times, each time sorting n elements,

which requires O(n log n) time complexity. Thus, the total worst-case complexity in-
duced by this line is O(m*nlogn) < O(N?).

3. Line 25 is executed at most T times, assigning the destinations of N racks. Hence,

the complexity is O(T N).

4. Line 34 involves the Hopcroft-Karp algorithm for bipartite matchmgs of size m X

m. This algorithm has a time complexity of O(mz) = O((N /n) ). Since thls line is

executed at most 7' times, the total time complexity it induces is O(T'(N /n) ).

5. Finally, line 37 involves Lee-Hwang-Capinelli algorithm. This algorithm has com-

plexity O(m?). Since it’s called at most T times, the total time complexity it induces
5
is O(Tm?) = O(T(N/n)*) < O(T(N/n)?).

5
Therefore, the worst-case time complexity of Algorithm 3 is O(N Z 4 T(N/n)2 +TN).
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Figure 3.7 Alternative 2-level DCN architectures.
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(a) DCN with Rotor switches (RotorNet). (b) DCN with WSSes/WDM rings (Mordia).

3.5 Alternative DCN Architectures

In this section, we describe two alternative 2-level architecture designs: a) the RotorNet
architecture (56) (Figure 3.7a), and b) the Mordia architecture (63) with optical crossbar
switches (Figure 3.7b). These are compared in this section with the proposed Lean architec-
ture in terms of crosspoint complexities and reconfiguration delay, and in the next section
through simulations.

We assume that all considered DCNs have N racks with P servers each, and N ToR
switches with S + P bi-directional optical ports, where P of these ports communicate with
the underlying servers, and .S communicate with the higher level switches. In the following,
we will refer to the switches at the second level as spine switches to distinguish them from
the ToR switches.

Table 3.1 provides a comparison of the network component specifications, and their cor-

responding crosspoint complexities.

3.5.1 RotorNet: DCN with Rotor Switches

Assuming the network architecture illustrated in Figure 3.7a, a RotorNet network comprises
S Rotor switches. Each Rotor switch has N ports, and supports N port mappings of N.

The Rotor switches have a crosspoint complexity of N. Thus, the total crosspoint com-
plexity of the entire network is N .S.

As for the reconfiguration delay of the network, the Rotor switches can be designed to
be reconfigured in 20 ps (56).

A DCN equipped only with Rotor switches does not require centralized control, as the
Rotor switches can operate in a decentralized deterministic manner. For direct transmissions,

a round-robin (RR) policy cyclically rotates through all source-destination pairs, which is
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sufficient for serving uniformly distributed traffic patterns. However, non-uniform traffic
patterns require the use of indirect transmissions through Valiant Load-Balancing (VLB)
(87, 88) with the cost of half of the available capacity due to two-phase routing.

Both RR and VLB are fully decentralized and hence their computational complexity is
O) (87).

3.5.2 Mordia: DCN with WDM Rings and Wavelength-Selective Swit-

ches

We assume the architecture illustrated in Figure 3.7b, which corresponds to Mordia DCN.
The network comprises S unidirectional rings constructed by optical fibers, each carrying
N individual multiplexed wavelengths (WDM). At certain interconnection points, wave-
lengths are dropped from the rings to the ToRs and added from the ToRs to the rings using
wavelength-selective switches (WSS) (? ). Each ToR is designated to transmit with a dis-
tinct wavelength, exclusive to any other ToR, ensuring that ToRs connect through unique
wavelength channels. The WSS selects at most 7 wavelengths (1 X 7 WSSes) to route to its 7
bi-directional ports, and onto the 77 underlying ToRs. The other wavelengths are multiplexed
with the wavelengths that originate from the underlying ToRs and forwarded to the next in-
terconnection point. The WSSes connect to their WDM ring through 2 unidirectional ports,

additional to their 7 bi-directional ports connected with the ToRs.

Since the WDM signal contains N wavelengths, the WSSes’ crosspoint complexity is
N(n + 1). A non-blocking network consisting of a ring carrying N wavelengths and 1 X 7
WSSes requires N/in WSSes/interconnection points. Therefore, the crosspoint complexity is
N2+ N/i. Furthermore, a full network consists of .S rings, resulting in a total of (N 24N /n)S

crosspoints.

As for the reconfiguration delay of the network, the WSSes can be designed to be recon-
figured in 11.5 ps (63).

Similar to the Lean architecture, we assume an SDN-enabled scheduler which makes
decisions every T timeslots for direct transmission. To describe the scheduling, we use a
similar notation. The scheduler uses as input a traffic matrix D(¢) € ZN*N which describes
the (estimated) accumulated traffic between ToR pairs for Data period ¢. As in Lean archi-
tecture, this is assumed to be created through monitoring and an estimation algorithm and/or
application traffic awareness. The critical sum of D() is assumed to be h. According to (66),
Birkhoff-von Neumann (BvN) decomposition can be used for optimal scheduling, which de-

composes a traffic matrix D(7) with critical sum 4 into a sequence of permutation matrices
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with maximum cardinality:
D(f) = P + PO + PO ... 4 P 4 ph)

This is done by executing a maximum cardinality matching algorithm for at most 4 iterations.
We refer to the exact BVN decomposition method as EXACT (75):

Algorithm 4 EXACT Decomposition

1. Set slot counter to 6 « 1.

2. Find maximum cardinality matching P with input D(z).
3. Allocate bandwidth according to P; 6 < 6 + 1.

4. Find switch configurations for P.

5. Subtract P from D(z). If 8 < T and D(®)[i, j]1 > 0,Vi,j € {(i,j)|Pli,jl=1A1i,j =
1,2,..., N}, go to step 3.

6. If 8 < T go to step 2.

A traffic matrix is considered “admissible” if it can be served within the available capac-
ity provided by the available slots in a serving Data period. For the DCN architecture shown
in Figure 3.7b, a traffic matrix is admissible if its critical sum satisfies h < T'.

For an admissible traffic matrix, the number of decomposition steps is limited to T. We
can use the Hopcroft-Karp algorithm (35) for finding maximum matchings, which has a
worst-case complexity of O(N %) for a dense matrix. For finding the switch configurations
we can use the Lee-Hwang-Capinelli algorithm (47) which has complexity O(N?). Both
algorithms are called for at most 7" times. Therefore, the complexity of the former dominates

5
the latter’s, the total worst-case complexity of the algorithm is O(T N 2).

3.5.3 Comparison of the Lean and the Alternative DCN Architectures

The Lean, the RotorNet and the Mordia DCN architectures are compared in Table 3.1. All
three architectures have the same number of racks/ToR switches N with the same number
of ports (P southbound and $' northbound) and VOQs (N — 1), the same number of servers
per rack P, and the same number of spine switches .S (S Lean planes in the case of the Lean
DCN).
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The RotorNet exhibits the lowest crosspoint complexity among all three (N .S) and the
Mordia the highest (N2 + N/#)S). However, the Lean DCN’s crosspoint complexity highly
depends on the group factor n. As n — N, the crosspoint complexity tends to be O(N.S).
On the contrary, as n — 1, the crosspoint complexity tends to be O(N2S). In an in-between
scenario, where n = \/N , the crosspoint complexity tends to be O(N .§). According to (36),
crosspoint complexity often bears a direct relationship with minimizing power consumption
and other cost criteria. As a result, the Lean DCN architecture may lower the total monetary
cost of the network.

As for the worst-case time complexities of the algorithms, both RR and VLB (“RotorNet”
in Table 3.1) exhibit the lowest one among all three, namely ®(1), and the EXACT (“Mordia”
in Table 3.1) the highest, namely O(T N %). The worst-case time complexity of the LVD
algorithm (“Lean DCN” in Table 3.1) again depends on the group factor n. As n — N, the
time complexity tends to be O(N? 4+ T'N). On the contrary, as n — 1, the worst-case time
complexity tends to be O(T N %), equal to EXACT’s. For n = W , the worst-case time
complexity of the LVD algorithm tends to be O(N? + TN 2).



3.5 Alternative DCN Architectures 73

Table 3.1 Comparison between fully connected RotorNet, Mordia and Lean DCNs, where S + P is
the ToR switch radix (n: group factor in Lean, 7: WSSes’ bidirectional ports in Mordia).

| RotorNet | Mordia | Lean DCN \
Number of racks N N N
Number of servers per rack | P P P
# of spine switches! S S S
# of ToR switches N N N
# of bi-directional ports of | N N N
spine switches
# of bi-directional S S S
northbound ports of ToR
switches
# of bi-directional P P P
southbound ports of ToR
switches
# of bi-directional ports of | — 7 -
WSSes
# of wavelengths 1 N 1
# of VOQs per ToR switch | N —1 N -1 N -1
# of crosspoints per spine N N? + N/i (N/n)*> + N
switch
Reconfiguration delay 20 ps 11.5 ps 20 ps
Duty cycle D D D
Timeslot duration 20/(1=D) ps | 11.5/(1=D) ps | 20/(1 — D) ps
Total number of VOQs N(N —-1) N(N -1) N(N —-1)
Total number of NS (N?+ N/@)S | (N/n)* + N)S
crosspoints
Scheduling worst-case O(1) O(TN g) O(N 2+T(N /,,)% +TN)
time complexity

' With “spine switch” we refer to a) a Rotor switch in RotorNet, b) an optical ring with
WSSes in Mordia, and c) a Lean plane in Lean DCN.
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3.6 Simulation Experiments

3.6.1 Simulation Setup

In this section, we present a set of simulation results using OMNET++ packet-level sim-
ulator. We consider three network setups comprising 128 racks each, namely a RotorNet,
a Mordia and a Lean network. Each rack has a Top-of-Rack (ToR) switch with P = 16
Ethernet ports facing the servers of the underlying rack (southbound ports) and S = 16
optical ports facing the spine switches of the network (northbound ports), with each link
being 100 Gbps. The Data cycle was T' = 64 timeslots and each timeslot lasts for 200 pwith
RotorNet and Lean, and 115 ps with Mordia. In the scenarios of the Mordia and the Lean
networks, a new batch schedule is generated for each Data cycle, and we assumed that the
control cycle takes C = 1 period (61) to generate the schedule.

RotorNet Network Setup

The RotorNet network comprises 128 optical ToR switches and 16 128 X 128 Rotor (spine)
switches, which implement 128 port mappings. We examine the RotorNet architecture by ap-
plying both Round-Robin (RR) and Valiant Load Balancing (VLB) policies. The RR policy
transmits only directly to the destinations when the network configuration allows a transmis-
sion. On the other hand, with the VLB policy, the packets are initially transmitted indirectly
from the source to a random intermediate rack and then from the intermediate to the destina-
tion rack. In both policies, the decisions are made by hosts without centralized orchestration.

Mordia Network Setup

The Mordia network comprises 128 optical ToR switches and 16 optical WDM rings with 4
1x32 WSSes each. We refer to an optical ring and its corresponding WSSes as a spine switch
with 128 ports. We examine the Mordia architecture by applying the EXACT scheduling
policy (Section 3.5.2) with the assistance of a centralized orchestrator, which computes the

batch schedules for each Data cycle.

Lean Network Setup

The Lean network comprises 128 optical ToR switches and 16 128128 Lean planes. Ateach
Lean plane, there is a Lean switch and 32 Rotor switches with 4 ports (512 Rotor switches
in total). We examine the Lean architecture by applying the LVD policy with the assistance

of a centralized orchestrator, which computes the batch schedules for each Data cycle.
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Figure 3.8 Structured traffic patterns.

-
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The traffic is divided into structured and unstructured. A percentile of the load is trans-
mitted following the corresponding structured pattern. We apply three different traffic struc-
tured patterns: W traffic, Block diagonal traffic and Fast Fourier Transform traffic (34),
which we abbreviate as WTraffic, BlkDiag and FFT, respectively. The unstructured traffic
is distributed uniformly among the ToRs which are randomly selected during each time slot.
The percentile of the structured traffic is denoted by a parameter w within the range of (0, 1).

In the WTraffic structured traffic, a source rack transmits to a specified destination rack
that is located at a predefined distance from it. A depiction of WTraffic structured pattern
is given in Figure 3.8a. In the BlkDiag case, the racks are partitioned in clusters and traffic
is transmitted inside each cluster. We examine a scenario of 32 clusters of 4 racks each.
A depiction of BlkDiag structured pattern is given in Figure 3.8b. Finally, in the case of
FFT, the racks shape the structured traffic part by applying a 7-stage radix-2 butterfly FFT
algorithm of size 128 (34), with all the racks participating in all stages. A depiction of the
corresponding pattern is given in Figure 3.8c.

The setup parameters are provided in Table 3.2.

3.6.2 Performance Comparison Between Different DCNs and Policies

For the first evaluation, we compared the performance of network architectures and their cor-
responding algorithms. We utilized RR and VLB for the RotorNet, EXACT for the Mordia,
and LVD for the Lean network, using WTraffic with w = 0.5.

In Figure 3.9a, we present the corresponding throughput results. The RotorNet achieves
a maximum throughput of 7.6% using the RR policy and 46.7% using the VLB policy. The
Mordia achieves the highest throughput, reaching 87.9% when using the EXACT policy. Fi-
nally, for the Lean network, using the LVD policy, the achieved throughput is 59.1%, which
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Table 3.2 Network simulation setup.

| | RotorNet | Mordia | Lean |

Number of racks (N) 128 128 128
Number of servers per rack (P) 16 16 16
Total number of servers 2048 2048 2048
Group factor of spine switches (n) 128 - 4
Data communic. cycle timeslots (T") 64 64 64
Control plane cycle periods (C) 1 1 1
Link capacity (Gbps) 100 100 100
Timeslot duration (ps) 10 10 10

# of spine switches! (5) 16 16 16

# of ToR switches 128 128 128

# of WSSes per spine - 4 -

# of ports of spine switches! (V) 128 128 128

# of north. ports of ToR switch. (.5) 16 16 16

# of south. ports of ToR switch. (P) 16 16 16

# of bi-directional ports of WSSes (#) - 32 -

# of VOQs per ToR switch 127 127 127

# of crosspoints per spine switch 128 16388 1152
Reconfiguration delay 20 ps 11.5 ps 20 ps
Duty cycle (D) 90% 90% 90%
Timeslot duration 200 ps 115 ps 200 ps
Total number of VOQs 16256 16256 16256
Total number of crosspoints 2048 262208 18432

! ' With “spine switch” we refer to a) a Rotor switch in RotorNet, b) an optical ring with
WSSes in Mordia, and c) a Lean plane in Lean DCN.

Figure 3.9 Network and policy comparison.
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(a) Examination of throughput. (b) Examination of average packet latency.

places it between the RotorNet/VLB and the Mordia/EXACT cases. This result is expected
since the structured part of the traffic allows the LVD policy to directly transmit a signifi-
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cant portion of the total traffic to their corresponding destinations while using the remain-
ing slots to transmit indirectly with VLB. In contrast, the RotorNet/VLB is traffic-agnostic,
uniformizing the entire traffic load by transmitting to intermediate destination racks. While
theoretically capable of achieving a throughput of at least 50%, in our simulations it achieved
46.7%. This discrepancy can be attributed to the fact that, although a fraction of the traf-
fic reached its destination in the first hop, providing a marginal increase in throughput, this
increase was offset by the reconfiguration delay during which no transmissions occurred.
We conclude that the Lean/LVD case improved the throughput by 26.8% compared to the
RotorNet/VLB case, while achieving 67.3% of the total throughput of the Mordia/EXACT
case.

In Figure 3.9b, we present the average packet latencies for the scenarios discussed earlier.
In the RotorNet network, the latency scales linearly from 12.74 to 13.31 ms (7% load) when
using the RR policy, and from 33.62 to 62.63 ms (40% load) when using the VLB policy.
For the Mordia network, the latency scales linearly from 7.23 to 12.07 ms (80% load) when
using the EXACT policy. Finally, for the Lean network, using the LVD policy, the average
packet latency scales between 24.14 and 56.34 ms (60% load). It is evident that policies
that transmit only directly (RR and EXACT) have lower average packet latencies than the
indirect policies (VLB and LVD). However, compared to VLB, the LVD policy has lower
average packet latencies by 28-39% (up to 40% load).

3.6.3 Performance Comparison with Different Levels of Traffic Uni-

formity

In Figure 3.10a, we utilize WTraffic to investigate the effect of different values of the pa-
rameter w (w = 0.3, w = 0.5, and w = 0.7) on the performance of the Lean network
with the LVD policy. In the first evaluation, where w = 0.3, the network achieves a maxi-
mum throughput of 52.8%. With w = 0.5, the achieved throughput improves to 59.1%, and
by further increasing the percentile of the structured part of the traffic with w = 0.7, the
achieved maximum throughput reaches 78.1%. It is apparent that as the percentile of the
structured traffic increases, the maximum throughput increases as well. This is because an
increased amount of traffic reaches its destinations directly, saving more network capacity
from transmissions to intermediate destination racks.

In Figure 3.10b, we also evaluate the average packet latencies of the mentioned cases.
Initially, for w = 0.3, the average packet latency scales linearly from 29.35 to 60.02 ms (50%
load). Then, for w = 0.5, the latency scales from 24.14 to 56.34 ms (60% load), and finally,
for w = 0.7, the average packet latency scales linearly from 19.66 to 31.05 ms (70% load).
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Figure 3.10 WTraffic uniformity comparison.
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(b) Examination of average packet latency.

Figure 3.11 Structured traffic pattern comparison.
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We can observe a small decrease of around 21% on average between w = 0.3 and w = 0.5
and between w = 0.5 and w = 0.7, in low traffic loads (up to 40%).

3.6.4 Performance Comparison with Different Traffic Patterns

In this section, we investigate the performance of the Lean network using the LVD policy
with different traffic patterns: WTraffic, BlkDiag, and FFT with w = 0.5. To visualize the
structured parts of these traffic patterns, we present them as stochastic bitmaps in Figure 3.8.

Figure 3.11a displays the maximum throughput achieved by each traffic pattern. The
Lean network achieves a maximum throughput of 59.1% with WTraffic, 59.2% with B1kDiag,
and 56.3% with FFT. Overall, the network and policy perform similarly in terms of through-
put for all three traffic patterns. However, the FFT traffic pattern achieves around 5% less
throughput compared to the other two due to a part of its structured traffic not matching pat-
terns that can be fully served directly by the Lean network. This leads to some structured
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traffic being served indirectly, resulting in a reduction of the maximum achievable through-
put.

In Figure 3.11b, we also evaluate the average packet latencies of the three structured
traffic patterns. For WTraffic, the average packet latency scales linearly from 24.14 to
56.34 ms at 60% load. For B1kDiag, the latency scales from 21.81 to 62.66 ms at 59% load,
and for FFT, it scales linearly from 29.67 to 60.33 ms at 50% load. In low traffic loads (up to
40%) we observe a small increase in latency when we apply FFT, of around 31% on average
compared to the WTraffic, and around 30% on average compared to the BlkDiag. As in
the throughput case, this is due to the fact that a bigger part of the FFT traffic is transmitted

indirectly, compared to the other, and hence more packets stay queued.
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3.7 Partial Configurability Applied to RotorNet

In this section, we examine scheduling policies aimed at optimizing the performance of the
RotorNet architecture as described in (56). To set the stage, we revisit the architectural
depiction provided in Figure 3.7a, which was initially introduced in Section 3.5.1. In pursuit
of this goal, we harness partial configurability, empowered by a centralized control plane, as
previously detailed in Section 3.3.

Our primary aim in this investigation is to devise a scheduling and routing scheme that

outperforms Valiant Load Balancing (VLB). The policies we scrutinize include:

Round-Robin (RR): The most straightforward scheduling algorithm applicable to such a
network is the Round-Robin (RR) method. In this approach, optical switches establish
circuits among the ToR uplinks in a cyclic manner, and packets are forwarded once a
circuit connecting to their destination ToR is established. RR is anticipated to excel
in scenarios with uniform traffic patterns but may falter when dealing with structured

or non-uniform traffic.

Valiant Load Balancing (VLB): The authors of (56) employed Valiant Load Balancing
(VLB). VLB’s objective is to harmonize structured traffic patterns, effectively ren-
dering them akin to a uniform traffic pattern. It accomplishes this by introducing a
random step in packet forwarding, directing them to an intermediate destination be-
fore reaching their final destination. VLB exhibits robust performance across various
traffic patterns, but this comes at the expense of a reduction in maximum throughput

by half and increased latency.

Weighted Round-Robin (WRR): This policy involves connections among the ToR up-
links, where the connection weights, which may or may not be uniform, remain static
during network operation. This approach is particularly applicable when there is prior
knowledge of job placement and traffic requirements for host applications, making it
a suitable choice for application-aware networking. For evaluation purposes, weights
can be preset with knowledge of the anticipated traffic pattern to maximize perfor-
mance tailored to that specific scenario. In this setup, packets are forwarded directly

to their intended destinations

Adaptive Weighted Round-Robin (AWRR): AWRR was designed with the goal of sur-
passing VLB while requiring minimal knowledge about the status of the network
buffers. The fundamental concept behind AWRR involves learning the traffic pat-
tern based on gradual feedback from network devices. To begin, let N represent the

number of available permutations PO for 9 = 1,2,...,T that can be used during a
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period. Similar to the Weighted Round-Robin (WRR) approach, a weight vector is
maintained to determine the allocation of slots for each P, However, in the case of
AWRR, these weights are not known in advance and evolve over time, adapting to the
traffic pattern by considering the success level of each P©.

We define (w0, (), w0, (1), ..., wx(?)) as the weight vector at round ¢, where Zf\il w;(t) =
1. Also, let D(r) = [d;;(H)] for i, j = 1,2,..., N represent the traffic matrix at period
t. For each diagonal i, where i = 1,2, ..., N, of D(¢), the maximum number of DUs
g;(1) is maintained, defined as §;(r) = max;.;c(12, nN}(d; s j(1)), where

£, j)=(>{+j—2)(mod N +1). (3.2)

Initially, the weights are set to w;(¢y) = 1/N, fori € {1,2,..., N}.

The success o;(¢) is the number of DUs that are served from P during period 7; the

relative success is calculated as

_ 0;(1)
(D)= — (3.3)
Zj:l Uj(t)
fori =1,2,..., N. During period ¢, the mean relative success is given by:
{ N
El51() = Y 5. (3.4)
i=1

The weights evolve according to a training scheme:
w,(t+ 1) = w,(1) +7 - (6,1) — E[51() .

where y € (0, 1) determines the training memory and rate of convergence. Upper and
lower bounds are applied to all weights. The lower threshold ensures that some weights
do not converge to zero, allowing permutations that are rarely used to be occasionally
tried again. This adaptation helps the system respond to pattern changes. The value of
the lower threshold balances the rate of learning new traffic patterns with the maximum

throughput achievable for each pattern.

Additionally, a credit policy scheme is employed to control the rounding process by
managing rounding errors and noise, ensuring that they average to zero in the long
run. Credits are tracked using a vector (cy, ¢y, ..., cp). Algorithm 5 is called at each

period ¢ to implement this scheme.
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Algorithm 5 Adaptive Weighted Round-Robin

1: fori e {1,2,... N} do

2 G(0) « max; o Ny (45 p6.)@) » with £(i,j) = (i+j—2) (mod N + 1)
3: end for

4: Update w;(t),Vi € {1,2, ..., N}, according to the training scheme.
50 ¢ miny e, Ny (0;(D)

6: 0«1

7: while 9 < T and Y%, G,(1) > 0 do

8: forie {1,2,..., N} do

9: c; ¢ +c¢
10: while g;(¢) not empty and ¢; > w;(t) and 6 < T do
11: p < min(g;(?), slot capacity in packets)
12: forse {1,2,...,N}do
13: d <« f(s,i)
14: Schedule p packets s — d at slot 8, during period z.
15: end for
16: q;(t) < q;(1)—p
17: ci—c—1
18: 0—0+1
19: end while

20: end for
21: end while
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A centralized scheduler Figure 3.12 Communication of successes for AWRR.
requires extensive informa- (a)

tion, as it needs to be aware (b)

of the complete state of the
queues at the ToRs. This T(d;) I (d,,
1 1

j(dl-N):OOrl Gi
means it must be informed

about the buffer occupancies,
denoted as d; (D), forall sources ToR1 ToR 2 ToR N ToR i
i, destinations j, and at all

times 7. Providing this level of
detail is demanding in terms of state information, requiring constant transmission to the cen-

tral scheduler.

In contrast, the AWRR algorithm has a more efficient approach. It solely needs knowl-
edge of the relative success 6;,i € {1,2, ..., N} to make scheduling decisions (Figure 3.12).

In practice, o; can be computed as ¢; = Zj\/: 1 S (d;;), where

1,if x>0
J(x) =
0, otherwise,

is an indicator function, signaling success or “hit” for the (i, j) entry of P®). The value of o;

represents the total number of successes for permutation P,

It’s important to note that the computation of these summations can be performed effi-
ciently. Given that summation is an associative operation and many parallel computation
models consider it to be of O(1) complexity, it can be executed rapidly using a parallel pre-
fix operation over the control tree’s wires. This approach minimizes the communication

overhead and computational load on the system.

3.8 Additional Simulation Experiments on RotorNet

3.8.1 Traffic Profiles Setup

The traffic is divided into structured and unstructured. A percentile of the load is transmitted
following the corresponding structured pattern. We apply three different traffic structured
patterns: W traffic, Block diagonal traffic and Fast Fourier Transform traffic (34), which we
abbreviate as WTraffic, BlkDiag and FFT, respectively (recall Figure 3.8). The unstruc-
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Figure 3.13 Dimensioning study comparison.
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tured traffic is distributed uniformly among the ToRs which are randomly selected during
each time slot.

The percentile of the structured traffic is denoted by a parameter w which falls within the
range of (0, 1). For WTraffic, we also use the parameter twCount to denote the number of
diagonals where the traffic hotspot is concentrated on (a scenario involving multi-diagonal
traffic).

3.8.2 Dimensioning and Breakout Performance Study

The network’s latency is anticipated to rise as the network’s size expands. When additional
Top-of-Rack (ToR) switches are introduced while maintaining a constant number of uplinks,
it implies that the circuits connecting any pair of ToRs will be established less frequently.
This effect is first demonstrated using our developed simulator. To address this issue, we
propose breaking out the ToR uplinks. In this approach, each port of modern switches, such
as a 100 Gbps port, is divided into multiple lanes, for example, 4 X 25 Gbps lanes, which
can be connected to different optical switches.

Figure 3.13 illustrates the throughput and latency for networks of different sizes: 64, 128,
and 256 racks. Packet forwarding is executed through random intermediate nodes, following
Valiant Load Balancing (VLB). The throughput remains consistent as the network scales,
remaining close to 50%. This is due to the use of VLB. However, the latency shows a linear
increase with the network’s size.

As explained earlier, this increase in latency was expected when the number of ToRs
increases while the number of uplinks for each ToR remains constant. To provide more
specific details, the increase in latency under light loads is twice as pronounced when the
number of ToRs is doubled and quadruples when the number of ToRs is multiplied by four,

in line with our expectations.
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Figure 3.14 Breakout factor comparison.
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Figures 3.14a and 3.14b illustrate the throughput and latency for different breakout fac-
tors. When the breakout factor is set to 2, the lanes are divided into two groups, with each
group consisting of two lanes at 25 Gbps. When the breakout factor is 4, the lanes are divided
into four groups, each with one lane at 25 Gbps.

As shown in the figures, when breakout is employed, throughput remains consistent and
latency decreases linearly, as the breakout factor increases. This indicates that by using ToR

uplink breakouts, the latency increase can be effectively mitigated as the network scales.

3.8.3 Performance Comparison with Different Policies

In this section, we assess the performance of the scheduling algorithms and routing schemes
described previously, with a primary focus on two critical network metrics: latency and
throughput.

Figure 3.15 provides a comprehensive view of the scheduling algorithms’ performance
under varying network loads. Notably, RR exhibits significant underperformance, particu-
larly when dealing with a traffic pattern where a substantial portion (30%) of the total load is
concentrated in a few connections (as indicated by the w = 0.3 pattern). RR’s inefficiency
leads to the creation of numerous underutilized connections.

VLB, on the other hand, alleviates the underutilization issue by rerouting concentrated
traffic through random destinations. However, this redirection comes at a cost, limiting the
network’s throughput to a maximum of 50%. Furthermore, it has a negative impact on la-
tency.

WRR serves as a reference for comparison with AWRR, as it has prior knowledge of the
primary hotspots and achieves nearly 100% utilization. AWRR was specifically designed

to outperform VLB, and Figure 3.15 clearly illustrates its success in achieving this goal.
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Figure 3.15 Scheduling algorithms comparison.
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AWRR performs similarly to WRR until the network load reaches around 80%, signifying a

remarkable improvement of over 30% compared to VLB.

3.8.4 Performance Comparison of AWRR with Different Traffic Pro-
files

In this section, we delve into the performance of AWRR under different traffic patterns and
explore how it adapts when the traffic pattern undergoes changes.

Our initial investigation, depicted in Figure 3.16, focuses on AWRR’s performance across
arange of w values. Regardless of the specific w value, AWRR consistently achieves nearly
100% utilization until the network load approaches 80%. For higher load values, AWRR
demonstrates superior performance when dealing with smaller w values. Smaller w val-
ues are indicative of traffic patterns that closely resemble a uniform distribution, a scenario
where weighted round-robin algorithms are known to reach peak performance.

Figure 3.17 explores the impact of varying values of wCount. Notably, we observe that
there are no substantial performance differences. However, a slight improvement can be
discerned when considering larger values of wCount. Greater wCount signifies a higher
number of “useful” matchings, making it easier for AWRR to accommodate the traffic and
enhance traffic uniformity.

In Figure 3.18, we delve into the convergence behavior of AWRR when confronted with
changing traffic patterns. The graph illustrates the performance concerning three distinct
traffic patterns evolving over time (X-axis): WTraffic, BlkDiag, and FFT. The Y-axis rep-
resents the achieved throughput. Notably, it takes approximately 500 ps for AWRR to reach

a steady state when there is a shift in traffic patterns. The convergence time is influenced by
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Figure 3.16 AWRR with w comparison.
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Figure 3.17 AWRR with wCount comparison.
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Figure 3.18 Convergence behavior for changing traffic patterns.
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the parameters described in the AWRR section, primarily the lower threshold for the weights.
For the experiment presented in Figure 3.18, the network load is set at 60%.
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3.9 Conclusion

Despite the potential benefits of integrating optical switches into Data Center Networks
(DCNs), there are several limitations that prevent an efficient and sustainable fully-optical
operation with full configurability. These are the limited optical switch port count, the high
switch reconfiguration speed, and the need for real-time control plane scheduling. To over-
come these issues, we proposed a partially configurable DCN architecture that utilizes Lean
switches. These switches use gang-switched optical elements to achieve all-optical partial
configurability.

Comparing with a RotorNet network that utilizes Rotor switches with minimal config-
urability and a Mordia network that employs optical WDM rings and WSSes with full con-
figurability, the Lean network achieves a mediocre crosspoint complexity, allowing for a
large port count in the switches and high-speed reconfiguration, while maintaining reduced
scheduling time complexity.

The proposed scheduling policy Lean Valiant Decomposition combines the Birkhoff-von
Neumann decomposition and the Valiant Load Balancing techniques, allows either direct or
indirect transmissions according to the traffic patterns, ensuring that the network achieves
throughput that ranges between the cases of the RotorNet and the Mordia networks.

Our simulations involved a comparison of maximum throughput and average packet la-
tencies across three scenarios. In the first scenario, we evaluated different DCNs and their
scheduling policies, and found that the Lean network outperformed RotorNet by 26.8% in
terms of throughput, while achieving 67.3% of the throughput of the Mordia network. We
also observed that direct transmission policies resulted in lower average packet latencies,
but the Lean network with the LVD policy achieved at least 28% lower latencies than Rotor-
Net. In the second scenario, we examined different levels of traffic uniformity with the Lean
network using the LVD policy, and observed a steady decrease in average packet latency
of 21% as the percentile of structured traffic increased. Finally, in the third scenario, we
studied different structured traffic patterns with the Lean network using the LVD policy. We
found that the Lean network performed similarly in terms of throughput and average packet
latency with WTraffic and BlkDiag patterns. However, with FFT pattern, the Lean net-
work achieved 5% less throughput than the other cases and at least 30% increase in average
packet latency due to underutilization of direct-only transmissions with the structured traffic
patterns of the FFT.

Ultimately, we investigated enhancements on RotorNet, including the application of the
breakout technique to mitigate latency escalation stemming from network size increase, and
also the integration of partial configurability facilitated by a centralized control plane. In this

context, we introduced an Adaptive Weighted Round-Robin (AWRR) policy, specifically de-
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signed to surpass VLB. AWRR’s strength lies in its ability to adapt to traffic characteristics
without prior knowledge. It gradually learns traffic patterns and dynamically allocates slots
based on evolving weight factors. We conducted a comprehensive examination of various
scheduling policies, including a thorough evaluation of AWRR under different traffic pro-
files.

The results showed that the introduction of breakouts with higher factors ensures that
throughput remains stable while latency exhibits a linear decrease, effectively mitigating
the latency concerns associated with network scaling. In specific traffic scenarios, like the
WTraffic profile, AWRR demonstrates exceptional performance. It outperforms VLB by
delivering a substantial 30% increase in throughput, all of this achieved without any prior
knowledge of the traffic profile. Moreover, AWRR showcases its remarkable adaptabil-
ity when encountering diverse traffic profiles. It can swiftly adapt to changing conditions,
achieving convergence to a stable state in as little as 500 ps.






Chapter 4

Secure Distributed Storage
Orchestration on Cloud-Edge
Infrastructures

4.1 Introduction and Related Work

Digital transformation has had a significant impact on the storage requirements, which are
expected to further increase in the foreseeable future, according to the International Data Cor-
poration (IDC) (37). As cloud computing is the cornerstone of our digital society, businesses
prefer to store their data in the cloud rather than deploying their own infrastructure. There
are many reasons for a business to prefer storing its data on the cloud instead of privately held
storage devices. The advantages obtained in this way include the avoidance of high initial
capital expenditure (CAPEX), the scalability of the storage service provided, and the easy
migration of the data when needed. Also, a cloud-based storage service provides high avail-
ability, exempting a business from the necessity to deploy complex and costly mechanisms

for data redundancy and fault-tolerance to power outages and other disaster scenarios.

Distributed storage systems, on the other hand, store data in multiple locations, con-
solidating resources from multiple providers that, if selected carefully, can offer increased
flexibility compared to a single storage service (33). With the advent of edge computing,
the storage and processing of the data close to the generating source (e.g., camera, or other
sensor) (48) became a reality. The incorporation of edge resources in distributed storage
services improves the way demanding applications are served: data are stored and processed
at the edge to minimize latency and network usage, and, if additional resources are required,

the abundant cloud resources are utilized. The continuous increase in the number and density
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of edge resources is expected to change the way current storage services operate. However,
this also increases the complexity as the edge resources exhibit diverse characteristics, their

availability varies with time, and they are more unreliable (28).

Laying data fragments to remote storage locations where data leaks can happen raises
privacy and security concerns for such systems. As storage providers cannot generally be
considered trustworthy, sensitive data can be retrieved from encrypted fragments. Since fail-
ures are common in distributed systems, redundant data must be stored to tolerate failures
without data loss. Erasure coding (70) uses Forward Error Correction (FEC) codes to ensure
data integrity and longevity. Data are split, encoded, and incur an overhead depending on
the algorithm. Even when some fragments cannot be retrieved, the original data can be ef-
ficiently recovered by fetching a subset of fragments, depending on the encoding technique.
Erasure coding provides additional security atop encryption, as data can only be recovered
when a specific number of fragments from various locations are jointly decoded.The opera-
tion of a distributed storage service that integrates edge and cloud resources while utilizing
erasure coding to divide data presents a formidable challenge for the corresponding resource
orchestration mechanism. In addition to determining the quantity and distribution of data
and parity fragments, the orchestrator must also fulfill user demands and optimize various
criteria, including monetary cost, latency, and availability.

We formulate the storage resource orchestration as a Mixed-Integer Linear Program-
ming (MILP) problem to obtain the optimal solution. However, the search space can be vast
leading to a prohibitively large execution time for the MILP, especially when handling nu-
merous storage requests with strict and heterogeneous requirements. Execution time refers
to the duration required for the orchestration mechanism to process storage demands and
generate a resource allocation plan for the given scenario. In this work, we propose an effi-
cient multi-agent rollout heuristic approach that is based on reinforcement learning, which
balances performance and execution time. This enables fast decision-making in real-world
scenarios, reducing the average execution time over that of the optimal MILP algorithm,
while maintaining near-optimal performance, as demonstrated in the experiments for which
we were able to track the optimal solution. The developed mechanisms use a multitude of
optimization criteria, namely, cost, capacity, reliability, performance, availability, or a com-
bination of them when deciding on the data fragmentation, encryption and data placement.
The mechanisms also account for the different characteristics of the edge and cloud resources
with respect to latency, data availability, security and monetary cost.

To demonstrate the effectiveness of the proposed mechanisms, a series of simulation ex-
periments were performed using anonymous data from Chocolate Cloud. Chocolate Cloud is

specialized in secure and distributed data storage software and its flagship product, SkyFlok
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(sky), is a Software-as-a-Service (SaaS) file sharing and storage solution. The proposed
mechanisms enhance the orchestration logic of the SkyFlok platform, allowing it to incor-
porate edge resources efficiently. This means that the mechanisms can be integrated into
the back-end control and orchestration mechanisms of the distributed service, enabling it
to coordinate the encryption, erasure coding and distribution of data fragments across the

selected cloud and edge location.

The storage allocation problem has long attracted the interest of many researchers. To
address the limitations of single cloud models, multi-cloud resource allocation schemes were
initially examined (33, 60) and (49). In (33), Hadji proposed a solution based on commodity
flows to minimize the storage monetary cost and latency. Papaioannou et al. (60) proposed
Scalia, a cloud storage brokerage solution for data placement that targets to minimize the
storage monetary cost. Mansouri et al. (52) proposed an algorithm that minimizes the storage

monetary cost, guaranteeing at the same time high data availability and privacy.

Ma et al. (51) proposed a mixed policy that is based on a combination of erasure and
replication coding techniques, targeting to minimize latency, as well as storage and network
monetary costs. In the same context, Zhang et al. (86) proposed a sub-optimal multi-agent
heuristic approach for selecting the storage locations and the appropriate redundancy con-
figuration to minimize the monetary cost with respect to the user’s latency and availability
requirements. Wu et al. (83) proposed a scheme that trades-off cost for latency, meeting the
preset availability requirements. Liu et al. (49) proposed a heuristic (genetic) algorithm to

minimize costs while providing Service Level guarantees.

Targeting the experienced latency minimization, Sharov et al. (69) proposed a quorum-
based configuration that makes use of replication coding and assigns the fragments to the
different locations. Bermbach et al. (16) examined the consistency versus latency trade-
off making use of a mechanism from Amazon’s Dynamo for replication to multiple cloud
providers. Other works, such as (17, 33, 52, 81), rely on replication to multiple providers
in order to attain higher availability and avoid vendor lock-ins, while keeping the cost low.
However, the use of replication instead of erasure coding does not address the problem of

the variations in latency that are experienced by the user.

Other works have proposed mechanisms that improve data availability through redun-
dancy, also minimizing the monetary cost incurred. However, these works rely on replication
coding, which requires more storage space, compared to erasure coding. In (6, 58, 60, 86),
the authors proposed mechanisms that make use of erasure coding solutions to improve data
availability. In this direction, Wang et al. (78, 80) proposed various techniques that mini-
mize the monetary cost while maximizing the availability. Su et al. (73) proposed an erasure

coding model for solving the data placement problem. Wang et al. (79) proposed an adaptive
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model for data placement that minimizes the monetary cost but also takes into consideration
the latency and availability constraints.

In (26), the authors address cloud plan selection by users, introducing a simple language
to express user requirements and plan preferences, and propose a model for identifying and
ranking the plans that satisfy the requirements. In (27), the same authors extend this work, al-
locating resources from multiple cloud services. Users can specify allocation requirements to
reduce burden and avoid excessive fragmentation. The authors provide an integer program-
ming formulation for finding an allocation satisfying protection and allocation requirements
while minimizing costs. (11) adopts All-Or-Nothing-Transform (AONT) and data replica-
tion, introducing two strategies for allocating shards to nodes. The analysis of these allo-
cation strategies illustrates tuning to balance availability and security. In (10), the authors
address the dynamic version of the problem, relying on fountain codes instead of replication.

Previous works have focused on cloud storage and optimizing individual objectives, such
as data availability, latency, and cost. In contrast, (50) and (7) propose caching schemes with
erasure code for low latency in distributed storage systems that span across the edge-cloud
continuum. The proposed scheme caches popular data chunks at edge servers to achieve
low latencies, but costs and availability of storage resources are not optimized. Authors in
(71) propose a location aware to optimize the data retrieval latency in ultra-large distributed
storage systems, while the authors in (25) propose a rights Management Protocol to enable
the sharing of files in distributed storage systems consisting of nodes that are not fully trusted.

In the current work, we extend the storage resource allocation problem considering the
intrinsic characteristics of a distributed storage infrastructure that spans over the edge-cloud
continuum. Hence, in addition to cloud resources, we consider edge resources, which are
located closer to where the data are generated (82, 85) and have limited storage capacity and
highly dynamic availability. When edge and cloud resources are allocated, leveraging the
erasure code technique, different optimization criteria can be addressed simultaneously.

The research results of this chapter were published in (46) winning a Best Paper Award,
and (45). The remainder of our work is organized as follows. In Section 4.2, we discuss
on the infrastructure and the distributed storage operations. In Section 4.3, we provide the

resource allocation policies, while in Section 4.4 we present the simulation results.
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Figure 4.1 Components and data flow.
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4.2 Distributed Storage Infrastructure and Operations

A distributed storage service utilizes storage resources that can be classified, based on their
location, into two broad categorizes: (i) cloud and (ii) edge resources. Cloud resources com-
prise vast data centers boasting substantial storage capacity and excellent uptime. However,
their centralized nature and distance from data generation sites often results in higher per-
ceived latency for store and retrieve operations. Conversely, edge nodes possess limited
storage capacity (85), exhibiting dynamic participation in the distributed storage system and
are often considered less reliable (28). However, their widespread presence across various
locations allows them to be situated closer to data sources, substantially enhancing the qual-
ity of service offered. It is important to note that file hosting charges differ based on the
characteristics of the cloud or edge node, with cloud node charges commonly being lower

than edge node charges (edg).

To handle crucial operations like file encryption and decryption, as well as splitting and
merging data fragments (Figure 4.1), a typical distributed storage infrastructure relies not
only on storage nodes, but also on processing power. These essential devices are commonly
referred to as gateways, serving as the crucial link between users and the distributed storage
service. Gateways can be implemented through software, such as pieces of code that run
within users’ client software (e.g., browsers), or through hardware, such as privately owned
dedicated devices that are usually placed on-premise.

The operations executed within a distributed storage infrastructure can generally be clas-

sified as: (1) Data processing operations, including file encoding/decoding and merging/splitting,
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(1) Store operations necessary to store the encoded fragments in storage nodes, and (iii) Re-
trieve operations necessary to reconstruct the user’s files. When a file d is stored, a monetary
cost (measured in Cost Units - CU) and a store/retrieve operation latency are incurred. These
factors depend on the file’s (i) size M; (measured in Data Units - DU), (ii) hosting duration
T, (measured in Period Units - PU), and (iii) set of expected retrievals ; within the hosting
duration.

When a file d is stored on a distributed storage infrastructure, it is split into k data frag-
ments at the gateway. These data fragments are expanded into (k + m) encoded fragments
using erasure coding, which is a data protection method commonly used in storage systems
to ensure data integrity and availability in the event of failures. This allows the initial file to
be successfully retrieved from a subset k of the encoded fragments. The value of € indicates
the number of tolerated failures, and varies depending on the erasure coding scheme used.
Optimal schemes, such as Reed Solomon, Parity, and Regenerating codes, have ¢ = 0, while
near-optimal schemes, such as fountain codes, have ¢ > 0. However, reducing € increases

the encoding/decoding latency of files for a given gateway.

4.2.1 Store/Retrieve Data Processing Operation

When a file d is split at a gateway w,, the split latency is denoted by DZS (in TUs/split),
and the latency of encoding/encryption is Dg;c (in TUs per DU). The overall latency for the

k : k + m store operation is calculated as:

Grpg = “Tm DS+ kDY, (4.1)

For the retrieval ¢ of a file d, decryption and decoding of the fragments are performed at a
gateway @, . A subset of k fragments is then linearly combined, and the decoded fragments
are merged into the file d. The latency of decoding/decryption per DU is denoted by DS)‘ZC
(in TUs per DU), and the overall latency is proportional to the file size M. The latency of
merging per DU, denoted by Dgzg (in TUs per DU merged), and the total merging latency

is proportional to k. Therefore, the overall latency of the retrieve operation is derived as:

A~

k d mrg
/ — €C
Gar = p dDwfn + ka‘,it. 4.2)
This process is illustrated in Figure 4.2. The number of fragments and erasure codes used
can be adjusted, creating a trade-off between the number of fragments and the associated
overhead. The storage allocation mechanism can exploit this trade-off to further enhance

infrastructure performance.
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Figure 4.2 Store/retrieve data processing.
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4.2.2 Store Operation
Store Operation Monetary Cost

The encoded fragments of a file are stored at various locations in the available edge/cloud
infrastructure (as shown in Figure 4.3). Let ./ denote the selected nodes hosting these frag-
ments, with |/4;| = k + m. The monetary cost of storing the fragments of file d, assuming
that each storage node n € ¥ charges P,, CUs for each DU, can be calculated as:

M,
Zdr.p . 4.3)

$1(kmd)= ¥ —

neN

The latency of the store operation comprises three components: (i) processing latency,
(i1) propagation latency, and (iii) writing latency, which are required for placing the frag-

ments into the storage nodes.

As discussed in Section 4.2.1, the processing of a data fragment at a gateway requires
time equal to G,,,;. Next, transmitting an encoded fragment from a gateway @, to a storage
node n requires a propagation latency of DEZ?; TUs, which depends on the relative distance
between the two components. Finally, placing a fragment into a storage node requires a
writing latency D)™ in TUs per DU. Given the set of nodes .4 where the encoded fragments

are stored, the total latency for storing a file d can be calculated as:

M
byk,m,d) = Gy + max {TdDerm + DEZ?;} (4.4)

N



98 Secure Distributed Storage Orchestration on Cloud-Edge Infrastructures

Figure 4.3 Store and retrieve operation.
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4.2.3 Retrieve Operation
Retrieve Operation Monetary Cost

The fragments are retrieved from a subset of storage nodes .4;' C 4, at retrieval ¢, where
|| = k (Figure 4.3). The selected set of nodes determines the cost of a retrieve operation,
which may involve multiple GET requests. Each storage node n € ./ charges the user based
on the number of GET requests required to retrieve the entire fragment. Assuming that each
GET request retrieves p DUs and costs P, CUs, we can calculate the monetary cost for the

retrieve operation as:

ps(k,m,d, 1) = ) 1%&,. 4.5)

net! Pk

Retrieve Operation Latency

Similarly to the store operation latency, a retrieve operation ¢ involves latency that includes:
(1) processing latency, (i) propagation latency, and (ii1) reading latency for recovering frag-
ments from the storage nodes.

In particular, the latency for recovering an encoded fragment from a storage node n re-
quires a reading time of Di,ead TUs per DU. Next, the data propagation between a storage

node n and a gateway w; , introduces a propagation latency of Di;i,i , which depends on the
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’
kmdt

duced at the gateway «’, for decrypting and decoding the k fragments and merging them
g y @, ypung g g ging

distance between the two components. Finally, a processing latency of G TUs is intro-

into the initial file d (as discussed in Section 4.2.1). Assuming that the storage allocation
mechanism selects a set of nodes .4, for retrieving the fragments, the total latency for the
retrieve operation can be calculated as:

M
da(km,d,1) =G + max {T"D;‘*ﬁd + DPP } (4.6)

kmdt
ne! nw g,
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4.3 Distributed Storage Resource Allocation

We consider a distributed storage infrastructure comprising a set .4 of storage nodes, which
can range from cloud data centers to edge mini-data centers and workstations. Each node
n € A contributes a writing latency 2" and a reading latency 2 measured in TUs
for each DU that is stored or retrieved, respectively. Additionally, each node periodically
charges P,, CU per DU for hosting a file, for a total duration of PU periods. A set of gate-
ways is also present in the storage infrastructure, responsible for splitting, encrypting, de-
crypting, and merging files during storage and retrieval. Propagation latency is introduced
when transferring files to and from the storage nodes, which depends on the relative distance
between the components.

The storage resource allocation problem involves deciding how a set of files & is to be
served, while minimizing the optimization criteria. Each file d € 9 is described by the tuple
My, T, 9,04, a);lt, Qy, Ky, My, €), fort € T,;, where T is the hosting duration (in PUs),
I 4 1s the set of future retrievals (an offline problem), w, is the gateway where d is processed
during the store operation, a):i , is the gateway used for retrieve operation t € 7, @, is the
set of Quality of Service (QoS) requirements, J; is the set of fragmentation options, . ; is
the set of encoding schemes, and € is the optimality factor of the erasure code scheme.

To optimize the quality of service, the resource allocation mechanism examines various
fragmentation and encoding options for each file at the gateway. The optimal combination

is selected based on preset criteria, which include:

i The number of data fragments each file should be split into (k), selected from the set of

fragmentation options (#;).

ii The type of erasure code to be used, which adds parity fragments for redundancy (m),

selected from the set of encoding schemes (. ;).
iii The set of storage nodes where the encoded fragments will be stored (/).

iv The set of storage nodes from which the fragments will be retrieved at retrieval ¢ (./Vr’ ),

to minimize the weighted cost resulting from different optimization criteria.

After the optimal options have been determined, each file is split into the chosen number of
data fragments, and parity fragments are added using the selected erasure code. The total

number of encoded fragments is then k + m.
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4.3.1 Pre-processing Phase - Availability

To optimize the availability of a file d after encoding, a pre-processing phase is performed
in which all possible combinations of k + m storage nodes to host the encoded fragments are
computed, forall k € % ; and m € M ;. We assume that each storage node can only host one
fragment of each file, and that each node n € /" has an availability probability A,. There

k+m
Since up to k + m — k node failures can be tolerated, the availability of the encoded file is

are ®,, = ( ] > combinations of k + m nodes, which we denote by 14, Foxm --- > Fao,, -

calculated by summing all the probabilities that ¥ € [k, k + m] nodes are functioning and

accessible. We denote the number of collections of « available nodes as ® = ('“7‘""") and

the j™ collection as SJQ. Assuming that nodes fail independently, the availability of a file
hosted by the storage nodes of set %, 1s given by:

k+m ©

Qi = ZZ[HA I1 (I—An)], @4.7)

k=k J=1 neS?  n€Fym\Sy

where 7, \ SJQ denotes the unavailable nodes. We then discard combinations that do
not meet the minimum availability requirement Arq € @4, and denote the indices of the
remaining combinations as %, = {z DO 2 Areq € QAT =12, dka}, for all k €
Hygandme M,.

Thus, the average combined availability of a set of nodes #;;,,, with given k and m, is
defined as:

Os(i, k,m) = ay,y,. (4.8)

In this study, we consider the offline version of the storage resource allocation problem.
Therefore, based on the availability probability A, of each storage node n, we define a se-
quence of binary random variables H[n,d,t] ~ Bernoulli(A,), which determines whether
the node » is available during a retrieve operation ¢ of file d, foralln € /', d € 9, and
t € 9. The related retrieve operation costs of ¢ are then calculated based on these node

availabilities.

4.3.2 Mixed-Integer Linear Programming Formulation

In this section, we present the MILP formulation of the distributed storage resource alloca-
tion mechanism.
The objectives under examination are: (i) the monetary cost of store and retrieve oper-

ations, (ii) the latency of store and retrieve operations, and (iii) the successful retrievals of
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the files (availability). To calculate these objectives, we use two parameters, U and U’, to
represent the maximum propagation and writing delay and the maximum propagation and
reading delay, respectively, in a given infrastructure. These parameters are large positive
numbers that are computed as follows (Eq. (4.9) and Eq. (4.10)).

Md wrt prop
U=, max { max {01+ DI} @9)
neN
and
U' = max { max {%Dread}+ max {mep}} (4.10)
dn:deo, k:kex, \ k " t:teTy noy, ) |-
neN

To indicate whether a node n belongs to a particular combination of nodes (as described

in Section 4.3.1), we define the following function:

l1,ifn € ¢
0 k. m. n) = Fitam @.11)

0, otherwise.

The MILP variables are given in Table 4.1.

min [wlqgl,wz‘l_)g,w3(l§3aw4¢_)4’w5(»557 Z LD Z Z Wt;t:|

dev deD 1€,

where d_)l = Z Z Z Z %posnxnkmd

neN deD keX, meM ,
b21= 2 D) 2, Crmaina + X, Vi
de€D keHKy; me , dev
1M,

bs 1= Z Z Z Z Z ;Tf)rnxr/zkmdt

neN deD keK, meM , t€T,

by 1= Z Z Z Z GmarYima + Z Z Wi

deD keK, meM €T, deD teg,

bsi== 2 X D, 2 Gunina

dED kEXK, meM ; i€T,,

subject to:
M,
ca >y TdD,V,mxnkmd+
kEH, me,

prop
DD Dre X —Wa SOnEN,AdED
keEXH; meM
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Table 4.1 Definition of MILP variables.

Var. Definition
k Integer variable describing the required fragments to recover a file, equal
to (1 + e)k.
Uy Binary variable indicating whether a fragment of file d is placed at a
node n.
Vimd Binary variable indicating the fragmentation option k and the erasure
code (k + m, k) of file d.
X pkmd Binary variable indicating that a fragment of d is stored to node n, while
the fragmentation option is k and the erasure code is (k + m, k).
x! mdt Binary variable indicating that a fragment of d is retrieved from node n
during the retrieval ¢, while the fragmentation option is k and the erasure
code is (k + m, k).
End Binary variable indicating the fragment and the storage node n with the
maximum propagation and writing latency of file d.
& Binary variable indicating the fragment and the storage node n with the
maximum reading and propagation latency of the retrieve operation # of
file d.
g Integer variable denoting the maximum propagation and writing latency
of file d.
s (; ; Integer variable denoting the maximum reading and propagation latency
of the retrieve operation ¢ of file d.
Zikmd Binary variable indicating the combination i € %, of storage nodes,
the fragmentation option k and the erasure code (k + m, k) of file d.
@ =YY D= Y Dt
ke, me , ke, me ,
Uty +w, <U, neN,deD
3 Yeu=1, de
nenN
C4 2 Z %D;eadx'k ot Z Z Dpro,px'k i
kEFH, me k - e, mett, -
v, <0, nenN,deD,teT,
M
G - Z Z Tler’leadxr,tkmdt - Z Z ngfxrlzkmdr-i-
kexH, me, kEH, mel, !
u'el, +w;, <U’', neN,deD,teg,
o Y &, =1 ded,ted,
neN
M,
C7 Z Z Z % Snkmd <C, newN

d€D keK, med ,
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C8 D= Dkt my deP

neN keX, me

O Y D va=1 deP
keH; me ,

Clo Y D D xhar= Do D ks dEDIET,
neN keEX, meM , keX, med ,

Cll x), < Xpma» NEN,dED kE K me MyteT,

Cl2 —Xpyma ¥ Vg ¥ Via S LLneEN,dED, kEeFH,;me M,
CI3 X, mg — Vg <0, neN,deD ke FK;,me M,
Cl4 X, md = Vima <0, neN,deD ke FK,,me M,

CIS = ) 0G ks m, W)Xy + YOG I, 1) 240 <0,
neN neN

deP, ke X,me M, ieEF,

CI6 Y 0 k)X g = X, O Ko, M)Z g <
nesN neN

A=-zpu)lNVdED ke X me My,i €Ty,

CI7T D Zigwa = Yimar deD,keHy,me M,
€T
5
C18 Y w, =10
i=1
To calculate the latency when the fragments are stored at different storage nodes, we use
constraints C1-C3. Similarly, to calculate the latency of the retrieve operation, we use con-
straints C4-C6. Constraint C7 ensures that the fragments are placed based on the available
storage capacity, while constraint C8 ensures that all fragments are hosted by the infrastruc-
ture. To ensure that each file undergoes a selection of the number of split data fragments
and the erasure code, we use constraint C9. Constraints C10-C14 express that the minimum
number of encoded fragments is retrieved along with their respective storage nodes. To de-
termine the nodes where the total number of encoded fragments for a specific file are placed,
we use constraints C15-C17. Finally, constraint C18 is a weighting coefficient-related con-

straint.

We examine the number of variables and constraints required by the MILP formulation.
The number of retrievals of each file d € & is bounded by || = max,.,cq |7,4|. Each
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file can be split into a maximum of |# | = max.; cq |#,| options for the number of data
fragments and a maximum of |.#| = max. ;e |/ ;| options for the number of additional
parity ones. All the encoded fragments are stored over a storage infrastructure consisting of
|| nodes. For each file, there are a total of |.#| combinations of storing the fragments.

The MILP formulation requires || - (| |(|T | +2)+ 2|V |+ ||+ 1) |F |- |A))
variables. It also requires the following inequality constraints: |4/ - |2 | for C1-C2, |9 | for
C3, |N|-|D|-|T | for C4-C5, |D|-|T | for C6, |A| for C7, |D| for C8-C9, |2 |-|T | for C10,
(NN ND|-|F |- |- |T | for C11, |N]|-|D|-|Z ||| for C12-C14, |D |- | K |- || |-T|
for C15-C16, |2 |- || - |4 | for C17, and 1 for C18. Hence, the total number of constraints
in the MILP formulation is derived as 2|2 |- (|T |+ D)+ D - (| ]|+ D)+ |9 |+ |D]| - |F| -
|| - (1T +3)-[4]+2]F]+ D).

4.3.3 Multi-Agent Rollout Heuristic Algorithm

For large instances, the optimal MILP mechanism can exhibit a high execution time, making
it less practical when fast placement and retrieval of fragments decisions are required for
numerous files. To address this limitation, we developed a multi-agent rollout algorithm
that solves the respective resource allocation problem sequentially, with one-at-a-time agent
controlling the selection made. The complete solution is provided in stages and is built by
extending the partial solution from the previous stages. At each stage, one of the available
options is selected for storing the examined file, while the rest of the unallocated resources
are handled using the base-heuristic Algorithm 8. At the end of each round, the resource
allocation with the minimum cost for each file is selected, based on the exhibited cost.

The pseudocode for the proposed mechanism is presented in Algorithms 6-9. The main
body of the multi-agent rollout heuristic is described in Algorithm 6, while Algorithm 7 is
used to calculate the costs of a single storage node in case it is selected to host an encoded
fragment.

The rollout algorithm relies on a base-heuristic (Algorithm 8) to handle the current re-
source utilization and serve the demands sequentially by placing encoded fragments in the
first available combination of storage locations that can accommodate them. To calculate
the total cost of serving a single demand provided by the base heuristic, the algorithm uses
Algorithm 9, which considers decisions on storage nodes, fragmentation, and erasure code
options. By serving demands one-by-one, the base heuristic yields a complete assignment
of files to storage resources, extending the provided partial solution with the decisions made
by the first fit approach.

To examine the computational complexity of the multi-agent rollout heuristic, we intro-

duce some notation. Let # and .# be the sets with the maximum sizes among #; and /4,
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Algorithm 6 Multi-Agent Rollout Heuristic

Input: w, /', D,p,e, P, P, D DV A K, M,Q, D", 0,0, F,DP D™ D plec
Output: rotal Solutiony and total Cost
1: nodePar « (P°,P",D™ D" A DPP): filePar « (D', D™ D, D)

2: cost < array of size |/ | X |D|
3: solution < array of size |D|;totalCost < 0; D" « {}
4: ford € 9 do
5: cdtAlloc[d] < {}
6: fork e *,,me M, do
7: CS « {};k < min([(1 + €)k], k + m)
8: forn € / do
9: if C, > M, then
10: cost[n, d] < CaLcNopbeCost(n,d, k,p, M ;,T;, T, @, o', nodePar)
11: CS « CSu{n}
12: end if
13: end for
14: CS <« Sort CS according to cost
15: CS < Select from C.S the first 2(k + m) elements
16: i<0 o o
17: N~ {CS[1+i],CS[2+1i],...,CS[k+m+i]}
18: avail « given A, calculate combined availability of ./
19: while avail < A,,;andi <k+m—1do
20: i—i+l . .
21: N~ {CS[1+i],CS[2+1i],...,CS[k+m+i]}
22: avail < given A, calculate combined availability of .//*
23: end while
24: if avail > A, then
25: T* <« {}
26: forte 7, do
27: CR « sort /™ according to cost
28: T* « T*U{(CR[1],1),(CR[2],1), ...,(CR[k], 1)}
29: end for
30: break
31: else
32: avail « o
33: end if
34: cdtAlloc[d] <« cdtAlloc[d] U {(k,m, V", T *)}
35: end for
36: end for

37. ford € D do
38: D« D U {d}

39: tCost™ < o
40: for (k,m, /*,T ") € cdtAlloc[d] do
41: ¢* « CALcFILECOsT(W, d, k, k,m, M, T, Ty 0,0 , N*,T*, cost,avail,nodePar, filePar)
42: tCost < BASEHEURISTIC(W, D, D*, N, c* M, T, T ,0,®', cdtAlloc, C,totalCost, ...
cost, avail, nodePar, filePar)
43: if tCost < tCost™ then
44: tCost™ « tCost
45: tSolution® « (k,m, N/*,T™)
46: end if
47: end for
48: total Solution < total Solution U {tSolution™}
49: Update C according to tSolution*
50: Calculate rotal Cost according to tCost*

51: end for
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Algorithm 7

1:
2
3
4
5:
6:
7.
8
9
10:

function CALcNobeCost(n, d, k, p, M,T,T ,®,®’, nodePar)

(P, P,, D", foad,An) <« nodePar[n]

sn’ = rn’

hostStorCost < %TPM
netwStorLtnc « %D,‘j’“ + Dy’
hostRetrCost « iMP

k ™m
fort € I do
netwRetrLtnc[t] « %D;ﬁad + DP™P

’
nwy,

end for
return (hostStorCost, netwStor Ltnc, host RetrCost, netwRetr Ltnc)

end function

Algorithm 8

1: function BASEHEURISTIC(W, D, D%,/ ,c* M, T, T, 0,0’ , cdtAlloc, C,total Cost, cost, avail, ...

2

11:
12:
13:
14:
15:
16:
17:
18:
19:

nodePar, filePar)
tempCost < total Cost
forn € / do
tempC|ln] « C[n]
end for
Update tempCln],Vn € N*
Calculate tempCost according to ¢*
ford e 2\ 2% do
for (k,m, /*,T ") € cdtAlloc[d] do
¢ < CALCFILECosT(W, d, k, k.m, M, T, 5, o, o', N*,T*, cost,avail,nodePar, filePar)
if (k,m, /*, T ) fits in tempC then
break
end if
end for
Update tempC|[n],Vn € /™
Calculate tempCost according to ¢
end for
return tempCost

end function
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Algorithm 9
1: function CALCFILECoST(W, d, k, k,m, M, T, T ,0,@" , V*, T *, cost, avail, node Par, filePar)
2 (P, P, D™ DY A, DP"P) — nodePar
3 ¢ <00, «0;¢; < 0;0, < 0,5 <0
4: for n e /™ do
5: ¢, < ¢, + cost[n,d].hostStorCost
6: end for
7 b, — by + MDY + kD!
8: maxNetwStorLtnc < max,.,c y-{cost[n, d].netwStorLtnc}
9: ¢, < ¢, + maxNetwStorLtnc
10: for (n,t) € 7" do
11: @3 < ¢35 + cost[n, d].host RetrCost
12: end for .
13: ¢y — by +MDE + kD
14: maxN etwRetrLtnc « maxd,;!t:(n’,)eg* {cost[n, d].netwRetrLtnc[t]}
15: ¢y < ¢y +|T| - maxNetwRetrLtnc

16: ¢s < avail
17: return 2;1 w;;
18: end function

and let & be the set with the maximum number of retrievals among 7, foralld € &. Also,
let k* = max,cq max{k : k € H,;} and m* = max,cq max{m : m € M,}, and let’s
assume that the required number of encoded fragments at each retrieval is k* + m*.

The computational complexity of Algorithm 7 is O(|J |), which is determined by lines 6-
8. The computational complexity of Algorithm 9 is O(|F |(k* + m™)), which is determined
by lines 4-8 (complexity O(k* + m*)) and lines 10-14 (complexity O(|T |(k* + m*))). The
computational complexity of Algorithm 8 is O(|D| - |H | - |4 | - |T |(k* + m™)), since in the
worst case it calls Algorithm 9 at most || - | #| - |4 | times.

Based on the above individual algorithms’ complexities, we derive the overall compu-
tational complexity of the multi-agent rollout heuristic as O((|2| - | & | - |« D> |7 -
|/ | log(]./])). This is because the sorting algorithms in lines 14 and 27 (Algorithm 6)
have worst-case complexity O(| | - |A| log(|./])) (called |2 | - | # | - |4 | times at most),
Algorithm 8 is called at most || - | #| - |4 | times, and k* + m* < |A|.
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4.4 Simulation Experiments

4.4.1 Simulation Setup

To assess the effectiveness of the proposed
mechanisms, we utilized a Python simula-
tion framework and the Gurobi Optimizer
(gur) to solve the MILP model. The simula-
tion experiments were conducted on a com-
puter with an Intel® Core™ 17-9700K pro-
cessor operating at 3.6 GHz with 32 GB of
RAM. We examined two network topolo-
gies: (i) a basic topology with randomly
generated parameters, and (ii) an extended
topology where we employed data logs pro-
vided by Chocolate Cloud’s Skyflok storage
service (sky).

To evaluate the performance of the de-
veloped schemes, we considered the follow-
ing cases: (i) maximizing the availability
of stored files, (ii)) minimizing retrieval la-
tency, (iii) minimizing retrieval cost, (iv)
minimizing storage latency, (v) minimiz-
ing storage cost, and (vi) a weighted func-
tion combining all the above criteria. We
focused on the following Key Performance
Indicators (KPIs):

store and retrieve operations, (ii) latencies

(i) monetary costs of

of store and retrieve operations, (iii) avail-
ability, and (iv) the percentage of successful
file retrievals.

The basic topology includes a single
gateway and 12 storage nodes, with 6 of

these nodes inheriting characteristics from

Figure 4.4 Geo-distribution of cloud storage
nodes and gateways.
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the cloud nodes and the remaining 6 from the edge nodes. The details of the various compo-

nents of the monetary costs, latencies, average availability (A,), and storage capacity (C,)

are presented in Table 4.2. The extended network topology comprises 576 edge nodes and
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64 cloud nodes. The edge nodes are randomly placed in 36 countries around the world, with
16 edge nodes per country, as per the data logs. The locations of the cloud nodes are de-
termined using the provided data logs, and are illustrated in Figure 4.4. Each city listed in
the data logs incorporates a single gateway, that can transact with all cloud nodes and edge
nodes present in the same country. The various components of monetary costs, latencies,
availability probabilities (A4,,), and storage capacities (C,) are further detailed in Table 4.3.

We conducted several simulation experiments with different requests for the two network
topologies. For the basic network infrastructure, we considered a set of 20, 40, 60, 80, or
100 file store requests, depending on the number of files in each case. Each filed € & had a
size of M; = 5 DUs, was hosted for a period of T; = 10 PUs, and was retrieved |7,;| = 100
times from the storage service. In addition, all files were split into k = 4 data fragments
(X; = 4,Yd € D) by default, and encoded with an erasure code that used m = 2 parity
fragments (#,; = 2,Vd € &). The minimum required availability for each file was set to
98%.

For the extended network topology, we used the data provided by Chocolate Cloud’s
Skyflok (sky). The Skyflok data logs contained the transaction entries of 12749 file re-
quests, along with the corresponding file sizes M ;, hosting durations 7;, and the numbers
of retrievals |7,|. All files were split into k = 5 data fragments (#,; = 5,Vd € 9) by de-
fault, with the addition of m = 4 parity fragments (# ; = 4,Vd € ). The default minimum
required availability was set to 98%.

In the following simulation scenarios, unless otherwise stated, we assumed the use of an
optimal erasure code scheme (¢ = 0), i.e., the number of required encoded fragments to be
retrieved was equal to the number of data fragments (k = k). The parameters used in the

simulations are detailed in Table 4.3.

4.4.2 Optimality Performance Evaluation of Heuristic and Multi-Agent
Rollout Mechanisms

Initially, we conducted simulation experiments to evaluate the performance of the MILP
and the multi-agent rollout mechanism. The experiment considered various numbers of files
(|2] € [20, 100]) for the previously described optimization cases using the basic topology.
The critical parameters of the simulation experiments are presented in Table 4.2.

As expected, the total cost increases linearly with the number of hosted files (Figure 4.5a).
Using the heuristic mechanism, in the weighted multi-objective optimization case, the mon-
etary cost ranges from 679 CUs (20 hosted files) to 3341 CUs (100 hosted files), for an

average cost per file of around 34 CUs. When the objective is either the minimization of
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Table 4.2 Default parameters used with the basic topology setup.

| Par. | Value \ Unit
M, 5, Vd € 2 [ DU
K, {4}, VdeD | -
M (2}, VdeD | -
T, 10, VdeD | -
EA 100, VdeD | -
Q, {Arq = 98.0%}, VdeD | %
€ 0 -
N, 6 -
N, 6 -
p 10¢° DU/GET
D 92(0.15,0.195) TU/split
D;?fg 2(0.12,0.156) TU/merge
D 2 (300, 390) TU/DU
DS % (150,195) TU/DU

\ Cloud nodes | Edgenodes |

D™ % (300, 390) 2 (100, 130) TU/DU
Dred | 9/(150,195) % (50, 65) TU/DU
Dpeyy | %(0.5,0.65) 2(0.05,0.065) TU
P, %(0.25,0.325) %(0.4,0.52) CU/(DU-PU)
P, % (200e~8,260e~%) U (320e78,416¢7%) | CU/GET
A, 2(99.9%,99.99%) %(70.0%,75.0%) | %
C, 00 % (2500, 3250) DU

store or retrieve operation latencies, the cost is higher than the multi-objective scenario by
2.4% and 4.7%, respectively. When the objective is either the minimization of store or re-
trieve operation monetary costs or the maximization of availability, the cost is lower than
the multi-objective case by 37.1%, 32.7%, and 32.2%, respectively.

With the MILP mechanism (Figure 4.5b) and considering all objectives, the monetary
cost ranges from 663 CUs (20 hosted files) to 3522 CUs (100 hosted files), for an average
cost per file of 32.1 CUs, which is about 5.6% lower than that obtained with the heuristic
mechanism. When the objective is either only the minimization of store or retrieve oper-
ation latency, the monetary cost is nearly identical to the multi-objective scenario. When
the objective is either the minimization of store or retrieve operation monetary costs or the
maximization of availability, the cost is lower than the multi-objective scenario by 65.6%,
31.3%, and 64.8%, respectively.
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Table 4.3 Default parameters used with the extended topology setup.

| Par. | Value \ Unit

H {5}, Vie D |-
M {4}, VdeD | -
Q, {Areq = 98.0%}, VdeD | %
€ 0 -
N, 64 in total -
N, 16 per country / 576 in total -
P 10e8 DU/GET
D %(0.15,0.195) TU/split
ngg 2%(0.12,0.156) TU/merge
DG 2 (300, 390) TU/DU
Dg* 2(150,195) TU/DU

\ Edge nodes \
DY 2(100, 120) TU/DU
D1 9/(50,60) TU/DU
Dyyy | %(0.05,0.06) TU
P, 2(0.32,0.40) CU/(DU-PU)
P, % (130e78,156e7%) CU/GET

\ Cloud nodes | Edgenodes | |
A, %(99.9%,99.99%) %(70.0%,72.0%) | %
C, 0 2%(2500,3250) | DU

Figure 4.5 Monetary costs as a function of the number of files for the basic topology (white:
store costs, gray: retrieve costs).
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We then analyzed the utilization of resources in the cloud and edge nodes (Figures 4.6a

and 4.6b). In Figure 4.6a, we can see that when the objective is to minimize the store or



4.4 Simulation Experiments 113

Figure 4.6 Effect of the optimization objectives on the percentage of utilized cloud and edge
nodes with the basic topology.

£ 100% | £ 100% |

§900/Z-/7/ /Z 7 Tfs ? §90°/Z-/Z 7 T §§

€ s (2| (B (% \Y\?\\ s Z 8% {2 _ (¢ NN

2 0% | /& % ;‘?/ 2 3 §70%-/{§// 2 ;‘?/ NI

& 60% 12, (%] /2/72 NARINA % 0% (2. (2] (2 &g% N

‘550%-/9/=/>;/-7/ \5\\9\5\ 5 50% /8] g %/ \5\\:\ N

Z oo BB EBE] EIRNE[RN, 2 | & son | BIEIRED 2NV E 1R, 18

Z 40% g = =\9\ \Rw < 40% 1 [F 7] § ._\E\,_\E\wa\

2 300 AZE V7 INENE ° o0 A A 1R ANNEENNEINN

777 I INENHO EE S IZHZHZE BN SN

S ey {25 ANENHEN R TRl NN

5 0% E/AE ENNENNE 5 0% E/A%E N E
Cloud Resources Edge Resources Cloud Resources Edge Resources

(a) Heuristic mechanism. (b) MILP mechanism.

retrieve operation latency, the heuristic mechanism tends to prefer edge nodes over the cloud.
This preference is also observed in the MILP mechanism results, which are presented in
Figure 4.6b. The reason for this is that edge nodes are typically closer to gateways compared

to cloud data centers (85).

However, when the objective is set to minimize the store or retrieve operation (monetary)
cost or maximize availability, both the heuristic and MILP mechanisms prefer to host the
fragments on the cloud, as it is cheaper (edg) and has higher availability (28). Specifically,
the heuristic mechanism utilizes only cloud nodes in all these cases (Figure 4.6a), while the
MILP mechanism’s optimal solution uses only cloud nodes when optimizing the monetary
cost of store operation and availability. However, the percentage of cloud resources used

drops to 67% when minimizing the retrieve operation cost with the MILP mechanism.

When all the objectives are taken into consideration, the heuristic scheme prefers edge
to cloud nodes in 60.5% of the utilized storage nodes (Figure 4.6a). Correspondingly, the
MILP mechanism places the fragments in edge nodes over cloud nodes in 83.3% of the
utilized storage nodes (Figure 4.6b). We observe that the heuristic mechanism achieves a

solution that is close to optimal, with a 72.6% match.

Table 4.4 Comparison of execution times between mechanisms (sec).

| |D| | MILP | Base Heuristic | Multi-agent Rollout |

20 363.38 0.003 0.143
40 726.53 0.005 0.560
60 | 1089.69 0.008 1.247
80 | 1452.84 0.010 2.208
100 | 1816.02 0.013 3.442
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Figure 4.7 Progress of the optimization over time.
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Table 4.4 presents the execution times of the different mechanisms developed. The MILP
mechanism exhibits the highest execution time, which could render it impractical for large-
size distributed storage systems or when fast decisions need to be made. In contrast, the
greedy heuristic algorithm demonstrates the lowest execution time, taking advantage of the
sequential execution and the limited number of choices that are examined. The multi-agent
rollout mechanism, which exhibits an execution time below 3.5 seconds, manages also to
maintain a resource allocation close to the optimal solution, taking advantage of the use of
the low-complexity heuristic in a reinforcement learning approach. This clearly shows its
ability to effectively balance performance and execution time.

We also examined the multi-agent rollout objective cost evolution as the number of iter-
ations increases. Figures 4.7a-4.7e show the improvement brought about by the multi-agent
rollout algorithm compared to the performance of the base heuristic. The improvement is
presented over the simulation time. In each figure, we examine the temporary achieved costs
in terms of the following optimization criteria: store operation monetary cost (Figure 4.7a),
store operation latency (Figure 4.7b), retrieve operation monetary cost (Figure 4.7¢), retrieve
operation latency (Figure 4.7d), and availability (Figure 4.7¢).

All the figures depict various scenarios of optimization criteria. There are |2| = 10
files that are split into k = 5 data fragments, and we provide the following options for
the number of parity fragments to the heuristic: m € {0,1,2,3,4,5,6}. Under the store
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monetary cost minimization criterion, the rollout heuristic improves the initial solution by
up to 57% in 0.33 seconds, while also decreasing store operation latency by 47% from 3814
TUs to 1969 TUs. The algorithm achieves this improvement by gradually selecting solutions
with less redundancy, reducing the number of parity fragments and therefore the data size.
Furthermore, a lower number of fragments also reduces the store operation latency, as this
is determined by the slowest fragment placement. Retrieve operation monetary cost and
latency remain unchanged throughout the simulations, as the redundancy does not affect the
number of fragments or the size of the retrieved data. Meanwhile, availability remains above
93% for all scenarios, as the minimization of the store operation monetary cost favors the

utilization of cloud nodes.

The results when minimizing the store operation latency are quite similar to the previous
scenario. The heuristic achieves an improvement of up to 27% in 0.32 seconds. As in the
previous scenario, the algorithm selects options with less redundancy, reducing the number
of parity fragments and, therefore, the store operation latency. However, since the number of
fragments retrieved each time is not directly affected by the redundancy, the monetary cost

remains unchanged.

When the optimization criterion is minimizing the retrieve operation monetary cost, the
initial solution is derived with a cost of 1.03 CUs per operation and is slightly improved to
1.04 CUs in 0.73 seconds. The data size is not directly affected by the reduced redundancy,
but since the transmitted data size is reduced, the store operation cost is affected and reduced
from 31 CUs to 14 CUs. The store operation latency is also reduced from 3745 CUs to 1930
CUs. On the other hand, the retrieve operation latency remains almost unchanged, as it is
not directly affected by the redundancy.

Retrieve operation latency is minimized by gradually improving the initial solution of
latency 1028 TUs to 927 TUs in 0.71 seconds, an overall reduction of 10%. The algorithm
initially selects a cloud node to host the fragments, and then the redundancy is further re-

duced, limiting the maximum distance between a fragment and a gateway.

In conclusion, the multi-agent rollout algorithm significantly outperforms the base heuris-
tic in terms of cost and latency. By gradually selecting solutions with less redundancy, the
algorithm reduces the number of parity fragments and consequently the data size, also lead-
ing to decreased store operation latency. However, the retrieve operation costs and latency
remain unchanged during the simulations, as redundancy does not influence the number of
fragments or the size of the retrieved data. In all scenarios, the availability remains above

93% because minimizing store operation costs favors the use of cloud nodes.



116 Secure Distributed Storage Orchestration on Cloud-Edge Infrastructures

4.4.3 Evaluating Performance Based on Distributed Storage KPIs

We proceeded with simulation experi-
ments using real-world data, as outlined
in Section 4.4.1, evaluating the impact
of various optimization criteria on users’
monetary cost charges. As depicted in
Figure 4.8, the average total cost per user
was 22907 and 22735 CUs when minimiz-
ing store and retrieve operation latency,
respectively. Conversely, when minimiz-
ing store or retrieve operation monetary
costs, the average total cost was 11827

and 12370 CUs, respectively. Minimizing

Figure 4.8 Evaluation of the monetary costs.
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files” availability resulted in an average cost of 13518 CUs per user. In the multi-objective

optimization scenario, the average total cost was 16228 CUs. When minimizing store or

retrieve operation latencies, the cost was 41.2% and 40% higher, compared to the multi-

objective scenario. However, optimizing store or retrieve operation monetary costs, or avail-

ability, the cost was 27.1%, 23.8%, and 16.7% lower than the multi-objective scenario, re-

spectively.

In the next step of our simulation ex-
periments, we analyzed the utilization of
both cloud and edge nodes, as shown in
Figure 4.9. When the objective is set to
minimize store or retrieve operation la-
tency, the heuristic mechanism utilizes
only edge nodes. However, when store
or retrieve operation (monetary) cost or
maximize availability are minimized, the
heuristic mechanism prefers to host frag-
ments on the cloud. This is because the
cloud is cheaper (edg) for hosting and
provides significantly higher availability

Figure 4.9 Effect of the optimization objectives
on the percentage of utilized cloud and edge
nodes.
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(28). In the multi-objective scenario, the heuristic mechanism prefers the cloud instead of

the edge nodes for 59.8% of the utilized storage nodes, highlighting the potential cost-saving

benefits of cloud usage.
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Figure 4.10 Effect of the number of data fragments the files are split into, on the store and
retrieve operation latencies.
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Effect of the Erasure Code on the Experienced Latency and Monetary Cost

We also investigated the impact of the number of data fragments on store and retrieve op-
eration latencies. We consider three scenarios for the number of randomly-computed edge
nodes in each real-world country, N, € {0, 16,32}, while keeping the number of cloud
nodes set to N, = 64, as seen in the data logs. The number of data fragments is varied from
k = 2 to k = 18, while the number of parity fragments is set to m = 4.

Figure 4.10a and 4.10b show the results for the weighted multi-objective scenario, while
Figure 4.10c and 4.10d display the results for the scenarios where only store and retrieve op-
eration latencies are optimized. The number of data fragments significantly impacts the store
and retrieve operation latencies, with both latencies decreasing as the number of fragments
increases. In the scenario where only cloud nodes are available (Figure 4.10a), the store
operation latency steadily decreases from 5911 TUs with an erasure code of (6,2) (k = 2)
to around 2484 TUs with an erasure code of (22, 18) (k = 18). A similar trend is observed
in Figure 4.10b, where the store operation latency decreases from around 5890 TUs with
an erasure code of (6,2) (k = 2) to 2469 TUs with an erasure code of (22, 18) (k = 18).
In contrast, the retrieve operation latency in Figure 4.10b decreases from around 1258 TUs
with an erasure code of (6, 2) (k = 2) to 1034 TUs with an erasure code of (22, 18) (k = 18),
and then gradually increases as k increases.

In the case where both cloud and edge nodes are available (Figure 4.10c), the retrieve
operation latency decreases from 1235 TUs with an erasure code of (6,2) (k = 2) to 1033
TUs with an erasure code of (12, 8) (k = 8) and then begins to increase. These scenarios
exhibit maximum delays, since only cloud nodes are available.

In the scenario of (N,, N,) = (16, 64), the store and retrieve operation latencies can be

lower than in the previous scenario where only cloud nodes were available, thanks to the
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Figure 4.11 Effect of the number of parity fragments used for redundancy to the store and
retrieve operation latencies.
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selection of edge nodes. Specifically, although the store operation latency is initially lower,
when more than kK + m = 10 encoded fragments are selected, the delay is nearly equal to
the previous case, as the heuristic selects some cloud storage resources. This is also shown
in Figure 4.10c, where the objective is to minimize latencies. In this scenario, when the
erasure code is (18, 14) (k = 14), the delay reaches the levels of the previous scenario since
the edge nodes are not sufficient to host all the fragments (k + m = 18 transmitted). The
retrieve operation latency (Figure 4.10b) is initially low due to the selection of edge nodes.
However, from the erasure code of (10, 6) and onwards, the heuristic performs similarly to
the previous scenario due to the inclusion of cloud nodes in the solution. Again, this is more
evident in Figure 4.10d, where a sharp delay increase occurs when using the erasure code of
(22, 18). At this point, the 16 edge nodes are not sufficient for all required k = 18 fragments.
Lastly, in the scenario of (N,, N,) = (32, 64), the edge nodes are sufficient to store all the

fragments, resulting in lower latencies than all previous scenarios.

We also evaluated the store operation latency (Figures 4.11a and 4.11c¢) and the retrieve
operation latency (Figures 4.11b and 4.11d), with the number of data fragments set to k =
5 while changing the number of parity fragments m. Figures 4.11a and 4.11b show the
results of the multi-objective optimization scenario, while Figures 4.11c and 4.11d show the
optimization of both the store and retrieve operation latencies, excluding monetary costs and
availability.

As seen in Figure 4.11, increasing the redundancy results in a linear increase in the store
operation latency (Figures 4.11a and 4.11c). This is expected, since the total size of the data
increases linearly with the addition of more parity fragments. Moreover, introducing more
edge nodes into the infrastructure reduces the store operation latency, and to some extent,

the retrieve operation latency.
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In the scenario of (N,, N.) = (0,64) (Figure 4.11b), the heuristic selects only cloud
nodes, resulting in the highest average latency per retrieve operation. In contrast, the sce-
nario of (N,, N,) = (32, 64) (Figure 4.11d) results in the lowest average latency per retrieve
operation, as the heuristic only selects edge nodes. The latency is not affected by the addi-
tion of parity fragments, since the retrievals always require k = 5 fragments out of the k + m

hosted ones.

In the mid-case scenario of (N,, N.) = (16,64), the latency is observed to increase
in the results shown in Figures 4.11b and 4.11d, but at a higher pace in Figure 4.11b. In
Figure 4.11b, which depicts the multi-objective scenario, the heuristic selects to retrieve
some fragments from cloud nodes even though the 16 edge nodes per country are sufficient
to host all the required k = 5 ones. In contrast, Figure 4.11d only shows edge nodes being
selected to host and recover the fragments. However, the latency is higher compared to the
scenario with N, = 32, since a lower number of available edge nodes increases the average
maximum distance between the gateway and the selected nodes. Overall, increasing the
number of parity fragments greatly increases the store operation latency and to some extent
the retrieve operation latency. However, the retrieve operation latency can be reduced by
increasing the number and density of deployed edge nodes, providing more options for node

selections.

We also examined the effect of era-

sure code selection on monetary cost for Figure 4.12 Effect of the erasure code policy
different options of data and parity frag- ©On the total monetary costs (white: store costs,

ments (Figure 4.12). We considered k € gray: retrieve costs).
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(splitinto k = 1,2, 3), where we used one

parity fragment. In this scenario, as the number of fragments increased, the total cost de-
creased from 44.3 to 28.1 CUs. The parity fragments and the data fragments had the same
size, which was M ,;/k. Therefore, the total data size transferred to the storage nodes was
M,+M,lk,ie.,2M,, %M 4> and %M «4- The total data size transferred during each retrieval
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from the storage nodes to the gateways was kM /k = (1+€)M ;, i.e.,2M,, %Md, and %Md.
The store and retrieve data size was proportional to the corresponding costs, which explained
the cost decrease.

Next, we considered three samples, i.e., (k + m, lAc) = 3,2), (k + m, lAc) = (4,3), and
(k+m, IAc) = (5,4) (splitinto k = 1,2, 3), where we used two additional parity fragments. As
in the previous scenario, the data and the parity fragments had size M ;/k DUs, and the total
data size transferred to the storage nodes was M, +2M ,/k,i.e.,3M,;,2M ;, and %M 4- The
total data size transferred from the storage nodes to the gateways during each retrieval was
1+e)My, 1e., 2M,, %M 4> and %M 4- Again, the total size was proportional to the store
operation cost, which explained the cost decrease.

Lastly, we considered three samples, i.e., (k + m, IAc) = 4,2), (k + m, IAc) = (5,3), and
(k +m, k) = (6,4) (splitinto k = 1,2, 3), where there were three parity fragments with size
M ,/k each. Hence, the total data size transferred was M ; +3M ;/k (i.e., 4M,, %Md, 2M,)
during each store operation and (1 + €)M, (i.e., 2M, %M 4> and %M 4) during each retrieve
operation. As in the previous cases, the total size is proportional to the depicted costs.

The results presented demonstrate that the overall monetary cost is directly proportional
to both (k + m)M/k and kM /k. As such, the monetary cost achieved is dependent on
the effectiveness of the chosen erasure coding scheme. When the objective is to minimize
the monetary cost, optimal erasure code schemes are utilized. However, it is important to
note that the optimal schemes may impact the latency due to their need for more intensive

processing.

Effect of the Minimum Availability Requirement on the Redundancy and Node Selec-
tion

In Figure 4.13, we investigated the impact of the minimum availability requirement on re-
dundancy. We divided all files into k = 5 data fragments, and considered the number of
candidate parity fragments to be m € {0, 1,2,3,4,5,6}.

When the goal is to optimize file availability, the heuristic chooses the maximum redun-
dancy, which is 6 parity fragments in our setup. In all other cases, the number of parity
fragments increases as the availability requirement grows. When the objective is to mini-
mize the monetary cost of the store operation, the heuristic selects a lower number of parity
fragments compared to all other scenarios. Meanwhile, the retrieve operation cost is inde-
pendent of redundancy, since the data of size (k/k)M 4 1s always needed. Therefore, when
the store operation cost is minimized and the minimum availability requirement is satis-
fied, the redundancy is also minimized. Specifically, we choose m = 0 parity fragments
for A... = 75%,79%,83%,87%,91%, and m = 1 for A.., = 95%,99%. When the retrieve

req req



4.4 Simulation Experiments

121

operation cost is minimized, the number of parity fragments is not a consideration, and any

number of parity fragments can be chosen as long as the availability requirement is met.

In the case of minimizing the store
operation latency, edge are preferred to
cloud nodes. Furthermore, since edge
nodes have lower average availability than
cloud nodes, more nodes are chosen to
Also,

the number of parity fragments is min-

meet the availability constraint.

imized, since all the k + m encoded
fragments are transmitted to their corre-
sponding nodes during the store operation.
The latency is determined by the slow-
est fragment placement. Therefore, in-
creasing the redundancy leads to the in-
clusion of more distant nodes, which in-
creases the latency. Thus, the heuristic se-
lects m = 3 parity fragments for A, =
75%,79%, 83%, 87%,91%, and m = 4 for
Areq = 95%,99%. On the other hand,
during the retrieve operation, only k out
of k + m encoded fragments are retrieved.
Thus, increasing the redundancy provides
a larger pool of node selections for each

retrieval and does not burden the latency.

Finally, the results of the multi-
objective scenario are similar to those of
minimizing the store operation latency.
This is because edge nodes, which gen-
erally have lower availability than cloud
nodes (28), are chosen. We expect this
scenario to be somewhere between the
other two scenarios, depending on the
weight coefficients of the objectives and

the infrastructure’s characteristics. In Fig-

Figure 4.13 Effect of the minimum availability
requirement on the selection of the level of re-
dundancy.
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Figure 4.14 Effect of the minimum availability
requirement on the types of the selected storage
nodes.
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ure 4.14, we analyze the impact of the minimum availability requirement on the choice of
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storage resources (cloud or edge nodes) to host file fragments. The experiment considers
files splitinto k = 5 data fragments and m = 4 additional parity fragments using the erasure
code (k + m, k) = (9, 5). The white-colored bars in the figure represent the average number
of utilized cloud nodes, and the gray-colored ones the average number of edge nodes.

We observe that the heuristic uses only cloud nodes when optimizing for availability,
store and retrieve monetary costs, or in the multi-objective scenario, since cloud nodes offer
higher availability and lower monetary costs. In contrast, when optimizing for store or re-
trieve operation latency and the minimum required availability is at least 91%, the heuristic
predominantly employs edge nodes, as they offer lower latencies (82, 85). For higher avail-
ability requirements, such as 95%, the number of cloud nodes increases, but edge nodes still
dominate. Edge nodes alone may not suffice for high-availability scenarios; therefore, the
heuristic adds cloud nodes to achieve the required availability level.

Effect of the Optimization Objective on the File Availability

Figure 4.15 shows the successful retrieval

rate of stored files, which is a parame- Figure 4.15 Percentage of successful retrievals
ter that directly affects both monetary cost for each optimization objective.
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timization criterion is availability, or store

and retrieve monetary costs, files are always retrieved successfully because the algorithm
chooses only cloud nodes. However, when the optimization criterion is either store or re-
trieve operation latency, the successful file retrieval rate drops to around 82%. This is due to
the selection of edge nodes, which generally exhibit lower availability than cloud nodes (28).
In the multi-objective scenario, the successful retrieval rate is 94.8% due to the selection of
a mixed combination of edge and cloud nodes.
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Figure 4.16 Effect of the edge nodes’ colocation.
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Effect of the Colocation of the Edge Nodes on the Examined KPIs for the Different
Optimization Criteria

We examined the impact of edge node colocation on the Key Performance Indicators (KPIs).
When the optimization criterion is the store and retrieve monetary costs and availability, the
colocation degree of edge nodes does not affect the results, since the algorithm only selects
cloud nodes to host fragments. Cloud nodes have lower monetary costs than edge nodes and
provide higher availability, as reported in (edg) and (28).

When the store operation monetary cost is minimized, the achieved costis 15.8 CUs (Fig-
ure 4.16a), which is the lowest cost among all the scenarios. The retrieve operation monetary
cost is also minimized (Figure 4.16¢) with a cost of 7.4 CUs. However, the achieved store op-
eration latency (Figure 4.16b) is 35932 TUs, the second-highest delay among all scenarios,
while the retrieve operation latency is maximal at 18376 TUs (Figure 4.16d). The avail-
ability reaches the second-highest value of 97.6% (Figure 4.16e), with cloud nodes being
preferred for fragment hosting.

Next, we evaluated minimizing retrieve operation monetary cost on KPIs for different
colocation levels. Retrieve monetary cost (Figure 4.16¢) was constant at 7.4 CUs, nearly
equal to the previous scenario’s store operation cost. Store operation cost (Figure 4.16a)

reached 16.5 CUs, slightly higher than the store optimization scenario, as cloud nodes were
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preferred over edge nodes. The achieved value is nearly equal to the cost of the previous
scenario, with a retrieve monetary cost of 7.4 CUs per retrieval. When evaluating edge
node colocation on KPIs, results are unaffected by colocation degree for store operation
monetary cost, retrieve operation monetary cost, and availability, as only cloud nodes host
fragments. Store operation monetary cost is minimized at 15.8 CUs (Figure 4.16a), retrieve
operation cost at 7.4 CUs (Figure 4.16c), and availability reaches 97.6% (Figure 4.16e).
Store operation latency is the second-highest delay at 35932 TUs (Figure 4.16b), and retrieve
operation latency is maximal at 18376 TUs (Figure 4.16d). The heuristic selects only cloud

nodes for fragment hosting.

When examining the effect of minimizing the retrieve operation monetary cost on the
examined KPIs, the achieved retrieve monetary cost is almost 7.4 CUs for different levels
of colocation (Figure 4.16c). The store operation cost is slightly higher than the previous
scenario, at 16.5 CUs (Figure 4.16a), as cloud nodes were preferred over edge nodes. When
the optimization objective minimizes the store operation latency, the colocation degree af-
fects the achieved latency. With a colocation value of 0.1, the store latency is 32411 TUs
(Figure 4.16b), and it decreases linearly as the colocation increases until it reaches around
32052 TUs at a colocation of 0.9. Other factors that can affect the latency include encoding
and encryption delay and delay of the fragment placement. The retrieve operation latency
exhibits a similar behavior, starting at 16566 TUs at a colocation of 0.1 and reducing lin-
early to 16234 TUs at a colocation of 0.9 (Figure 4.16d). The store and retrieve operation
monetary costs are nearly constant at 30.6 CUs and 12 CUs, respectively (Figures 4.16a
and 4.16c), while the availability is nearly constant at around 14%, the lowest of all sce-
narios (Figure 4.16e). As edge nodes become more proximate to gateways due to increased
colocation, latency decreases (Figure 4.16b). For instance, with a colocation value of 0.1,
the store latency is 32411 TUs, which linearly decreases until the colocation becomes 0.9,
reaching around 32052 TUs. Apart from colocation, other factors can affect latency, such
as encoding and encryption delay at the gateways, which depend on the total data size, and
the delay of fragment placement. Edge nodes’ proximity to gateways reduces delay when
multiple locations are present. This behavior is similar when optimizing retrieve operation
latency. For a small degree of colocation (0.1), the latency starts at 16566 TUs, which lin-
early reduces to 16234 TUs until 0.9 (Figure 4.16d). Store and retrieve operation monetary
costs (Figures 4.16a and 4.16c) are nearly constant at 30.6 CUs and 12 CUs, respectively,
and unaffected by colocation. Fluctuations observed in the range of 0.4-0.6 are derived from

the monetary charging differences between the edge nodes.

Maximizing availability does not directly affect examined KPIs in our simulations, us-
ing only cloud nodes with higher availability than edge nodes (28). 99.9% availability (Fig-
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ure 4.16e) is achieved, while store operation cost is 18 CUs (Figure 4.16a), higher than in
cost-minimized scenarios. Retrieve operation cost per operation is low at 8.9 CUs (Fig-
ure 4.16¢). In multi-objective optimization, store operation cost increases linearly from 18.5
to 21 CUs, and retrieve operation cost from 8.5 to 9.2 CUs. This behavior is due to the
decrease in cloud nodes in favor of edge nodes, taking advantage of proximity to gateways.
Availability decreases linearly from 75.7% to 52%. The increase in proximity benefits la-
tency (Figures 4.16b and 4.16d), allowing for relatively more expensive edge nodes. Finally,
store and retrieve operation latencies are affected by increased colocation. Store operation
latency decreases from 35044 to 34689 TUs, and retrieve operation latency from 17729 to
17601 TUs (colocation degrees of 0.1 and 0.9). This improvement is achieved by reducing

cloud nodes in favor of edge nodes, which are closer to the gateways.
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4.5 Conclusion

As the amount of digital data continues to increase dramatically, there is an increasing need
for efficient and reliable distributed storage infrastructures to accommodate the rising stor-
age capacity requirements. Edge computing plays a crucial role in reducing data transaction
latency, thereby enhancing overall performance, while erasure coding techniques can sig-
nificantly improve data security and availability. We proposed storage resource allocation
mechanisms over the edge-cloud continuum. We developed an optimal mixed-integer lin-
ear programming formulation (MILP) and a sub-optimal multi-agent rollout heuristic for
storage resource selection aimed at hosting the file fragments as provided by the applica-
tion of the erasure coding. These mechanisms jointly optimize monetary costs, latency,
and average availability, all while satisfying user requirements. By trading off performance
for execution time, our proposed mechanisms achieve near-optimal performance in exten-
sive simulations using both synthetic and real data that varies in the range 94.8-97.5%. In
read data simulations, we examined the impact of different optimization criteria on store
and retrieve operation monetary costs, latencies, availability, and percentage of successful
file retrievals. Compared to the single-objective scenarios, our proposed multi-objective
optimization mechanisms effectively addressed the various conflicting requirements by op-
timizing the placement of files, achieving optimal or close to optimal minimum cost, latency
and availability, all within a small execution time with the multi-agent rollout mechanism
that significantly advanced the greedy heuristic’s performance (2%-57%). Furthermore, our
study highlights the importance of incorporating edge nodes in addressing the stringent ap-
plication requirements concerning latency (storage and retrieval latency time improved by
22%). The colocation of edge node results in decreasing further the experienced latency (lin-
early to the colocation increase), demonstrating the value of considering colocation when
developing mixed edge-cloud storage systems. In conclusion, our work provides valuable
insights into the design of efficient and reliable storage systems that leverage the advantages
of both edge and cloud nodes, contributing to the development of robust distributed storage
infrastructures that efficiently address the growing demands of the digital era.
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