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MNepiAndn

H autopatn tagvounon tTwv otadiwv UTvou eivat {wTKAG onuaciag yla tTnv afloAdynon tng
TIOLOTNTOC TOU UTVOU Kal T Sldyvwon Twv dlatapaywy Tou UTvou. Av Kal £Xouv avoamtuxBel
TIOAUAPLOPEC TIPOOEYYIOEL ylo TOV OKOMO autod, TOAAEC PBoaoilovtal AmOKAELOTIKA OE
pHovokavaAa onuata nAektpoeykepadoypadrpatoc (EEG) i e€etalouv €l0poEg amo éva
povo medio. H moAuvowpvoypadia (PSG) mpoodepel o 1o oAoKANpwUEVN Auon
mapEXovtac TOANAMAQ KavaAlo Kataypadng ONUOTOC, EMITPEMOVIAC OTO MOVTEAQ va
efayouv Kal vo evVOwHATwVOUV TIAnpodopiec amo Siadopa KavaAla ylo BeATIWUEVN
amnodoon talvopnonc. EmumAéov, moAUTIHEG TAnpodoplec prmopouv va avtAnBouv T0oo amno
TIC AVATIOPAOTACELG TOU TIESIOU TOU XpOVOU OGO KoL Ao TIC OVATIAPAOTACELS O0TO Tedio TNG
ouxvoTtNTag Twv onuatwyv PSG. H mapouoa pelétn swoayel to MMSleepNet, €va povtéAo
BaBLag pabnong mou e€ayel Kal ouyxwvevel eTdEELa MAnpodopieg amo MOANAAA KavAaALd
PSG 1600 oto mebio Tou xpovou 000 Kal 0To Tedio TNG ocuXVOTNTAC YLO VA ETITUXEL TNV
QUTOMOTN KaTnyoplomoinon twv otadiwv tou unvou. Avayvwpilovtag tn duvatotnta Twv
€pyaotnpiwv UTIVOU va MAPAYOUV TEPAOTLEG TIOCOTNTEG KN EMLONUACUEVWY SESOUEVWY YLa
TN Kotnyoplomoinon tou UMvou Kal tnv €yyevr) SUCKOALA TNG EMIOAMAVONG QUTWV TWV
6ebopévwy, n  HeAETn Olepeuvd TNV AMOTEAECHATIKOTNTA  Sladopwv  aAyopiBuwv
QUTOETIPAEMOUEVNG LABNONG YLA TNV AVTLLETWITLON TNG EAAEWPNG ETIKETWV Kol TN BeATiwon
NG amodoonG TOU MPOTEWVOUEVOU HOVTEAOU.

Neéeic kAetbia: Mnxavikry Madnon, NoAutporikr, Autopatn Katnyoplomoinon Yrvou






Abstract

Automatic sleep stage classification is crucial for assessing sleep quality and diagnosing sleep
disorders. While numerous approaches have been developed for this purpose, many rely
solely on single-channel electroencephalogram (EEG) signals or consider inputs from a single
domain. Polysomnography (PSG) offers a more comprehensive solution by providing
multiple channels of signal recording, enabling models to extract and integrate information
from diverse channels for enhanced classification performance. Furthermore, valuable
insights can be derived from both the time and frequency domain representations of PSG
signals. This study introduces MMSleepNet, a deep learning model that adeptly extracts and
fuses information from multiple PSG channels across both the time and frequency domains
to facilitate automatic sleep stage scoring. Recognizing the potential of sleep labs to
generate vast amounts of unlabeled data for sleep scoring and the inherent difficulty of
labeling this data, the study explores the efficacy of various self-supervised learning
algorithms to address label scarcity and enhance the proposed model's performance.

Keywords: Machine Learning, Multimodal, Automatic Sleep Staging






Euxaplotieg

Oa nBela va ekppAow TI EUXOPLOTIEC HOU KOL TNV €KTIUNON pou mpo¢ Tov Kabnyntn
Anuntpn AokoUvn yla TNV €UKalpio TOU Hou Tapeixe va ooxoAnbw pe to TPOPANUa
avixveuong otadiwv Tou UTIVOU OTO £pYAOTHPLO Tou. Emiong, Ba nBela va euxaplotriow Tov
uroPnolo didaktopa Aouka HAla, o omolog pe kaBodriynoe kal Ue UTIOOTAPLEE KATA TNV
SLapkeLa eKkmOVNoNE TNE SUTAWUATIKAC Lou gpyaciag.

TéNog, Ba nBeha va euXaPLOTAOW TNV OLKOYEVELA KoL TouG GIAOUG HOU yLal TNV UTIOOTNPLEN
TOUG KaB’ OAn TNV SLAPKELA TWV OTIOUSWV HOU.

AnprATeNG ZuvoyaAdg,
ABnva, lavoudplog 2024
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Chapter 0. Extetapevn MepiAndn ota EAANVIKA

0.1 Ewaywyn

O UTvog €xeL Kpiloo poAo yla Tnv uyeia kat gveéia Tou kABe avBpwmou, He TG SLddopeg
Slatapaxeg Tou UTVou val cuvdEéovtal ouxva pe TIOAAEG aoBéveleg. H avayvwplon twv
otadiwv Tou UTVoU €lval ONUOVTLKH ylo TV KATAVONON TWV TPOoTUNwy UTvou, T Stdyvwon
Twv Slatapoaywv Kat tnv BeAtiwon tng meplBaAPng touc. KAwika, n moAvunvoypadia (PSG)
glval pla onUavIikng TEXVLKA Yl TNV avaAuon tTwv otadiwv tou Umvou kat tn Sldyvwon
Slatapayxwv tou Umvou. To cuotnua PSG petpdel cuvnBwe TV eykedaAlky Spaotnplotnta
(nAektpoeykedparoypadnua, EEG), tic opBaAuikég kivnoelg (nAektpoodBOaipoypddpnua,
EOG), t™n uuikn O&paoctnpotnta 1 TNV €VeEPyomoinon TwV OKEAETIKWV HUWV
(nAektpopvoypadnua, EMG) kat tov kapdlakd puBuod (nAektpokapdloypadnua, ECG).
JuvnBwC, EUTIELPOYVWHOVEC XELPOKIvNTa Taflvopolv auTtd to onpota os €L otadla UTvou
okohovBwvtac Slwadopa eyxewpidla, oANd autéc ol pEBodol eival xpovoBopeg Kot
UTTOKELUEVLKEC.

MOAAEG MEAETEC €XOUV XPNOLUOTIOLNOEL TEXVLKEG MNXAVIKAC HABNONG yla TNV auTOMATh
tafvounon twv otadiwv tou Unvou, Kupiwg pe mapadoolakég peBodoug enefepyaciog
ONUATWVY 1 XPNOLMOTIOLWVTAG HOVTEAA Babldg pnxavikng pabnong. Ot mopadoolakég
HEBodoL amattouv TNV €MAOYN TWV XOPOKTNPLOTIKWY ToU TPEMeL va e§axBolv amod ta
onpoata tng moAuumvoypadiag, evw ot péBodol Babldg nadbnong avayvwpilouv avtopata
TO XPNOLUOTEPA XOPAKTNPLOTIKA. QOTOCO, N EMLOAMOVON TwWV SE60UEVWY TTOU amalLTE(TE va
TipaypatononBel mpwta and €L6KOUG TPV UITOPOUV VoL XPNOLomolnBouv oL mapandvw
TEXVLKEG €lval kootoBopa kal meplopilel tn dnuoupyia PeydAwv cuvoAwv Sedopévwy mou
Ba unopoucav va aflomotnbouv yla va BEATLWOOUV TNV amodoon Twv eV AOyw HOVTEAWV.

ErumAéov, mMoAAEC mpoOodATEC HEAETEC XPNOLUOTOLOUV TIOAUTTAOKA HOVTEAD "akoAouBiag
npog akolouBia" yia tnv availuon Sedopévwy Kat tnv Taflvopnon twv otadiwv Tou Unvou.
AUTH N TIPOCEYYLON OTTOTUTIWVEL TIG XPOVLKEC OXEOEL( METALU TWV E€MOXWV UTvou, aAAd
amattel peyala povtéAa Kot Xpovoug ekmaideuong. To AttnSleep [1], mou xpnolpomnolel Eva
HOVTEAO MLOG ETMOXNG, EMITUYXAVEL KOAQ OMOTEAEOPATA ME TOxUTEPn eKmaibeuon,
umodnAwvovtag TG SuVATOTNTEG AMAOUCTEPWY, APXLTEKTOVIKWY VA TIPOG EVAL OTNV avAaAuon
Tou UTvou.

H napovoa dtatpfr mapouoldlel eva VEO HOVTEAO UNXOVIKNAG LdBnong, to MMSleepNet, to
omolo evowpatwvel Anpodopieg amnd moAAamAd pucloloyilkd oipata mou €xouv efoxOel
HE XpNon Tng TeXVIKAG PSG yia tnv BeAtiwon tng tagvounong twv otadiwv tou Umvou. To
HOVTEAO OSOKIUAOTNKE oc OeSopéva HE TAAPN EMIOAUAVON Yl VO UTTOPECEL va YIVEL
oUyKplon HMe GA\eg¢ pebBodoug mou  xpnolpomolouvtal  otnv  BiBAoypadia  yia
Katnyoplomoinon twv otadiwv Tou UTvou, aAAd KoL o SeSopéva e LELWUEVN ETILONUAVON,
omou adalpEBNKAV OL EMCNUAVOELS ATTO £Va LEYAAO TTOCOOTO TWV SELYUATWY TOU CUVOAOU
eknaidevong, £10L WOTE va oUYKPLOEL N amodoon Tou HOVTEAOU OE QUTO TO OEVAPLO OTAV
ekmatdevetal eéopxng He autd ta Sedopéva €vavtl oto oOtav aflomololvial TPWTA
oAyOpLOLOL OLUTO-ETIOMTEVOUEVNG LABNONG yLla TNV TPOEKMAi&EVGN TOU HOVTEAOU.

OL epeuvvntég otnv  BBAloypadia  avayvwpilouv T ongacia ™G OQUTOMOTNG
KOTyopLomoinon Tou UTVOU HE TN XPron MNXAviKng pabnong kat divouv €éudacn otn xprnon
TLOAUTPOTILKWYV KAl TIOAUKAVOALKWY HOVTEAWV. H petafaocn amo tig mapadoolakeg pebodoug
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oTIG HeBOSoug Bablag pabnong MpoodEpel TEPAOTIEG SUVATOTNTEC YL TOV TOMED KOl €XEL
TIAPOUCLACEL onpavTtiky BeAtiwon otnv akpifela Kal eupwoTtia Twv PoBAEPewv. QoToo0,
UTTAPXOUV OKOMOL TIPOKANOELC TIOU TIPETEL VO QVTIUETWITIOOUV, OMw¢ N SUOKOAla oTnv
amoktnon 6eSopévwy HE Mo Havon amod e8LKoUC KOl N amOTEAECUATIKY e€aywyn Kal pién
TAnpodopiag mou MPoEpXeTaL amd MOAAAMAAG orjpota. MeANOVTIKEG EPEUVNTIKEG EPYACLEC
UOPOUV va. ETUKEVTPWOOUV O QUTEG TIG TIPOKANOELG yla va. BEATLWOOUV TEPALTEPW TNV
QUTOMOTN KaTnyoplomoinon twv otadiwv Tou UTvou.

0.2 Oewpntko YoPBabpo

0.2.1 Ztadwa'Yrivou

H autopatn taflvounon otadiwv Umvou (ASSC) eival €vag onuaviikoG TOHENG TNG
BLOTOTPLKAG UNXAVLKAG TIOU ATTOOKOTIEL OTNV AUTOMOTN avVOyvVWeELoN TwV oTadiwv Tou Unvou
HEéow TNG avaluong kataypodwv moAuvumnvoypadiag (PSG). H PSG meplhapPdavel tnv
kataypadr mMoAAamAwv GUCLOAOYIKWY CNUATWY, OTw nAektpoeykepoadoypadpnua (EEG),
nAektpoodOaipoypadpnua (EOG), nAektpopvoypadpnua (EMG) Kol OVOTIVEUOTIKEG
napapetpot. To ASSC €xet tn Suvatotnta va BEATLWOEL TNV KALVIKN TIPOKTLKY KAl TNV €PEUVa,
HELWVOVTAG TO XELPOKIvNTO HOPTO €pyaoiag Kal EMITPEMOVIAC TNV TMOpakoAoubnon tou
UTIVOU O€ TIPAYHATLKO XPOVO.

O avBpwrnivog UTvog mepAapPBavel mEvie Sladopetika otadla, Ta omola eival: eypriyopon,
umvog NREM kat Umvog REM. O Umvog NREM amoteAeitat and téooepa otadia (N1, N2, N3,
N4), kot ot GUCLOAOYIKEG TTAPAUETPOL Kal Ta potifa EEG Siadépouv yia kabe otadio. O
Unvog NREM amotelel To 75% TOU GUVOALKOU UTIVOU, ME To otadlo N2 va gival To 1o Kowo.
Mia turukn mepiodog Umvou meplapfavel 4 €wg 5 kOkAoug, pe tn oelpad N1, N2, N3, N2,
REM. KaBe mepiobog REM yivetal peyaAutepn kabwg mpoxwpd n vuxta, evw o Babug umvog
(NREM) pewwvetat. O mAnpng KUKAoG UTtvou Slapkel mepimou 90 €wg 110 Aemta.

0.2.2  Mnyxavikn Mabnon

H unxavikn pabnon eivat eéva nedio €pguvag mou acxoAeital pe tnv avantuén nebddwv mou
umopoulv va "pudabouv" amnod dedopéva mpokelpEvou va BeATlwoouv TNV anddoon toug oe
dladopeg epyaoiegc. OL alyoplBuol pnxavikng padnong xpnolpomowolv dedopéva
ekmaidbevong yla va dnpoupynoouv pobnuatikd povteAa kot va kavouv ipoPAEPELS R va
ndpouv anoddacelg. H punxoavikn pabnon Bswpeital umtooUVoAO TG TEXVNTAG VonUoouvng,
HLOLG ETILOTAKNG TIOU OLOXOAELTAL PE TNV AVATTTUEN KOL TNV LEAETN EEUTIVWV NXAVWV.

Ta veupwvika Siktua amoteAoUV Tov 1o SnUoPA KAASO HOVTEAWY HNXAVIKAG pabnong. Ta
VEUPWVIKA Oilktua amoteAolvtal amd ouvdedeléve HOVASEC, YVWOTEC WC TEXVNTOL
VEUPWVEC, TIOU HOVTEAOTIOLOUV TOUC aAnBwvoUg VEUPWVEC eVvOg eykedalou. OL VEUPWVEG
Aappavouv onuata, ta eneepyalovral Kal petadibouv onuato o€ AAAOUC VEUPWVEC HECW
Twv ouvdéoswv touG. H £€odog kaBe veupwva umoloyiletal oMo MO HN YPOAUULKA
ouvaptnon Ttou oBpolopato¢ Twv €0o0dwv Tou. Ol VEUPWVEG €xouv Bapn Tou
npoocapudlovral Katd Tt Slapkela tng padnong, emnpealovrag tn dUVOUN TWV CNUATWV
oTLG ouvdéoelg. OL VEUPWVEG Umopel emiong va €xouv €va katwdAl, kabopilovtag otL Ba
TIAPAEOUV OO LOVO OTAV TO GUVOALKO orjpa oTnV £l0060 umepPaivel AUTO TO KATWOAL.

OL aAyoplOpol pnxavikng pabnong xpnolomolouvtal o€ MoAAoUG Touelg, Onwg n 6paon
UTIOAOYLOTWVY, N avayvwplon opAiag kat to GAtpaplopa nAeKTpovikou taxudpopeiov. H
UTTOAOYLOTLK] HMOVTEAOTOINON QUTWV TWV €PYACLWV €lval TTOAUTTAOKN KOL N QVATTUEN
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oupBatikwv alyopiBuwv sivat cuyxva dUokoAn i aduvatn. H pnxavikrn padnon mopexeL pia
OTTOTEAECUATIKI) TIPOCEYYLON Yl TNV avamtuén aAyoplBpwv yla tnv emilucn outwv Twv
TIPOPBANUATWV.

Yndpxouv TPELS KUPLEG TIPOKTLKEG eKTadeuong otn pnxaviky padnon: n pabnon ue
eniPAePn, n pabnon xwpis emiPAePn (N pabnon pe avtoemiPAeyPn) kot n padnon He
evioxuon. H pdbnon pe enifAedn amattel tn xpron E€TKETWV yla TV ekmaidevon twv
HOVTEAWV, N HABNon xwpis emiPAedn eMITPENEL OTA LOVTEAQ VA AVAKAAUTITOUV TN SO TwV
bedopevwy xwplg 0dnyieg, kat n uadbnon pe evioxuon avtapeiBel Ta LOVIEAQ YLO TG CWOTEG
EVEPYELEG KO TILWPEL TIG AavBaopEVEG. YTIAPXEL EMIONG N NULETITNPOUKEVN UABnon, Tou
ouvbualel otolxela amnod tnv emBAeNOUEVN KAl TNV AVETBAETTN Ladnon.

H pabnon pe auvtoemifAedn eivol pa popdry pnXavikng pabnong Omou To HOVTEAO
pnaBaivel amo ta dedopéva xwplc emiBAedn amd avOpwmoug 1} TNV Xprion €TIKETWVY. Avti va
Baoiletol o emonUElWUEVO TIOPASElyUATA, TO HOVIEAO TAPAYEL TA SLKA TOU OOt
enontelog and ta debopéva el00dou. Juxvad, n padnon pe auvtoemiPAedn otnv Babla
pnadnon meplhapBavel To oxeSLAOUO EPYACLWV TIOU ALOTIOLOUV TIG SOMEC KOl TIG OXEOELG
HETaEL Twv S6eSopévwy. MECW QUTWV TWV EPYOCLWY, TO HOVTEAO HABAIVEL OVATIOPACTACELG
TIOU UIOpPOoUV va XxpnotpomnotnBouv oe aleg epyaciec. H avtoemiBAenopevn pabnon ivatl
SnuodAng yrati propel va aglomolel peyaheg moootnteg SeS0UEVWY XWPLG ETIKETEG.

0.2.3 BaBua Nevpwvika Aiktua

O opog Texvnto Neupwvikd Aiktuo (ANN) avadépetal oe €va UTOAOYLOTIKO cUOTNUO
enefepyaciog 6e60UEVWY, TO OTOLO TPOKELTAL OTNV oucia yla €va Siktuo dlacuveedSepuévwy
SOULKWV HOVASWV TToU OVOUAIoVTaL VEUPWVEG OL OTtoloL (VoL TOTTOAOYLKA OPYAVWHEVOL OF
enineda. KaBe texvntog veupwvag AapBavel €va cUVOAO aplOUNTIKWV EL00SwWV amd AAAOUG
KOUPBoUG Tou SiKTUOU, TIG OToleg petaoxnuatilel BAaoel evog ypappuikol cuvSuaopol HE
avaloya Bapn kat apayel TV TeAkn €060 LoTEPA Ao TNV EHAPHOYH ULOG UN-YPOUULKNAG
ouvapTtNoNG evepyomoinong, n omoila tpododoteital o0TNV CUVEXELA O AANOUG VEUPWVEG
ToUu S1kTUOoU. To PBOCLKO XOPOKTNPLOTIKO TWV TEXVNTWY VEUPWVIKWY SIKTUWV €YKELTOL OTNV
Suvatotnta ekmaideuong Toug peca amo ua Stadkacio n omoia otoxeLEL oTNV oTASLOKN
BeAtiwon TG WKAVOTNTAG TOUG va E€MIAUOUV KATIOLO CUYKEKPLUEVO TIPOPRANMA LECO TNG
aglornoinong plag cuAdoyng dedopévwy TOU XpnolpomolouvTaL yla TV ekmaidevon Tou
StUou. Z€ enimedo UAOTIOLNONG, OLUTO ETTUYXAVETOL LECW EVOG alyopiBuou akoAouBLakou
UTtOAOYLOMOU TwV HeTaBoAwv Twv Bapwv kABe veupwva Tou SIKTUOU, 0 Omoiog KaAesital
Backpropagation.

Ta Yuvehiktika Nevpwvikd Aiktua (CNNs) amoteAoUv pia KaTnyopilo TEXVNTWY VEUPWVLKWV
SIKTUWV el8IKA oxedlaopévwy yla thv emefepyaocia kal tnv availuon &edopévwv Tou
xopaktnpllovtal amod KAMolou £(60UC XwPLKN TomoAoyia MAEYHOTOG KAl avarmopiotavial
ouvnOw¢ pe TNV popdn YEVIKEUUEVWY TIVAKwWY. Mapadeiypota mepthapBavouv dsdopcva
XPOVOOCELPWY, TO OMola Umopouv va BewpnBolv w¢ éva TMAEyua pilog Slaotacng mou
AapBavel Selypata og TaKTA Xpovika Staotipata, kot SeSopéva LkOvVaC, TO Omoia Umopouv
va BewpnBoulv w¢ éva mAéyua dLodlaotatwy elkovooTolyeiwy. H kUpla dtadopd petafd Twv
CNNs kot evog armAol VEUPWVLKOU SLKTUOU ival OTL, 0 TOUAAXLOTOV £va oTpwia evog CNN
0 OUMPBATIKOG TOANATTAQCLACUOG TIVAKWY AVTIKOBioTaTaL ad £va OTPWHA CUVEALENG.

Ta emavalappavopeva veupwvika Siktua, yvwotd kat w¢ RNN, eival pla katnyopia
TEXVNTWV VEUPWVIKWV SIKTUWV TIou €xouv oxedlaotel yla tnv enefepyooia akohouBlwv
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debopévwy. Eival tblaitepa katdAAnAa yla epyacieg onwg n enetepyacio puaolkng y\wooag,
n avayvwplon optiag, n mpoPAedn xpovoosipwyv kat @AAa. Ta RNNs xapaktnpilovtal ano
TNV LKAWVOTNTA TOUC va Slatnpouv pia popdr UVANG TTOU TOUG ETUTPEMEL va. GUAABAvVOUV
kKat va emnefepyalovtal ANPodopileg amod TPONYyoUHEVO XPOVIKA Bripata HECO O Lo
akolouBia, kablotwvtag ta Wolaltepa LOXUPA ylo EpyOcieg mOU MEPNAUBAVOUV XPOVIKES
e€apTnoELG.

Ot unxaviopol mpoooxng eival éva BepeAlwdeg otolxeio otn Babld pabnon mou emTpPEMEL
OTa MOVTEAQ VA E0TLALOUV OE GUYKEKPLUEVA TAMATA TNG EL0OS0U 0TV KAVOUV TIPOPAEYELS
N kwdikomolovv mAnpodopies. Exouv xpnolponolnBel eupéwg oe Stadopeg edappoyEg,
ocuunepltAapBavopévng tng enetepyaciag Guaolkng YAWooag, Tng 0paon UTIOAOYLOTWY Kol
™G avayvwplong optAlag. Ot pnxaviopol mpoooxng eival WoLaitepa xproLuoL 0Tav EXOUUE val
KAVOUUE Ue akoAouBieg i 6tav BéAloupe va Swooupe SLapopeTikr) onpacia os SladopeTIKA
HEpN Twv dedopévwy elcddou.

0.3 MebBoboloyia kal Mepdpata

0.3.1 MebBoboloyia

J€ QUTNA TNV €pyaocia TIPOTEIVOUUE E€val €VA-TIPOG-EVQ, TIOAUTPOTILKO HOVTEAO HNXOVLIKNG
nabnong, 1o MMSleepNet, yia tnv emiluon Ttou TMPOPANUATOG TNG QAUTOHATNG
Katnyoplomoinong twv otadiwv tou Umvou. EmutAéov, efetaloupe tnv amodoon Ttou
HOVTEAOU Otav autd ekmatdeletol  €EopXNG XPNOLUOTOLWVTIAG HLKPN Toootnta
eTonUacpUéEVWY eSOV EvavTL OTNV TEpIMTWON Omou €xeL mponynBel mpoeknaibevon
TOU MPE TNV XPNon MeYaAUTEpoU OUVOAOU SeSOUEVWV XWwPLG ETIKETEC MECO TNG XPNONG
oAyopiBuwv avtoemiBAenopevng pabnong.

H opXITEKTOVLKA TOU TPOTEWVOLEVOU pHovTEAOU daivetal otnv Elkdva 1 katl amoteAeital anod
6U0 kA@douc. O évag KAAdOC £€AyEL XAPOKTNPLOTIKA OO XPOVOOELPEC 30 SeUTEPOAETTWV
EEG kat EOG &vog moAuumvoypadriuatog, evw o AAAoG KAASOC eEAYEL XAPOKTNPLOTIKA aTtod
Ta ovrtiotolyo OTmeKTpoypappata. Ta  e€oyOpeva  XOPOKTNPLOTIKA OTNV  OCUVEXEL
£VOTIOLOUVTOL LECO EVOC LNXOVIOHOU TTPOCOXNC Kat Sivovtal wg eicodol og €va RNN armo to
ormoio eayetal n TeAkn TPOBAeYP N TOU POVTEAOU.

Mo tnv ektipnon tng amodoong Tou POVIEAOU XPNOLUOToNOnke To oUVOAO SeSouévwy
SleepEDF-20 mou amoteAeital and moAvunvoypadnuata 20 avbpwnwyv pe nAwkieg and 25
€wg 34 etwv. AnoO 10 mapandvw oUVoAo bebopevwv xpnolpomoltidnkav eite povo ta
b6ebopéva mou avtiotolyouoav o mepiodo UTvou eite mpootéBnkav kat 30 emumA£éov Aemtd
TIPWV KO PETA TNV €vapén kat Tnv AnEn tou Umvou avtioTola, yla vo avokoudlotel o€
Kamowov Pabud 10 MPOPANUO TNG KN LOOPPOTINHEVNG KATAVOUAG ETIKETWV TO OTmolo
eudaviletal 1000 0TO CUYKEKPLUEVO CUVOAO SESOUEVWY, OCO KAl GUVOALKA 0TO TIPOPBANUa
NG QUTOMATNG KATNYOopLOTIoinong otadiwv tou Umvou.

MNa va yivel owoty aflohdoynon tnc amodoong Tou HOVIEAOU Xpnolpomolndnkav ylo
ouyKplon tpla povtéda avadopadc anod tnv BAloypadia, ta AttnSleep [1], XSleepNet [2] kot
DeepSleepNet [3].

QG UNTPLKEG yLa TNV aLOAGYNGCN TNG CUVOALKNG EMIS00NG TWV LOVIEAWY XPNoLUoTolntnkav n
akpiBela (Acc), To macro-averaged Fl-score (MF1) kat to Cohen Kappa (k), evw 1o Fl-score
XpnouomnoOnke otnv nepimtwon a§loAdynong tng anddoong ava TIKETA.
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Ewova 1: Apxitektovikn) tou MMSleepNet

0.3.2 Ekmaidevon pe'OAeg TIC ETikETEG

Ta amoteAéopata yla tTnv ava eTketa enidoon tou povtédou Sivovtal otoug Mivakag 1 kat
Mivakag 2 yio To oUvolo dedopévwy SleepEDF-20 pe kal xwpig Tnv mpoodnkn tTwv 30 Aemtwy
TIPLV KAl LETA ToV UTVO, avtiotolya. Ao Toug tpoavadepOEVTEG VOKESG SLATILOTWVOULE OTL
N mPooBnkn Twv 30 AETTTWV TIPLV KAl LETA TOV UTIVO 08NyoUV O€ ONUAVTIKEG BEATIWOELS 0TV
oS00 TOU HOVTEAOU VLA TIC TIEPLOCOTEPEG LNTPLKEG KAl ETIKETEC. EMUTALOV, UMOPOUUE Va
napatnprnooupe oOtt to MMSleepNet mpoodépel wg emi To TAsiotov koAUTEpQ
omoteAéopata o€ oxeéon He TIC SdUo mponyoUpevec HeBOdoucg, To AttnSleep [1] ko
DeepSleepNet [3].

Itov Mivakag 3 Sivetat n ouvoAikr) amdédoon Tou HOVIEAOU Ot OxEon HUE TG peBodoug
avadopas. Ano tov Sobeica mivoka UMOPOUUE VO CUUTIEPAVOUE OTL TO TIPOTEWOUEVO
MOVTEAO  €TUOEIKVUEL OVTOYWVIOTIKA  amoteAéopata  BAon  Twv  UNTPLKWV — TIOU
XpnolomnowBnkoav o€ cUYKPLON HE TO TIAAALOTEPA HOVTEAQ avapOopPAC TTOU UTIAPXOUV OTNV

BBAloypadia.
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Mivakag 1: AtoteAéouata KatnyopLlomoinong ava etikéta oto SleepEDF-20

MMSleepNet
PR RE F1
w 81.9 83.2 81.9
N1 54.3 39.1 44.4
N2 86.9 87.6 86.6
N3 82.5 86.0 83.1
REM 76.8 83.9 79.2

Mivakag 2: AltoteAéouata KatnyopLomnoinonc avd etketa ato SleepEDF-20 (+30 min)

MMSleepNet AttnSleep [1] DeepSleepNet [3]
PR RE F1 PR RE F1 PR RE F1
w 94.3 92.0 93.0 89.6 89.7 89.7 86.0 83.4 84.7

N1 57.9 51.5 53.4 47.1 39.1 42.8 43.5 50.1 46.6
N2 89.3 88.2 88.6 89.1 88.6 88.8 90.5 81.7 85.9
N3 85.9 81.2 82.1 80.7 89.8 90.2 77.1 94.2 84.8
REM 76.1 87.3 81.0 76.1 82.2 79.0 80.9 83.9 82.4

Mivakag 3: SUYKPLON AITOTEAECUATWY LUE LOVTEAQ AVAPOPAS

Overall metrics Per-class F1-Score
Dataset Model Acc K MF1 W N1 N2 N3 N4

MMSleepNet 81.6 0.73 75.1 819 444 86.6 83.1 79.2

AttnSleep [1] - - - - - - - -

XSleepNet [2] 83.3 0.76 773 - - - - -
DeepSleepNet [3] | 80.8 0.74 74.2 - - - - -

SleepEDF-20

MMSleepNet 85.7 0.82 79.6 |93.0 53.4 88.6 821 81.0

AttnSleep [1] 84.4 079 78.1|89.7 426 88.8 90.2 79.0

XSleepNet [2] 86.4 0.81 80.9 - - - - -
DeepSleepNet [3] | 81.9 0.76 76.6 | 86.7 455 85.1 83.3 82.6

SleepEDF-20 (30 min)

0.3.3 Ekmaidevon pe Melwpéveg ETIKETEG

MNa va aflohoynBel n amodoon TOU HOVTEAOU, HE KAl XWPIC tnv Xprion oAyoplBuwv
QUTOETIBAEMOMEVNC HABNONG, OTNV TEPLTTTWON TIOU £XOUME TpOoBacn o UIKPO aplOuo
ETUONUACUEVWY OSELYUOATWV OE OXEON LE TO OUVOAIKO HEyeBOC Tou GuUVOAOU Sedopévwv
afloloynoape tnv anddoon tou povtéhou Baon tng akpifelac (Acc), Ttou macro-averaged
F1-score (MF1) kat tou Cohen Kappa (k) kaBwc kat Tou ava katnyopliag F1-score t0c0 yla To
HOVTEAO Ywplic mpoekmaideuon, 000 Kal ylo TNV TEPUTTWON TOU TIPOEKMALSEUUEVOU
HOVTEAOU WE XPNon KATMolou amd Toug €MAEYUEVOUG aAyopiBuoug pn eruPAemoOpevng
udbnong.

Ta amoteAéopata mou OSivovtal otov Mivakag 4 katadelkvuouv OTL N €mAoyr ToU
oAyopiBuou SSL €xel tepdotia onuaocia. Otav xpnowlomnoleitat o AdBog alyoplBuog yla to
MPOPANUQ, Uropel v 0dnyrnoeL 0 onUAVTLKA utoBAaBULon Twv EMIGOCEWY TOU HOVTEAOU,
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VW OTav epoppoleTal £vag 1o KATAAANAOG aAyOpLlOUOG Umopel va 08nyroeL 08 ONUAVTLKEC
BeATLWOELG OTLC TIPOYVWOTLKEC LKAVOTNTEG TOU HLOVTEAOU TIOU TIPOKUTITEL.

Z€ 0UTO TO CUVOAO SESOUEVWV LELWIEVNG ETIKETAG TA KAAUTEPO OMOTEAECHLATA TIPOKUTITOUV
otav yivetal mpoekmaidbevon pe tov oAyoplOpo CPC. O mubavog Adyog yla autd To
anmotéAeopa €ival OtL autdg o aAyoplbuog Baciletal otnv mpoPAedn twv UEANOVTIKWY
XPOVIKWV Bnudtwv otov AavOdvovta xwpo, YEYOVOG TIOU TOU ETUTPEMEL Vo HABEL yla Ta
XPOVIKA xopaktnplotikd ota Sedoupéva EEG kat EOG, ta omoia eival xpnolua ylo tn
BeAtiwon g amoddoong Tou PoVTEAOU.

Mivakog 4: S0ykpLon eniboong UoVTEAOU UE kal xwplc mpoeknaibeuon ue SSL aAyopiduoug oto SleepEDF-20 (#30 min)
oUvoAo Sebouévwy pe xprion povo tou 10% Twv ETIKETWV

Overall metrics Per-class F1-Score
Algorithm Acc K MF1 W N1 N2 N3 REM
Supervised 65.7 0.56 57.4 82.5 23.9 733 71.3 49.8
ClsTran 60.6 0.48 49.9 73.8 16.6 72.7 68.5 36.5
SimCLR 63.2 0.53 54.8 81.1 21.2 74.0 60.2 47.4
CPC 71.4 0.62 57.4 84.7 30.6 79.0 67.6 56.1
TS-TCC 56.4 0.34 31.6 60.0 5.8 64.4 49.2 28.5
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Chapter 1. Introduction

1.1 Motivation

Sleep is an essential aspect of human life which plays a pivotal role in maintaining overall
health and well-being. Studies have suggested that sleep disorders may lead to a range of
physical and mental illnesses [4]. Lack of sleep is associated with increased mortality and
conditions, such as Alzheimer’s disease [5]. Therefore, the study of sleep architecture and its
various stages has long been of interest to researchers and healthcare professionals alike.
Sleep stage recognition, a critical component of sleep analysis, involves categorizing the
different phases of sleep, such as wakefulness, rapid eye movement (REM), and non-REM
(NREM) stages. Accurate identification of these stages is paramount for understanding sleep
patterns, diagnosing sleep disorders, and improving the quality of healthcare interventions.

Clinically, polysomnography (PSG) is an important technique to analyse sleep stage and sleep
disorder diagnosis. The PSG system generally consists of brain activity
(electroencephalogram, EEG), eye movements (electrooculogram, EOG), muscle activity or
skeletal muscle activation (electromyogram, EMG), and heart rhythm (electrocardiogram,
ECG) [6]. Traditional methods of sleep stage recognition primarily rely on manual scoring of
PSG recordings by trained experts who follow predetermined guidelines to identify the
distinct stages. Based on the Rechtschaffen and Kales (R&K) rules [7], PSG signals are
typically split into segments of 30 seconds and classified into six sleep stages, which are
wakefulness (Wake), four non-rapid eye movement stages (S1, S2, S3 and S4), and rapid eye
movement (REM). Due to limited evidence of a difference between the S3 and S4, the
American Academy of Sleep Medicine (AASM) later modified these rules with only three
non-rapid eye movement (N1, N2 and N3) stages being defined, where the S3 and S4 stages
in R&K were merged into N3 [8].

The main issue with having human experts performing manual sleep stage classification is
that this process can be significantly time-consuming and error prone, while at the same
time many decisions rely heavily on the subjective judgment of the individual expert and
thus results can vary arbitrarily. To solve these problems, many studies have adopted
machine learning methods for automatic sleep staging, which usually either use traditional
signal processing methods or deep learning to extract features from raw signals. When
traditional machine learning techniques, such as naive Bayes, k-nearest neighbour, support
vector machines or random forests, are used researchers must choose what features to
extract from the raw signal to use for classification. This means that they are highly
dependent on the researchers’ knowledge of sleep medicine when selecting appropriate
features to distinguish among stages. To avoid this limitation many researchers have applied
deep learning models, such as convolutional neural networks (CNNs) or LSTMs, to perform
sleep stage classification.

Despite the strides made in recent deep learning-based sleep stage models, they often focus
on single-channel time-domain data, primarily EEG or EOG signals. In contrast, clinicians
routinely employ multichannel and multimodal data, incorporating signals like EEG, EOG,
and EMG for comprehensive sleep stage scoring. Recognizing the potential insights and
improvements gained from multimodal data, both in the time and frequency domains,
becomes paramount for enhancing prediction accuracy and robustness.
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Many recent studies use complex "sequence-to-sequence" models for analyzing EEG data
and classifying sleep stages. This approach captures temporal relationships between sleep
epochs but requires large models and training times. AttnSleep [1], uses a single-epoch
model, achieves good results with faster training, suggesting the potential of simpler, one-
to-one architectures in sleep analysis.

However, the development of deep learning models for automated sleep staging encounters
a significant hurdle— the reliance of supervised learning models on massive, labelled
datasets. Labelling such datasets is labour-intensive and expensive, limiting the feasibility of
large-scale data creation. Although sleep labs accumulate extensive overnight recordings,
the challenge of labelling restricts the potential of these models, making them cost-
prohibitive. To address this, the exploration of self-supervised and semi-supervised learning
techniques, requiring only a fraction or even no part of the dataset to be labelled, emerges
as a highly desirable avenue, mitigating the high cost associated with obtaining labelled
data.

This thesis introduces a novel single-epoch, multimodal and multichannel machine learning
model designed to enhance the accuracy and robustness of sleep stage classification. By
incorporating information from multiple physiological signals, the proposed model,
MMSleepNet, aims to align more closely with the comprehensive approach employed by
clinicians in scoring sleep stages. Furthermore, in recognizing the challenges associated with
acquiring large, labelled datasets, the thesis explores the applicability of SSL algorithms in
the context of automated sleep staging. By testing the model's performance under both full
label and reduced label scenarios, where only a fraction of the dataset is labelled, this
research seeks to shed light on the feasibility and efficacy of SSL techniques in mitigating the
data labelling burden.

C3A2 e N e e T T
A N e W L Sl WL

01A2 i AR W . P
0241 \ IR ey VI FYIP gy
LEOG
REOQG
Chin ‘I'J‘ o
MSnore
4

=
L
=]

&

I
m
w]

| €

i 97 97 97 a7 96 96 96 96 96 a7 96 96 96 96 96 96 97 97 97 97|

SpO2
[z} o =2 o

P 2 & & B 2 & &5 & &5 &5 & &5 & 3 g & & =

HR . - D
T T T T | T T T T | T T T T I T T T T | T T T T | T T T T

— Bs 10s 165 20s 265 O
30 seconds v| [M][«] « L]

Figure 1: Screenshot of a PSG of a person in REM sleep [9]
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1.2 Thesis Outline

In Chapter 2 of this thesis we present the theoretical background necessary to fully
understand the motivation, methodology and results that are presented. Specifically, we first
explore some theoretical aspects of sleep stage classification, then we present fundamental
concepts in the field of machine learning in general and deep neural networks in particular.
Finally, we discuss the most popular evaluation metrics used in the literature concerning
automatic sleep staging.

In Chapter 3 we present and discuss related research present in the literature that explores
similar issues to those addressed in this thesis. In particular, we explore previous methods
for automatic sleep staging using both unimodal and multimodal methods and present
works that utilize and develop self-supervised learning approaches which are relevant to the
work done in this thesis.

In Chapter 4 we discuss the methodological approach that was followed to produce the
results demonstrated and to tackle the problem at hand. To be precise, we focus on the
dataset chosen to conduct our evaluation, the architecture of the proposed model, and the
SSL algorithms tested in the reduced-label scenario.

In Chapter 5 we discuss the technical implementation details of our approach and present
and evaluate the results of our experiments.

Finally, in Chapter 6 we discuss the overall conclusions resulting from the work conducted in
this thesis and present ideas for related future experimentation and research.

25



26



Chapter 2. Theoretical Background

2.1 Sleep Stage Classification

2.1.1 Introduction

Automatic sleep stage classification (ASSC) has emerged as a significant domain in
biomedical engineering, aiming to automate the identification of sleep stages from
polysomnography (PSG) recordings. PSG is a comprehensive assessment of sleep
architecture, involving the recording of multiple physiological signals, including
electroencephalography (EEG), electrooculography (EOG), electromyography (EMG), and
respiratory parameters. ASSC holds immense potential for enhancing clinical practice and
research by reducing the manual workload of sleep experts, enabling real-time sleep
monitoring, and facilitating large-scale sleep studies.

2.1.2 Sleep Stages

The human sleep cycle comprises five distinct stages: Wakefulness (W), Non-REM sleep
(NREM), and Rapid Eye Movement (REM) sleep. NREM sleep can further be categorized into
four stages (N1, N2, N3, and N4). Each sleep stage exhibits unique characteristics in terms of
EEG patterns, eye movements, muscle activity, and physiological parameters. Approximately
75% of sleep is spent in the NREM stages, with the majority spent in the N2 stage [10]. A
typical night's sleep consists of 4 to 5 sleep cycles, with the progression of sleep stages in the
following order: N1, N2, N3, N2, REM [11]. A complete sleep cycle takes roughly 90 to 110
minutes. The first REM period is short, and, as the night progresses, longer periods of REM
and decreased time in deep sleep (NREM) occur [12].

e Wake/Alert

EEG recording: beta waves - highest frequency, lowest amplitude (alpha waves are seen
during quiet/relaxed wakefulness)

The first stage is the wake stage or stage W, which further depends on whether the eyes
are open or closed. During eye-open wakefulness, beta waves predominate. As
individuals become drowsy and close their eyes, alpha waves become the predominant
pattern [13].

e N1 (Stage 1) - Light Sleep (5%)
EEG recording: theta waves - low voltage

This is the lightest stage of sleep and begins when more than 50% of the alpha waves are
replaced with low-amplitude mixed-frequency (LAMF) activity. Muscle tone is present in
the skeletal muscle, and breathing tends to occur at a regular rate. This stage lasts
around 1 to 5 minutes, consisting of 5% of total sleep time.

e N2 (Stage 2) - Deeper Sleep (45%)
EEG recording: sleep spindles and K complexes

This stage represents deeper sleep as your heart rate and body temperate drop. It is
characterized by the presence of sleep spindles, K-complexes, or both. Sleep spindles are
brief, powerful bursts of neuronal firing in the superior temporal gyri, anterior cingulate,
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insular cortices, and thalamus, inducing calcium influx into cortical pyramidal cells. This
mechanism is believed to be integral to synaptic plasticity. Numerous studies suggest
that sleep spindles play an important role in memory consolidation, specifically
procedural and declarative memory [14].

K-complexes are long delta waves that last for approximately one second and are known
to be the longest and most distinct of all brain waves. K-complexes have been shown to
function in maintaining sleep and memory consolidation [15]. Stage 2 sleep lasts around
25 minutes in the first cycle and lengthens with each successive cycle, eventually
consisting of about 45% of total sleep. This stage of sleep is when bruxism (teeth
grinding) occurs.

e N3 (Stage 3) - Deepest Non-REM Sleep (25%)
EEG recording: delta waves - lowest frequency, highest amplitude

N3 is also known as slow-wave sleep (SWS). This is considered the deepest stage of sleep
and is characterized by signals with much lower frequencies and higher amplitudes,
known as delta waves. This stage is the most difficult to awaken from, and, for some
people, even loud noises (> 100 decibels) will not awaken them. As people age, they
tend to spend less time in this slow, delta wave sleep and more time in stage N2 sleep.
Although this stage has the greatest arousal threshold, if someone is awoken during this
stage, they will have a transient phase of mental fogginess, known as sleep inertia.
Cognitive testing shows that individuals awakened during this stage tend to have
moderately impaired mental performance for 30 minutes to an hour [16]. This is the
stage when the body repairs and regrows tissues, builds bone and muscle, and
strengthens the immune system. This is also the stage when sleepwalking, night terrors,
and bedwetting occurs [17].

e REM (25%)
EEG recording: beta waves - similar to brain waves during wakefulness

REM is associated with dreaming and is not considered a restful sleep stage. While the
EEG is similar to an awake individual, the skeletal muscles are atonic and without
movement, except for the eyes and diaphragmatic breathing muscles, which remain
active. However, the breathing rate becomes more erratic and irregular. This stage
usually starts 90 minutes after you fall asleep, with each of your REM cycles getting
longer throughout the night. The first period typically lasts 10 minutes, with the final one
lasting up to an hour [18]. REM is when dreaming, nightmares, and penile/clitoral
tumescence occur.

Important characteristics of REM:

e Associated with dreaming and irregular muscle movements as well as rapid
movements of the eyes

e A person is more difficult to arouse by sensory stimuli than during SWS

e People tend to awaken spontaneously in the morning during an episode of REM
sleep

e Loss of motor tone, increased brain O2 use, increased and variable pulse and blood
pressure
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e Increased levels of ACh
e The brain is highly active throughout REM sleep, increasing brain metabolism by up
to 20% [19] [12]

2.1.3 Polysomnography

Polysomnography (PSG) is a comprehensive assessment of sleep architecture, involving the
recording of multiple physiological signals. The four primary PSG signals are:

1. Electroencephalography (EEG)

EEG measures electrical activity in the brain using electrodes placed on the scalp. EEG
signals provide insights into brain activity during sleep, allowing for the identification of
sleep stages and the assessment of sleep disorders.

2. Electrooculography (EOG)

EOG measures eye movements using electrodes placed near the eyes. EOG signals are
used to detect rapid eye movements (REM) and eye movements during NREM sleep.

3. Electromyography (EMG)

EMG measures muscle activity using electrodes placed on muscles. EMG signals are used
to assess muscle tone during sleep and detect arousals and awakenings.

4. Respiratory Parameters

Respiratory parameters include respiratory rate, airflow, and oxygen saturation. They are
measured using specialized respiratory sensors and provide information about breathing
patterns during sleep, which can be crucial for detecting sleep-disordered breathing
(SDB) [9].

Sleep Circle
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Figure 2: The sleep cycle [20]
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2.2  Machine Learning

2.2.1 Introduction

According to Mitchell [21] “machine learning (ML) is a field of inquiry devoted to
understanding and building methods that ’learn’, that is, methods that leverage data to
improve performance on some set of tasks”. Machine learning algorithms automatically
build a mathematical model from data alone to make predictions or decisions. The data used
to train these models is called training data and the set of parameters that can be adjusted
through this procedure, along with their underlying structure is often described as a
machine learning model.

Machine learning is a subset of Artificial Intelligence, a field of study in computer science
that develops and studies intelligent machines. Earlier efforts in Artificial Intelligence
focused on expert knowledge systems which, mainly based on logical inference rules,
derived new fragments of knowledge, or reasoned over statements. Machine learning
bypasses several limitations of these earlier approaches, such as the need to formally
describe all possible knowledge for a given task, and in many cases achieves significantly
better results in real-world applications.

The most popular branch of machine learning models are neural networks. A neural network
is based on a collection of connected units or nodes called artificial neurons, which loosely
model the neurons in a biological brain. Each connection, like the synapses in a biological
brain, can transmit a signal to other neurons. An artificial neuron receives signals then
processes them and can signal neurons connected to it. The signal at a connection is a real
number, and the output of each neuron is computed by some non-linear function of the sum
of its inputs. The connections are called edges. Neurons and edges typically have a weight
that adjusts as learning proceeds. The weight increases or decreases the strength of the
signal at a connection. Neurons may have a threshold such that a signal is sent only if the
aggregate signal crosses that threshold [22].

Machine learning algorithms are used to solve a wide variety of tasks, in areas such as
computer vision, speech recognition and email filtering. The computational modeling of
such tasks is overly complex for humans, making it difficult or even unfeasible to develop
conventional algorithms to perform the needed processes. Because of this, it turns out to be
much more effective to help the machine develop its own algorithm in order to solve such
problems.

2.2.2  Types of Machine Learning

The variety of different Machine Learning approaches can be categorized by the presence or
absence of human influence on raw data, regarding the inclusion of a reward, the utilization
of feedback or the existence of labels. There are three primary training practices, Supervised
Learning, Unsupervised Learning, and Reinforcement Learning. We discuss those in the
section below, along with Semi-Supervised Learning, which is a combination of Supervised
and Unsupervised Learning.

2.2.2.1 Supervised Learning
In supervised learning the dataset is required to comprise pairs (x,y),x € X,y € Y, where X

is some input space and Y is some output space. These pairs are samples, perhaps affected
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by noise, from a mapping and the aim is to learn this mapping. If Y is discrete, we refer to
the task as classification, in which case y is called the label and the dataset is said to be
annotated, otherwise, if y is a continuous variable we refer to the task as regression. A point
x of the input space is often called a feature vector, X often is a simple multidimensional
vector space, but may also be something more complex such as a space of variable length
sequences. This structure of training examples provides the algorithm with the ability to
analyze the corresponding dataset, capture correlations and associations among samples
and exploit this kind of information in order to produce an inferred function which is able to
predict output y from a new input x that was not in the training set.

2.2.2.2 Unsupervised Learning

In unsupervised learning, the dataset is comprised only from the input variables x,x € X,
without having an output variable that would declare the label or target value of the
mappings output. The goal for the unsupervised learning algorithms is often then to learn
patterns exclusively from the unlabeled data, so as to be able to adequately group the
samples into distinct classes and assign them a label or a value based on their class. This
type of unsupervised learning is called clustering.

Another class of unsupervised learning models are known as generative models. Generative
models are models that, given a dataset of examples x4, ..., x,, which are samples from a
data distribution p(x), aim at approximating this underlying probability distribution of the
data. Synthetic data can then be generated by sampling from the approximated distribution.

One of the most important benefits of unsupervised learning techniques concerns the
structure of the utilized dataset. Unlabeled data do not require any kind of human
intervention or annotation, which is often a significantly time-consuming procedure, as such,
they constitute the most common type of dataset for most real-world applications.
Furthermore, such methods can be used for modeling more complex tasks compared to
supervised learning, since they have the ability to automatically detect and reveal hidden
patterns and intrinsic features of the underlying data distribution.

2.2.2.3 Semi-Supervised Learning

In semi-supervised learning, there are the input variables x, x € X, only a subset of which
have a corresponding output variable y, y € Y. It is therefore a combination of supervised
and unsupervised learning. Semi-supervised learning algorithms usually use the labelled
subset of the dataset to label the remaining unlabeled samples. They can be used in various
cases, where it is infeasible or too expensive to label every sample of the dataset.

2.2.2.4 Reinforcement learning

Reinforcement Learning differs greatly from the aforementioned categories. It is an area of
machine learning concerned with how intelligent agents ought to take actions in an
environment in order to maximize some notion of a cumulative reward.
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Figure 3: Action-reward feedback loop [23]

Usually, the aim is to find an algorithm for choosing actions based on the agent’s and the
environment’s current state. This is called policy-based RL. Another, RL implementation is
value-based RL, where the agent tries to maximize an arbitrary value function. Finally,
model-based RL creates a virtual model for a certain environment and the agent learns to
act within the constraints set by said model.
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Figure 4: A Reinforcement Learning taxonomy as defined by OpenAl [24]
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2.2.3 Deep Learning

2.2.3.1 Introduction

Deep learning is a machine learning technique that uses multiple layers to progressively
extract higher-level features from the raw input. For example, in image processing, lower
layers may identify edges, while higher layers may identify the concepts relevant to a human
such as digits or letters or faces. Most deep learning methods use multi-layered neural
network architectures, such as convolutional neural networks and transformers, although
they can also include propositional formulas or latent variables organized layer-wise in deep
generative models such as the nodes in deep belief networks and deep Boltzmann
machines.

In deep learning, each level learns to transform its input data into a slightly more abstract
and composite representation. In an image recognition application, the raw input may be a
matrix of pixels; the first representational layer may abstract the pixels and encode edges;
the second layer may compose and encode arrangements of edges; the third layer may
encode a nose and eyes; and the fourth layer may recognize that the image contains a face.
Importantly, a deep learning process can learn which features to optimally place in which
level on its own. This does not eliminate the need for hand-tuning; for example, varying
numbers of layers and layer sizes can provide different degrees of abstraction.[25]

2.2.3.2 Concepts

2.2.3.2.1 Underfitting, Overfitting and Regularization

A central problem in machine learning is how to make an algorithm that will perform well
not just on the training data, but also when given new inputs. Many strategies used in
machine learning are explicitly designed to reduce the test error, possibly at the expense of
increased training error. These strategies are known collectively as regularization.

Two related problems often encountered when developing machine learning models that
regularization can alleviate are underfitting and overfitting.

Underfitting is a phenomenon in machine learning where a model is too simplistic to
capture the underlying patterns in the data. This results in poor performance on both the
training and testing data because the model is overly biased and cannot effectively learn
from the training data. Underfit models are too simple or lack the necessary features or
complexity to represent the true data distribution, leading to inadequate generalization to
new, unseen data. Addressing underfitting typically involves increasing model complexity,
adding relevant features, fine-tuning hyperparameters, expanding the training dataset, or
applying regularization techniques to strike a better balance between simplicity and
complexity, ultimately enabling the model to make more accurate predictions.

Overfitting is a phenomenon in machine learning where a model learns the training data so
well that it essentially memorizes it, capturing noise and random fluctuations rather than
the actual underlying patterns. As a result, an overfit model performs exceptionally well on
the training data but poorly on new, unseen data because it has become too specialized and
fails to generalize. Overfitting occurs when a model is excessively complex or has too many
parameters relative to the amount of training data, allowing it to fit even the smallest details
of the training set. To mitigate overfitting, techniques like reducing model complexity,
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increasing the amount of training data, or applying regularization methods are employed to
make the model more robust and better at generalizing to real-world data.

An underfitted model A good model An overfitted model

Doesn't capture any logic Captures the underlying logic Captures all the noise, thus
of the dataset “missed the point”
High loss * Low loss * Lowloss
Low accuracy + High accuracy *  Low accuracy

Figure 5: Overfitting and Underfitting [26]

There are various regularization techniques that can be used to alleviate the problems
mentioned above. Some of the most important ones are:

L1 Regularization (Lasso):

L1 regularization adds a penalty term based on the absolute values of the model
parameters to the loss function. It encourages some parameters to become exactly
zero, effectively selecting a subset of the most important features, which can help
with feature selection and to reduce model complexity.

L2 Regularization (Ridge):

L2 regularization adds a penalty term based on the square of the model parameters
to the loss function. It reduces the magnitudes of all parameters without forcing any
to become exactly zero. This encourages a more balanced reduction in parameter
values, preventing large weights that might lead to overfitting.

Elastic Net Regularization:

Elastic Net combines L1 and L2 regularization. It adds a linear combination of both L1
and L2 penalty terms to the loss function. This provides a balance between feature
selection (like L1) and parameter magnitude reduction (like L2).

Dropout:

Dropout is a regularization technique commonly used in neural networks. During
training, dropout randomly deactivates (sets to zero) a fraction of neurons in each
layer, making the network more robust and preventing it from relying too heavily on
any specific set of neurons.
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(a) Standard Neural Net (b) After applying dropout.

Figure 6: Dropout [27]

Early Stopping:

Early stopping is a simple technique where training is stopped when the model's
performance on a validation dataset starts to degrade. This prevents the model from
becoming overly complex and overfitting the training data.

Data Augmentation:

Data augmentation is a technique used to artificially increase the size of the training
dataset by applying random transformations to the data, like rotation, cropping, or
adding noise. This helps the model generalize better.

Batch Normalization:

Batch normalization normalizes the input to each layer in a neural network by
adjusting the mean and variance of each mini batch of data. This stabilizes training,
prevents vanishing/exploding gradients, and acts as a form of regularization.

These regularization techniques are essential tools for improving the generalization
performance of machine learning models in various domains and algorithms. The choice of
the appropriate technique depends on the specific problem and the characteristics of the
dataset and model.

2.2.3.2.2 Activation Function

Activation functions are critical components in artificial neural networks and machine
learning models. They introduce non-linearity to the model, allowing it to learn complex
patterns and relationships within the data. Each node in a neural network typically applies
an activation function to its weighted inputs and produces an output. Some common
activation functions are explained below:

Sigmoid Function:

The sigmoid function (logistic function) maps input values to a range between 0 and
1. It's particularly useful in binary classification problems, as it resembles a step
function and squashes input values to a probability-like output. However, it can suffer
from vanishing gradient problems when used in deep networks.
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Sigmoid / Logistic

Figure 7: Sigmoid/Logistic Activation Function [28]

Hyperbolic Tangent (tanh):

The tanh function maps input values to a range between -1 and 1. It shares some
characteristics with the sigmoid function but is zero-centered, which can help with
training deep networks by mitigating the vanishing gradient problem to some extent.

Tanh

Figure 8: Tanh Function (Hyperbolic Tangent) [28]
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e Rectified Linear Unit (ReLU):
The RelU activation function is one of the most widely used activation functions. It's
simple and computationally efficient. It outputs the input as-is if it's positive, and
zero if it's negative. RelLU can speed up training by mitigating the vanishing gradient
problem and is particularly effective in deep networks.

RelLU

Figure 9: RelLU Activation Function [28]

e Leaky RelLU:
Leaky RelU is a variation of the ReLU function that allows a small, non-zero gradient
for negative input values, preventing "dead" neurons that don't update their weights
during training.

Leaky ReLU

max (0.1 * x,x)

max (0.1 * x,x)

Figure 10: Leaky RelU [28]
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e Parametric ReLU (PReLU):
PReLU extends Leaky ReLU by allowing the slope for negative values to be learned
during training, making it more adaptive to the data.

Parametric ReLU

f(y)

f(y)=ay

Figure 11: Parametric RelLU [28]

The choice of activation function often depends on the specific problem, architecture, and
data characteristics. Experimentation is key to determine which activation function works
best for a given task. Different activation functions have different properties and can
significantly impact the training and performance of a neural network or machine learning
model.

2.2.3.2.3 Loss Functions

Loss functions, also known as cost functions, are a fundamental component of neural
networks used to measure the disparity between the predicted outputs of the model and
the actual target values (ground truth). They play a pivotal role in training neural networks
by quantifying how well or poorly the network is performing. The choice of an appropriate
loss function depends on the specific type of machine learning task, whether it's
classification, regression, or something else. Here are some common types of loss functions
used in neural networks:

e Mean Squared Error (MSE):
MSE is a common loss function for regression tasks. It measures the average squared
difference between the predicted values and the actual target values. It is sensitive
to outliers and penalizes larger errors more heavily.

e Mean Absolute Error (MAE):
MAE is another loss function for regression that computes the average absolute
differences between the predictions and the actual values. It is less sensitive to
outliers compared to MSE.

e Binary Cross-Entropy (Log Loss):
Binary cross-entropy is used in binary classification tasks. It quantifies the
dissimilarity between the predicted probabilities and the true binary labels.
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e Categorical Cross-Entropy:
Categorical cross-entropy is used in multi-class classification tasks, where there are
more than two classes. It measures the divergence between the predicted class
probabilities and the true class labels.

e Kullback-Leibler Divergence (KLD):
KLD is often used in probabilistic models and measures the difference between two
probability distributions.

Selecting the appropriate loss function is crucial for training a neural network effectively, as
it directly impacts the optimization process. Different loss functions emphasize different
aspects of the prediction error, and choosing the right one can lead to better model
performance and faster convergence during training.

2.2.3.2.4 Gradient Descent

Gradient descent is a fundamental optimization algorithm used in machine learning and
deep learning to minimize a loss function and find the optimal values of a model's
parameters (weights and biases). It operates by first initializing the parameters and then
iteratively calculating the gradient of the loss function with respect to each parameter. The
gradient indicates the direction and magnitude of the steepest increase in the loss, serving
as a guide for adjusting the parameters to reduce the error between the model's predictions
and the actual target values.

These parameter updates are made in the direction opposite to the gradient, with the step
size controlled by a user-defined parameter known as the learning rate. Smaller learning
rates lead to more precise but slower convergence, while larger rates can expedite
convergence but may risk overshooting the minimum.

Variants of gradient descent, such as Stochastic Gradient Descent (SGD), Mini-Batch
Gradient Descent, Momentum, and adaptive methods like Adagrad, RMSprop, and Adam,
offer different trade-offs in terms of computational efficiency and the ability to escape local
minima.

Overall, gradient descent is a crucial tool for training machine learning models, ensuring they
learn the best parameters through iterative optimization.
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Figure 12: Gradient descent with 2 parameters 6,, 6, and loss function ] [29]
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2.2.3.2.5 Backpropagation

Backpropagation, is a fundamental algorithm used for training artificial neural networks,
particularly feedforward neural networks. It's the key process through which a neural
network learns by updating its parameters (weights and biases) to minimize the error
between its predictions and the actual target values. Here's a step-by-step explanation of
how backpropagation works:

1. Forward Pass:
In the forward pass, input data is fed into the neural network, and it propagates
through the layers, one layer at a time, to produce predictions. Each neuron in a layer
computes a weighted sum of its inputs, adds a bias term, and applies an activation
function to generate an output. This output is then used as input for the next layer.

2. Compute Loss:
After the forward pass, the network's predictions are compared to the actual target
values, and a loss (or cost) function is calculated. The loss function quantifies how far
off the predictions are from the true values, providing a measure of the network's
performance.

3. Backward Pass (Backpropagation):
Backpropagation is the process of propagating the error backward through the
network to compute the gradients of the loss with respect to the model's
parameters. This involves applying the chain rule of calculus to calculate how much
each parameter contributed to the error. The gradients represent the direction and
magnitude of change needed for each parameter to minimize the loss.

4. Update Parameters:
The computed gradients are used to adjust the model's parameters through an
optimization algorithm, typically gradient descent or one of its variants. The
parameters are updated in the direction that minimizes the loss. The learning rate
controls the size of the steps in this parameter space.

5. Repeat:
Steps 1 to 4 are repeated for a fixed number of iterations (epochs) or until a
convergence criterion is met. During each iteration, the neural network gets better at
making predictions as the parameters are refined to minimize the loss.

Backpropagation enables neural networks to learn from data by iteratively fine-tuning their
parameters. It's a crucial process for supervised learning tasks, allowing the model to adjust
its weights and biases to produce more accurate predictions over time. To prevent issues like
vanishing gradients, various activation functions and regularization techniques are often
used in conjunction with backpropagation. Additionally, deep learning frameworks and
libraries have made it easier to implement backpropagation in practice, making it a
foundational tool for building and training neural networks.

2.2.3.3 Models

2.2.3.3.1 Neural Networks

Neural networks, also known as artificial neural networks (ANNs) or simulated neural
networks (SNNs), are a subset of machine learning and are at the heart of deep learning
algorithms. Their name and structure are inspired by the human brain, mimicking the way
that biological neurons signal to one another.
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Artificial neural networks (ANNs) are a collection of interconnected units or nodes, called
artificial neurons, which are organized in multiple layers, containing an input layer, one or
more hidden layers, and an output layer. Each node, or artificial neuron, connects to another
and has an associated weight and threshold. If the output of any individual node is above
the specified threshold value, that node is activated, sending data to the next layer of the
network. Otherwise, no data is passed along to the next layer of the network.[30]

The goal then of a neural network, also often called a feedforward network, is to
approximate some function f*. For example, for a classifier, y = f*(x) maps an input x to a
category y. A feedforward network defines a mapping y = f (x; 8) and learns the value of
the parameters O that result in the best function approximation.

These models are called feedforward because information flows through the function being
evaluated from x, through the intermediate computations used to define f, and finally to the
output y. There are no feedback connections in which outputs of the model are fed back into
itself. When feedforward neural networks are extended to include feedback connections,
they are called recurrent neural networks, presented in section 2.2.3.3.3.

Feedforward neural networks are called networks because they are typically represented by
composing together many different functions. The model is associated with a directed
acyclic graph describing how the functions are composed together. For example, we might
have three functions f(1), f(2), and f(3) connected in a chain, to form f(x) =
B (2)(f(1)(x))). These chain structures are the most commonly used structures of
neural networks. In this case, f(1) is called the first layer of the network, f(2) is called the
second layer, and so on. The overall length of the chain gives the depth of the model. The
final layer of a feedforward network is called the output layer. During neural network
training, we drive f(x) to match f*(x). The training data provides us with noisy,
approximate examples of f*(x) evaluated at different training points.[31]

Input Layer Hidden Layer Output Layer

N :
a; = f(Til wia) y = g3, wjra;)

Figure 13: A NN with 1 hidden layer. Where, w; is the weight that multiplies the activation from the i-th neuron of the
previous layer to the j-th neuron of the current layer, f is the activation function of the hidden layer and g is the activation
function of the output layer [32]
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2.2.3.3.2 Convolutional neural network

Convolutional neural networks, also known as CNNs, are a specialized kind of neural
network that excels at processing data which has a known, grid-like topology. Examples
include time-series data, which can be thought of as a 1D grid taking samples at regular time
intervals, and image data, which can be thought of as a 2D grid of pixels. The main difference
between CNNs and a simple feedforward neural network is that, in at least one layer of an
CNNs the conventional matrix multiplication is replaced by a convolutional layer.
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Figure 14: CNN architecture in comparison with a typical MLP model [33]

The convolutional layer is the fundamental building block of a CNN model. This layer applies
grid-shaped feature detector filters to the input image, through a mathematical operation,
called Convolution. This procedure is graphically displayed in Figure 15 for the case of a 2-
dimensional grid. Some parameters of a convolutional layer, like the weight values, adjust
during training through the process of backpropagation and gradient descent. However,
there are three hyperparameters which affect the volume size of the output that need to be
set before the training of the neural network begins. These include:

e The number of filters affects the depth of the output. For example, three distinct filters
would yield three different feature maps, creating a depth of three.

e Stride is the distance, or number of pixels, that the kernel moves over the input matrix.
While stride values of two or greater are rare, a larger stride yields a smaller output.

e Zero-padding is usually used when the filters do not fit the input image. This sets all
elements that fall outside of the input matrix to zero, producing a larger or equally sized
output. There are three types of padding:

= Valid padding:
This is also known as no padding. In this case, the last convolution is dropped if
dimensions do not align.

= Same padding:
This padding ensures that the output layer is the same size as the input layer.

= Full padding:
This type of padding increases the size of the output by adding zeros to the
border of the input.[34]
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Figure 15: lllustration of the Convolution Operation for the 2 dimensional case [34]

In Figure 15, it is important to note that during convolution the filter’s weights remain fixed
as it moves across the image, which is also known as parameter sharing. This means that we
need to store fewer parameters, when compared to a simple neural network where every
output unit interacts with every input unit, which both reduces the memory requirements of
the model and improves its statistical efficiency. It also means that computing the output
requires fewer operations. Due to parameter sharing, the layers of convolution neural
network will also have a property of equivariance to translation. It says that if we changed
the input in a way, the output would also get changed in the same way.

A typical layer of a convolutional network consists of three stages. In the first stage, the layer
performs several convolutions in parallel to produce a set of linear activations. In the second
stage, each linear activation is run through a nonlinear activation function, such as the
rectified linear activation function. In the third stage, we use a pooling function to modify
the output of the layer further. The third stage is performed by the pooling layer.

The pooling layer replaces the output of the network at certain locations by deriving a
summary statistic of the nearby outputs. This helps in reducing the spatial size of the
representation, which decreases the required amount of computation and weights. Pooling
helps to make the representation become approximately invariant to small translations of
the input. Invariance to translation means that if we translate the input by a small amount,
the values of most of the pooled outputs do not change. This can be a very useful property if
we care more about whether some feature is present than exactly where it is. For example,
when determining whether an image contains a face, we need not know the location of the
eyes with pixel-perfect accuracy, we just need to know that there is an eye on the left side of
the face and an eye on the right side of the face.

Pooling over spatial regions produces invariance to translation, but if we pool over the
outputs of separately parametrized convolutions, the features can learn which
transformations to become invariant to, as shown in Figure 16.
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Figure 16: Example of how three learned filters and a max pooling unit can learn to become invariant to rotation [31]

There are several pooling functions such as the average of the rectangular neighborhood, L2
norm of the rectangular neighborhood, and a weighted average based on the distance from

the central pixel. However, the most popular process is max pooling, which reports the
maximum output from the neighborhood.[31], [35]
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Figure 17: Example of max pooling operation [35]
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2.2.3.3.3 Recurrent Neural Networks

Recurrent Neural Networks, also known as RNNs, are a class of artificial neural networks
designed for processing sequences of data. They are particularly well-suited for tasks such as
natural language processing, speech recognition, time series prediction, and more. RNNs are
characterized by their ability to maintain a form of memory that enables them to capture
and process information from previous time steps within a sequence, making them
especially powerful for tasks involving temporal dependencies.

Just as convolutional networks can readily scale to images with large width and height, and
some convolutional networks can process images of variable size, recurrent networks can
scale to much longer sequences than would be practical for networks without sequence-
based specialization. Most recurrent networks can also process sequences of variable
length.[31]

RNNs are called recurrent because they perform the same task for every element of a
sequence, with the output being dependent on the previous computations. At its core, an
RNN is a type of neural network with an internal hidden state that is updated at each time
step as it processes a sequence of input data. The architecture of a simple RNN, which is
shown in Figure 18, can be described as follows:

e Input: x(t) is taken as the input to the network at time step t. For example,
x(1), could be a one-hot vector corresponding to a word of a sentence.

e Hidden State: h(t) represents a hidden state at time t and acts as “memory” of the
network. h(t) is calculated based on the current input and the previous time step’s
hidden state: h(t) = f(U *x(t) + W * h(t — 1)). The function f is taken to be a
non-linear transformation such as tanh, ReLU.

e Weights: The RNN has input to hidden connections parameterized by a weight matrix
U, hidden-to-hidden recurrent connections parameterized by a weight matrix W, and
hidden-to-output connections parameterized by a weight matrix V and all these
weights (U, V, W) are shared across time.

e Output: o(t) illustrates the output of the network. At each time step, the RNN
produces an output based on the current hidden state. This output can be used for
various tasks, such as predicting the next item in a sequence or providing a summary
of the entire sequence.[36]
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Figure 18: RNN architecture. (Left) Circuit diagram. The black square indicates a delay of a single time step. (Right) The
same network seen as an unfolded computational graph, where each node is now associated with one particular time
instance [36]

To train an RNN, the network's parameters (i.e., the weight matrices) are optimized to
minimize a specified loss function. This is typically done using backpropagation through time
(BPTT) or gradient descent.

Backpropagation Through Time, also known as BPTT, is a crucial training technique for
Recurrent Neural Networks (RNNs), extending the backpropagation algorithm to handle
sequential data. During the forward pass, the RNN processes the input sequence step by
step, computing hidden states and outputs at each time step. Losses are calculated at each
time step by comparing the predicted outputs with target values. In the backward pass,
starting from the last time step, gradients with respect to model parameters are computed
using the chain rule of calculus and then aggregated over all time steps. These gradients are
used to update the model's parameters with optimization algorithms like gradient descent,
minimizing the average loss across the entire sequence. To manage the computational
burden and address gradient issues, such as the vanishing and exploding gradient problem,
sequences are often truncated, and gradient clipping is employed. While effective for many
sequential tasks, BPTT has limitations in capturing long-range dependencies, for which more
advanced RNN variants like LSTMs and GRUs with gating mechanisms are designed.
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Figure 19: The computational graph used to compute the training loss of a RNN [31]

Long Short-Term Memory networks, also known as LSTMs, are a type of recurrent neural
network (RNN) architecture, introduced by Hochreiter and Schmidhuber in 1997 [37],
specifically designed to address the vanishing gradient problem and effectively capture long-
range dependencies in sequential data. LSTMs comprise memory cells and gated
mechanisms, including the forget (f;), input (i;), and output (o,) gates, which control the
flow of information. The forget gate determines what to retain or discard from the previous
cell state (c;), the input gate calculates candidate values for updating the cell state, and the
output gate governs how much information should be used to compute the hidden state (h;)
at the current time step. LSTMs cell state acts as long-term memory, enabling them to excel
in tasks requiring memory of distant events, such as natural language processing and time
series analysis.

Given a sequence Xy, X5, ..., X¢, ..., Xy, Of vectors of an input sequence of length n, for vector
X, with inputs h;_; and c¢;_4, h; and c; are computed as follows:

fe=0 Wrxy + Ushe_y + bf)
i =0 (Wixy + Uph—1 + b;)
or =0 (Woxe + Upht—1 + by)
u; = tanh(W,x; + U,h,_; + b,)
a=frOcq + i Ou
h: = o, © tanh(c;)
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Figure 20: LSTM architecture [38]

Gated Recurrent Units, also known as GRUs, are a type of recurrent neural network (RNN)
architecture that, like LSTMs, address the vanishing gradient problem while simplifying the
model. GRUs feature gating mechanisms, including an update gate (z;) and a reset gate (1}),
which allow them to control the flow of information within the network. The update gate
determines how much of the previous hidden state to carry forward, while the reset gate
regulates the extent to which the current input should influence the hidden state. This
architecture combines short-term and long-term memory capabilities within a more
streamlined structure, making it computationally efficient and often suitable for tasks
involving sequential data processing, where capturing both recent and distant dependencies
is crucial.

The equations that describe the function of a GRU are the following:
ze =0 (Wyxy + Uyxy + by)
=0 (Wx, + U.xy + by)

u; = tanh(Wyx; + Uy (r: © hi_q) + by)
he =1 —2)Oh1 + 20 u

Although LSTMs and GRUs partially solved the vanishing gradient problem, the passing of
the information through a series of recurrent connections evokes information loss.
Moreover, the inherently sequential nature of recurrent networks makes it hard to do
computation in parallel. A solution to these problems was proposed by Bahdanau et al [39]
in the form of Attention Mechanisms, which will be discussed in section 2.2.3.3.4.
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2.2.3.3.4 Attention Mechanisms

Attention mechanisms in deep learning are a fundamental component that enable models
to focus on specific parts of the input when making predictions or encoding information.
They have been widely used in various applications, including natural language processing,
computer vision, and speech recognition. Attention mechanisms are particularly useful
when dealing with sequences or when you want to give different importance to different
parts of the input data.

An attention mechanism usually has three key components, called the Query (Q), the Key
(K) and the value (V). The query represents what part of the input we are currently
interested in. For each element in the input, we associate a key and a value. The key is used
to measure the similarity between the query and that element, while the value holds the
information we want to focus on. The key/value/query concept is analogous to ideas used in
retrieval systems.

The core idea of an attention mechanism is to calculate a weighted sum of values based on
the compatibility (similarity) between the query and keys. This weighted sum is used to
generate an attended context, which is then combined with the query to produce an output.

In the following table several popular techniques for computing attention are presented. The
symbol s; denotes the predictions, while different W indicate trainable matrices:

Name Alignment score function Citation
Content-base score(s;, h;) = cosine[s;, h;] Graves2014
attention
Additive(*)  score(s;, h;) = v} tanh(W,[s;; h;]) Bahdanau2015
Location- oy ; = softmax(W,s;) Luong2015
Base Note: This simplifies the softmax alignment to only depend on the target

position.
General score(s;, h;) = s, W, h; Luong2015
where W, is a trainable weight matrix in the attention layer.
Dot-Product  score(s;, h;) = s, h; Luong2015
_ hi A i
Scaled Dot score(s;, h;) = Si"ﬁ Vaswani2017

Product(#) o . :
Note: very similar to the dot-product attention except for a scaling factor;

where n is the dimension of the source hidden state.

Figure 21: Ways to compute attention [40]

Self-attention is an attention mechanism that is used within a sequence, where for each
element in the input sequence, the model calculates an attention score with respect to all
other elements in the same sequence. These attention scores determine how much focus
the model should place on each element when producing an output. In this way, it enables
the model to understand contextual information and relationships.
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Rather than only computing the attention once, the multi-head attention mechanism runs
through the scaled dot-product attention multiple times in parallel. The independent
attention outputs are simply concatenated and linearly transformed into the expected
dimensions. Each head operates in parallel and learns distinct patterns and dependencies,
enhancing the model's expressiveness and enabling it to capture complex relationships, as it
allows the model to jointly attend to information from different representation subspaces at
different positions. Whereas, with a single attention head, averaging inhibits this.

MultiHead(Q,K,V) = Concat(head,, ..., head,)W?°
where head; = Attention(QWiQ,KWl-K, vwy)

Where the projections are parameter matrices WiQ, Wl-K, WiV.
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Figure 22: Multi-head scaled dot-product attention mechanism [41]
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2.2.4 Evaluation Metrics

Evaluating the performance of a machine learning model is crucial to ensure its effectiveness
and reliability. Different types of machine learning models require different evaluation
metrics to assess their performance accurately. This section delves into a comprehensive
overview of common evaluation metrics used for classification.

Most metrics rely on the definition of true positives (TP), true negatives (TN), false positives
(FP), and false negatives (FN) which are terms used to evaluate the performance of a
machine learning model in distinguishing between multiple distinct categories.

e True Positive (TP)
A true positive occurs when the model correctly predicts that an instance belongs to
a particular class (positive class). For instance, in a multiclass classification task of
identifying different types of flowers, a TP would be a case where the model
correctly identifies a rose as a rose.

e True Negative (TN)
A true negative occurs when the model correctly predicts that an instance does not
belong to a particular class (negative class). In the flower classification example, a TN
would be a case where the model correctly identifies a sunflower as not being a rose.

e False Positive (FP)
A false positive occurs when the model incorrectly predicts that an instance belongs
to a particular class (positive class) when it actually belongs to a different class. In the
flower classification scenario, an FP would be a case where the model mistakenly
identifies a tulip as a rose.

e False Negative (FN)
A false negative occurs when the model incorrectly predicts that an instance does
not belong to a particular class (negative class) when it actually belongs to that class.
In the flower classification example, an FN would be a case where the model wrongly
classifies a rose as a tulip.

Some of the most common metrics used for multiclass classification are:

e Accuracy
Accuracy measures the proportion of correct predictions made by the model. It is
calculated by dividing the number of correctly predicted instances by the total
number of instances.
TP+TN

TP+TN+ FP+FN

Accuracy =

e Confusion Matrix

The confusion matrix shows the number of observations belong to each class in
actual data and predictions.
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Multiclass Confusion Matrix

Predicter

Figure 23: Example of a multiclass confusion matrix [42]

Precision

Precision measures the proportion of correct positive predictions among all

predicted positives. It is calculated by dividing the number of true positives by the

sum of true positives and false positives. Precision focuses on avoiding false

positives, ensuring the model's high confidence when predicting positive instances.
TP

p . . —
recision —TP T FP

Recall
Recall measures the proportion of actual positives that were correctly identified by
the model. It is calculated by dividing the number of true positives by the sum of true
positives and false negatives. Recall focuses on avoiding false negatives, ensuring the
model captures the majority of actual positive instances.

TP

Recall = TP+—FN

F1 score

The F1 score is a harmonic mean of precision and recall, providing a balanced
measure of both. It represents the overall classification accuracy considering both
the precision and recall aspects. F1 score is particularly useful when both false
positives and false negatives have significant consequences.

_ 2 X Recall X Precision

Recall + Precision
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Chapter 3. Related Work

The classification of sleep stages is a critical task in the field of sleep medicine, as it provides
valuable insights into a person's sleep patterns and overall health. Accurate and efficient
sleep stage classification is essential for diagnosing sleep disorders and optimizing treatment
plans. In recent years, there has been a growing interest in applying machine learning
techniques to automate and enhance the accuracy of sleep stage classification. This related
work section provides a comprehensive overview of the existing research in this domain,
highlighting the key approaches, methodologies, and advancements that have contributed
to the development of automated sleep stage classification systems.

3.1 Unimodal Approaches

A large part of the literature on automatic sleep stage scoring utilizes only a single modality
to perform the classification task. Usually, these approaches perform the classification task
based only on raw single-channel EEG timeseries as input.

In Supratak et al., 2017 [3] the authors proposed DeepSleepNet, a model for automatic sleep
stage scoring based on raw single-channel EEG. DeepSleepNet utilizes Convolutional Neural
Networks to extract time invariant features, and bidirectional-Long Short-Term Memory to
learn transition rules among sleep stages automatically from EEG epochs. In order to
effectively train the model and to prevent it from suffering due to the class imbalance
problem often present in a large sleep dataset. The algorithm first pre-trains the
representation learning part of the model and then fine-tunes the whole model using two
different learning rates. They evaluated their model using different single-channel EEGs (F4-
EOG(Left), Fpz-Cz and Pz-Oz) from two public sleep datasets, that have different properties
(e.g., sampling rate) and scoring standards (AASM and R&K). The results showed that
DeepSleepNet achieved similar overall accuracy and macro F1-score (MASS [43]: 86.2%-81.7,
SleepEDF [44]: 82.0%-76.9) when compared to the contemporary state-of-the-art methods
on both datasets. This demonstrated that, without changing the model architecture and the
training algorithm, the model could automatically learn features for sleep stage scoring from
different raw single-channel EEGs and from different datasets without needing any hand-
engineered features.

In Phan et al., 2018 [45] the authors used time-frequency image features extracted from the
raw EEG signals after applying STFT and then frequency smoothing them though a learned
DNN filter. Their model consists of a simple CNN whose convolutional layer is able to support
convolutional kernels with different sizes, and is therefore, capable of learning features at
multiple temporal resolutions. In addition, the 1-max pooling strategy is employed at the
pooling layer to better capture the shift-invariance property of EEG signals. They
demonstrated that their proposed 1-max pooling CNN performs comparably with the very
deep CNNs in the literature on the SleepEDF dataset [44] and that by preprocessing the
time-frequency image features with the learned filter bank before presenting them to the
CNN leads to significant improvements on the classification accuracy.

In Phan et al., 2019 [46] the authors tackle the task of automatic sleep staging as a
sequence-to-sequence classification problem that receives a sequence of multiple epochs as
input and classifies all of their labels at once. To achieve this, they proposed a hierarchical
recurrent neural network named SeqgSleepNet. The network consists of a filter bank layer
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tailored to learn frequency-domain filters, an attention-based recurrent layer designed for
short term sequential modeling and a recurrent layer placed on top of the learned epoch-
wise features for long-term modeling of sequential epochs. The classification is then carried
out on the output vectors at every time step of the top recurrent layer to produce the
sequence of output labels. Their proposed method achieved a macro F1l-score of 83.3 on the
MASS dataset [43].

In Eldele et al., 2021 [1] the authors proposed an attention-based architecture called
AttnSleep to classify sleep stages using single channel EEG signals. The core of the
architecture forms a multi-resolution convolutional neural network which is used to extract
low and high frequency features. They also use a temporal context encoder that leverages a
multi-head attention mechanism to capture the temporal dependencies among the
extracted features. AttnSleep achieved a macro F1 score of 78.1 on the SleepEDF-78 dataset
[44].

In Phan et al., 2022 [47] the authors proposed SleepTransformer, a sequence-to-sequence
sleep-staging model based on the transformer backbone that offers interpretability of the
model’s decisions at both the epoch and sequence level. They also proposed a simple
entropy-based method to quantify uncertainty in the model’s decisions. SleepTransformer
achieved a macro Fl-score of 74.3 on the SleepEDF-78 dataset [44].

3.2 Multivariate and Multimodal Approaches

In Chambon et al., 2018 [48] the authors introduced the first deep learning approach for
sleep stage classification, that exploits all multivariate and multimodal polysomnography
(PSG) signals (EEG, EMG, and EOG). For each modality, the first layer learns linear spatial
filters and the last layer feeds the learnt representation to a softmax classifier. Their study
reveals that a good tradeoff for optimal classification performance measured with balanced
accuracy is to use 6 EEG with 2 EOG (left and right) and 3 EMG chin channels.

In Jia et al.,, 2020 [49] the authors proposed SleepPrintNet to capture the SleepPrint in
physiological time-series, which represents the complementarity among different features of
EEG and discriminative features from other modalities in different sleep stages. In order to
achieve this, it considers information from EEG signals in the time-domain, frequency-
domain, and spatial-domain, while also having different feature extractors for EEG, EOG and
EMG signals. SleepPrintNet thus consists of an EEG temporal feature extraction module, an
EEG spectral-spatial feature extraction module for the temporal-spectral-spatial
representation of EEG signals, and two multimodal feature extraction modules including
EOG and EMG feature extraction module. SleepPrintNet achieved a macro Fl-score of 84.3
in the MASS-SS3 dataset [43].

In Duan et al., 2021 [50] the authors proposed an automatic sleep staging network model
based on data adaptation and multimodal feature fusion using EEG and electrooculogram
(EOG) signals. 3D-CNN is used to extract the time-frequency features of EEG at different time
scales, and LSTM is used to learn the frequency evolution of EOG. The nonlinear relationship
between the high-level features of EEG and EOG is fitted by a deep probabilistic network.
This approach achieved a macro Fl-score of 86.0 on the SleepEDF-20 dataset [44].

In Yubo et al., 2022 [51] the authors introduced MMASIeepNet a multimodal attention
network to extract, perceive and fuse multimodal features of electrophysiological signals.
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The MMASleepNet has a multi-branch feature extraction (MBFE) module followed by an
attention-based feature fusing (AFF) module. In the MBFE module, branches are designed to
extract multimodal signals’ temporal and spectral features. Each branch has two-stream
convolutional networks with a unique kernel to perceive features of different time scales.
The AFF module contains a modal-wise squeeze and excitation (SE) block to adjust the
weights of modalities with more discriminative features and a Transformer encoder (TE) to
generate attention matrices and extract the inter-dependencies among multimodal features.
MMASIleepNet achieved a macro F1-score of 77.6 on the SleepEDF-78 dataset [44].

3.3 Self-supervised Approach

In Banville et al., 2021 [52] the authors investigated self-supervised learning (SSL) to learn
representations of EEG signals. Specifically, they explored two tasks based on temporal
context prediction as well as contrastive predictive coding on two clinically relevant
problems: EEG-based sleep staging and pathology detection. Their results suggest that self-
supervision may pave the way to a wider use of deep learning models on EEG data, and that
linear classifiers trained on SSl-learned features consistently outperformed purely
supervised deep neural networks in low-labelled data regimes while reaching competitive
performance when all labels were available.

In Xiao et al. 2021 [53] the authors propose SleepDPC, a novel sleep stage classification
algorithm based on SSL. By incorporating two dedicated predictive and discriminative
learning principles, SleepDPC discovers underlying semantics from raw EEG signals in a more
efficient manner. The experimental results show that the proposed SleepDPC method not
only learns meaningful representations but also produces superior performance versus
various competing methods despite limited access of labeled data.

In Eldele et al., 2023 [54] the authors evaluate the efficacy of SSL to boost the performance
of existing SSC models in the few-labels regime. This paper conducts a thorough study on
three SSC datasets, and finds that, in many cases, fine-tuning the pretrained SSC models
with only 5% of labeled data can achieve competitive performance to the supervised
training with full labels.
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Chapter 4. Methodology

4.1 Data

411 Dataset

To evaluate the proposed model in both the full and the reduced-label regimes experiments
were conducted using the publicly available SleepEDF dataset [44]. The SleepEDF-78 dataset
is the 2018 version of the Sleep-EDF Expanded dataset, it contains 153 Sleep Cassettes which
were obtained in a 1987-1991 study of age effects on sleep in healthy Caucasians aged 25-
101, without any sleep-related medication. Two PSGs of about 20 hours each were recorded
during two subsequent day-night periods at the subjects’ homes, except subjects 13, 36, and
52 whose one recording was lost due to device failure. Subjects continued their normal
activities but wore a modified Walkman-like cassette-tape recorder. Manual scoring was
done by sleep experts according to the R&K standard [7], but based on Fpz-Cz/Pz-Oz EEGs
instead of C4-A1/C3-A2 EEGs, as suggested by [55]. Each 30-second PSG epoch was labeled
as one of eight categories {W, N1, N2, N3, N4, REM, MOVEMENT, UNKNOWN}.

The SleepEDF-20 dataset is a smaller version of the SleepEDF-78 dataset consisting of 20
subjects aged 25-34.

4.1.2 Data Preprocessing

The dataset was preprocessed following the practices presented in Phan et al., 2022 [2]. To
be precise, sleep stages N3 and N4 were merged into a single stage N3, while MOVEMENT
and UNKNOWN epochs were ignored. Fpz-Cz EEG and ROC-LOC EOG timeseries sampled at
100 Hz were used from which time-frequency representation, using the log magnitude
spectrum from the Short-Time Fourier Transform (STFT), were also extracted. Additionally,
the dataset is split into five folds by subject and the experiments are performed using 5-fold
subject-wise cross-validation, in order to evaluate the model in a subject-independent
manner that offers better insights into the model’s ability to generalize [56].

For the purposes of testing the model under a low-label scenario, we extract 5 additional
datasets from the preprocessed training data where we maintain only 1, 5, 10, 50 or 75
percent of the original labels.

4.2 Supervised Model

Given a training set {X,,}¥_, of size N where x; = {(xl-ts,xl-tf),yi} represents the i-th

sample from the training set. In the above training sample x;,. € R“*L and Xi,, € RTXFxC

where C = 2 is the number of channels used (EEG and EOG), L = 3000 is the length of the
timeseries, T = 29 is the number of time frames in the time-frequency image and F = 128
is the number of frequency bins extracted, represent the 2-channel 30-second raw EEG and
EOG timeseries sampled at 100Hz and the time-frequency image extracted from those
timeseries, respectively.

The architecture of MMSleepNet is illustrated in Figure 24. The network extracts
embeddings from the raw timeseries signal using a Dual Kernel CNN Encoder architecture
inspired from the AttnSleep model [1]. The encoder uses a two-branch CNN architecture,
with a different kernel size per branch, to extract features from the 30-second EEG and EOG
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signals. To be precise, it extracts high-frequency features by utilizing the small kernel
network and low-frequency features by performing convolutions with the wide kernel. This
multi-resolution approach aims to improve the quality of the extracted features since
different sleep stages are characterized by different frequency ranges [57]. The extracted
features from the different frequency bands are unified using a multi-head attention
mechanism.
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Figure 24: Architecture of MMSleepNet

The time-frequency representations of the signals are handled via an attentive LSTM block
which is composed of a bidirectional LSTM encoder with a multi-head attention mechanism
being used to improve the generated context vector. This combination addresses the
limitations of LSTMs by enhancing the model's ability to capture global dependencies,
improving information flow, and enhancing the processing of long sequences.

The two outputs from the raw signal and time-frequency image encoders are then combined
into a single representation using multi-head attention and the resulting representation for
the 30-second signals is fed to another attentive LSTM block whose output is used to extract
the class predicted by the model.
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4.3 Self-Supervised Algorithms

To evaluate the performance of the proposed model in low-label scenarios four Self-
Supervised Learning (SSL) algorithms which are used to adjust the starting weights of the
feature extractors, namely the dual kernel and attentive LSTM encoders, during a pretraining
phase using the raw signals in the dataset without utilizing the corresponding labels.
Following this, the entire model is fine-tuned using the reduced-label data in an end-to-end
manner. Specifically, the weights of the feature extractors are set to those that resulting
from the above pretraining with the SSL algorithms and are then frozen for the a few epochs
to allow for the randomly initialized weights of the rest of the models to be updated without
the potentially large losses leading to large unnecessary updates to the pretrained weights.
Following this initial period, the pretrained weights are unfrozen and allowed to be updated
with the rest of the model.

Self-supervised Learning Algorithms
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Figure 25: Self-supervised learning algorithms [54]

The four SSL algorithms used are adopted from Eldele et al., 2023 [54]. Namely:

1. ClsTran: Classifying Transformations is an auxiliary classification task, in which, first,
some transformations are applied to the input signal and then, an automatically
generated pseudo label is associated with each transformation. Finally, the model is
trained to classify the transformed signals based on these pseudo labels.

2. SimCLR: Simple framework for Contrastive Learning of Visual Representation, as it is
presented in Chen et al., 2022 [58], is a contrastive SSL algorithm that relies on data
augmentations to learn invariant representations. It consists of four major
components. The first is data augmentations, which are utilized to generate two
correlated views of the same sample. The second is the feature extractor network
that transforms the augmented views into latent space. The third is the projection
head, which maps the features into a low-dimensional space. The fourth is the NT-
Xent loss, which aims to maximize the similarity between an anchor sample with its
augmented views while minimizing its similarity with the augmented views of the
other samples within the mini-batch.

3. CPC: Contrastive Predictive Coding, as it is presented in Oord et al., 2019 [59], is a
predictive contrastive SSL approach that learns representations of timeseries signals
by predicting the future timesteps in the embedding space. To do so, the feature
extractor first generates the latent feature embeddings for the input signals. Next, an
autoregressive model receives a part of the embeddings, i.e., the past timesteps,
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then generates a context vector and uses it to predict the other part, i.e., the future
timesteps. CPC deploys a contrastive loss such that the embedding should be close to
positive future embeddings and distant from negative future embeddings. CPC
showed improved downstream performance in various time-series and speech
recognition-related tasks, without the need for any data augmentation.

4. TS-TCC: Time-Series representation learning via Temporal and Contextual
Contrasting, as it is presented in Eldele et al., 2021 [60], is yet another contrastive SSL
approach for time-series data. TS-TCC relies on strong and weak augmentations to
generate two views of an anchor sample. Next, the feature embeddings of these
views are generated. Next, like CPC, a part of the embeddings of each view is sent to
an autoregressive model to generate a context vector. Then, the context vector
generated for one augmented view is used to predict the future timesteps of the
other augmented view with a contrastive loss. Therefore, it pushes the embeddings
of one augmented view to the positive future embeddings of the other augmented
view, and vice versa. In addition, it leverages the NT-Xent loss (Eg. 1) to maximize the
agreement between the context vectors of the same sample, while maximizing it
within the contexts of other samples.

4.4  Evaluation

To evaluate the performance of the proposed supervised learning model we compare the
performance of the model on the SleepEDF-20 dataset with three baseline models. Namely,
the baseline models chosen are:

e AttnSleep [1]: This model starts with a feature extraction module based on multi-
resolution convolutional neural network (MRCNN) and adaptive feature recalibration
(AFR) that models the inter-dependencies between the features. The second module
is the temporal context encoder (TCE) that leverages a multi-head attention
mechanism to capture the temporal dependencies among the extracted features.

e XSleepNet [2]: This model is capable of learning a joint representation from both raw
signals and time-frequency images. Since different views may generalize or overfit at
different rates, the proposed network is trained such that the learning pace on each
view is adapted based on their generalization/overfitting behavior. The Fpz-Cz EEG
and ROC-LOC EOG signals were used. Uses a sequence-to-sequence architecture.

e DeepSleepNet [3]: This model exploits a custom CNN architecture followed by an
LSTM with a residual connection for sleep stage classification.

To evaluate the performance of the models on a per-class basis precision (PR), recall (RE) and
f1 (F1) metrics are used, while for evaluating the overall performance of the model across all
classes the accuracy (Acc), macro-averaged Fl-score (MF1) and Cohen’s Kappa (k) [61]
metrics are used.

For the full-label scenario, experiments were conducted using the SleepEDF-20 dataset in
two common ways found in the literature. Specifically, (1) only in-bed parts of the recordings
were used as recommended in [62], (2) 30 minutes of data before and after in-bed parts
were included in the experiments following the recommendation in [3], denoted as
SleepEDF-20 (30 min).

For the reduced-label scenario, experiments were conducted using the SleepEDF-20 (+30
min) dataset with only some of the labels being available in the training set used.
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Chapter 5. Experiments

5.1 Implementation Details

To extract the time-frequency input as mentioned in 4.1.2 the EEG and EOG timeseries
belonging to a 30-second PSG signal segment sampled at 100 Hz where split into two-second
windows with 50 percent overlap, weighted by a Hamming window and transformed to the
frequency domain using a 256-point Fast Fourier Transform (FFT). The log-amplitude
spectrum was then extracted to create the time-frequency image used which was first
normalized to have zero mean and unit standard deviation. This produced an image per
channel x € RT*F with F = 128 frequency bins and T = 29 time points which were then
concatenated to produce a singe x € R29%2%6 input feature. The preprocessing steps where
performed using Matlab following the methodology given in Phan et al., 2022 [2].

The model was developed and tested using PyTorch 2.1.2 and training was executed on a
GeForce GTX 1660 Ti GPU. Subject-wise 5-fold cross-validation was used by dividing the
subjects of each dataset into 5 groups. A validation set was left out to evaluate our model
during training.

During evaluation under the reduced-label scenarios a percentage of the training set
samples had their associated labels removed. Additionally, model training is split into three
distinct stages. First, the feature encoders of the model, namely the dual kernel encoder and
attentive LSTM encoder, are pretrained using the specified SSL algorithm. The entire model
is then fine-tuned with the feature extractors starting with the model weights they had
received during the previous stage, while the rest of the model is initialized with random
weights. During fine-tuning the pretrained feature extractor weights are initially frozen to
avoid large loss values caused by the random initialization of the rest of the model resulting
in large changes to their values early on in the training process. The pretrained weights are
then unfrozen and their learning rate is set to the same as that of the rest of the model. The
SSL algorithms are configured following the implementation presented in Eldele et al., 2023
[54].

The duration of training under the fully supervised regime is set to 40 epochs. When training
under the reduced-label regime pretraining is done for 40 epochs, fine tuning with frozen
pretrained weights for 10 epochs and fine tuning with the whole model unfrozen is done for
another 40 epochs.

For all experiments the network weights were optimized using the AdamW optimizer [63]
with an initial learning rate of 0.001. Cross-entropy loss was adopted as the training
objective and a minibatch size of 128 was used during training.
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5.2 Results

5.2.1 Full-Label Scenario

The confusion matrices that demonstrate the performance of MMSleepNet on the
SleepEDF-20 and SleepEDF-20 (30 min) datasets are shown in Figure 26 and Figure 27
respectively. Rows and columns represent the ground truth and predicted results
respectively for each class. The numbers in the diagonal thus represent the correctly
classified samples, while off-diagonal entries represent wrong predictions.

From the given figures, it can be observed that while most samples are correctly classified
the model has the most difficulty in identifying correctly the N1 stage, which has the fewest
samples. From comparing Figure 26 with Figure 27 it can be noted that the addition of 30
minutes of wake time before and after sleep results in better overall classification
performance for most classes and especially so for the W class. This is to be expected as the
additional samples added to the awake stage repair some of the class imbalances present in
this dataset and allow the model to be much more accurate in identifying the W stage.

- 4000
W
- 3500
- 3000
N1
2500
T
©
o N2 2000
2
P_
1500
N3
1000
REM 500
0

W M1 M2 M3 REM
Predicted label

Figure 26: Confusion Matrix on SleepEDF-20 Dataset
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Figure 27: Confusion Matrix on SleepEDF-20 (+30 min) Dataset

The performance of the model across three evaluation metrics, namely precision (PR), recall
(RE) and F1-score (F1), on the SleepEDF-20 and SleepEDF-20 (30 min) datasets are shown in
Table 1 and Table 2 respectively. In Table 2 we can also see the comparison between
MMSleepNet, AttnSleep [1], DeepSleepNet [3].

From the provided tables, it can be observed that, especially for the W stage, the addition of
30 minutes of extra wake time in SleepEDF-20 (+30 min) results in significantly better results
across most metrics. Furthermore, MMSleepNet seems to outperform AttnSleep [1] and
DeepSleepNet [3] particularly when it comes to classification of the W and N1 stages.

Table 1: Per-class Performance Metrics on SleepEDF-20 Dataset

MMSleepNet
PR RE F1
W 81.9 83.2 81.9
N1 54.3 39.1 44.4
N2 86.9 87.6 86.6
N3 82.5 86.0 83.1
REM 76.8 83.9 79.2
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Table 2: Per-class Performance Metrics on SleepEDF-20 (+30 min) Dataset

MMSleepNet AttnSleep [1] DeepSleepNet [3]
PR RE F1 PR RE F1 PR RE F1
w 94.3 92.0 93.0 89.6 89.7 89.7 86.0 83.4 84.7

N1 57.9 51.5 53.4 47.1 39.1 42.8 43.5 50.1 46.6
N2 89.3 88.2 88.6 89.1 88.6 88.8 90.5 81.7 85.9
N3 85.9 81.2 82.1 80.7 89.8 90.2 77.1 94.2 84.8
REM 76.1 87.3 81.0 76.1 82.2 79.0 80.9 83.9 82.4

Table 3 compares MMSleepNet with methods developed in previous studies. The evaluation
of overall performance is done by accuracy (Acc), Cohen’s kappa (k), and macro Fl-score
(MF1), and evaluating the performance of each class with Fl-score. The results show that
MMSleepNet outperforms AttnSleep [1] and DeepSleepNet [3], while achieving similar
results to XSleepNet [2].

Table 3: Performance Comparison with Previous Methods

Overall metrics Per-class F1-Score
Dataset Model Acc K MF1 W N1 N2 N3 N4

MMSleepNet 816 0.73 75.1|819 444 86.6 83.1 79.2

AttnSleep [1] - - - - - - - -

XSleepNet [2] 833 0.76 77.3 - - - - -
DeepSleepNet [3] | 80.8 0.74 74.2 - - - - -

SleepEDF-20

MMSleepNet 85.7 0.82 79.6 |93.0 53.4 88.6 821 81.0

AttnSleep [1] 84.4 079 78.1|89.7 426 88.8 90.2 79.0

XSleepNet [2] 86.4 0.81 80.9 - - - - -
DeepSleepNet [3] | 81.9 0.76 76.6 | 86.7 455 85.1 83.3 82.6

SleepEDF-20 (30 min)
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5.2.2 Reduced-Label Scenario

The confusion matrix that demonstrates the performance of MMSleepNet on the SleepEDF-
20 (+30 min) dataset under a reduced-label scenario where only 10% of the labels were left
in the training set is shown in Figure 28. From the given figure it can be observed that the
supervised model’s performance has deteriorated significantly when compared to the
corresponding full-label scenario presented in Figure 27.

The confusion matrices that result from the fine-tuned supervised model following
pretraining with the various SSL algorithms tested are shown in Figure 29. From the
produced matrices it can be observed that SSL pretraining resulted in significant changes in
model performance across most classes and algorithms. A particularly interesting result is
that all SSL algorithms seem to have produced worst results when it comes to accuracy for
the least represented classes in the dataset, namely N1 and N3, when compared to the
supervised model without pretraining. However, most of them demonstrate improved

accuracy in classifying samples from the most highly represented classes, namely W, REM
and N3.
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Figure 28: Confusion Matrix of supervised model on SleepEDF-20 (+30 min) Dataset With 10% of the Labels
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Figure 29: Confusion Matrix after pretraining MMSleepNet with various SSL algorithms on SleepEDF-20 (+30 min) Dataset With 10% of the Labels
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In Table 4 performance in both the overall metrics chosen for evaluation and the per-class
F1-score is compared between the supervised model without pretraining and the fine-tuned
model following pretraining with the corresponding SSL algorithm. In all cases the SleepEDF-
20 (+30 min) dataset with 10% of the labels remaining was used.

From the provided table it can be noted that pretraining has significant influence on the end
results of the supervised model across most metrics. From the per-class results it can be
observed that the influence of the SSL algorithm pretraining affects the classification results
of all classes.

The results demonstrate that the choice of SSL algorithm is of monumental importance.
When the wrong algorithm for the problem is used, it can lead to significant deterioration of
model performance, while when a more appropriate algorithm is applied it can result in
important improvements to the predictive capabilities of the resulting model.

On this reduced-label dataset the best results are yielded when pretraining with the CPC SSL
algorithm. The possible reason for this result is that this algorithm relies on predicting the
future timesteps in the latent space, which allows the feature encoders to learn about
temporal features in the EEG and EOG data which are useful for improving classification
performance in this particular problem.

Table 4: Performance of fine-tuned MMSleepNet after pretraining with various SSL algorithms on SleepEDF-20 (+30 min)
Dataset With 10% of the Labels

Overall metrics Per-class F1-Score
Algorithm Acc K MF1 W N1 N2 N3 REM
Supervised 65.7 0.56 57.4 82.5 23.9 733 71.3 49.8
ClsTran 60.6 0.48 49.9 73.8 16.6 72.7 68.5 36.5
SimCLR 63.2 0.53 54.8 81.1 21.2 74.0 60.2 47.4
CPC 71.4 0.62 57.4 84.7 30.6 79.0 67.6 56.1
TS-TCC 56.4 0.34 31.6 60.0 5.8 64.4 49.2 28.5
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Chapter 6. Conclusions

6.1 Discussion

In this diploma thesis we proposed MMSleepNet for automatic sleep stage classification
based on multichannel PSG signals including EEG and EOG in both the time and frequency
domain. The model consists of two feature extraction modules, one for extracting features
from the timeseries signals and one for the time-frequency images. The former consists of a
dual kernel CNN encoder which utilizes two CNNs with different kernel sizes to extract
information from the signals at different frequency ranges and then fuses the results to
produce a single embedding that encapsulates information across the frequencies
examined. The latter is comprised of an attentive LSTM which extracts information directly
from the time-frequency images by considering every column of the image as the input
vector for the corresponding time step. The resulting embeddings from the feature
extractors are then fused and propagated to another attentive LSTM which produces a single
prediction for the 30-second input signals. The proposed model demonstrated promising
results across various evaluation metrics when compared to previous methods using either
single-channel or multi-channel inputs on the SleepEDF-20 dataset.

Additionally, we evaluated the performance of the proposed model under a low-label
scenario and performed pretraining of the model with various self-supervised algorithms to
examine if this would lead to improvements in the resulting performance when the now
pretrained model was fine-tuned with the few labeled samples in the dataset. We
demonstrated that many of the self-supervised algorithms used show promise in improving
the performance of the model in this label-scarce scenario.

6.2 Future Work

There are several ideas whose potential can be further explored for improving automatic
sleep stage classification performance:

e Different methods for feature fusion both across the time and frequency modalities
used in the model and within the dual kernel encoder module could be explored.

e Additional PSG channels, such as Pz-Oz EEG, could be added to test if they will
further increase classification performance.

e The performance of the proposed model could be tested on additional sleep stage
classification datasets.

e Preprocessing methods could be tried that attempt to correct for the inherent class
imbalance present in the dataset.

e Additional self-supervised learning algorithms could be evaluated.
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