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IMepiAndm

Me v eu@dvion vEwv TevoroyL)Y amodrixeuong Se8oUEvmy UYNAGY anoddcewy,
onwe ot ultra-low latency SSDs xow oo NVMe cuoxeuég amodnxeuorng, elvar duvaty
n ohoxApwaon dodxactdv 1/O e ypdvoug tne T8ENg TV UixpodeuTEpOAéTTLY. e
Tétola LPNAY enidoor), To npocTéuEvo x6cTOC and TN oTolfBa anodxevong Tou Tu-
efjvar linux €yet yiver onuavtindg mopdyoviog 6T xaduoTERNOT OAOXAHPWONS TOVY
AertoupYloy apyeiny. Emniéov, xadng ol cuoxeuvéc anodrixeuong yivoviar axdun mo
YEYYOPES, TO OYETNO XOGTOS TOU TUETVAL avaEvETHL VoL eTLdEVeUEL. T'o yeyovog autod
AmOTEAEL XIVNTEO Yiol VoL ETAVEEETAGOUUE TOV TEOTO TIOL O TUEHVAC SlaryetplleTan Tig
Aertovpyiec opyelwv I/O xou va Bpolue véouc tpdTouC Yl TN pelwon tou xbotoug
TOL.

SUyXEXQUEVA, 0 OTOY0C TNE ToPOUCUS SIMAWUATIXAC epyaoiog elvar vo e€eTdoel
N oto{Ba anovrxcuong Tou Tuprva linux xo vo emxevipwdel o éva Wwitepa xplot-
uo otouyelo, Tnv Page Cache, xou tov tpén0o ye Ttov omoio emnpedlet tnv amddoon
Tou cvoThuatog. Koatd Bdorn, e€etdooye ) mpoondiewa tng Page Cache vo Behti-
OOEL TNV AmdBOCT TOU CUCTHUATOS PERVHVTIS Bedouéva Tpotol {ntnidody yéow Tou
unyoviouol Read-Ahead mou €yel wg 0toy0 Ty adinomn twv T0G0GTOV EUCTOY UG
me. Emmiéov, e€etdoope tny anoteAeopatixdTnTd TN o€ diepyaoieg mou eugavilouy
OELPLXd TTROTUTIAL TEOGBUONE XAVMDE XL TOUG TERLOPLOUOUE GTNY AmddOCT TNG OTAY
eugaviCovton diepyaoieg Pe mo TOAUTAOXO TEOTUTA TEOCPUOTC. L TA XEPHANLA TOU
oaxohoudoly, Yo TOPOUCIACOUUE Lol VEO ETavVac TaTixT| Teyvohoyia, to eBPF, xaddc
XU TO WG UTopel Vo yenoylomoinVel yia TNV avantuén evog epyoheiou mou Yo ah-
AEEEL TN CUUTERLPOPA TOU TUEN VAL LUYXEXPHIEVAL, Vol TUPOVCLIGOUNE €Vl VEO EQYUAELD
Tou €youde avanTOEEL, EXPETOAAEUOUEVOL TNV TEYVOAOY(X QUTY], TOU EMTEENEL GTOUG
yeroteg va xadopicovv mota dedouéva Yo tpoctedolv oty Page Cache, mpooop-
uolovtag étol o wotlBo mpdcBacng TN OTIC AVAYXES TWV EQUPUOYWY Touc. Télog,
Yo EMONUAVOUUE ToL OPEAT) TNG EXPETAAAEUCTC TOU VEOU gpyaheiou pog Uéow obvie-
v Soxipdy e ) Bordeio tou epyodeiou FIO yio tic Aettoupyiec apyeilwy read()
xou mmap(), 6nwe enione xat 10 TS unopel va ypnotporomndel yior vor BeATidoeL Ty
enldoon eVOC TPOYEUUUATOS OE TEAYUATIXG TERYSAANOY X0 CUYXEXPWEVA TNV UEV0dO
snapshotting tou Firecracker.

AéZeg-KAedid: muprvag tou Linux, yopog yeroty, yweog muprva, Page Cache,
eBPF, FIO, read, mmap, firecracker, snapshotting



Abstract

With the advent of new high performance storage technologies, such as ultra-
low latency SSDs and NVMe storage devices, it is feasible to achieve I/O latencies
at the scale of microseconds. At such high performance, the overhead introduced by
the linux kernel storage stack has become a significant contributor to file operations
latency. As storage devices become even faster, the kernel’s relative overhead is
going to worsen. This motivates us to reexamine the way the kernel handles file
operations and find new ways to reduce its software overhead.

Specifically, the objective of this Diploma thesis is to examine the linux kernel
storage stack and especially focus our attention on a crucial component, the Page
Cache, and its impact on system’s performance. Mainly, we delve into the effort
made by the Page Cache to improve system’s performance by pre-fetching data
through the Read-Ahead mechanism in order to achieve high cache hit ratios.
Additionally, we examine its effectiveness in sequential access patterns and its
limitations in more complex access patterns. In the following Chapters, we will
introduce a new revolutionary technology, the eBPF, and how it can be utilized
to develop a tool that will alter the kernels behavior. In essence, we will present
a new tool that we’ve developed, by leveraging this new technology, that will
allow users to define what data will be added to the Page Cache and thereby how
to customize the Page Cache fetching pattern to align it with the needs of their
userspace applications. Finally, we will illustrate the benefits of exploiting our new
tool through synthetic FIO benchmarks for read() and mmap() file operations and
additionally we will provide insights on how it can benefit a real case scenario,
specifically the firecracker’s snapshotting method.

Keywords: Linux Kernel, Userspace, Kernel Space, Page Cache, eBPF, FIO,
read, mmap, firecracker, snapshotting






Euvyapiotieg

H nopoloa dimhopatiny| epyacio exmovidnxe oto Epyaocthplo TrmohoyloTixmy
Yvotnudtwy e Xyoric Hiextpohdywyv Mnyovixdyv xou Mnyovixodv Trnoloyio oy
Tou Edvixol Metodfou IToduteyveiou und tny eniBredmn tou Avaminpewt Kodnynt
Fewpyiouv I'voduo. Apyxd hoimov, Yo el va euyaploThow tov x.I'xobua yio Ty
guxoLElol TOL POV EDWOE VoL EXTTIOVAGL T DITAWUTIXT HOU EQYUGIN GTO CUYXEXQULEVO

EpYOCTHRLO.

H exnévnon tng dimdopoatixic authc anotehel éunvevorn g Metaddaxtopixol
Eepeuviitptag Xhong ANBéptng. Oa Aleda va euyoplo Thow Wlantépwe T XAom omwg
xan Toug Metadidaxtopiole Egeuvntéc Anurten Moxadpa, Ytedto Wwuaddrn xo
Xpnoto Katoaxiden mou etyav pla dplotn cuvepyaoio palt pou xau ye Boriinoay otnv
oloxhipwon TNe dimhwpatixic pou epyaociac. Tooo n cuveyy| Toug xadodrynon xou
Ol TOAUTIIES YVWOELS TIOL UOU TORELY oY 660 xou To evOLlapépoy, 1 evildppuvar, o oe-
Boouds xou 1 UTOUOVY| TOU Yo €8elgay PETETEEPOY TN BITAWUATIXY Uou gpyacio o€
Lol TTROY LTINS, OTIAVLOL EUTELQLAL.

Enlong, emPdiietar vo euyaploTiow OAOUC Jou Toug GIAouUC UE Toug omoloug
HOLRAG TNXaL T Oop@a poltnTixd pou yeovia. Kuplog, Yo fieha vo mw éva yeydro
guyaptoTe oto Asutépn xou ot KéNu, mou Htav ol tpmTol ye Toug onoloug Yo potpo-
Copouv TNV omoladrote emtuyio ¥y amotuyio cuvavtovow elte GTo TAALCLA TNE OYOATG
elte 0N mpoowmxn You Cw).

Téhog, 0 yiveTon var Unv guyOEICTACL TNV OLXOYEVELXL OU X0l TOUC YOVEIC UOou.
Ebvar ot dvipwmol mou dha autd tar ypovia pe Boridnooay vo tetdyw Toug aTtdyYous Uou
xou ywele TNV UTOCTARIEY, TNV XATAVONOY), TO EVOLUPEPOV XaL TNV AUETENTN oy dmn
Toug 0e Vo UTOPOUGH VoL £ XATAPEREL OAAL OO €0 XATAUPEPEL CTUEQQL.

Yupeayv Hopydrng






Contents

1.1.1 Pollingl. . . . . . ...

[L.1.2  Interrupt Driven I/O|. . . . ... ... ... .........
[[.1.3 Scatter/Gather I/O| . . ... .................

[1.1.4 Kernel Bypass| . . ... ... ... ... ... ... ...
1.2 Motivation: Page Cache| . . . . . . . .. ... ... ... .. ....
[1.2.1  Limitations of Kernel-Level Page Cachel . . . . . . . .. ..
[1.2.2  Limitations of User-Level Page Cache] . . . . . . ... ...
(1.3 BPF : New Revolutionary Technology| . . . . ... ... ... ...

2Kernel Stackl
2.1 System Call Layer| . . . . .. ... ... ... ... .. ... ...
(2.2 Virtual Filesystem (VES)[ . . . . . ... ... ... ... .....

2.3.1 Read Operation|. . . . . ... ... ... ... ... .....

13 Page Cache|

4_eBPH

411 Security] . . . . .. .o
[4.1.2 Networking| . . . . . . . . . .. ... ... ...
[4.1.3  Tracing and Profiling|. . . . . . ... ... ... ... .. ..
4.1.4  Observability and Monitoring . . . . . . ... ... ... ..
|1|2 Ills: g:!!!lllli!!ll ilgzlll ]il I l!z g:li[ I | -------------------
[4.2.1  The Evolution of eBPF to Production Systems| . . . . . . .

12
13
13
13
13
13
14
14
15
15

17
18
19
21
21

24
24
25
25
26
27



D § 15Y0) 7 [ 31
4.3.3 JIT Compiler| . . . . .. ... ... ... ... ..., 32
E3Ad Verified . . . . v v 32
4.3.5 Deployment of eBPF code|. . . . . .. ... ... ... ... 34

4.4 High Performance ot eBPF Programs|. . . . . . . . ... ... ... 34
4.5 eBPF Helpers| . . . . . . .. . o o 34
4.6 eBPEF Maps| . . . . . . 35
4.7 eBPF in Page Cache] . . . . . . . . ... ... o000 36
4.7.1 bpf_force_page2cache()| . . . . . ... ... Lo 37

4.7.2  offload_pages2cache()|. . . . . .. ... oL 39

4.7.3  bpf_get_filename() . . . . ... ... oL 40

[ Experimental evaluation| 41
[5.1 Simulation Tool : fio - Flexible I/O tester| . . . . . ... ... ... 41
b.2 Page Cache| . . . . . . . .o 42
b.2.1 Latency| . . . . . . . . . ... 42
5.2.2 read()| . . ... 42
2.3 mmap() . ... ... 44

[5.3  Impact of “bpf_force page2cache()” in Page Cache| . . . . .. ... 44
b.3.1 read()] . . . . ... 45
5.3.2 mmap()| . . . ... 46
B33 Resultd . ... ... 47

5.4 Use Case : Firecracker| . . . . . . . .. ... .. ... ... ..... 47
[5.4.1  Serverless computing|. . . . . . ... ... oL, 47
b.4.2 Cold Start Problem| . . .. ... ... ... ... 48
[5.4.3  Snapshotting| . . . . ... ... o o0 49
b.4.4  Deployment ot eBPF|. . . . . ... ... .00 0000 50
BAS Resultd . . . ..o 50

6 Conclusions and Future Workl 51
6.1 Conclusions . . . . . . . .. . 51




Chapter 1

Introduction

Storage performance is crucial in computer systems to ensure the continuous
supply of data to a CPU without causing pipeline stalls and wasting CPU cycles.
Traditionally, storage devices were much slower than CPUs and were considered
the bottleneck of computer systems. Nowadays, the evolution of technology in
storage devices has made things different. Today’s ultra-low latency (ULL) SSDs
and NVMe storage devices [I] can achieve sub-ten microseconds of I/O latency
and have made kernel stack time comparable to hardware time thus creating the
need to find new ways to decrease the latency of system operations.

For instance, when an application issues a read I/O request and a filemap fault
occurs, then a new entry must be created in the Page Cache. After that, the entry
must be filled with the requested data and several auxiliary data structures (e.g.,
bio) must be allocated and manipulated. The issue here is that these operations
occur synchronously before an actual I/O command is dispatched to the storage
device. With ultra-low latency SSDs, the time it takes to execute these operations
is comparable to the actual I/O data transfer time, as depicted in Figure

Average Read Latency Breakdown

100%
75%
. Hardware
50%
Kernel
25% Software

0%

NAND Optane SSD Optane SSD
SSD (Gen 1) (Gen 2)

Kernel software overhead accounts for ~50% of read latency on Optane SSD Gen 2

Workload: Random 512B Read

Figure 1.1: Kernel Software is becoming a bottleneck for system performance

(7]
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1.1 Current Solutions

Traditionally, the linux kernel is in charge of memory management and provides
file abstraction to userspace processes. In this context, the first effort made to
optimize the kernel I/O stack was to alleviate its overhead.

1.1.1 Polling

An effective approach to mitigate kernel I/O stack overhead is through the
use of the polling mechanism. Polling a device [2] means repeatedly reading the
device’s status register to check if the I/O request has been completed. This
mechanism is very useful to avoid time consuming context switches. As device
drivers are integral parts of the linux kernel, employing a traditional “busy-wait”
approach directly on the device would prevent any other tasks from running in the
kernel during that time. Instead, polling device drivers utilize system timers to
periodically check their status.

1.1.2 Interrupt Driven I/O

Polling by means of timers is at best approximate, since the kernel does not
know when the device will be ready it could be wasting CPU cycles by constantly
checking on it. A significantly more efficient method involves the use of interrupts.
An Interrupt-driven I/O [2] device will create an interrupt when an event, such as
an I/O completion, error or timeout has occurred. This mechanism consumes CPU
cycles only when there is an event for the CPU to handle. However, it’s important
to note that the implementation of interrupt-driven I/0O is notably more complex
and challenging compared to the polling mechanism.

1.1.3 Scatter/Gather I/0O

In cases where a userspace process needs to execute multiple read (or write)
system calls to buffers that are scattered in memory, each system call must traverse
the same kernel path, causing extra latency. To address this inefficiency, a high-
speed primitive known as Scatter/Gather I/O [3] is employed to execute these
scatter-gather operations in a single kernel call. As a result, this type of I/O takes
its name from the fact that data is either scattered into or gathered from a given
vector of buffers.

1.1.4 Kernel Bypass

These proposals are effective in reducing I/O stack overheads, and some of
those are adopted by mainstream OSes (e.g., I/O stack for NVMe SSDs in linux).
A different and more radical way to alleviate the I/O stack overhead would be to
give userspace processes direct access to storage devices and completely bypass the
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kernel. This approach can be achieved through libraries such as SPDK[4]. Such
approach could be effective as it would leave the residual cost of posting a request
to a storage device driver and the device’s time to complete the request. On the
other hand, it poses many challenges. Since processes don’t have access to kernel
features, each user has to construct his own userspace filesystem. A userspace
filesystem means that there is no fine-grain isolation or sharing data between pro-
cesses. In addition, there is no efficient way for userspace applications to receive
interrupts on I/O completions and thus applications must directly poll on device
completion queues to obtain high performance. Consequently, even though 1/0
is no longer the systems bottleneck, cores cannot be shared among processes and
result in significant under-utilization of the CPUs. Furthermore when more than
one polling thread shares the same core, the CPU contention between them, along
side with the lack of synchronization, results in all polling threads to experience
degraded tail latency and significantly lower overall throughput [5].

1.2 Motivation: Page Cache

Since data-intensive applications require a large amount of data transfer be-
tween a storage device and the systems main memory, operating systems employ
Page Caches to efficiently manage slow data transfers. Page Cache is a crucial soft-
ware component of the linux kernel and deeply affects a computer systems overall
performance. Since the Page Cache is managed from the kernel it not only ensures
robust data protection but also facilitates efficient data sharing across processes.

1.2.1 Limitations of Kernel-Level Page Cache

Kernel-Level Page Caches make an effort to exploit locality of reference [T]
to reduce 1/Os between disks and host memory. In order to exploit locality of
reference, Page Cache makes use of the LRU (Least Recently Used) replacement
policy [§] combined with Read-Ahead, a mechanism that makes an effort to reduce
page faults by pre-fetching pages to Page Cache (we will delve into Read-Ahead
in later chapters). Due to those characteristics, Page Cache generally achieves
a high hit ratio if applications have moderate locality [9]. Unfortunately, when
it comes to processes with more complicated I/O access patterns, like a graph
application executing Pagerank algorithm [10], then this general-purpose design of
the Page Cache fails to match specific I/O characteristics and shows sub-optimal
performance. A possible reason for this poor performance could be either that a
process might access a large range of I/O addresses repeatedly in a looping pattern
and then the MRU (Most Recently Used) replacement policy [8] would outperform
the commonly used LRU replacement policy or that a process could have a random
access pattern to its I/O address space and then the standard Read-Ahead policy
would prove ineffective.
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Page Cache Hints

Userspace processes can provide hints to the linux kernel by pre-declaring an
access pattern for a file operation via fadvise [I1] and/or giving directions about
the address range via madvise [12]. At the same time, processes retain the same ad-
vantages of the kernel-level cache management. However, this method can provide
limited results as it is very hard to fine control the Page Cache just by injecting
hints to the kernel and additionally, users must make a non-trivial effort to modify
their applications in order to match their I/O access pattern with the provided
hint to the linux kernel.

1.2.2 Limitations of User-Level Page Cache

Some data-intensive applications such as Jaydio [13] or RocksDB’s Direct-10
[14] with complex I/O access patterns implement their own userspace Page Caches
instead of relying on the Kernel-Level Page Cache and User-Level hints. On the
one hand these applications show excellent cache hit ratios which greatly improve
systems performance. On the other hand, they require developers to create the
caching algorithm from scratch and can not take advantage of kernel’s data pro-
tection and consistency or its sharing features thus making applications more vul-
nerable to data protection issues and requiring extra effort to enable data sharing.
Another major drawback is that userspace Page Cache is actually located inside the
kernel Page Cache so its performance depends on the applications dataset size. If
the dataset exceeds the application’s cache memory then kernel Page Cache makes
use of the LRU replacement policy evicting pages with possibly useful data to the
disk and therefore deteriorating applications performance. Moreover, if there are
significant changes in either disk or the host memory system then the userspace
cache would need to be re-implemented.

1.3 BPF : New Revolutionary Technology

The kernel-level Page Cache faces challenges in delivering optimal performance,
primarily because it lacks the capability to adapt to application-specific I/O pat-
terns. Although application-level hints offer some mitigation, their effectiveness
is limited compared to an ideal solution. While User-Level custom Page Caches
demonstrate efficiency, they are unable to harness the kernel’s infrastructure and
suffer a performance drop due to kernel intervention. To address these challenges,
we rely on BPF (Berkeley Packet Filter [15]) which lets applications offload simple
functions to the linux kernel. Specifically, in order to overcome the issues men-
tioned above, we leverage BPF technology to create an interface that enables users
to determine which pages of a specific process will be loaded into the Page Cache
before the process triggers a Page Cache miss.
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In contrast to kernel bypass and User-Level Page Caches, BPF is an OS-
supported mechanism that ensures isolation, avoids low utilization due to busy-
waiting, and allows a large number of threads or processes to share the same core,
leading to better overall utilization. Linux’s framework for BPF is called eBPF
(extended BPF [16]). eBPF is commonly employed for various purposes, includ-
ing filtering packets (e.g., TCPdump), load balancing, packet forwarding, tracing,
packet steering, network scheduling, and network security checks. In the final
Chapters of this Diploma thesis, we will examine in detail the eBPF technology
and how we can exploit it to to develop the tool that will achieve our goal.
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Chapter 2

Kernel Stack

In this chapter we will delve into the read file operation. Accessing a file located
on disk for a read() operation is a complex activity that involves many different
layers of the linux kernel, as well as handling Block Devices and using the Page
Cache. This complexity arises from a fundamental principle of the linux kernel
which strictly prohibits applications in userspace from directly accessing hardware
devices. Instead, linux offers processes running in userspace a set of interfaces to
interact with hardware devices such as the CPU, disks, etc.

When a userspace application tries to read the contents of a file then that
could either be a short trip to the L1 CPU cache [I§] or a long trip to a storage
device. Naturally, a short trip to a CPU cache provides minimum latency and is
the fundamental reason for which hardware caches were introduced — to alleviate
the performance mismatch between the CPU and RAM. Specifically, caches are
based on the locality principle which states that when some data is requested then
the data next to it have a high probability of being used in the near future. This
results in the cache controller selecting whole cache lines to transfer instead of
just the requested data. For example, when a cache hit occurs during a read file
operation the controller selects the data from the cache line and transfers it into a
CPU register. On the other hand, when a cache miss occurs, then the cache line is
written to memory, if necessary, and the correct line is fetched from the RAM into
a cache entry. Again if the data is present in the RAM then they get transferred
to the cache and if not they are fetched from a storage device. Unfortunately,
when new data are requested from a process, for example because the process
just started running, then they are not available in any of the CPU caches or the
systems RAM and thus the kernel must fetch them from a storage device.

In the following section, we will examine the linux kernel software layers in-
volved in fetching data from a storage device for a userspace process.
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2.1 System Call Layer

A process needs to interact with the linux kernel [19] so that the kernel can
perform a set of operations on its behalf. For example, if a userspace process needs
to do some sort of I/0, like open, read, write, etc, or modify its address space,
with mmap or sbrk then it has to trigger the kernel. What prevents a userspace
application from performing these type of operations on its own is its privilege
level.

Least privileged

Ring 1

Ring O

Kernel

Most privileged
Device drivers

Device drivers

Applications

Figure 2.1: Userspace applications belong to Ring 3 and have the least priv-
ileges in a computer system

The architecture of modern computer systems obliges that there is a secure
model. The picture above demonstrates how this is achieved through the “protec-
tion rings” model, which specifies multiple privilege levels under which software
may be executed. For example, a userspace process belongs to the outer ring.
That means that it is limited to its own address space, so that it can’t access or
modify other running processes or the linux kernel and is prevented from directly
accessing hardware devices. In other words, the linux kernel considers all running
in userspace processes to be malicious and trusts only itself to execute commands.

In order for an application to gain access to a hardware device, for example
to read the contents of a file located in a storage device, system calls are made
available from the linux kernel to provide well-defined and safe implementations
of such file operations. The linux kernel is the most privileged component of a
computer system and has access to everywhere. A system call is essentially an
entry point for a userspace process into the linux kernel. Usually, a system call
is not directly invoked but instead a corresponding C library wrapper function is
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called to perform the steps required to invoke a system call [20]. In most cases
these steps are :

e copying arguments and the unique system call number to the registers where
the kernel expects them.

e trapping to kernel mode, at which point the kernel does the real work of the
system call.

e setting errno if the system call returns an error number when the kernel
returns the CPU to user mode.

A system call is initiated via a software interrupt. A software interrupt auto-
matically puts the CPU into some elevated privilege level and then passes control
to the kernel. After that, the kernel determines whether the calling process should
be granted the requested service by checking the accuracy of the request at the
System Call Layer before attempting to satisfy it. This involves checking all sys-
tem call parameters and if any of them contains an address, then to check whether
it is inside the process address space. If the service is granted then the kernel
executes a specific set of instructions over which the calling process has no direct
control until the completion of the request and the return of the CPU to userspace.

Last but not least, it is important to mention that the System Call Layer has
been kept stable through a policy of not introducing changes to it. This stability
guarantees the portability of applications source code.

2.2  Virtual Filesystem (VFS)

The service routine of a system call, for example a read () system call, activates
a suitable Virtual Filesystem function, in the case of a read () system call it passes
to it a file descriptor and an offset inside the file. The Virtual Filesystem (VFS)
is the second layer of the kernel stack and handles all system calls related to a
standard Unix filesystem. The VFS can be seen as the upper layer of the block
device handling architecture.

Due to the emergence of different kinds of filesystems such as ext2, ext3, NTFS
and others, the VF'S was developed by the linux kernel to allow userspace processes
to access all filesystems in a uniform way. For example, VFS is used to access local
and network storage devices transparently without the running userspace process
noticing the difference.

Essentially, VFS consists of a wide range of information about every supported
filesystems operations and is stored as a part of the linux kernel [2I]. For instance
when a read, write, or some other system call is executed, the kernel with the
help of the VFS substitutes the system call with the actual function that is sup-
ported from the native linux filesystem, the NTFS filesystem, or whichever other
filesystem the file is on.
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In the case of a read() system call, the first step performed from the VFS
is to determine whether the requested data are already available and if not how
to perform the read() operation. Sometimes there is no need to access the data
on disk because the kernel keeps in RAM the data most recently read from or
written to a block device. If a read () operation must be performed then the VFS
is responsible to translate it into a call to the corresponding filesystems function.
Every file in a filesystem is represented by a file data structure which contains a
field that has pointers to functions specific to files, such as the read function. The
VEFS finds the pointer to this function and invokes it. Once the requested data are
fetched from the storage device and become available in the system’s RAM, the
kernel can return them.
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:r Syscall Function (e.g., read() / io_uring_enter()) i Syscall Layer
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Interrupt Handler

NVMe Driver

NVMe Device

Dispatch Location
—— Application — Syscall —— NVMe Driver

Figure 2.2: The Linux Kernel Stack
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2.3 Device Drivers

A Device Driver is a software component of the linux kernel that operates
or controls a particular type of device that is attached to a computer system.
Essentially, a Device Driver is the software interface that enables the linux kernel
to access a hardware device and respond to the programming interfaces defined by
the canonical set of VFS functions (open, read, lseek, ioctl, and so forth) without
requiring detailed knowledge of the specific hardware in use.

Block Device Driver

A special category of Device Drivers are the Block Device Drivers [21I] which
are the lowest components of the linux block subsystem. For a Block Device
Driver the key aspect is the disparity between the time taken by the CPU and
the buses, to read (or write) data and the speed of the disk. Block devices have
very high average access time and each operation requires several milliseconds to
complete. Since accesses to these devices are usually very slow, the kernel provides
sophisticated components such as the Page Cache and the block I/O subsystem to
handle them.

Disk

A disk is a logical Block Device such as either a hardware disk (HDD) or a
virtual device built upon several physical disk partitions or even a storage area
living in some dedicated pages of RAM. In any case, different types of disks are
handled in the same way by the upper kernel components thanks to the services
of the Block Device Drivers. Essentially, the linux kernel sees a disk as a split in
blocks, each block corresponds to the minimal disk storage unit defined from a
filesystem, and each block is assigned a Logical Block Number (LBA) which is its
identifier.

2.3.1 Read Operation

In order for the kernel to read data from a Block Device, such as a Hard Disk,
it must first determine their physical location on the device. Initially, it must
determine what is the block size of the filesystem that the requested file belongs
to and then compute which blocks of the file are requested. A file is divided into
blocks and each block is assigned a File Block Number (FBA) as its identifier. This
identification is crucial as the filesystem maintains a mapping between file block
numbers and their corresponding Logical Block Numbers (LBA) on the storage
device. This mapping enables the filesystem to track the storage location of each
block of a file. Once the kernel has determined the requested FBAs it can establish
the physical location of these blocks inside the disk by checking their corresponding

21



LBAs. It is important to notice that due to the mapping of FBAs to LBAs a file
may be stored in nonadjacent blocks on a disk.

Since the physical position of the requested data has been located the kernel
can now perform a read operation on the Block Device. When a kernel component
wishes to read (or write) some disk data thanks to the help of the Block Device
Drivers it simply must create a Block Device request. This request is submitted to
the generic block layer which is the software component responsible for handling all
requests to block devices and glues together all the upper and lower components.
Since the requested data is not necessarily adjacent on disk, the generic block layer
might need to start several I/O operations. Each I/O operation is represented by
a “block I/O” structure or in short, “bio”, which collects all information needed
by the lower components to satisfy the request. The generic block layer hides the
peculiarities of each hardware block device, thus offering an abstract view of the
block devices. Below the generic block layer, the “I/O scheduler” sorts the pending
I/0 data transfer requests according to predefined kernel policies. The purpose of
the scheduler is to group requests of data that lie near each other on the hardware
device. Finally, the block device driver takes care of the actual data transfer by
sending suitable commands to the hardware interfaces of the disk controllers.

VFS
|
Disk Caches
e I
L Disk Disk Block '
Filesystem Filesystem Device File /

Mapping Layer !

Generic Block Layer

1/0 scheduler layer

Block Device Black Device

Driver Diriver

Hard Hard
Disk Disk

Figure 2.3: Abstract Image of a block device operation [21]

In particular, block device drivers are interrupt-driven which means that the
generic block layer invokes the I/O scheduler to create a new block device request
or to enlarge an already existing one and then terminates. The Block Device
Driver, which is activated at a later time, invokes the strategy routine to select
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a pending request and satisfy it by issuing suitable commands to the disk con-
troller. When the I/O operation terminates, the disk controller raises an interrupt
and the corresponding handler invokes the strategy routine again, if necessary,
to process another pending request. It is important to notice that when a new
block data transfer is requested, the kernel checks whether it can be satisfied by
slightly enlarging a previous request that is still waiting. Due to the fact that disks
tend to be accessed sequentially, this simple mechanism greatly improves systems
performance.
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Chapter 3

Page Cache

Up to this point, we have examined how the linux kernel fetches data from a
storage device. In this Chapter we delve into one of the most crucial components
of a computer system: the Page Cache. The Page Cache is a specific type of
disk cache responsible of keeping in RAM data that is normally stored on a disk,
such as the contents of a regular file. The importance of the Page Cache to the
performance of a computer system lies in two key aspects :

1. further accesses to the same data can be satisfied quickly without accessing
the disk again as the data is “cached” in the Page Cache.

2. Page Cache has developed a mechanism called Read-Ahead to improve sys-
tems performance by pre-fetching data.

3.1 How it Works

First of all, Page Cache works on whole pages of data. We use the term “page”
to refer both to a set of linear addresses and to the data contained in this group
of addresses. In particular, for a page size of 4 KB, we denote the linear address
interval ranging between 0 and 4,095 as page 0, the linear address interval ranging
between 4,096 and 8,191 as page 1, and so forth. Each memory region therefore
consists of a set of pages that have consecutive page numbers.

Practically, file operations such as read and write rely on the Page Cache to
get satisfied. When a process tries to read (or write) the data of a file then it
actually tries to read (or write) the set of pages that contain the file’s data. If the
requested pages are available then the Page Cache simply returns them. If not,
then the kernel has to take a series of steps to fulfill the request. The first step is for
the kernel to allocate new page frame(s) in the systems RAM which later on will
be filled with new page(s). Reading a page of data from a file is just a matter of
finding what blocks on disk contain the requested data. It is important to mention
that a page does not necessarily contain physically adjacent disk blocks. For that
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purpose, the VFS calls the filesystems generic function which is used to implement
the read method for block device files and for regular files. Once this is completed,
the kernel fills the pages by submitting the proper I/O operations to the generic
block layer. Once the pages are filled with the requested data the kernel copies
them into the process address space. If there is enough free memory then the page
is kept in the cache for an indefinite period of time and can be reused by other
processes without the need to access the disk. If there is not enough memory, then
the linux kernel must perform a method called swap() to release pages from Page
Cache and to create space for new pages.

3.2 Read-Ahead

Predicting the future is hard a problem, but the kernel has to make an effort to
do so through the Read-Ahead mechanism. Read-Ahead is a mechanism developed
by the linux kernel which consists of reading several adjacent pages of data before
they are actually requested. Read-Ahead only ever attempts to read pages that
are not yet in the Page Cache and if a page is present but not up-to-date, then it
will not try to read it.

In most cases, Read-Ahead significantly enhances disk performance. Specif-
ically, there are situations where it is not too hard to predict what will happen
next, namely, when a process sequentially accesses a file. For example, consider
a situation in which a process reads a file linearly from position A to position B.
It therefore makes sense to Read-Ahead from position B until position C so that
when requests for pages between B and C are issued from the process, the data
will already be available in the Page Cache.

3.3 Synchronous Vs Asynchronous Read

In the previous example, a process issued a read request from position A to
position B of a file. Let’s say that the file’s data from position A to B is contained
in 8 pages. Since the process hasn’t tried to read the file before, those pages will
not be available in the Page Cache. Thus, the kernel will perform the necessary
steps to fetch these 8 pages from the disk. This type of read request is called a
Synchronous read (Sync read) because the process has to wait for the kernel to
fetch the corresponding pages to continue its execution. Moreover, the kernel must
set a marker called PG_Readahead, for example on the sixth page, to signal the
beginning of an Asynchronous read (Async read).

Once the pages are available in the Page Cache the process sequentially reads
them. When the sixth page is accessed the kernel notices that the page was
equipped with the PG_Readahead marker. This triggers an Asynchronous read
operation that fetches a number of pages in the background. For example, the
kernel fetches 16 more pages to the Page Cache, which in our example contain
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the data from position B to C of the file. This type of read request is called an
Asynchronous read (Async read) because pages are fetched before they are actually
required. Since two more pages are left in the Page Cache from the initial read
from position A to B, there is no need to hurry. Meanwhile, the I/O performed
in the background will ensure that the pages are present when the process makes
further progress in the file. As a result, when the process tries to read the contents
of the file from position B to C the data will already be contained in the Page
Cache. If the kernel would not adopt this scheme, then Read-Ahead could only
start after a process has experienced a page fault. Thus the required page would
be brought into the Page Cache Synchronously and this would introduce delays
which reduce system’s performance. This scheme is now repeated further. The
Asynchronous read marks a page with the PG_Readahead flag, and the kernel will
start a new Asynchronous read when the process has accessed the marked page,
and so on.
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Figure 3.1: Overview of the Read-Ahead mechanism [22]

3.4 Read-Ahead Window

Adding pages to the Page Cache is simple task from a technical point of view.
However, the Page Cache has a limited space that should not be occupied by pages
that will not be accessed. More importantly the key-point of Read-Ahead is to
have activated the low-level I/O device driver at the proper time so that the future
pages will have been transferred when the process needs them. In the end, the
challenge lies in predicting the optimal number of pages that the kernel should
pre-fetch. For that reason, the Page Cache requires a sophisticated algorithm that
will increase the number of pre-fetched pages when noticing a sequential access
and decrease them or even disable Read-Ahead otherwise.

For this purpose, while accessing a given file, the Read-Ahead algorithm makes
use of two sets of pages, each of which correspond to a contiguous portion of the
file. These two sets are called the current window and the Read-Ahead window.
The current window consists of pages fetched from a Sync read and contains both
the last pages sequentially accessed by the process and possibly some of the pages
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that have been read in advance by the kernel but have not yet been requested by
the process. The Read-Ahead window consist of pages fetched from an Async read
which follow the ones in the current window. No page in the Read-Ahead window
has yet been requested by the process, but the kernel assumes that sooner or later
the process will request them.

When a process accesses a file for the first time, the kernel creates a new current
window starting from the first requested page. All current windows have a length
that is a power of two and their initial size mainly depends on the number of
requested pages. As soon as the kernel recognizes that the process has performed
a sequential access in the current window it creates the Read-Ahead window. The
length of the Read-Ahead window depends on the length of the current window and
it is either two or four times larger from it. If the process continues to access the
file in a sequential way, eventually the process will request pages that belong to the
Read-Ahead window. Thus, the Read-Ahead window will become the new current
window and a new one will be created. As a result, Read-Ahead is aggressively
enhanced if the process reads the file sequentially. It is worthwhile mentioning,
that when a process accesses a file for the first time, the kernel automatically
presumes that it will make a sequential access on it.

3.5 Page Cache in Action

The core idea in Read-Ahead is to read more pages than those requested. If
successful and the extra pages are accessed then, that would justify taking a risk to
read even more data that hasn’t been requested. However, if the kernel recognizes
that the file access is not sequential, the current and Read-Ahead windows are
cleared (emptied) and the Read-Ahead is temporarily disabled. When the kernel
notices that a file has started to get accessed sequentially again then, it restarts
the Read-Ahead from scratch.

The linux kernel should be able to provide efficient performance for processes
that have sequential and/or random access patterns over a file. Unfortunately,
for those with random access patterns Read-Ahead is of no use and it could even
deteriorate the Page Cache performance because it tends to waste space with
useless information. We will examine this situation in Chapter 5.
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Chapter 4

eBPF

4.1 Introduction

eBPF [23], acronym for extended Berkeley Packet Filter, is a revolutionary
kernel technology that allows developers to write custom code that can be loaded
into the kernel dynamically, changing the way the kernel behaves. eBPF provides a
secure and efficient method to enhance kernel capabilities during runtime without
requiring changes to kernel source code or loading kernel modules.

Safety is ensured through an in-kernel verifier that conducts static code analy-
sis, rejecting programs that could potentially cause issues to the kernel. Examples
of programs that are automatically rejected by the verifier include those that might
trap the kernel in infinite loops (e.g., for/while loops without exit conditions) and
programs dereferencing pointers without safety checks.

Loaded programs which passed the verifier are interpreted through an in-kernel
JIT compiler, utilized to achieve native execution performance. The execution
model is event-driven, allowing programs to be attached to various hook points in

the kernel and executed upon triggering of an event.
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Figure 4.1: Abstract image of an eBPF program
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Below we present some of the most common use cases for the eBPF technology.

4.1.1 Security

Typically, entirely independent systems have handled different aspects of se-
curity. For example, we would need independent systems for system call filtering,
process context tracing, and network-level filtering. In contrast, eBPF facilitates
the combination of control and visibility over all aspects by extending the basic
capabilities of seeing and interpreting all system calls and providing packet and
socket-level views of all networking operations. This allows the development of
security systems that operate with more context and an improved level of control.

4.1.2 Networking

eBPF allows developers to install faster, more tailored packet processing fea-
tures, load balancing processes, application profiling scripts and network monitor-
ing practices. Open-source platforms, like Cilium, leverage eBPF to provide secure,
scalable networking for Kubernetes clusters and workloads, and other container-
ized microservices. Furthermore, by leveraging kernel-level package forwarding
logic, eBPF can streamline routing processes and enable faster overall network
response [25].

4.1.3 Tracing and Profiling

The ability to attach eBPF programs to kprobes, uprobes and tracepoints en-
ables the user to profile the runtime behavior of both userspace and kernel space
processes. This gives unique and powerful insights to troubleshoot system per-
formance issues. Also, advanced statistical data structures allow users to extract
useful data in an effective way, without needing to export huge amounts of sam-
pling data that is typical for similar systems.

4.1.4 Observability and Monitoring

eBPF lets developers instrument the kernel and userspace applications to col-
lect detailed performance data and metrics without significantly impacting the
system’s performance. These capabilities enable real-time monitoring and observ-
ability.

4.2 The evolution from BPF to eBPF

What we call “eBPF” today has its roots in the BSD Packet Filter, first de-
scribed in a paper [26] written by Lawrence Berkeley National Laboratory’s Steven
McCanne and Van Jacobson. This paper discusses a pseudomachine that can run
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filters, which are programs written to determine whether to accept or reject a net-
work packet. These programs were written in the BPF instruction set, a general-
purpose set of 32-bit instructions that closely resembles assembly language. The
heart of what eBPF enables is that the author of the filter can write their own
custom programs to be executed within the kernel without the need to change the
kernel.

BPF came to stand for “Berkeley Packet Filter” and it was first introduced
to linux in kernel version 2.1.75 [27], where it was used in the tcpdump utility as
an efficient way to capture the packets to be traced out. Fast-forward to when
seccomp-bpf was introduced in version 3.5 of the kernel. This enabled the use
of BPF programs to make decisions about whether to allow or deny userspace
applications from making system calls. This was the first step in evolving BPF
from the narrow scope of packet filtering to the general-purpose platform it is
today. From this point on, the words packet filter in the name started to make
less sense as BPF demonstrated capabilities beyond that!

BPF evolved to what we call “extended BPF” or “eBPF” in kernel version
3.18, while the former version became “classic BPF” or “cBPF”. At that time,
“eBPF” was completely reshaped, with the addition of new functionalities and
performance improvements. New features such as maps and tail calls appeared
and the JIT compiler was rewritten in order to provide a new language that would
be even closer to native machine language than cBPFs was.

4.2.1 The Evolution of eBPF to Production Systems

A feature called kprobes [28] (kernel probes) had existed in the linux kernel
for years, allowing for traps to be set on almost any instruction in the kernel
code. Developers could write kernel modules that attached functions to kprobes
for debugging or performance measurement purposes.

The ability to attach eBPF programs to kprobes was the starting point for
a revolution in the way tracing is done across linux systems. At the same time,
hooks started to be added within the kernel’s networking stack, allowing eBPF
programs to take care of more aspects of networking functionality.

Due to eBPFs popularity it became a separate subsystem within the linux
kernel. At the same time, BPF Type Format (BTF) was introduced, which made
eBPF programs much more portable. The final step in eBPFs evolution was the
introduction of LSM BPF, allowing eBPF programs to be attached to the Linux
Security Module (LSM) kernel interface. This indicated that a third major use
case for eBPF had been identified. It became clear that eBPF is a great platform
for security tooling, in addition to networking and observability.
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4.3 How eBPF works

4.3.1 eBPF Virtual Machine

An eBPF program is a set of eBPF bytecode instructions that run in an in-
kernel execution environment called the eBPF virtual machine [30]. It’s possible to
write eBPF code directly in this bytecode form, much as it’s possible to program
in assembly language. However, this would prove to be rather difficult than useful
and instead developers first write their programs in a higher-level programming
language, such as C, that is easy to deal with. Once the developer writes his code,
he has to convert it to intermediary bytecode by using a compiler suite (such as
LLVM). The next step is to identify a system event (called a “hook”) to attach the
program to, and then load the program into the linux kernel by using one of the
available eBPF libraries. This bytecode runs in the eBPF virtual machine within
the kernel. The eBPF virtual machine, like any virtual machine, is a software
implementation of a computer.

4.3.2 Hooks

eBPF programs can be loaded into and removed from the kernel dynamically.
Once they are attached to a hook, they’ll be triggered by that event regardless of
what caused that event to occur. Hooks are predefined and can include events such
as network events, system calls, function entry and exit, and kernel tracepoints.
If there is no predefined hook for a certain requirement, a developer can create
a user or kernel probe (uprobe or kprobe). For example, a user can attach an
eBPF program to the execve system call and it will be triggered whenever any
process executes “execve()”. It is important to mention that it doesn’t matter
whether that process was already running when the program was loaded. This is a
huge advantage compared to upgrading the kernel and then having to reboot the
machine to use its new functionality.
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Figure 4.2: Attaching an eBPF program to a “Hook” point
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4.3.3 JIT Compiler

Once loaded into the kernel, the program is automatically verified through the
verification engine, and its bytecode is compiled—via a just-in-time (JIT) compiler
[30]. The JIT compiler translates the generic bytecode of the program into the
machine specific instruction set to optimize execution speed of the program. This
makes eBPF programs run as efficiently as natively compiled kernel code or as if
its code was loaded as a kernel module.

4.3.4 Verifier

An eBPF program is loaded into the kernel which means that there must be a
verification process to ensure that the program is safe to be run inside the kernel
[30]. Let’s focus on how the verifier achieves this goal.

First of all, the verifier works on eBPF bytecode not directly on the source.
That bytecode depends on the output from the compiler. Due to compiler opti-
mization, a change in the source code might not always result in what was expected
in the bytecode. As a consequence, it might not give the expected result in the
verifier’s verdict. For instance, the verifier rejects unreachable instructions, but
the compiler might optimize them away before the verifier assesses them.

The verification step involves checking every possible execution path through
the program and ensuring that every instruction is safe. The verifier, steps through
the instructions in order, evaluating them rather than actually executing them.
Each time the verifier comes to a branch, where a decision has to be made on
whether to carry on in sequence or jump to a different instruction, the verifier
pushes a copy of the current state of all the registers onto a stack and explores one
of the possible paths. It continues evaluating the instructions until it reaches the
return at the end of the program (or reaches the limit on the number of instructions
it will process, which is currently one million instructions), at which point it pops
a branch off the stack to evaluate next. If it finds an instruction that could result
in an invalid operation, it fails verification.

Verifying every single possibility could get computationally expensive, so in
practice there are optimizations called state pruning that avoid reevaluating paths
through the program that are essentially equivalent. As it works through the pro-
gram, the verifier records the state of all the registers at certain instructions within
the program. If it later arrives at the same instruction with registers in a matching
state, there is no need to continue to verify the rest of that path, as it’s already
known to be valid.

Here are the steps the verifier has to take to ensure the safety of the eBPF
program :
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Validating Helper Functions

A user is not allowed to call directly from eBPF programs any kernel function.
Instead, eBPF provides a number of helper functions that enable programs
to access kernel information. Different helper functions are valid for different
eBPF program types. For example, the helper function bpf_get_current_pid_tgid()
retrieves the current userspace process ID and thread ID, but it does not make
sense to call this from an XDP program that is triggered by the receipt of a packet
at a network interface, because there is no userspace process involved. Also, the
verifier checks that if a user is using an eBPF helper function that’s licensed under
GPL, his program also has a GPL-compatible license.

Checking Memory Access

The verifier performs a number of checks to ensure that eBPF programs only
access memory regions that have access to.

Checking Pointers Before Dereferencing Them

One of the most common errors that cause a program to crash is to dereference
a null pointer. Pointers indicate where in memory a value is being stored. Since
null is not a valid memory location, the eBPF verifier requires all pointers to be
checked before they are dereferenced so that this type of crash can’t happen.

Accessing Context

In every eBPF program some context information is passed as an argument.
Depending on the program and the attachment type it may be allowed to access
only some of that context information. For example, tracepoint programs receive a
pointer to some tracepoint data. The format of that data depends on the particular
tracepoint. Although every tracepoint program starts with some common fields
not every field is accessible from the eBPF program. Only the tracepoint-specific
fields that follow can be accessed. Attempting to read or write the wrong fields
leads to an invalid bpf_context access error.

Running to Completion

The verifier ensures that the eBPF program will run to completion. Otherwise,
there is a risk that it might consume resources indefinitely. It does this by having
a limit on the total number of instructions that it will process which is set at one
million instructions at the time of this writing. That limit is hardcoded into the
kernel and it’s not a configurable option. If the verifier hasn’t reached the end
of the BPF program before it has processed this many instructions, it rejects the
program.
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Checking the Return Code

The return code from an eBPF program is stored in Register 0 (RO). If the
program leaves RO uninitialized, the verifier will fail.

4.3.5 Deployment of eBPF code

The eBPF code at this stage is ready to be invoked by the specified hook. Once
the eBPF code is triggered, it can call special “helper” functions that can
perform a wide range of tasks, including searching and updating key-value pairs in
tables, generating random numbers, redirecting network packets, and more. For
security and stability reasons, these helper functions must be predefined by the
kernel, but the list of helper calls available to eBPF is quite large [29]. As a result,
thanks to eBPF, developers can create projects covering a wide range of use cases
without having to modify kernel source code and therefore without risking the
security or reliability of the kernel.
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Figure 4.3: Steps to execute an eBPF program

4.4 High Performance of eBPF Programs

eBPF programs provide a very efficient way to add instrumentation to a com-
puter system [30]. Once loaded and JIT-compiled, the program runs in high speed
as native machine instructions on the CPU. Furthermore, the cost of transitioning
between user and kernel space to handle each event is eliminated.

For performance tracing, another advantage of eBPF is that relevant events can
be filtered within the kernel before incurring the costs of sending them to userspace.
Filtering only certain network packets was, after all, the point of the original BPF
implementation. Today eBPF programs can collect information about all manner
of events across a system, and they can use complex and customized programmatic
filters to send only the relevant subset of information to userspace.

4.5 eBPF Helpers

eBPF differs from the older ¢cBPF in several aspects, one of them being the
ability to call special functions called “helpers” from within a program [30]. These
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functions are restricted to a white-list of helpers defined in the kernel.

An eBPF program cannot arbitrarily call into a kernel function. This is because
eBPF programs need to maintain compatibility and avoid being bound to specific
versions of the kernel. Thus, eBPF programs use helper functions to make function
calls.

Helpers are APIs provided by the kernel and are used by eBPF programs to
interact with the system, or with the context in which they work. For instance,
they can be used to print debugging messages, to get the time since the system was
booted, to interact with eBPF maps, or to manipulate network packets. Due to the
fact that there are several eBPF program types that they do not run in the same
context, each program type can only call a subset of those helpers. In addition,
due to eBPF conventions, a helper can not have more than five arguments.

Internally, eBPF programs call directly into the compiled helper functions with-
out requiring any foreign-function interface. As a result, calling helpers introduces
no overhead, thus offering excellent performance.

User-mode Kernel-mode
Applications Applications (BPF)
System Calls BPF Helper Calls

Kernel
Hardware

Figure 4.4: Modern Linux : a new OS model

4.6 eBPF Maps

eBPF Maps are one of the most significant features that distinguish eBPF from
cBPF [30]. Maps are data structures that can be used to share information among
multiple eBPF programs or to pass messages between a userspace application and
eBPF code running in the kernel.

In general, all maps have the form of a key—value store. eBPF provides different
types of maps such as arrays which always have a 4-byte index as the key type, hash
tables that can use some arbitrary data type as the key, first-in-first-out queues,
first-in-last-out stacks, least-recently-used data storage, longest-prefix matching,
and Bloom filters (a probabilistic data structure designed to provide very fast
results on whether an element exists).

Some map types have per-CPU variants, which means that the kernel uses a
different block of memory for each CPU core’s version of that map. On the other
hand, for the non per-CPU variants a spin lock support was added to ensure that
multiple CPU cores can access the same map while establishing concurrency.
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Typical uses include the following:

e A userspace application stores information to be retrieved by an eBPF pro-
gram.

e An eBPF program can use maps to store its current state so that it can be
retrieved by another eBPF program (or from the same program in a future
run).

e An eBPF program stores its results into a map enabling a userspace appli-
cation to retrieve them for further exploitation.
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kernel space

a -
BPF program A —» BPF map
(KIV store)

~al

BPF program B
BPF program C

Figure 4.5: Abstract image of eBPF maps

4.7 eBPF in Page Cache

Up to this point, we've examined how eBPF works and what are some of
its most common uses. However, we've yet to mention how to exploit this new
technology to address our primary objective; which is how to mitigate the linux
kernel overhead. In order to achieve our goal we must take a step back and focus
our attention on the Page Cache.

We’ve mentioned in Chapter 3, that the Page Cache is a software component
with a crucial role in the overall system’s performance, serving as the intermediary
between a storage device and a CPU’s hidden cache. In addition, we've covered
the Page Cache Read-Ahead mechanism for fetching pages from a storage device in
order to reduce system latency. These methods adopted from the Page Cache have
a general use purpose. However, better results could be achieved if users could
define what pages should be fetched from a storage device in order to match the
patterns of their userspace applications. For that purpose, we propose to create
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an eBPF program that will allow users to determine themselves what pages of a
file will be added to the Page Cache before the first Page Cache miss occurs.

Currently, eBPF for safety reasons, prohibits users from directly modifying
the source code of the linux kernel or its routines. Consequently, its strict rules
and policies do not permit users to make alterations on the way the Page Cache
operates. In response to this limitation, we introduce a new BPF Helper under
the name of “bpf_force_page2cache()” that provides the necessary means to allow
user-defined pages to be added in the Page Cache.

4.7.1 bpf force page2cache()

Every eBPF program consists of two parts. The first part belongs to userspace
and is responsible for executing the system calls that will open the eBPF appli-
cation, load eBPF programs, send them to the Verifier, and finally attach them
to the tracepoint handler. Users can efficiently perform these operations by lever-
aging eBPF libraries such as libbpf [31] that provide the necessary functions to
complete these steps. Furthermore, from the userspace part of the eBPF program,
users can create an eBPF map and store values in it. We propose to users to take
advantage of this capability offered by eBPF and create an array-type eBPF map
in which they can store the page offsets of the file that they wish to be added to
the Page Cache.

The second part belongs to kernel space and is the part of the eBPF program
that will interact with the linux kernel. The kernel part of the eBPF program
has the capability to interact with the eBPF helper functions and as a result it
is tasked with handling the “bpf_force page2cache()” function. It is important
to mention that in order to achieve maximum performance for a file operation,
such as read() or mmap(), the pages of the file must be added to the Page Cache
before the first Page Cache Miss occurs. Therefore, we attach our eBPF program
to the kernel function that is responsible for reading pages from the Page Cache
which is “filemap_get_pages” [32]. At this hook point, we can access all necessary
kernel data structures needed to equip the “bpf_force page2cache()” function so
that it can add pages to the Page Cache. Additionally, since users have previously
stored the page offsets in an eBPF map the “bpf_force_page2cache()” is ready to
be executed.

We've created our new eBPF helper “bpf_force_page2cache()” with two in-
put arguments. The first argument is the kernel data structure “file” [33] which
is responsible for storing essential information required by the kernel for a file
operation. Specifically, we exploit the “file” structure in order to define a “reada-
head_control” kernel data structure [34], that is responsible for issuing Read-Ahead
requests for consecutive pages.

The second argument of the function is the eBPF map in which the user has
stored the page offsets that will be added to the Page Cache. Because eBPF data
structures require specific headers, the eBPF helper goes through the map and
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stores the page offsets in an array. As illustrated in the helper’s source code
the first item stored in the eBPF helper is the number of offsets the user wishes to
add to the Page Cache, and the rest of the map contains the corresponding page
offset values.

“bpf_force_page2cache()” is an eBPF helper and therefore it is also an integral
part of the linux kernel which means that it can interact with every other kernel
function. Given the complexity of the task at hand, we’ve introduced a new kernel
function that our new eBPF helper will call, with the name “offload_pages2cache”,
that can actually read pages from a storage device and store them to the Page
Cache. Essentially, “bpf_force_page2cache()” reads the page offsets that are stored
in the eBPF map and invokes “offload_pages2cache” providing it with the user-
defined offsets and the kernel structures it requires to accomplish its task. After
the execution of “bpf_force_page2cache()” there are two possible outcomes. Either
the pages will be successfully added to the Page Cache and the eBPF program we
terminate its execution or an error will occur causing the linux kernel to take over
control and execute the requested file operation. Either way our program will not
cause any harm to the kernel or crash the execution of the file operation.

7

BPF_CALL_2(bpf_force_page2cache, struct file **, f, struct bpf_map *, map)
{

unsigned long i = O0;

WARN_ON_ONCE (! rcu_read_lock_held() && !rcu_read_lock_bh_held());
unsigned long *nr_pages =(unsigned long)map->ops->map_lookup_elem(map,&i);
int *indexes = kzalloc (*nr_pages*sizeof (int), GFP_ATOMIC) ;

!

if (nr_pages != NULL)
{
for(i=1; i <= *nr_pages; i++)
{
WARN_ON_ONCE (!rcu_read_lock_held() && !rcu_read_lock_bh_held());
unsigned long *index=(unsigned long)map->ops->map_lookup_elem(map,&i);
indexes[i-1] = *index;
}
}

struct file *filp = x*f;

struct address_space *mapping = filp->f_mapping;
struct file_ra_state *ra = &filp->f_ra;
DEFINE_READAHEAD (ractl, filp, ra, mapping, 0);

offload_pages2cache (&ractl, *nr_pages, indexes);

kfree (indexes) ;
return O0;

Listing 4.1: source code of bpf_force_page2cache() eBPF helper
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4.7.2 offload _pages2cache()

“offload pages2cache()” is the kernel function we’ve developed, that is responsi-
ble for reading pages into the Page Cache. The function, starts with validating the
input pointers, to ensure they are not NULL. Its main objective is to loop over the
user-specified pages and identify consecutive sequences in order to initiate Read-
Ahead requests for each sequence. The function must also handle gaps in the se-
quence or cases in which a page extends beyond the end of the file. Notably, the ac-
tual Read-Ahead process is executed by invoking the “page_cache_ra_unbounded”
[35] kernel function with the calculated number of pages to read.

void offload_pages2cache(struct readahead_control *ractl, unsigned long
nr_to_read, int *indexes) {

if (indexes == NULL) {
printk (KERN_DEBUG "offload_pages2cache indexes == NULL return...");
return ;

}

if (ractl == NULL) {
printk (KERN_DEBUG "offload_pages2cache ractl == NULL return...");
return ;

}

struct inode *inode = ractl->mapping->host;

unsigned long index, prev_index, i, j, seq_pages_to_read;

loff_t isize = i_size_read(inode);

pgoff_t end_index; /* The last page we want to read */

if (isize == 0)
return;

end_index = (isize - 1) >> PAGE_SHIFT;
for(i=0; i<nr_to_read; i++)

{
seq_pages_to_read = 0;
index = indexes[i];
ractl->_index = index;
if (index > end_index)
return ;
seq_pages_to_read += 1;
for(j = i + 1; j < nr_to_read; j++)
{
prev_index = index;
index = indexes[j];
if (index > end_index)
return page_cache_ra_unbounded(ractl, seq_pages_to_read, 0);
if (index != prev_index + 1)
break;
seq_pages_to_read += 1;
// Don’t read past the page containing the last byte of the file
if (seq_pages_to_read > end_index - ractl->_index)
{
seq_pages_to_read = end_index - ractl->_index + 1;
return page_cache_ra_unbounded(ractl, seq_pages_to_read, 0);
}
}
i = 1 + seq_pages_to_read - 1;
page_cache_ra_unbounded (ractl, seq_pages_to_read, 0);
}

}
Listing 4.2: source code of offload_pages2cache() kernel function
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4.7.3 bpf get _filename()

The linux kernel is a multitask O.S. and therefore there could be a number
of file operations being executed at the same time. However, a user is interested
in the file operation that is referring to a specific file and as a result he must be
able to specify that in the eBPF program. For that purpose, we've developed a
second eBPF helper, with the name “bpf_get_filename()”, that is responsible with
handling this task. “bpf_get_filename()” has three input arguments :

1. the filename the user is interested in.
2. the size of the filename (for safety reasons).

3. The kernel data structure from which the eBPF helper can retrieve the
filename that corresponds to the current process (and which the helper will
compare with the filename that the user specified).

“bpf_get_filename()” has a return value of either 0 or 1. If the filename of the
current process is the same with the filename that the user specified then the eBPF
helper returns 1 otherwise it returns 0.

“bpf_get_filename()” is an eBPF helper and therefore it is executed in the
kernel side of the eBPF program. In addition, from the hook that the eBPF
program is attached to (“filemap_get_pages”) we can retrieve the necessary kernel
data structure (“file”) the helper requires for its execution. As a result, the user
is only obliged to specify the filename that is interested in.

BPF_CALL_3(bpf_get_filename, char *, filename, u32, size, struct file **, f)
{
if (unlikely (!£))
goto err_clear;

struct file xfilp = *f;
struct path *f_path = &filp->f_path;
struct dentry *dentry = f_path->dentry;

const struct gstr *dname = &dentry->d_name;
int ret = strncmp(filename, dname->name, size);
if (ret != 0)

return O;
return 1;
err_clear:
return O0;

7 X

Listing 4.3: source code of bpf_get_filename() eBPF helper
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Chapter 5

Experimental evaluation

5.1 Simulation Tool : fio - Flexible I/O tester

We employ the FIO simulation tool [36] to conduct our experiments and mea-
surements. FIO, which stands for Flexible I/0, is a third-party tool designed to
simulate specific I/O workloads. It allows us to quickly define and execute work-
loads, providing detailed metrics for each run. This capability enables us to com-
pare results across various conditions, including different hardware and firmware
configurations, using workloads that closely resemble production scenarios.

The workload gives the capability to test various I/O scenarios that represent
real-life usage patterns on computer systems. For example, it enables testing se-
quential read and write operations as well as random read and write operations. It
also enables the ability to test single-threaded vs. multi-threaded 1/O operations
as well as the ability to control I/O queue depths and whether hardware caches
should be used.

In the following sections we present results of :

e fio tests over a file that is currently located only on a storage device and not
on the Page Cache.

e two types of file operations :

— read()

— mmap()
e A single thread is executing the file operations.
e two types of access patterns :

— sequential access patterns.

— random access patterns.
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5.2 Page Cache

Up to this point we’ve examined the Page Cache and its mechanisms. We've
stated before that the Page Cache Read-Ahead mechanism is very efficient when it
comes to sequential access patterns and behaves poorly when it comes to random
access patterns. In this section, we will dive into the Page Cache efficiency and
present our results. In all our experiments we will focus our attention on the file
operations latency.

5.2.1 Latency

Latency is the flip side of the same performance coin. Where throughput
refers to how many bytes of data per second you can move on or off the disk,
latency—most commonly measured in milliseconds—refers to the amount of time
it takes to read or write a single block. In fact, storage bottlenecks are actually
latency issues that affect throughput, not the other way around.

We can understand how latency affects throughput from a simple experiment.
If we have a reasonably fast disk with a maximum throughput of 180MB /sec and
a total access latency of 16ms, and we present it with a maximally fragmented
workload—meaning that no two blocks have been written/are being written in
sequential order—we can do a little math to come up with that throughput. As-
suming 4KB physical blocks on disk, 4KB per seek divided by 0.016 seconds per
seek = only 250KB/sec, a disappointing performance.

5.2.2 read()

This section explores the impact of a sequential and a random access pattern
on the latency of the read() file operation. The effectiveness of a sequential read()
comes from the fact that the process is accessing file pages consecutively and thus
leading the linux kernel to consistently hit the PG_Readahead marker and pre-
fetch file pages before they are actually requested. Consequently, we expect that
only one Page Cache miss will occur and therefore the performance for a sequential
read() will depend on the disks performance and the variation of the Read-Ahead
window size. Conversely, in random read() operations, the kernel cannot predict
the pages the process will request and thus can not correctly mark pages with
the PG_Readahead flag, making it challenging to predict the effectiveness of the
Read-Ahead mechanism.

The following figure illustrates the results for both sequential and random
read() operations, highlighting the expected outcome of only one Page Cache miss
for sequential reads and varying numbers of Page Cache misses for random reads.
It is important to mention that there is a significant difference in the number of
Page Cache misses between the two access patterns, particularly evident in the
results for a 2GB file, where a substantial contrast is exhibited.
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Figure 5.1: Number of Page Cache Misses for read() operations with Sequen-
tial (Left) and Random (Right) access patterns.

In Chapter 3, we’ve examined the complexity of retrieving data stored in a disk.
Consequently, an elevated number of Page Cache misses, which results in more
requests to a storage device, leads to an increase in the latency of file operations.
In the following Figure[5.2] we showcase the completion time of each file operation
that corresponds to what we’ve presented in Figure [5.1
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Figure 5.2: Latency for Sequential and Random read() file operations. It’s
important to notice the significant scaling difference between the y-axis of
the left and right figure.

The above results illustrate what we’ve mentioned so far providing conclusive
data that showcase the significant difference in the performance of the Page Cache
when dealing with processes with more complex access patterns. In almost every
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examined case, the latency for random access pattern is two or three times more
than that of the sequential access pattern.

5.2.3 mmap()

Everything we’ve showcased so far for the read() file operation also stands for
the mmap() file operation. In fact, as we can observe from the figure the
performance gap between sequential and random access patterns for the mmap()
file operation is much more substantial than it was for the read() file operation.
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7091 Sequential Access Pattern H Sequential Access Pattern
50000
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Figure 5.3: Latency of mmap() file operations with Sequential and Random
Access Pattern. It’s important to notice the significant scaling difference
between the y-axis of the left and right figure.

5.3 Impact of “bpf force page2cache()” in Page
Cache

In the previous cases, the user is aware that the process will access every page
of the file. Therefore, it is time to deploy “bpf_force_page2cache()” to add pages
to the Page Cache. The following figures present the influence of the new eBPF
helper to read() and mmap() file operations.
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5.3.1 read()
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Figure 5.4: Latency of Sequential read() with and without eBPF. It’s impor-
tant to notice the significant scaling difference between the y-axis of the left

and right figure.
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Figure 5.5: Latency of Random read() with and without eBPF'. It’s important
to notice the significant scaling difference between the y-axis of the left and

right figure.
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5.3.2 mmap()
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Figure 5.6: Latency of mmap() for Sequential Access Pattern with and with-
out eBPF. It’s important to notice the significant scaling difference between
the y-axis of the left and right figure.
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Figure 5.7: Latency of mmap() for Random Access Pattern with and without
eBPF. It’s important to notice the significant scaling difference between the
y-axis of the left and right figure.
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5.3.3 Results

Sequential Access Pattern

In the case of sequential access patterns, the influence of the eBPF helper on
the performance of file operations depends on the file size. For smaller file sizes,
the eBPF helper exhibits a natural impact, neither deteriorating nor significantly
enhancing the file operations performance. However, as the file sizes increase, the
impact of the eBPF helper becomes noticeable, indicating its utility in larger files.

Random Access Pattern

In the case of random access patterns, the impact of the eBPF helper on file
operations latency is immediately evident. The results clearly prove that the uti-
lization of the eBPF helper has reduced the latency for both file operations, read()
and mmap(), to levels comparable to the corresponding latency of the sequential
access patterns. Consequently, in this case, we have achieved our goal of minimiz-
ing the performance gap between the two types of access patterns.

5.4 Use Case : Firecracker

Firecracker [38] is a virtual machine monitor (VMM) that uses the linux kernel-
based Virtual Machine (KVM) to create and manage microVMs. Firecracker was
primarily developed as a specialized VMM for serverless workloads, but it is gen-
erally useful for containers, functions and other compute workloads. It has a
minimalist design that intentionally excludes unnecessary devices and guest func-
tionality, aiming to reduce the memory footprint of each microVM and leading to
reduced startup times and increased hardware utilization. With firecracker, cloud
providers can pack thousands of microVMs onto the same machine. This means
that every serverless function, container, or container group can be encapsulated
with a virtual machine barrier, enabling workloads from different customers to run
on the same machine, without any tradeoffs to security or efficiency.

5.4.1 Serverless computing

Serverless computing [39] has emerged as the fastest growing cloud service and
deployment model of the past few years. In serverless, services are decomposed into
collections of independent stateless functions that are invoked by events specified
by the developer. These functions are very popular due to their reduced cost of
operations, improved utilization of hardware, and faster scaling than traditional
deployment methods. Consequently, at any given time there could be a number
of active functions concurrently running that could range from zero to thousands.
Moreover, the serverless model provides a pay-as-you-go billing allowing customers
to be charged only for the time spent executing their requests.
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5.4.2 Cold Start Problem

The economics and scale of serverless applications demand that workloads from
thousands of independent function instances run on the same hardware with min-
imal overhead, while preserving strong security and performance isolation. This
high degree of co-location has proven to be possible from a recent study of Azure
Functions [40] in production. The study shows that serverless functions are short-
running and invoked infrequently. Specifically, it shows that half of the functions
complete within 1 second while >90% of functions have runtime below 10 seconds.
Another finding is that functions tend to have small memory footprints: >90% of
functions allocate less than 300MB of virtual memory. Lastly, 90% of functions are
invoked less frequently than once per minute, albeit >96% functions are invoked
at least once per week.

We are interested in the Azure study because the process inside the firecracker’s
microVM, which receives the function invocation in the form of an RPC, takes
up to several seconds to bootstrap before it is able to invoke the user provided
function, which also may have its own initialization phase [39]. Considering the
short execution time of serverless functions that the Azure study revealed, the
period it takes to initialize them, commonly referred to as “cold start”, constitutes
a significant portion of the total execution time and introduces a notably expensive
latency. In addition, customers are not billed for the time a function boots and
have a strong incentive to minimize cold starts due to their impact on latency.

In order to avoid this problem, both cloud vendors and their customers prefer
to keep function instances memory resident, commonly referred to as keeping them
“warm”. However, cloud vendors can not predict whether a customer will execute
the same function again and therefore keeping idle function instances alive could
turn out to be a waste of precious main memory. As a result, given that serverless
providers deploy thousands of functions on a single server, the memory footprint of
keeping all instances warm can extend into hundreds of gigabytes. Another thing
to keep in mind, is that a servers main memory accounts for a large portion of its
typical capital cost and thus serverless providers can’t afford to waste it.

To avoid unnecessary memory usage, most serverless providers tend to limit
the lifetime of function instances to 8-20 minutes after the last invocation, due
to the sporadic nature of invocations. In other words, providers prefer to remove
instances after a period of inactivity and start new ones on demand. In the last
few years, high cold-start latencies have become one of the central problems in
serverless computing and one of the key metrics for evaluating serverless providers.
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5.4.3 Snapshotting

Snapshotting is an innovative technique proposed by researchers to help reduce
cold starts while avoiding the need to keep thousands of functions warm [39]. This
method aims to quickly restore a virtual machine (VM) to its warm state by
capturing it to a snapshot. Specifically, a snapshot captures the current state of
a VM, including the state of the virtual machine monitor (VMM) and the guest-
physical memory contents, and store it as files on disk. With snapshotting, we can
capture the state of a function instance that has been fully booted and is ready to
receive and execute a function invocation and therefore we no longer need to keep
it alive. Upon the next invocation of the function, a new instance can be quickly
created from the corresponding snapshot. After the loading process is complete,
this instance is ready to process the incoming request, effectively eliminating the
high cold start latency.

Firecracker has introduced their own open-source snapshotting mechanism [41]
that follows the same design principles as Catalyzer [39]. Similarly to Catalyzer,
loading a Firecracker VM from a snapshot is done in two phases. First, the hy-
pervisor process loads the state of the VMM and the emulated devices (that we
further refer to as loading VMM for brevity) and then maps a plain guest-physical
memory for lazy paging.

Snapshotting Latency issue

In order to avoid loading the whole guest memory when starting guest VMs,
snapshot methods apply lazy loading of guest memory [42]. With Lazy loading
memory pages are loaded from disk on-demand when accessed by the guest. How-
ever this proves to have a negative impact on the snapshotting technique because
the page access pattern tends to be closer to random than sequential and exhibit
low spacial locality. Therefore, this leads to many major page faults and scattered
disk reads that add significant overhead and slow down function execution. As a
result, although snapshot and restore improve performance, the cold start problem
is still not entirely solved. This is because in order to restore the VM state and
initialize the guest memory, the guest needs to access at least a few thousands of
memory pages with lazy loading.
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5.4.4 Deployment of eBPF

In order to enhance the performance of the snapshotting technique we can
leverage our new eBPF helper. To achieve our goal, in the first invocation of
restoring a snapshot we will record the pages accessed and store them into a file.
Next, we will assume that memory accesses are stable across function invoca-
tions and use the stored information to prefetch a compact representation of the
working set of previous invocations when handling new ones. Finally, we will lever-
age “bpf_force_page2cache()” to bring the user-defined pages into the Page Cache
through a single read(), thus avoiding the costs associated with scattered page
reads and reduce the techniques latency.

5.4.5 Results

In the following figure we present the impact of “bpf_force _page2cache()”
to firecracker’s snapshotting. The following results occur from loading a snapshot,
using it to resume a firecracker’s microVM and executing a simple function.
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Figure 5.8: Results of eBPFs impact on firecracker’s snapshotting method

On the left bar, we present the operations latency for firecracker’s snapshotting
method and on the right bar the corresponding latency for the same operation with
the influence of our new eBPF helper.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this Diploma thesis, we’ve conducted a comprehensive examination of the
software layers and components of the linux kernel that are associated with the
read file operation. Furthermore, we’ve delved into the Page Cache and its key
roll on the file operation’s latency. Specifically, through a thorough analysis of the
Page Cache, we’ve demonstrated that :

e Processes with sequential access patterns have an ideal performance. This
outcome come from the fact that the Page Cache Read-Ahead mechanism
manages to pre-fetch pages before they are actually requested. Thus, it
eliminates the time it would normally take for the process to request a set
of pages every time a Page Cache miss occurred.

e Processes with complex access patterns have a significant higher latency
compared to those with sequential access. The main reason for this con-
sequence is the inadequacy of the Page Cache Read-Ahead algorithm to
adapt to access patterns that are more complex and seem to be random.
As a result, a sufficient number of Page Cache misses occurs, that introduce
additional latency to the completion of file operations.

Motivated by the unsustainable performance of the Page Cache for processes
with complex access patterns, we've shifted our attention to a new powerful tech-
nology of the linux kernel named eBPF to find a solution. We’ve examined how
the evolution of eBPF has led it to be a tool used to safely and efficiently extend
the capabilities of the kernel without requiring to change kernel source code or
load kernel modules. We’ve leveraged eBPF to create a new helper that will allow
user to define the pages that will be added to the Page Cache in order to match
the access patterns of their userspace applications.

More information about the development of the “bpf_force_page2cache()” eBPF
helper can be found on this Github repository : [43].
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From our tests and results we’ve conducted the following conclusions :

e In order to develop a new eBPF helper we've modified the linux kernel.
However, we’ve successfully completed our goal without making any major
changes to the linux kernel but with only a few extra lines of code. In
addition, we’ve kept the full support of the linux kernel when executing our
new helper to add pages to the Page Cache.

e Page Cache misses lead to increased latency of file operations due to the
large number of read system calls that must be handled from the kernel. To
address the disparity between processes with a high number of Page Cache
misses (random access patterns) and those with a small number (sequential
access patterns), we utilize our new eBPF helper to efficiently fetch the pages
that a userspace application will request in a single read batch. The figures
presented in Chapter 5 illustrate how this approach effectively narrows the
performance gap between them.

e We can take advantage of our new eBPF helper for file operations such as
read() and mmap(). This capability can be utilized in applications that per-
form these types of operations. Specifically, we've demonstrated the utility
of our eBPF helper in enhancing the snapshotting technique of firecracker,
which executes the mmap() file operation to load and restore a snapshot file.

6.2 Future Work

Based on the results and conclusions we’ve presented, we believe that the
new eBPF helper “bpf_force_page2cache()” is capable of offering significant perfor-
mance improvement under certain conditions and is worth studying and evolving.
Particularly, as a continuation of the present work, we would find it interesting
and challenging to add these utilities:

e Currently, the eBPF helper performs synchronous read. That means that it
is designed to read a batch of pages from the storage device and fetch them
to the Page Cache in order to complete its operation. However, its perfor-
mance could be significantly improved by implementing a hybrid approach.
Specifically, it would be advantageous for the eBPF helper to read a small
set of pages (e.g., four pages) synchronously, while fetching the remaining
pages asynchronously in batches. This would minimize the process waiting
time, as it would only need to wait for a short period until the first batch of
pages arrives. By the time the process finishes reading these pages, the next
batch of pages would already be available. In essence, it would be beneficial
to implement a Read-Ahead mechanism for the eBPF helper.
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e The next step involves incorporating multiple kernel threads into the proce-
dure. Given that the user has predefined the pages to be added to the Page
Cache and, as mentioned earlier, a hybrid approach with synchronous and
asynchronous page fetching has been established, we can divide the proce-
dure into distinct parts and assign a dedicated thread to handle each part.
Specifically, the initial thread would address the synchronous segment, while
concurrently, the remaining threads —whether they’re one, two, or more—
would asynchronously handle the retrieval of a number of additional pages
each (i.e. eight), continuing this process until all specified pages have been
successfully fetched into the Page Cache. This threaded implementation
aims to enhance parallelism and overall efficiency in the execution of the
eBPF helper operation.
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