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#### Abstract

                


 strategic manipulation, adversarial corruption.


#### Abstract

This thesis studies the stochastic multi-armed problem, where a learner plays a sequential game with an environment for $T$ rounds. In each round the learner chooses one of the $K$ available arms to pull and receives a stochastically generated reward. The goal of the learner is to perform as the best policy in hindsight. Optimal algorithms can guarantee that the learner's regret is bounded by $\widetilde{O}(\sqrt{K T})$, which matches the lower bound obtained by information theory. Joseph et al. [1] imposed a fairness constraint on the learner's actions, that restricts her from favoring an arm (i.e., pull it with higher probability) unless the arm is of greater merit. Our work proposes an $\varepsilon$-relaxation of their fairness definition and a fair algorithm that achieves $\widetilde{O}\left(\sqrt{\frac{1}{\varepsilon}} \sqrt{K T}\right)$ regret. Applications where fairness is sought after (like recommendation systems) are vulnerable to adversarial attacks (e.g., fake reviews) thus we present the behaviour of known algorithms in the mixed model and aspire to connect fair algorithms with robustness to adversarial corruption.
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## Euxapıoties








 $\pi \rho \circ \lambda \dot{\alpha} \beta \omega \nu \alpha$ то $\zeta \eta \tau \eta \dot{\sigma} \sigma$ $\eta$ ídı $\alpha$.
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## Chapter 1

##  Перí入 $\eta \psi \eta$






### 1.1 To $\Sigma \tau o \chi \alpha \sigma \tau \iota \varkappa o ́ ~ M u l t i-A r m e d ~ B a n d i t ~ П \rho o ́ ~ \beta \lambda ~ \eta \mu \alpha ~$

To Multi-Armed Bandit (MAB) Прóß $\lambda_{\eta \mu \alpha ~ \varepsilon i v \alpha l ~ \varepsilon ́ v \alpha ~}^{\alpha \pi \lambda o ́ ~ \varepsilon \rho \gamma \alpha \lambda \varepsilon i ́ o ~ \mu о \nu \tau \varepsilon \lambda о \pi o i ́ n \sigma \eta s ~}$


 $\mu \pi о р \varepsilon i ́ ~ v \alpha ~ \varphi \alpha \nu \varepsilon i ́ ~ \chi р и ̆ \sigma ц \mu о . ~$





- $\Sigma v \sigma \tau \eta \dot{\mu} \alpha \tau \alpha$ Прот $\alpha \sigma \varepsilon \omega \nu$ 'Eva $\sigma ט ́ \sigma \tau \eta \mu \alpha \pi \rho о \tau \alpha ́ \sigma \varepsilon \omega \nu$ (recommendation system) $\mu о \nu \tau \varepsilon \lambda о \pi о เ \varepsilon i \tau \alpha \iota ~ \mu \varepsilon ~ \varepsilon ́ v \alpha \nu ~ l e a r n e r ~ \pi о \cup ~ \varepsilon \pi \imath \vartheta \cup \mu \varepsilon i ́ ~ \nu \alpha ~ \mu \alpha ́ \vartheta \varepsilon \iota ~ \tau ı \varsigma ~ \pi р о т ı \mu ท ́ \sigma \varepsilon ı \varsigma ~$



















 $\tau \eta \varsigma$ ह́peuvas $\pi \alpha ́ \nu \omega$ бтo $\pi \rho o ́ \beta \lambda \eta \mu \alpha \mu \pi о \rho \varepsilon i ́ v \alpha \beta \rho \varepsilon \vartheta \varepsilon i ́ ~ \sigma \tau \alpha \sigma \cup \gamma \gamma \rho \alpha ́ \mu \mu \alpha \tau \alpha \tau \omega \nu$ Bubeck and Cesa-Bianchi [3], Lattimore and Szepesvári [4], Slivkins [5]. Avá入oү $\alpha \mu \varepsilon \tau \nu \nu \varepsilon \alpha \alpha ́ \sigma-$ тотє вчар $\mu$ оүи́ то $\pi \rho o ́ \beta \lambda \eta \mu \alpha \mu \varepsilon \lambda \varepsilon \tau \alpha ́ \tau \alpha l ~ \mu \varepsilon \pi \lambda n ́ \rho \eta, \mu \varepsilon \rho เ x \dot{\eta} \eta \dot{\eta}$ bandit $\alpha \nu \alpha ́ \delta \rho \alpha \sigma \eta$ ( $\pi \lambda \eta \rho o-$




### 1.1.1 Movté入o





 $t \in[T]$.






 غ́xчpaбп $\gamma$ l $\alpha$ to regret.

$$
R(T)=\sum_{t=1}^{T} \mathbb{E}\left[r_{i^{*}, t}\right]-\sum_{t=1}^{T} \mathbb{E}\left[r_{A_{t}, t}\right]=\sum_{t=1}^{T}\left(\mu^{*}-\mu_{A_{t}}\right)=\sum_{t=1}^{T} \Delta_{A_{t}}
$$

 regret $\gamma \rho \alpha \varphi \varepsilon \tau \alpha l \omega \varsigma$ :

$$
R(T)=\sum_{i=1}^{K} n_{i, T} \cdot \Delta_{i}
$$

## 

H $\vartheta \varepsilon \omega р i ́ \alpha ~ \pi \lambda \eta р о \varphi о р i ́ \alpha s ~ \mu \alpha s ~ \delta i ́ v \varepsilon ı ~ \tau о ~ \varepsilon \xi \eta ́ s ~ \chi \alpha ́ \tau \omega ~ \varphi p \alpha ́ \gamma \mu \alpha: ~$



$$
\mathbb{E}[R(T)] \geq \Omega(\sqrt{K T})
$$















$$
\begin{aligned}
u_{i, t} & =\widehat{\mu}_{i, t}+\operatorname{rad}_{t}(i), \\
l_{i, t} & =\widehat{\mu}_{i, t}-\operatorname{rad}_{t}(i),
\end{aligned}
$$



```
Algorithm 1: Successive Elimination
Eíoooos: \(K, T\)
/* Apxıкотоínon active set */
\(S \leftarrow[K]\)
while \(t \leq T\) do
```



```
    for \(i \in S\) do
            Пגiگ६ arm \(i\)
            \(\mathrm{A} \nu \alpha \nu \varepsilon ́ \omega \sigma \varepsilon u_{i}, l_{i}\)
    /* П๐入ıтしкท́ ع \(\dot{\alpha} \lambda \varepsilon \iota \downarrow \eta \varsigma ~ * / ~\)
    for \(i \in S\) do
            if \(\exists j \in S\) т́́ \(\tau о \imath o ~ \grave{\omega} \sigma \tau \epsilon l_{j}>u_{i}\) then
                \(S \leftarrow S \backslash i\)
```



$$
\mathbb{E}[R(t)] \leq O(\sqrt{K t \log T})
$$

үıа кávє үч́po $t \leq T$.
H $\alpha \pi o ́ \delta \varepsilon ı \xi \eta ~ \beta p i ́ \sigma \chi \varepsilon \tau \alpha \iota ~ \sigma \tau o ~ 3.3 .1 . ~$




```
Algorithm 2: UCB
Eíooóos: \(K, T, \delta\)
for \(t \in[T]\) do
    \(A_{t} \leftarrow \arg \max _{i \in[K]}\left(u_{i, t}\right) \quad\) // \(u_{i, t}=\widehat{\mu}_{i, t}+\operatorname{rad}_{t}(i)\)
```





$$
\mathbb{E}[R(t)] \leq O(\sqrt{K t \log T})
$$

久ıa кáणє $\gamma$ ̛́ $\rho o t \leq T$.

H $\alpha \pi o ́ \delta \varepsilon ı \xi \eta ~ \beta р і ́ \sigma x \varepsilon \tau \alpha \iota ~ \sigma \tau о ~ 3.3 .2 . ~$

## $1.2 \Delta i x \alpha \iota o \iota ~ А \lambda \gamma o ́ p ı \vartheta \mu o \iota ~ \sigma \tau о ~ М А В ~ П р о ́ \beta \lambda \eta \mu \alpha$







 $\tau \omega \nu$ Joseph et al. [1].


 $j, j^{\prime} \in[K]$,

$$
\pi_{t}(j \mid h)>\pi_{t}\left(j^{\prime} \mid h\right) \text { only if } \mu_{j}>\mu_{j^{\prime}}
$$


 $\pi \rho о \tau \varepsilon i ́ v o u v ~ \tau o \nu ~ \alpha \lambda \gamma o ́ \rho ı \vartheta \mu o ~ F a i r B a n d i t s ~ o ~ o \pi o i ́ o s ~ \varepsilon i ́ v a l ~ \mu i ́ \alpha ~ \delta-f a i r ~ \pi \alpha \rho \alpha \lambda \lambda \alpha \gamma и ́ ~ \tau o u ~$ Successive Elimination $\chi \alpha \iota \pi \varepsilon \tau \cup \chi \alpha i \nu \varepsilon \iota \widetilde{O}\left(\sqrt{K^{3} T \ln T K / \delta}\right)$ regret. To $\alpha \pi \sigma \tau \varepsilon$ ह́ $\varepsilon \varepsilon \sigma \mu \alpha$






```
Algorithm 3: FairBandits
Eíooठos: \(K, \delta\).
```



```
\(S_{0} \leftarrow\{1, \ldots, K\}\).
for \(i \in[K]\) do
    \(\widehat{\mu}_{i, 0} \leftarrow 1 / 2, u_{i, 0} \leftarrow 1, l_{i, 0} \leftarrow 0, n_{i, 0} \leftarrow 0\)
for \(t \in[T]\) do
    \(i_{t}^{*} \leftarrow \arg \max _{i \in S_{t-1}} u_{i, t}\)
    \(S_{t} \leftarrow\left\{j \mid j\right.\) chains to \(\left.i_{t}^{*}, j \in S_{t-1}\right\}\)
    Паí̄६ \(\operatorname{arm} j \in S_{t}\) оцоเо́норч \(\alpha\)
```




```
    \(n_{j, t} \leftarrow n_{j, t-1}+1\)
    \(\widehat{\mu}_{j, t} \leftarrow \frac{1}{n_{j, t}}\left(\widehat{\mu}_{j, t-1} \cdot n_{j, t-1}+r_{j, t}\right)\)
    \(\operatorname{rad}_{t}(j) \leftarrow \sqrt{\frac{\ln \left((\pi \cdot(t+1))^{2}\right) / 3 \delta}{2 n_{j, t}}}\)
    \(\left[l_{j, t}, u_{j, t}\right] \leftarrow\left[\widehat{\mu}_{j, t}-\operatorname{rad}_{t}(j), \widehat{\mu}_{j, t}+\operatorname{rad}_{t}(j)\right]\)
    for \(i \in S_{t}, i \neq j\) do
        \(\widehat{\mu}_{i, t} \leftarrow \widehat{\mu}_{i, t-1}, u_{i, t} \leftarrow u_{i, t-1}, l_{i, t} \leftarrow l_{i, t-1}, n_{i, t} \leftarrow n_{i, t-1}\)
```


## $1.3(\varepsilon, \delta)$-Fairness





 $j, j^{\prime} \in[K]$,

$$
\pi_{t}(j \mid h)>\pi_{t}\left(j^{\prime} \mid h\right)+\varepsilon \text { only if } \mu_{j}>\mu_{j^{\prime}} .
$$

 $\sigma \varepsilon$ ह́v人 arm. $\Sigma$ то $\pi \lambda \alpha i ́ \sigma เ о ~ \tau о \cup ~(~(\varepsilon, \delta)-f a i r n e s s, ~ \vartheta \varepsilon \omega р \varepsilon i ́ \tau \alpha l ~ \pi \omega \varsigma ~ o ~ l e a r n e r ~ \varepsilon u v o \varepsilon i ́ ~ \varepsilon ́ v \alpha ~$








```
Algorithm 4: Fair algorithm for Truthful agents (FT)
Eíбoठos: \(K, \varepsilon, \delta\).
```



```
\(S_{0} \leftarrow\{1, \ldots, K\}\).
for \(i \in[K]\) do
    \(\widehat{\mu}_{i, 0} \leftarrow 1 / 2, u_{i, 0} \leftarrow 1, l_{i, 0} \leftarrow 0, n_{i, 0} \leftarrow 0\)
for \(t \in[T]\) do
```



```
    \(\pi_{t} \leftarrow \operatorname{Grouping}\left(S_{t-1}, \varepsilon\right)\) (13)
    Паígะ arm \(j \sim \pi_{t}\).
    Парати́р \(\eta \sigma \varepsilon \alpha \nu \tau \alpha \mu о \diamond \dot{\eta} r_{j, t}\).
```



```
    \(n_{j, t} \leftarrow n_{j, t-1}+1\)
    \(\widehat{\mu}_{j, t} \leftarrow \frac{1}{n_{j, t}}\left(\widehat{\mu}_{j, t-1} \cdot n_{j, t-1}+r_{j, t}\right)\)
    \(\operatorname{rad}_{t}(j) \leftarrow \sqrt{\frac{\ln \left((\pi \cdot(t+1))^{2}\right) / 3 \delta}{2 n_{j, t}}}\)
    \(\left[l_{j, t}, u_{j, t}\right] \leftarrow\left[\widehat{\mu}_{j, t}-\operatorname{rad}_{t}(j), \widehat{\mu}_{j, t}+\operatorname{rad}_{t}(j)\right]\)
    \(i_{t}^{\star} \leftarrow \arg \max _{i \in S_{t-1}} u_{i, t}\)
    \(S_{t} \leftarrow\left\{i \mid i\right.\) chains to \(\left.i_{t}^{\star}\right\}\)
    for \(i \in S_{t}, i \neq j\) do
        \(\widehat{\mu}_{i, t} \leftarrow \widehat{\mu}_{i, t-1}, u_{i, t} \leftarrow u_{i, t-1}, l_{i, t} \leftarrow l_{i, t-1}, n_{i, t} \leftarrow n_{i, t-1}\)
```

```
Algorithm 5: Grouping
Eíoooos: Active set \(S_{t}, \varepsilon\).
```



```
    غ́xouv тото日гтท日とi ако́ \(\alpha\)
    */
\(M \leftarrow 0\)
\(\mathrm{NA} \leftarrow S_{t}\)
/* Xஸ́pıб \(\tau \alpha\) active arms \(\sigma \varepsilon\) groups */
while \(N A \neq \emptyset\) do
    Avavé \(\omega \sigma \varepsilon\) group counter \(M: M \leftarrow M+1\)
    Pivot arm \(\gamma \iota \alpha\) to group \(M: j^{\star} \leftarrow \arg \max _{i \in N A} u_{i, t}\).
    \(M: G_{M, t} \leftarrow\left\{i \in \mathrm{NA}: u_{i, t} \geq l_{j^{\star}, t}\right.\) or \(\left.u_{i, t} \geq l_{k, t}, k \in G_{M-1, t}\right\}\).
    \(\mathrm{NA} \leftarrow \mathrm{NA} \backslash G_{M, t}\).
Иúбє то \(\pi \alpha р \alpha х \alpha ́ \tau \omega ~ L P: ~ / / ~ \Upsilon \pi о \lambda o ́ \gamma เ \sigma \varepsilon ~ \tau \eta \nu ~ к \alpha \tau \alpha \nu o \mu \eta ́ ~\)
\[
\begin{array}{lll}
\mu \varepsilon \gamma\llcorner\tau о \pi о \text { ín } \sigma \varepsilon & \tilde{\pi}_{1, t} \\
\text { subject to } & \sum_{i=1}^{M}\left|G_{i, t}\right| \tilde{\pi}_{i, t}=1, & \\
& \tilde{\pi}_{i, t} \leq \tilde{\pi}_{i+1, t}+\varepsilon, & i=1, \ldots, M-1 \\
& \tilde{\pi}_{i, t} \geq 0 & i=1, \ldots, M
\end{array}
\]
```

Елıб七роழи́： $\operatorname{K} \alpha \tau \alpha \nu о \mu \dot{\eta} \pi_{t}:\left\{\pi_{i, t} \leftarrow \tilde{\pi}_{j, t}\right.$ s．t．$\left.i \in G_{j, t}, \forall j \in[M]\right\}$




 Tóvє, $\mathbb{E}\left[n_{i, t}\right] \geq \mathbb{E}\left[n_{j, t}\right]$.


$$
R(T)=O\left(\min \left(\sqrt{\frac{1}{\varepsilon}}, K\right) \sqrt{K T \log \frac{K T}{\delta}}\right)
$$

##  Bandits








1. O learner $\varepsilon \pi \iota \lambda \varepsilon ́ \gamma \varepsilon \iota ~ \delta \eta \mu o ́ \sigma \iota \alpha \mu i ́ \alpha \chi \alpha \tau \alpha \nu o \mu \dot{\eta} \pi_{t}$.








$$
\sum_{t} \max _{a}\left|\widehat{r}_{a, t}-r_{a, t}\right| \leq C
$$



$$
C=\sum_{t \in[T]}\left\|\widehat{R}_{t}-R_{t}\right\|
$$



 $\delta \iota \alpha \tau n \rho \varepsilon i ́ ~ \tau o ~ r e g r e t ~ \tau o u ~ \alpha \pi \varepsilon ́ v \alpha \nu \tau \iota ~ \sigma \varepsilon ~ \widetilde{O}(\sqrt{K T})$-corrupted $\alpha \nu \tau \alpha \gamma \omega \nu \iota \sigma \tau \eta \dot{\text {. }}$. To $\pi \lambda n \dot{p \varepsilon \varsigma ~}$

 regret

$$
R(t)=O\left(\sum_{i \in[K], i \neq i^{*}}\left[3 \Delta_{i}+\frac{16 \log T}{\Delta_{i}}\right]+4 K C\right)
$$

$\sigma \epsilon \kappa$ кávє حน́po $t$.

O ópos tou avpoíб $\mu \alpha \tau$ тьs عíval to instance－dependent regret tou UCB $\sigma \tau o \alpha \pi \lambda o ́ \sigma \tau o-$ $\chi \alpha \sigma \tau \iota x o ́ ~ M A B$.


 $\pi \alpha p о \cup \sigma ı \alpha ́ \zeta о \cup \mu \varepsilon \pi \alpha p \alpha x \alpha ́ \tau \omega$ ．

```
Algorithm 6: BARBAR
Пара́ \(\mu \varepsilon \tau \rho о \iota: ~ \varepsilon \mu \pi \iota \sigma \tau о \sigma u ́ v \eta ~ \delta \in(0,1), T\).
```



```
\(\Theta \varepsilon ́ \sigma \varepsilon \lambda=1024 \ln \left(\frac{8 K}{\delta} \log _{2} T\right)\).
for \(m=1,2, \ldots\) do
    Set \(n_{i}^{m}=\lambda\left(\Delta_{i}^{m-1}\right)^{-2} \gamma\) ү х \(\alpha \vartheta \vartheta \varepsilon ~ i \in[K]\).
    \(\Theta \varepsilon ́ \sigma \varepsilon N_{m}=\sum_{i=1}^{K} n_{i}^{m}\) к \(\alpha \iota T_{m}=T_{m-1}+N_{m}\).
    for \(t=T_{m-1}+1\) to \(T_{m}\) do
        Паíछะ то \(\operatorname{arm} i \mu \varepsilon \pi \imath \vartheta \alpha \nu o ́ \tau \eta \tau \alpha n_{i}^{m} / N_{m}\).
```



```
        عлохи́ \(m\).
    \(\Theta\) モ́ \(\sigma \varepsilon r_{\star}^{m}=\max _{i}\left\{r_{i}^{m}-\frac{1}{16} \Delta_{i}^{m-1}\right\}\)
    \(\Theta\) モ́ \(\sigma \varepsilon \Delta_{i}^{m}=\max \left\{2^{-m}, r_{\star}^{m}-r_{i}^{m}\right\}\)
```

 єívaı 甲раүнє́vo aпó

$$
O\left(K C+\sum_{i \neq i^{*}} \frac{\log T}{\Delta_{i}} \log \left(\frac{K}{\delta} \log T\right)\right)
$$

## Chapter 2

## Introduction

### 2.1 Motivation

Reinforcement learning (RL) is a computational framework to model a goaloriented learning procedure between a learner and an environment. What differentiates RL from other types of learning is that learning stems from the interaction between a decision-making agent and an environment without any supervision or exemplary data. That is to say, a numerical reward function that maps a learner's actions to rewards is sufficient learning feedback. The goal in RL applications is not to uncover a hidden structure behind the environment but rather to find the decision-making policy that maximizes the cumulative reward.

The non-associative setting, where the learner only needs to make one type of decision is modeled with multi-armed bandits (MAB). In this model, in each round $t$ the learner is faced with $K$ arms of a multi-armed slot machine and must decide which one to pull. The rewards may be generated stochastically or adversarially depending on the application. The main metric to evaluate a learner's performance is regret, i.e., the difference between the cumulative reward of the learner's policy and the cumulative reward of the optimal policy in hindsight. Our work focuses on stochastic MAB and the metric used is pseudo-regret, i.e., the expectation of the difference above.

In this context, the Exploration-Exploitation trade-off arises. The learner must choose whether she will explore more options to get more information upon their merit or whether she should commit to the best performing option so far. Such dilemmas dominate most decision-making procedures and have been studied by a plethora of disciplines such as mathematics and behavioral science. Chapter 3 formally presents the model and some of the standard algorithms used in balancing exploration-exploitation.

Many algorithmic decision-making applications have been found to replicate biases, against their designers' will. Such behavior emerges from historical biases or poor representation of a certain population in a training dataset, decisions based on protected attributes, a platform's reward maximization objective among other reasons. Thus, a line of work has studied different fairness notions, which wish
to guarantee that such phenomena are eliminated. Algorithmic Fairness can be divided into group fairness, that ensures that demographic parity/ equality of odds/equality of opportunities are respected among populations with different protected attributes (be it race, gender, age); and individual fairness, that can be interpreted as "Similar individuals are treated similarly". Chapter 4 includes a brief presentation of works uncovering biases in algorithmic decision-making and some insightful fairness definitions.

However, fairness may not be guaranteed in settings where an action's reward is manipulated. Multiple applications are vulnerable to external agents that distort observed rewards, either serving an individual objective or adversarially. A motivating example is the case of Goodreads, a platform that suffers from fake reviews, a type of adversarial attack that aims at fooling the algorithm into recommending books with poor performance by corrupting the rewards (i.e., review score) of better performing books [13]. The work of Lykouris et al. [11] models the aforementioned case through a mixed stochastic and adversarial setting and studies algorithms robust to such corruptions. Chapter 6 thoroughly presents results on the mixed model.

### 2.2 Previous Work

Multi-Armed Bandits have been introduced as a framework by Thompson [2], and taken their name from the work of Bush and Mosteller [14]. The MAB problem is extensively documented in the works of Bubeck and Cesa-Bianchi [3], Lattimore and Szepesvári [4], Slivkins [5]. The work of Auer et al. [15] shows that any bandit algorithm is forced to suffer $\Omega(\sqrt{K T})$ regret, using tools from information theory. Algorithms that match the lower bound (up to a polylogarithmic factor) include the Successive Elimination Algorithm (8) proposed in Even-Dar et al. [6] and the Upper Confidence Bound Algorithm (9) from Auer et al. [7].

Different fairness notions have been introduced in [16, 17, 18, 19, 20]. This thesis focuses on the definition of $\delta$-fairness proposed by Joseph et al. [1], a meritocratic notion that restricts a learner from favoring a sub-optimal arm. The authors propose a $\delta$-fair algorithm, called FairBandits (11), that achieves $\widetilde{O}\left(\sqrt{K^{3} T}\right)$ regret after $T$ rounds.

When it comes to the mixed model of Lykouris et al. [11], the work of Gupta et al. [12] proposes algorithm BARBAR that achieves regret with an additive dependence on the corruption level $C$. The literature on agents with strategic behavior includes the work of Feng et al. [21], who study a model where arms behave as strategic agents who wish to maximize the number of times they get pulled by overvaluing their own reward up to a budget. Similarly, Braverman et al. [22] consider a setting where agents/arms present a lower reward, keeping the difference from the realized one as a utility for themselves. A combination of the above is studied in Esmaeili et al. [23].

### 2.3 Contribution

Our contribution is an $\varepsilon$-relaxation of the $\delta$-fair definition from Joseph et al. [1]. In our definition, a learner favors an arm over another if she is playing them
with probabilities more than $\varepsilon$ away from each other. Through this relaxation, we introduce FairTruthful (FT) Algorithm (12), that achieves a gracefully optimized regret of $\widetilde{O}(\min (\sqrt{1 / \varepsilon}) \sqrt{K T})$, where parameter $\varepsilon$ can be tuned to cater to each application. The regret analysis of FT can be found in Chapter 5. In Chapter 6 we also provide an analysis of the performance of UCB in the adversarial corruption setting. The link between fair and robust algorithms is an open question.

## Chapter 3

## The Stochastic Multi-Armed Bandit Problem


#### Abstract

The Multi-Armed Bandit Problem is a simple framework to model a sequential game between a learner and an environment taking place over a time horizon. Before formally defining the terms above, let us present some applications where this model may be of use.


- Casino A gambler playing with multiple slot machines aims at maximizing her revenue through learning some (maybe statistical) information on the rewards of each machine. Slot machines are also called one-armed bandits and that is how the name Multi-Armed Bandit problem occurred.
- Recommendation Systems A recommendation system (learner) wishes to learn users' preferences while observing their interaction (i.e., clicks or likes) with different recommendations.
- Network Routing A navigation application opts to find the shortest path between two nodes among a combinatorially large set of available paths through feedback provided each time a path is chosen.

In the general case the game is played over a horizon of $T$ rounds. In each round $t$ a bandit algorithm (learner) chooses an action $A_{t}$ from a fixed set of actions $\mathcal{A}$ and the environment reveals the action's reward $r_{A_{t}}$. Naturally, a learner's choice in round $t$ can only depend on the rewards she has observed and not on future rewards. The mapping of history $H_{t-1}=\left(\left(A_{1}, r_{A_{1}}\right),\left(A_{2}, r_{A_{2}}\right), \ldots,\left(A_{t-1}, r_{A_{t-1}}\right)\right)$ to the action $A_{t}$ is called the learner's policy. The Multi-Armed Bandit Problem (MAB) is often referred to as the $K$-armed Bandit Problem, where $K$ denotes the number of possible actions/arms. For the rest of the analysis we will be using the terms action and arm interchangeably.

The MAB Problem was introduced in Thompson [1933] as an attempt to efficiently conduct medical trials. Since then, a line of work (Bubeck and Cesa-Bianchi [2012], Lattimore and Szepesvári [2020], Slivkins [2022]) has thoroughly contributed in enriching and collecting most of the main results on the field. Given this general
setup, multiple variants of the MAB problem have been studied to cater to each application. Depending on the information provided by the environment after choosing an action, we divide bandit problems into three main classes: (i) bandit feedback, when the learner is only informed about the reward of the arm she chose; (ii) full feedback, when the learner is informed about the rewards of all possible actions and (iii) partial feedback, when the information provided lies between the two former cases.

Another major classification stems from the way rewards are generated. The two main categories are stochastic rewards, when rewards are i.i.d. samples drawn from a fixed distribution $\mathcal{D}$ over the arms and adversarial rewards, when we assume the existence of an adversary that sets an action's reward arbitrarily or subject to some constraints.

The main question that arises from this setup is how to evaluate a learner given a specific environment. To answer this question, the notion of regret was introduced. Regret is defined with respect to a policy $\pi$ and accounts for the difference between the cumulative reward collected by policy $\pi$ and the cumulative reward collected by the learner. Generalizing this notion, one can compute regret with respect to a family of policies $\Pi$ as the maximum regret w.r.t. any policy $\pi$ in $\Pi$. The regret of an algorithm $\mathcal{A}$ in a MAB problem can be expressed as:

$$
R(T)=\max _{\pi \in \Pi}\left(\sum_{t=1}^{T} \mu_{i_{t} \sim \pi}\right)-\sum_{t=1}^{T} \mu_{i_{t} \sim \pi_{\mathcal{A}}}
$$

The above is often called pseudo-regret in literature because the difference is computed with respect to the mean values and not the realized rewards.

The choice of $\Pi$ differs depending on the variant of MAB being studied. The present work focuses on stochastic MAB problem and therefore the regret computed is relative to the policy $\pi^{*}$ that chooses the arm with the highest mean reward.

## Applications

We hereby reference some indicative works on bandit applications in a plethora of different domains. Bouneffouf and Rish [24] thoroughly present bandit literature on real-life applications in the fields of healthcare [25, 26, 27], finance [28, 29], dynamic pricing [30, 31], anomaly detection [32,33] and more. Recommendation systems applications can be found in $[34,35,36,37]$, while the respective literature has been enriched with works upon users' interaction with a bandit algorithm [38, 39, 40]. Bandit applications to Internet routing and congestion control and communications are presented in [41, 42, 43].

### 3.1 Model

In this section we formally define the model studied throughout this thesis. Our model falls into the category of stochastic MAB with bandit feedback.

In each round $t$ in $[T]$ learner picks an arm $A_{t}$ among $K$ available arms and observes reward $r_{A_{t}, t} \sim \mathcal{D}_{A_{t}}$, where $\mathcal{D}_{A_{t}}$ is the distribution associated with arm $a$. We assume bounded rewards such that $r_{\cdot, t} \in[0,1]$ for all arms and all rounds $t \in[T]$.

The mean value of $\mathcal{D}_{i}$ will be of utmost importance in our analysis, so we will use $\mu_{i}=\mathbb{E}\left[\mathcal{D}_{i}\right]$ for simplicity in notation. We define the best arm $i^{*}$ to be the arm with the highest mean reward $\mu^{*}$, namely:

$$
i^{*}=\arg \max _{i \in[K]}\left(\mu_{i}\right) .
$$

Without loss of generality we assume that only one arm satisfies the above property. We further define $\Delta_{i}=\mu_{i^{*}}-\mu_{i}$ as the reward gap for arm $i$. It is clear from the definition of the best arm that $\Delta_{i} \geq 0$ for all arms, with the equality holding only for $i=i^{*}$.

Computing the pseudo-regret relative to the policy $\pi^{*}$ which picks arm $i^{*}$ with probability 1 we get the following expression:

$$
\begin{equation*}
R(T)=T \cdot \mu^{*}-\sum_{t=1}^{T} \mu_{i_{t}}=\sum_{t=1}^{T}\left(\mu^{*}-\mu_{i_{t}}\right)=\sum_{t=1}^{T} \Delta_{i_{t}} . \tag{3.1}
\end{equation*}
$$

Let $n_{i, t}$ be the total number of pulls of arm $i$ until round $t$. Then the above expression can be written as:

$$
\begin{equation*}
R(T)=\sum_{i=1}^{K} n_{i, T} \cdot\left(\mu^{*}-\mu_{i}\right)=\sum_{i=1}^{K} n_{i, T} \cdot \Delta_{i} . \tag{3.2}
\end{equation*}
$$

In the following sections, we present the basic algorithms proposed for the Stochastic MAB problem and their regret analysis.

### 3.2 Non-Adaptive Exploration

We begin with briefly presenting algorithms that follow non-adaptive exploration. Non-adaptive exploration refers to algorithms that neglect the history of observed rewards in some exploration rounds. A round $t$ is characterized as an exploration round if the observed tuple $\left(A_{t}, r_{i_{t}}\right)$ is used by the algorithm in a future round. For a deterministic algorithm to be considered non-adaptive, it should define the exploration rounds as well as the choice of arms in all of them before the first round. For a randomized algorithm, the criterion is altered to satisfying the above property for any realization of its random seed.

Although not having optimal performance in terms of regret, a brief analysis of non-adaptive algorithms may be beneficiary to the reader's understanding of the model.

A simple such algorithm is uniformly exploring all available actions and then committing to the empirically best one. This is the case of Explore-First Algorithm in Slivkins [5] (also appearing under the name of Explore-Then-Commit (ETC) Algorithm in Lattimore and Szepesvári [4]), one of the first bandit algorithms introduced in Robbins [1952], Anscombe [1963]. Inserting randomness into the Explore-First Algorithm we get the $\epsilon$-Greedy Algorithm, both achieving $\widetilde{O}\left(T^{2 / 3}\right)$
regret ${ }^{1}$. The performance of the latter is thoroughly documented in Sutton and Barto [46]. We present the algorithm below.

```
Algorithm 7: \(\epsilon\)-Greedy
Input: number of arms \(K\), horizon \(T, \epsilon\).
for \(t \in[T]\) do
    Toss a coin with heads probability \(\epsilon_{t}\)
    if heads then
            Explore an arm uniformly at random
    else
            Exploit arm with highest empirical mean
```

We can see that rounds in $\epsilon$-Greedy are clearly divided into exploration and exploitation rounds, depending on the outcome of the coin flip. Before proceeding with computing the regret, we define the terms clean and bad event that appear in most of the following proofs.

The empirical mean reward $\widehat{\mu}_{i, t}$ of arm $i$ until round $t$ can be expressed as:

$$
\widehat{\mu}_{i, t}=\frac{\sum_{t^{\prime}=1}^{t} r_{i, t^{\prime}}}{n_{i, t}}
$$

The distance $\left|\widehat{\mu}_{i, t}-\mu_{i}\right|$ can be bound using the Hoeffding Inequality (A.1.1):

$$
\mathbb{P}\left[\left|\widehat{\mu}_{i, t}-\mu_{i}\right| \geq \operatorname{rad}_{t}(i)\right] \leq 2 \exp \left(-2 \operatorname{rad}_{t}(i)^{2} \cdot n_{i, t}\right)
$$

where $\operatorname{rad}_{t}(i)$ is usually referred to as the confidence radius of $\mu_{i}$. Using the confidence radius we can define $\operatorname{conf}_{t}(i)=\left[\widehat{\mu}_{i, t}-\operatorname{rad}_{t}(i), \widehat{\mu}_{i, t}+\operatorname{rad}_{t}(i)\right]$ as the confidence interval of $\mu_{i}$ and for simplicity we will denote the upper/lower confidence bounds of $\operatorname{conf}_{t}(i)$ either as $U C B_{i, t} / L C B_{i, t}$ or $u_{i, t} / l_{i, t}$.

We define the clean event as the event $\mathcal{E}:=\left\{\forall i \in[K] \forall t \in[T]:\left|\widehat{\mu}_{i, t}-\mu_{i}\right| \leq \operatorname{rad}_{t}(i)\right\}$ in which all mean values $\mu_{i}$ belong to their respective confidence intervals. Its complementary $\mathcal{E}^{C}$ is called the bad event. The above terms are defined with respect to the value $\operatorname{rad}_{t}(i)$, which may differ depending on the algorithm. In the case of $\epsilon$-Greedy we set $\operatorname{rad}_{t}(i)=\sqrt{\frac{2 \log T}{n_{i, t}}}$, which yields $\mathbb{P}\left[\left|\widehat{\mu}_{i, t}-\mu_{i}\right| \geq \operatorname{rad}_{t}(i)\right] \leq 2 / T^{4}$. Thus, taking a union bound over all arms $i \in[K]$ and all rounds $t \in[T]$, the probability of the bad event is:

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}^{C}\right] \leq 2 K / T^{3} \leq 2 / T^{2} \tag{3.3}
\end{equation*}
$$

Combining the above with the probability $\mathbb{P}\left[\widehat{\mu}_{i^{*}, t} \geq \max _{i \neq i^{*}} \widehat{\mu}_{i, t}\right]$ that is bounded by $\exp \left(-\frac{t \Delta_{i}^{2}}{4 K}\right)$ through a similar argument we can prove the following theorem.
Theorem 3.2.1. Algorithm $\epsilon$-Greedy with $\epsilon_{t}=t^{-1 / 3}(\log K t)^{2 / 3}$ incurs regret

$$
\mathbb{E}[R(t)]=t^{2 / 3} O(K \log t)^{1 / 3}
$$

[^0]
### 3.3 Adaptive Exploration

The $T^{2 / 3}$ dependence we observed in the regret of non-adaptive algorithms can be improved through adaptive exploration. In this section, we will present two fundamental adaptive exploration algorithms: Successive Elimination and UCB, that achieve regret $\widetilde{O}(\sqrt{T})$.

### 3.3.1 Successive Elimination Algorithm

Successive Elimination Algorithm improves exploration through eliminating arms that are proven to be worse than others, depending on their confidence intervals. The correctness of said elimination lies upon the definition of the clean event. The version described below can be found in Slivkins [5] and it is a variant of the algorithm proposed in Even-Dar et al. [2002], which eliminated one arm at a time - the one with the minimum empirical mean reward. The active set technique is also used in a similar manner in Auer and Ortner [2010].

For the Successive Elimination Algorithm, we will be using the same confidence radius as in $\epsilon$-Greedy, namely $\operatorname{rad}_{t}(i)=\sqrt{2 \log T / n_{i, t}}$.

```
Algorithm 8: Successive Elimination
Input: \(K, T\)
/* Initialize active set to \([K]\) */
\(S \leftarrow[K]\)
while \(t \leq T\) do
    /* Play every active arm once */
    for \(i \in S\) do
        Pull arm \(i\)
        Update \(u_{i}, l_{i}\)
    /* Deactivation policy */
    for \(i \in S\) do
        if \(\exists j \in S\) such that \(l_{j}>u_{i}\) then
                \(S \leftarrow S \backslash i\)
```

Algorithm 8 operates in phases: in each phase there is exactly one pull of all active arms. The algorithm keeps track of arms' confidence intervals and as soon as a phase terminates and the intervals of a pair of arms cease to overlap, the arm with the lower $\widehat{\mu}$ gets eliminated. Assuming that the clean event holds, the elimination rule never eliminates the optimal arm.

Theorem 3.3.1. Successive Elimination Algorithm incurs regret

$$
\mathbb{E}[R(t)]=O(\sqrt{K t \log T}),
$$

in each round $t \leq T$.

Proof. Consider the clean event. We begin with a simple observation. If an arm $i$ is active until round $t$, then $u_{i, t} \geq l_{i^{*}, t}$; otherwise putting $j=i^{*}$ in line 7 of

Algorithm 8, arm $i$ would have been eliminated. Thus, using:

$$
\left.\begin{array}{rl}
l_{i^{*}, t} & =\widehat{\mu}_{i^{*}, t}-\operatorname{rad}_{t}\left(i^{*}\right) \geq \mu^{*}-2 \operatorname{rad}_{t}\left(i^{*}\right) \\
u_{i, t} & =\widehat{\mu}_{i, t}+\operatorname{rad}_{t}(i) \leq \mu_{i}+2 \operatorname{rad}_{t}(i)
\end{array}\right\}
$$

we acquire the following bound on $\Delta_{i} \leq 2\left(\operatorname{rad}_{t}(i)+\operatorname{rad}_{t}\left(i^{*}\right)\right) \leq 4 \operatorname{rad}_{t}\left(i^{*}\right)$. Let $t$ be the last round of the last phase in which arm $i$ is active, then $n_{i, t}=n_{i^{*}, t}$. Hence:

$$
\begin{aligned}
\Delta_{i} & \leq 4 \operatorname{rad}_{t}(i) \leq 4 \sqrt{\frac{2 \log T}{n_{i, t}}} \quad \quad\left(n_{i, T}=n_{i, t}+1\right) \\
& =O\left(\sqrt{\frac{2 \log T}{n_{i, T}}}\right)
\end{aligned}
$$

Using the regret expression of Equation (3.2) we get:

$$
\begin{align*}
R(t) & =\sum_{i \in[K]} n_{i, T} \Delta_{i} \leq \sum_{i \in[K]} n_{i, T}\left(\sqrt{\frac{2 \log T}{n_{i, T}}}\right) \\
& \leq O(\sqrt{\log T}) \sum_{i \in[K]} \sqrt{n_{i, T}} . \tag{3.4}
\end{align*}
$$

Applying Jensen's Inequality (A.1.3) on $\sum_{i \in[K]} \sqrt{n_{i, T}}$, using the concavity of the function $f(x)=\sqrt{x}$ we obtain the following bound:

$$
\frac{\sum_{i \in[K]} \sqrt{n_{i, T}}}{K} \leq \sqrt{\frac{\sum_{i \in[K]} n_{i, T}}{K}}=\sqrt{\frac{t}{K}} .
$$

Thus, Equation (3.4) yields $R(t) \leq O(\sqrt{K t \log T})$.

### 3.3.2 Upper Confidence Bound Algorithm (UCB)

The most common phrase that collocates with Upper Confidence Bound Algorithm (UCB) is "Optimism under Uncertainty". The invariant behind UCB is to always pick the arm with the highest upper confidence bound, trusting that the optimistic bound (as it is higher than the empirical mean) is indicative of the arm's true mean reward. Intuitively, this measure lets the exploration-exploitation trade-off balance itself out by evaluating the sum of

$$
U C B_{i, t}=\underbrace{\widehat{\mu}_{i, t}}_{\text {exploitation factor }}+\underbrace{\operatorname{rad}_{t}(i)}_{\text {exploration factor }}
$$

Thus, both arms having a high exploitation factor (high empirical mean) and arms having a high exploration factor (large confidence bounds due to fewer number of pulls) contest for the learner's choice. The optimism notion was introduced by Lai and Robbins [1985]. After this, a line of work ([49], [50], [51], [7], [3]) studied multiple variants of algorithms following the optimism principle, with the main difference being the choice of the confidence radius. The algorithm presented below is very similar to UCB1 introduced by Auer et al. [2002a] and is gracefully simple (we will be referring to UCB1 as UCB). The confidence radius is $\operatorname{rad}_{t}(i)=\sqrt{2 \log \frac{1}{\delta} / n_{i, t}}$, where $\delta=f(t)$. When computing regret we will set $\delta=1 / T^{2}$.

```
Algorithm 9: UCB
Input: number of arms \(K\), time horizon \(T, \delta\)
for \(t \in[T]\) do
    \(A_{t} \leftarrow \arg \max _{i \in[K]}\left(u_{i, t}\right) \quad / / u_{i, t}=\widehat{\mu}_{i, t}+\operatorname{rad}_{t}(i)\)
```

The regret analysis of UCB can be expressed very similarly to that of Theorem 3.3.1, with a more careful argument to compare $n_{i, t}$ with $n_{i^{*}, t}$. For completeness, we provide below a different, yet widely used, analysis that bounds $\mathbb{E}\left[n_{i, t}\right]$ instead of $\Delta_{i}$ to achieve the same result.

Theorem 3.3.2. $U C B$ Algorithm incurs regret

$$
\mathbb{E}[R(t)]=O(\sqrt{K t \log T})
$$

in each round $t \leq T$.

Proof. We begin with defining a slightly different clean event w.r.t. an arm $i$, so as to bound the probability of the algorithm choosing a sub-optimal arm.

$$
\mathcal{E}_{i}=\left\{\mu^{*}<\min _{t \in[T]} u_{i^{*}, t}\right\} \cap\left\{\widehat{\mu}_{i, N_{i}}+\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}}<\mu^{*}\right\} .
$$

Under the clean event we know that the optimal arm is not underestimated in any round $t$ and arm's $i$ upper confidence bound is below $\mu^{*}$ (which is below $u_{i^{*}, t}$ ) after $N_{i}$ rounds. The value of $N_{i}$ will be determined after computation to achieve the desired bounds. In the same time, it is obvious that arm $i$ cannot be played more than $N_{i}$ times, since assuming the opposite would mean that there exists a round $t>N_{i}$ such that $n_{i, t}=N_{i}$. Then:

$$
\begin{aligned}
u_{i, t} & =\widehat{\mu}_{i, t}+\sqrt{\frac{2 \log (1 / \delta)}{n_{i, t}}} \\
& =\widehat{\mu}_{i, N_{i}}+\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}} \\
& <\mu^{*}<u_{i^{*}, t}
\end{aligned}
$$

$$
\left(n_{i, t}=N_{i}\right)
$$

(definition of $\mathcal{E}_{i}$ )
which contradicts the assumption.
Using the law of total probability we can express $\mathbb{E}\left[n_{i, t}\right]$ as:

$$
\begin{align*}
\mathbb{E}\left[n_{i, t}\right] & =\mathbb{E}\left[n_{i, t} \mid \mathcal{E}_{i}\right]+\mathbb{E}\left[n_{i, t} \mid \mathcal{E}_{i}^{C}\right] \\
& \leq N_{i}+T \cdot \mathbb{P}\left[\mathcal{E}_{i}^{C}\right] . \tag{3.5}
\end{align*}
$$

Now the probability of the bad event can be bounded by:

$$
\begin{align*}
\mathbb{P}\left[\mathcal{E}_{i}^{C}\right] & =\mathbb{P}\left[\left\{\mu^{*} \geq \min _{t \in[T]} u_{i^{*}, t}\right\} \cup\left\{\widehat{\mu}_{i, N_{i}}+\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}} \geq \mu^{*}\right\}\right] \\
& \leq \underbrace{\mathbb{P}\left[\mu^{*} \geq \min _{t \in[T]} u_{i^{*}, t}\right]}_{P_{1}}+\underbrace{\mathbb{P}\left[\widehat{\mu}_{i, N_{i}}+\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}} \geq \mu^{*}\right]}_{P_{2}} \tag{3.6}
\end{align*}
$$

where $P_{1}<t \delta$ through a Hoeffding inequality (A.1.1) application and a union bound. Bounding $P_{2}$ requires a choice of $N_{i}$ that caters to the desired result. Assume that $N_{i}$ is chosen so that:

$$
\begin{equation*}
\Delta_{i}-\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}} \geq c \Delta_{i} \tag{3.7}
\end{equation*}
$$

where $c \in(0,1)$ is a constant to be tuned. Then $P_{2}$ can be written as:

$$
\begin{array}{rlr}
P_{2} & =\mathbb{P}\left[\widehat{\mu}_{i, N_{i}}-\mu_{i} \geq \Delta_{i}-\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}}\right] & \text { (definition of } \left.\Delta_{i}\right) \\
& \leq \mathbb{P}\left[\widehat{\mu}_{i, N_{i}}-\mu_{i} \geq c \Delta_{i}\right] & \text { (Equation (3.7)) } \\
& \leq \exp \left(-\frac{N_{i} c^{2} \Delta_{i}^{2}}{2}\right) . & \text { (Hoeffding inequality (A.1.1)) }
\end{array}
$$

Using these bounds, Equation (3.6) incurs:

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}_{i}^{C}\right] \leq t \delta+\exp \left(-\frac{N_{i} c^{2} \Delta_{i}^{2}}{2}\right) \tag{3.8}
\end{equation*}
$$

The last thing to get our result is setting the value of $N_{i}$ and $c$. Plugging $N_{i}=\left\lceil\frac{2 \log (1 / \delta)}{(1-c)^{2} \Delta_{i}^{2}}\right\rceil$, (the minimum value of $N_{i}$ that satisfies 3.7) and $c=1 / 2$ into Equation (3.8), and using the result in Equation (3.5), we obtain:

$$
\mathbb{E}\left[n_{i, t}\right] \leq 3+\frac{16 \log T}{\Delta_{i}^{2}}
$$

Using the regret expression of 3.2 we end up with the following bound on regret:

$$
\begin{aligned}
\mathbb{E}[R(t)] & \leq \sum_{i \in[K]} \mathbb{E}\left[n_{i, t}\right] \Delta_{i} \\
& \leq \sum_{i \in[K]: \Delta_{i}<\Delta} \mathbb{E}\left[n_{i, t}\right] \cdot \Delta+\sum_{i \in[K]: \Delta_{i} \geq \Delta} 3 \Delta_{i}+\frac{16 \log T}{\Delta_{i}} \\
& \leq T \cdot \Delta+\sum_{i \in[K]} \frac{16 \log T}{\Delta}+\sum_{i \in[K]} 3 \Delta_{i} \\
& \leq 8 \sqrt{K T \log T}+3 \sum_{i \in[K]} \Delta_{i} . \quad(\Delta=\sqrt{16 K \log T / T})
\end{aligned}
$$

### 3.4 Unknown time horizon $T$

In all algorithms presented in sections 3.2, 3.3 we assumed that the time horizon $T$ is a known parameter to the learner. Algorithms that do not take the time horizon as a parameter are called anytime algorithms. The work of Besson and Kaufmann [52] provides a theoretical guarantee to why such an assumption does not alter the results in the case of unknown $T$ but up to a constant factor.

The authors formally define the Doubling Trick, a meta-algorithm that takes as in input an algorithm $\mathcal{A}$ and a time sequence $\left(T_{i}\right)_{i \in \mathbb{N}}$ and runs memory-less copies of it in epochs of (increasing) length $T_{\text {epoch i }}=T_{i}-T_{i-1}$. This technique was first introduced by Auer et al. [53]. The Doubling Trick is presented below as it was defined in [52].

```
Algorithm 10: Doubling Trick
Input: algorithm \(\mathcal{A}\), doubling sequence \(\left(T_{i}\right)_{i \in \mathbb{N}}\)
Let \(i \leftarrow 0\), and initialize algorithm \(\mathcal{A}^{(0)} \leftarrow \mathcal{A}_{T_{0}}\)
for \(t \in[T-1]\) do
    if \(t>T_{i}\) then
        /* Full restart */
        \(i \leftarrow i+1\)
        \(\mathcal{A}^{(i)} \leftarrow \mathcal{A}_{T_{i}-T_{i-1}}\)
    /* Play algorithm \(\mathcal{A}^{(i)}\) */
    \(A_{t} \leftarrow \mathcal{A}^{(i)}\left(t-T_{i}\right)\)
```

Theorem 3.4.1. If an algorithm $\mathcal{A}$ satisfies $R_{T}\left(\mathcal{A}_{T}\right) \leq c T^{\gamma}(\log T)^{\delta}+f(T)$, for $0<\gamma<1, \delta \geq 0$ and for $c>0$, and an increasing function $f(t)=o\left(t^{\gamma}(\log t)^{\delta}\right)$ (at $t \rightarrow \infty)$, then the anytime version $\mathcal{A}^{\prime}:=\operatorname{DT}\left(\mathcal{A},\left(T_{i}\right)_{i \in \mathbb{N}}\right)$ with the geometric sequence $\left(T_{i}\right)_{i \in \mathbb{N}}$ of parameters $T_{0} \in \mathbb{N}^{*}, b>1$ (i.e., $T_{i}=\left\lfloor T_{0} b^{i}\right\rfloor$ ) with the condition $T_{0}(b-1)>1$ if $\delta>0$, satisfies,

$$
R_{T}\left(\mathcal{A}^{\prime}\right) \leq \ell\left(\gamma, \delta, T_{0}, b\right) c T^{\gamma}(\log T)^{\delta}+g(T)
$$

with an increasing function $g(t)=o\left(t^{\gamma}(\log t)^{\delta}\right)$, and a constant loss $\ell\left(\gamma, \delta, T_{0}, b\right)>1$,

$$
\ell\left(\gamma, \delta, T_{0}, b\right):=\left(\frac{\log \left(T_{0}(b-1)+1\right)^{\delta}}{\log \left(T_{0}(b-1)\right)}\right) \times \frac{b^{\gamma}(b-1)^{\gamma}}{b^{\gamma}-1}
$$

The reader is referred to the work [52] for the proof of the theorem above. The authors provide similar results for an upper bound on DT with exponential horizons and tight lower bounds for both cases. For fixed $\gamma, \delta$, algorithm $\mathcal{A}^{\prime}$ suffers constant regret with respect to $\mathcal{A}_{T}$.

### 3.5 Lower Bound

In this section we present the lower bound on the regret of any bandit algorithm. The proof is from Auer et al. [15] and the version below is from Slivkins [5].

Theorem 3.5.1. Fix time horizon $T$ and the number of arms $K$. For any bandit algorithm, there exists a problem instance such that $\mathbb{E}[R(T)] \geq \Omega(\sqrt{K T})$.

## KL-divergence

Before proceeding with the proof, we give a brief overview of the Kullback-Leibler or KL-divergence, a tool from information theory that is particularly useful in our proof. It is defined as

$$
K L(p, q)=\sum_{x \in \Omega} p(x) \ln \frac{p(x)}{q(x)}=\mathbb{E}_{p}\left[\ln \frac{p(x)}{q(x)}\right],
$$

where $p, q$ are probability distributions defined on the sample space $\Omega$. KL divergence is used to compute the statistical distance between the distributions $p, q$ and is also referred to as relative entropy, denoted $D_{K L}(p \| q)$.

Applying the standard properties of KL-divergence (Theorem A.1.4) we obtain the following result.

Lemma 3.5.2. Consider sample space $\Omega=\{0,1\}^{n}$ and two distributions on $\Omega$, $p=R C_{\epsilon}^{n}$ and $q=R C_{0}^{n}$, for some $\epsilon \in(0,1 / 2)$. Then $|p(A)-q(A)| \leq \epsilon \sqrt{n}$ for any event $A \subset \Omega$.

Another preliminary for the following proof is the definition of best-arm identification. Best-arm identification is a variant of the MAB problem where the algorithm makes a prediction on the best arm $y_{t}$ after each round $t$. In this setting the objective is not to minimize a regret function but to maximize the probability $\mathbb{P}\left[y_{t}=i^{*}\right]$, where $i^{*}$ is the arm with the actual highest mean reward.

The family of instances we will be using for the lower bound is described by Bernoulli distributions $D_{i}, i \in[K]$ with expected mean given by the following rule.

$$
\mathcal{I}_{j}= \begin{cases}\mu_{i}=1 / 2+\epsilon / 2 & \text { if } i=j \\ \mu_{i}=1 / 2 & \text { if } i \neq j \text { or } j=0 .\end{cases}
$$

In instance $\mathcal{I}_{0}$ all arms $i$ behave like fair coins $R C_{0}^{i}$; in the rest of the instances $\mathcal{I}_{j}$, $\operatorname{arm} j$ is chosen to be the best arm with a distribution of a biased coin $R C_{\epsilon}^{j}$ while the distribution of arm $i \neq j$ is $R C_{0}^{i}$. The difference of the mean values is $\Delta_{i}=\epsilon / 2$ for all arms $i \neq j$. On a higher level, what this proof aims to show is that playing each arm $i \frac{\log T}{\Delta_{i}}$ times is necessary to achieve optimal regret.

Lemma 3.5.3. Consider a best-arm identification problem with $T \leq \frac{c K}{\epsilon^{2}}$ for a small enough absolute constant $c>0$. Fix any deterministic algorithm for this problem. Then there exists at least $\lceil K / 3\rceil$ arms a such that for problem instances $\mathcal{I}_{a}$ we have

$$
\mathbb{P}\left[y_{T}=a \mid \mathcal{I}_{a}\right]<3 / 4 .
$$

Proof. We define the tuple $\left(r_{t}(a): a \in[K], t \in[T]\right)$ where $r_{t}(a)$ is the observed reward for the $t$-th time the algorithm chooses arm $a$. The tuple $\left(r_{s}(a)\right)_{s \in[t]}$ belongs in the sample space $\Omega_{a}^{t}=\{0,1\}^{t}$. The complete sample space for the algorithm is the product $\Omega=\prod_{a \in[K]} \Omega_{a}^{T}$. Conditioning on an instance $\mathcal{I}_{j}$ we define the following distribution on $\Omega$ :

$$
\begin{equation*}
P_{j}(A)=\mathbb{P}\left[A \mid \mathcal{I}_{j}\right] \text { for each } A \subset \Omega \tag{3.9}
\end{equation*}
$$

The above describes the probabilities of different realizations of rewards, given an instance $\mathcal{I}_{j}$.
Assuming that instance $\mathcal{I}_{0}$ holds and using simple contradiction arguments, we can make the following observations:

1. There are more than $2 K / 3$ arms $j$ such that $\mathbb{E}_{0}\left[n_{j, T}\right] \leq 3 T / K$,
2. There are more than $2 K / 3$ arms $j$ such that $\mathbb{P}_{0}\left[y_{T}=j\right] \leq 3 / K$.

The first observation is upon the total number of pulls of certain arms and the second upon their chances to be predicted as best arms. Applying a Markov Inequality (A.1.5) on the first observation we obtain $\mathbb{P}\left[n_{j, T} \leq 24 T / K\right] \geq 7 / 8$.

As the number of arms cannot extend $K$, there are at least $K / 3 \mathrm{arms}$ for which both observations hold. We will prove that for an arm $j$ that satisfies the above

$$
P_{j}\left[y_{T}=j\right] \leq 1 / 2
$$

As $\mathbb{P}\left[n_{j, T} \leq 24 T / K\right] \geq 7 / 8$ we restrict the sample space to

$$
\Omega^{*}=\Omega_{j}^{m} \times \prod_{a \neq j} \Omega_{a}^{T}
$$

where $m=\min (T, 24 T / K)$, thus in $\Omega^{*}$ arm $j$ is pulled $24 T / K$ times. We define $\mathbb{P}_{j}^{*}$ on $\Omega^{*}$ in the same way that we defined $\mathbb{P}_{j}$ on $\Omega$. Using Lemma 3.5.2 we obtain

$$
2\left|P_{0}^{*}(A)-P_{j}^{*}(A)\right| \leq \epsilon \sqrt{m}
$$

Plugging $T \leq \frac{c K}{\epsilon^{2}}$ above and tuning constant $c$ the bound becomes

$$
\begin{equation*}
\left|P_{0}^{*}(A)-P_{j}^{*}(A)\right| \leq 1 / 8, \text { for all events } A \in \Omega^{*} \tag{3.10}
\end{equation*}
$$

As event $\left\{y_{T}=j\right\}$ may not be a subset of $\Omega^{*}$ (due to the need of more pulls of arm $j$ ), we define two slightly differentiated events:

$$
A=\left\{y_{T}=j \text { and } n_{j, T} \leq m\right\} \text { and } A^{\prime}=\left\{n_{j, T}>m\right\}
$$

From Equation (3.10) we have

$$
\begin{aligned}
P_{j}^{*}(A) & \leq \frac{1}{8}+P_{0}^{*}(A) \\
& \leq \frac{1}{8}+P_{0}^{*}\left[y_{T}=j\right] \\
& \leq \frac{1}{4} . \quad\left(P_{0}^{*}\left[y_{T}=j\right] \leq 3 T / K \text { and } T \leq c K / \epsilon^{2} .\right)
\end{aligned}
$$

Similarly we can prove that $P_{j}^{*}\left(A^{\prime}\right) \leq 1 / 4$. Combining the above we obtain that $P_{j}\left[y_{T}=j\right] \leq 1 / 2$ which concludes the proof.

The following corollary is proven trivially using Lemma 3.5.3.

Corollary 3.5.4. Assume $T$ as in Lemma 3.5.3.Fix any algorithm for best-arm identification. Choose an arm a uniformly at random, and run the algorithm on instance $\mathcal{I}_{a}$. Then $\mathbb{P}\left[y_{T} \neq a\right] \geq 1 / 12$, where the probability is over the choice of arm $a$, the randomness in rewards and the algorithm.

Proof. [Theorem 3.5.1] Fix the parameter $\epsilon>0$ and consider a random instance $\mathcal{I}_{a}$. Assume that $T \leq \frac{c K}{\epsilon^{2}}$, as in Lemma 3.5.3.
Given a round $t$ we can apply the results on best-arm identification, through considering the algorithm's prediction $y_{t}$ to be the arm $A_{t}$ pulled in round $t$. Using Corollary 3.5 .4 we obtain that $\mathbb{P}\left[y_{t} \neq a\right] \geq 1 / 12$. Taking expectation on $\Delta_{A_{t}}$ namely computing how much regret is accumulated in each round in expectation we get that

$$
\begin{aligned}
\mathbb{E}\left[\Delta_{A_{t}}\right] & =\mathbb{P}\left[y_{t} \neq a\right] \cdot \Delta+\mathbb{P}\left[y_{t}=a\right] \cdot 0 \\
& \geq \frac{1}{12} \cdot \frac{\epsilon}{2} \quad\left(\Delta=\Delta_{i}=\frac{\epsilon}{2} \text { for all } i \in[K]\right) \\
& \geq \frac{\epsilon}{24}
\end{aligned}
$$

The expected regret can be expressed as

$$
\mathbb{E}[R(T)]=\sum_{t=1}^{T} \mathbb{E}\left[\Delta_{A_{t}}\right] \geq \frac{\epsilon T}{24}
$$

Tuning $\epsilon=\sqrt{\frac{c K}{T}}$; i.e. the largest value for which $T \leq \frac{c K}{\epsilon^{2}}$ yields the result.

## Chapter 4

## Fairness notions in Stochastic MAB

The Multi-Armed Bandit framework is used in many algorithmic decision-making applications. Thus, there are natural constraints stemming from the environment of each application. One such constraint is the fairness constraint that is the main subject of this thesis. Applications that ask for fairness guarantees involve targeted advertising, clinical trials, admission/lending processes, decisions about bail and/or sentencing and many more.

Recent work (Ferrara [8]) has uncovered biases in decisions made by learning algorithms that are caused by the machine learning pipeline and not the designer's will. Such biases include:

- Sampling/Representation Bias Bias that occurs when the population to be modeled is not accurately represented in the data provided. This can lead to poor performance on underrepresented individuals or groups.
- Algorithmic Bias Bias that occurs when an algorithm makes a decision prioritizing protected attributes such as gender, age, economic status and more.
- Confirmation Bias Bias that occurs when decisions are made based on previous ones made by humans and thus reflect biases present in the decision makers' behaviour.

Examples of the above have been documented in various works. Angwin et al. [9] investigated the accuracy of the recidivism algorithm used by Correctional Offender Management Profiling for Alternative Sanctions (COMPAS), a system to predict the risk of recidivism among defendants. Among other results, they showed that black defendants were more likely to be labeled as higher risk compared to their white counterparts conditioning on defendants that did not recidivate over a twoyear period, whereas white defendants were more likely to be labeled as low risk compared to their black counterparts, conditioned on defendants that re-offended within the next two years. In the targeted advertising field, Lambrecht and Tucker
[10] did an empirical-quantitative field test among 191 countries showing that STEM job advertisements were more likely to be displayed to male audience by multiple platforms, due to cost-effectiveness. Köchling and Wehner [54] provided in depth analysis of decision-making in the context of HR recruitment and Obermeyer et al. [55] study algorithmic bias appearing in health classification algorithms that result in racial bias against Black patients.

Moreover, applying fairness constraints on decision-making algorithms improves the users' trust on the platform. Results from Claure et al. [18] studying a resource distribution application with fairness constraints in human-robot teams show that even though the constraint imposed that teammates with better performance scores were chosen less often, the median score of the team was improved. The work of Jaillet et al. [56] links a fairness constraint on a revenue management application with higher user satisfaction of the platform.

Multiple definitions of fairness have been proposed and they can be classified in the following main categories:

- Individual Fairness Notions of this group follow the principle "Similar individuals should be treated similarly" (Dwork et al. [57]) and are defined with respect to a closeness criterion.
- Group Fairness Such notions ensure that different groups are treated equally or proportionally. Sub-classes of group fairness include demographic parity, equality of opportunities and equality of odds, and groups are usually defined with respect to one or more protected attributes such as age, race, gender. Group fairness does not guarantee individual fairness inside a specific group.


### 4.1 Definitions of Fairness

### 4.1.1 Fairness of Exposure

The definition of Fairness of Exposure from Wang et al. [16] is a very natural meritocratic notion of fairness. They borrow ideas from [58] and generalize their results to arms with arbitrary reward distributions and merit functions. Wang et al. [16] propose a policy $\pi^{*}$ under which the amount of exposure given to each arm is proportional to its merit, quantified through an application-dependent merit function $f(\cdot)>0$.

$$
\frac{\pi^{*}(a)}{f\left(\mu_{a}\right)}=\frac{\pi^{*}\left(a^{\prime}\right)}{f\left(\mu_{a^{\prime}}\right)}, \forall a, a^{\prime} \in[K]
$$

As policy $\pi^{*}$ can only be learned through exploration, no algorithm without prior information can follow $\pi^{*}$ in early rounds. Thus, this definition of fairness is not in the form of a fairness constraint that should be satisfied in any round $t \in[T]$. To quantify an algorithm's fairness of exposure, the fairness regret $F R(T)$ is introduced, using policy $\pi^{*}$ as a benchmark.

$$
F R(T)=\sum_{t \in[T]} \sum_{a \in[K]}\left|\pi^{*}(a)-\pi_{t}(a)\right| .
$$

In the same time, the reward regret is also computed relatively to $\pi^{*}$.

$$
R R(T)=\sum_{t \in[T]} \sum_{a \in[K]} \pi^{*}(a) \mu_{a}-\sum_{t \in[T]} \sum_{a \in[K]} \pi_{t}(a) \mu_{a} .
$$

In their work, Wang et al. [16] develop two algorithms: FairX-UCB, FairX-TS variants of the UCB algorithm (3.3.2) and Thompson Sampling (TS) algorithm ([59]) and study their fairness and reward regret, given the FairX setting that imposes certain conditions on the merit functions ${ }^{1}$. With careful tuning of the FairX-UCB parameters, they show that with probability at least $1-\delta$

$$
\begin{gathered}
F R_{F a i r X-U C B}(T)=\widetilde{O}\left(\frac{L \sqrt{K T}}{\gamma}\right), \text { and } \\
R R_{F a i r X-U C B}(T)=\widetilde{O}(\sqrt{K T})
\end{gathered}
$$

### 4.1.2 Fairness through maximizing Nash social welfare

The model studied in Hossain et al. [60] is an extension of the standard MAB, where in each round $t, N$ agents express their individual reward of arm $I_{t}$. The motivation behind the model is that, making an algorithmic social choice which affects groups in a different manner is prone to develop the tyranny of the majority dynamic [61].

Fix a round $t$. Let $p=\left(p_{j}\right)_{j \in[K]}$ be the learner's policy and $\mu_{i, j}^{*}$ be the expected reward of arm $i$ for agent $i \in[N]$. The expected utility of policy $p$ for agent $i$ is $\sum_{j} p_{j} \cdot \mu_{i, j}^{*}$. Maximizing Nash social welfare asks for the maximization of the product of the utilities of all agents. In formal form:

$$
\max _{p} \operatorname{NSW}\left(p, \mu^{*}\right)=\max _{p} \prod_{i \in[N]}\left(\sum_{j \in[K]} p_{j} \cdot \mu_{i, j}^{*}\right)
$$

As in the case of fairness of exposure, the learner is asked to compete with an optimal policy $p^{*}$ and not with the best fixed arm. Thus, the form of regret is defined with respect to the NSW of the optimal policy.

$$
\mathbb{E}\left[R^{T}\right]=\sum_{t \in[T]} \max _{p} \operatorname{NSW}\left(p, \mu^{*}\right)-\sum_{t \in[T]} \operatorname{NSW}\left(p^{t}, \mu^{*}\right),
$$

where $p^{t}$ is the learner's policy in round $t$.
In their work, they propose slightly different variations of Explore-First, $\epsilon$-Greedy, UCB algorithms that achieve sub-linear NSW regret. We briefly present the respective bounds.

[^1]| Algorithm | Regret | Parameters |
| :---: | :---: | :---: |
| Explore-First | $\widetilde{O}\left(N^{\frac{2}{3}} K^{\frac{1}{3}} T^{\frac{2}{3}}\right)$ | $L=\tilde{\Theta}\left(N^{\frac{2}{3}} K^{-\frac{2}{3}} T^{\frac{2}{3}}\right)$ |
|  | $\widetilde{O}\left(N^{\frac{1}{3}} K^{\frac{2}{3}} T^{\frac{2}{3}}\right)$ | $L=\tilde{\Theta}\left(N^{\frac{1}{3}} K^{-\frac{1}{3}} T^{\frac{2}{3}}\right)$ |
| $\epsilon$-Greedy | $\widetilde{O}\left(N^{\frac{2}{3}} K^{\frac{1}{3}} T^{\frac{2}{3}}\right)$ | $\epsilon_{t}=\tilde{\Theta}\left(N^{\frac{2}{3}} K^{\frac{1}{3}} t^{-\frac{1}{3}}\right)$ |
|  | $\widetilde{O}\left(N^{\frac{1}{3}} K^{\frac{2}{3}} T^{\frac{2}{3}}\right)$ | $\epsilon_{t}=\tilde{\Theta}\left(N^{\frac{1}{3}} K^{\frac{2}{3}} t^{-\frac{1}{3}}\right)$ |
| UCB | $O\left(N K T^{\frac{1}{2}} \log (N K T)\right)$ | $a_{t}=N$ |
|  | $O\left(N^{\frac{1}{2}} K^{\frac{3}{2}} T^{\frac{1}{2}} \log ^{\frac{3}{2}}(N K T)\right)$ | $a_{t}=\sqrt{12 N K \log (N K t)}$ |

Table 4.1: Regret bounds for NSW fair algorithms. For more details on the parameters $L, a_{t}$ the reader is referred to [60].

### 4.1.3 Fairness through a minimum pulling rate

The concept of achieving fairness through guaranteeing a minimum pulling rate to each arm has been studied in recent works. The work of Li et al. [17] suggests such a constraint in the Combinatorial Sleeping bandit setting ${ }^{2}$, Claure et al. [18] and Chen et al. [19] study resource/task allocation problems through the model of classic and contextual MAB imposing similar constraints and Patil et al. [20] introduce the Fair-MAB Problem and a meta-algorithm called Fair-Learn as a framework of the class of Fair-MAB algorithms. Part of the work of [20] will be presented below.

A Fair-MAB instance is described with a tuple $\left\langle T,[K],\left(\mu_{i}\right)_{i \in[K]},\left(r_{i}\right)_{i \in[K]}\right\rangle$, where $T$ is the time horizon, $[K]$ is the set of arms, $\mu_{i} \in[0,1]$ is the mean reward of arm $i$, and $r_{i} \in[0,1 / K)$ is the minimum pulling rate associated with arm $i$. Naturally it should be that $\sum_{i \in[K]} r_{i} \leq 1$. The bound $1 / K$ is selected because the authors consider guaranteeing a rate larger than the proportional one to be unfair ${ }^{3}$. The reward distributions $\mathcal{D}_{i}$ are $\operatorname{Bernoulli}\left(\mu_{i}\right)$ with the mean value $\mu_{i}$ being unknown to the algorithm (learner). Let $n_{i, t}$ be the total pulls of arm $i$ until round $t$. Given the model above, they define fairness as follows.

Definition 4.1.1. Given an unfairness tolerance $a \geq 0$, a Fair-MAB algorithm $\mathcal{A}$ is said to be $a$-fair if $\left\lfloor r_{i} t-n_{i, t}\right\rfloor \leq a$ for all $t \leq T$ and for all arms $i \in[K]$.

The expression $\left\lfloor r_{i} t-n_{i, t}\right\rfloor$ is the difference between the minimum required pulls of arm $i$ and its realized number of pulls and we will be referring to it as pulling difference. Setting $a=0$ and taking expectation on the pulling difference per-round we get the asymptotic fairness definition from [17].

Given the $a$-relaxation, any Fair-MAB optimal algorithm should satisfy the following:
If $\left\lfloor r_{i} T\right\rfloor-a>0$ then $n_{i, t}=\left\lfloor r_{i} T\right\rfloor-a$; else $n_{i, t}=0$, for all arms $i \neq i^{*}$.

[^2]Hence, a fairness-aware $r$-Regret with respect to the above optimal property is introduced.

$$
\mathcal{R}_{\mathcal{A}}^{r}(T)=\sum_{i \in[K]} \Delta_{i} \cdot\left(\mathbb{E}\left[n_{i, t}\right]-\max \left(0,\left\lfloor r_{i} T\right\rfloor-a\right)\right)
$$

The main contribution of Patil et al. [20] is the Fair-MAB algorithm Fair-Learn. The input of Fair-Learn is the unfairness tolerance $a$ and a learning algorithm Learn $(\cdot)$. In each round $t$, the algorithm maintains a set $A(t)$ of arms whose fairness constraint is not satisfied and pulls the arm with the largest pulling difference unless $A(t)$ is empty, in which case algorithm Learn picks the next arm.

They prove that Fair-Learn is $a$-fair irrespective of the learning algorithm Learn provided as input and conclude their work with some computational results on the $r$-Regret $\mathcal{R}^{r}(T)$ and the pseudo regret $\mathcal{R}(T)$ (w.r.t. the policy selecting arm $i^{*}$ in each round $t$ ) of the Fair-Learn when UCB is given as a learning algorithm. The aforementioned results are the following.

$$
\begin{gathered}
\mathcal{R}_{\text {Fair-UCB }}^{r}(T) \leq\left(1+\frac{\pi^{2}}{3}\right) \sum_{i \in[K]} \Delta_{i}+\sum_{\substack{i \in[K] \\
i \neq i^{*}}} \Delta_{i} \cdot\left(\frac{8 \ln T}{\Delta_{i}^{2}}-\left(r_{i} T-a\right)\right), \\
\mathcal{R}_{F a i r-U C B}(T) \leq \sum_{i \in S(T)} \Delta \cdot\left(r_{i} T-a\right)+\sum_{\substack{i \in[K] \\
i \neq i^{*}}} \frac{8 \ln T}{\Delta_{i}}+\left(1+\frac{\pi^{2}}{3}\right) \sum_{i \in[K]} \Delta_{i},
\end{gathered}
$$

where $S(T)=\left\{i \left\lvert\, r_{i} T-a<\frac{8 \ln T}{\Delta_{i}^{2}}\right.\right\}$. It is obvious that if $S(T) \neq \emptyset$, then the pseudo-regret of Fair-UCB is linear in $T$.

### 4.1.4 Related work

Another approach to the minimum pulling rate constraint is penalized regret, introduced by Fang et al. [65]. Let $\tau_{k} \geq 0, k \in[K]$ be the minimum pulling rate associated with arm $k$ with $\sum_{k \in[K]} \tau_{k}<1$. They define the following penalized reward

$$
S_{p e n, \pi}(T)=S_{\pi}(T)-\sum_{k=1}^{K} A_{k}\left(\tau_{k} T-N_{k, \pi}(T)\right)_{+}
$$

where $S_{\pi}(T)$ is the total reward collected following policy $\pi$ until round $T, A_{k}$ is a non-negative penalty rate associated with arm $k$ and $N_{k, \pi}(T)$ is the total number of pulls of arm $k$ until round $T$ following policy $\pi$. The pseudo-regret accumulated with respect to the policy $\pi^{*}$ that chooses the arm with the highest mean reward $\mu^{*}$ in every round $t$ is

$$
\begin{aligned}
L(T) & =\mu^{*} T-\mathbb{E}\left[S_{\text {pen }, \pi}(T)\right] \\
& =\sum_{k=1}^{K}\left[\Delta_{k} \mathbb{E}\left[N_{k}(T)\right]+A_{k} \mathbb{E}\left[\left(\tau_{k} T-N_{k}(T)\right)_{+}\right]\right]
\end{aligned}
$$

Contrary to strict non-asymptotic fairness guarantees proposed by other works, in this setting the learner is able to choose whether she cares to fulfill the minimum pulling rate of an arm depending on the respective penalty she receives.

Lastly, we make a brief reference to the work of Killian et al. [66] on Equitable Restless MAB (ERMAB). The RMAB framework is used for decision making where a central entity should decide on an optimal allocation of a limited number of resources (rewards) to a fixed number of arms. It is widely used in public health, treatment scheduling and other sensitive decision making applications. Given the nature of these applications, some type of equity should be established as to ensure optimal social welfare. They study a definition of group fairness that wishes to be optimal over two objectives: maximin reward and maximum Nash welfare. Given a grouping on the $K$ arms the maximin reward (MMR) maximizes a group's minimum expected total reward and guarantees equality of outcomes. Optimizing Nash welfare through the maximization of the product of groups' rewards ensures a balanced allocation. Their work aims to solve the offline problem, where arm models are known.

## $4.2 \quad \delta$-Fairness

The definition of $\delta$-fairness proposed by Joseph et al. [1] was thoroughly studied for this thesis. Their fairness constraint is related to the notion of individual fairness, they apply it to the classic stochastic MAB model (3.1) and generalize their results to the contextual bandit setting. For the purposes of this thesis, we present the results on the classic stochastic MAB problem.

Using the same notation as in Chapter 3. Let $h$ be the history $H_{t-1}=\left(\left(A_{1}, r_{1}\right), \ldots,\left(A_{t-1}, r_{t-1}\right)\right)$ and $\pi_{t}(j \mid h)$ be the probability that an algorithm $\mathcal{A}$ chooses arm $j$ in round $t$ given a history $h$.

Definition 4.2.1. [ $\delta$-Fairness] An algorithm $\mathcal{A}$ is $\delta$-fair if, for all sequences of rewards $r_{A_{1}}, \ldots, r_{A_{t}}$ and all payoff distributions $\mathcal{D}_{1}, \ldots, \mathcal{D}_{k}$ with probability at least $1-\delta$ over the realization of the history $h$, for all rounds $t \in[T]$ and all pairs of arms $j, j^{\prime} \in[K]$,

$$
\pi_{t}(j \mid h)>\pi_{t}\left(j^{\prime} \mid h\right) \text { only if } \mu_{j}>\mu_{j^{\prime}}
$$

For simplicity we will be using the notation $\pi_{j, t}$ instead of $\pi_{t}(j \mid h)$. At a higher level, $\delta$-fairness suggests that an algorithm cannot favor arm $j$ over arm $j^{\prime}$ (i.e., pull arm $j$ with higher probability than arm $j^{\prime}$ ) until it has gathered enough information to be sure that arm $j$ has a higher mean reward; expect with probability at most $\delta$.

Their work focuses on the pseudo-regret achieved by $\delta$-fair algorithms with respect to the policy $\pi^{*}$ that chooses the arm with the highest expected reward. The expression of said reward has been computed in Section 3.1.

$$
\begin{equation*}
R(T)=T \cdot \mu^{*}-\sum_{t=1}^{T} \mu_{A_{t}}=\sum_{t=1}^{T}\left(\mu^{*}-\mu_{A_{t}}\right)=\sum_{t=1}^{T} \Delta_{A_{t}} . \tag{3.1}
\end{equation*}
$$

Joseph et al. prove a lower bound on the rounds $T$ in which any $\delta$-fair algorithm experiences constant per-round regret. Their result is the following theorem.

Theorem 4.2.2. There is a distribution $P$ over $K$-arm instances of the stochastic multi-armed bandit problem such that any fair algorithm run on $P$ experiences constant per-round regret for at least

$$
T=\Omega\left(K^{3} \ln \frac{1}{\delta}\right)
$$

rounds.
They propose the FairBandits Algorithm that matches the dependence on $K$ computed in the lower bound. FairBandits is a randomized elimination algorithm, similar to the Successive Elimination Algorithm (8) with a different elimination rule. Throughout the analysis we will be using the term linked for arms whose confidence intervals overlap and the term chained for arms who belong in the same component of the transitive closure of the linked relation. In each round $t$ FairBandits keeps track of a set $S_{t}$ of active arms; i.e., arms that are chained to $\operatorname{arm} i^{*}$, and pulls an arm from $S_{t}$ uniformly at random. Any arm not contained in $S_{t}$ gets eliminated, never to be pulled again. Thus, the cardinality of $S_{t}$ is decreasing with respect to $t$. The algorithm is presented below.

```
Algorithm 11: FairBandits
Input: number of arms \(K, \delta\).
/* Initialize active set and statistical information */
\(S_{0} \leftarrow\{1, \ldots, K\}\).
for \(i \in[K]\) do
    \(\widehat{\mu}_{i, 0} \leftarrow 1 / 2, u_{i, 0} \leftarrow 1, l_{i, 0} \leftarrow 0, n_{i, 0} \leftarrow 0\)
for round \(t \in[T]\) do
    \(i_{t}^{*} \leftarrow \arg \max _{i \in S_{t-1}} u_{i, t}\)
    \(S_{t} \leftarrow\left\{j \mid j\right.\) chains to \(\left.i_{t}^{*}, j \in S_{t-1}\right\}\)
    Pull arm \(j \in S_{t}\) uniformly at random
    Observe reward \(r_{j, t}\)
    /* Update statistical information for arm \(j\) */
    \(n_{j, t} \leftarrow n_{j, t-1}+1\)
    \(\widehat{\mu}_{j, t} \leftarrow \frac{1}{n_{j, t}}\left(\widehat{\mu}_{j, t-1} \cdot n_{j, t-1}+r_{j, t}\right)\)
    \(\operatorname{rad}_{t}(j) \leftarrow \sqrt{\frac{\ln \left((\pi \cdot(t+1))^{2}\right) / 3 \delta}{2 n_{j, t}}}\)
    \(\left[l_{j, t}, u_{j, t}\right] \leftarrow\left[\widehat{\mu}_{j, t}-\operatorname{rad}_{t}(j), \widehat{\mu}_{j, t}+\operatorname{rad}_{t}(j)\right]\)
    for \(i \in S_{t}, i \neq j\) do
        \(\widehat{\mu}_{i, t} \leftarrow \widehat{\mu}_{i, t-1}, u_{i, t} \leftarrow u_{i, t-1}, l_{i, t} \leftarrow l_{i, t-1}, n_{i, t} \leftarrow n_{i, t-1}\)
```

From the choice of the confidence radius we can easily prove the following lemma.
Lemma 4.2.3. With probability at least $1-\delta$, for every arm $i$ and round $t l_{i, t} \leq$ $\mu_{i} \leq u_{i, t}$.

The proof follows from a standard Hoeffding Inequality (A.1.1) application and a union bound on all arms $i \in[K]$ and all rounds $t \in[T]$. Using Lemma 4.2.3, we are able to show that Algorithm 11 is $\delta$-fair. We refer the reader to Theorem 1 of [1], where she can find the respective proof.

Theorem 4.2.4. If $\delta<1 / \sqrt{T}$, then FairBandits has regret

$$
R(T)=O\left(\sqrt{K^{3} T \ln \frac{T K}{\delta}}\right)
$$

Before proceeding with the main proof, Joseph et al. prove a lower bound on the total number of pulls of an active arm $i$ until round $t$ by applying an additive Chernoff bound on $n_{i, t}=\sum_{t^{\prime} \leq t} X_{t^{\prime}}$, where $X_{t^{\prime}}$ is an indicator random variable of whether arm $i$ was pulled in round $t^{\prime}$. The following result is achieved using the fact that $\mathbb{P}\left[X_{t^{\prime}}\right]=\frac{1}{\left|S_{t^{\prime}}\right|} \geq \frac{1}{K}$ for all $t^{\prime} \leq t$.

Lemma 4.2.5. With probability at least $1-\frac{\delta}{2 t^{2}}$

$$
n_{i, t} \geq \frac{t}{K}-\sqrt{\frac{t}{2} \ln \left(\frac{2 K t^{2}}{\delta}\right)}
$$

for all $i \in S_{t}$.
The bound on the total regret is computed below.
Proof. [Theorem 4.2.4] The regret expression we will be using is

$$
\begin{equation*}
R(T)=\sum_{i \in[T]} \Delta_{A_{t}}, \tag{4.1}
\end{equation*}
$$

where $A_{t}$ is the arm pulled by the algorithm in round $t$. It suffices to bound $\Delta_{I_{t}}$ to get our result.
Fix an arm $i$ and a round $t$ in which $i \in S_{t}$. Then

$$
\begin{equation*}
2 \operatorname{rad}_{t}(i)=2 \sqrt{\frac{\ln (\pi \cdot(t+1))^{2} / 3 \delta}{2 n_{i, t}}} \leq 2 \sqrt{\frac{\ln (\pi \cdot(t+1))^{2} / 3 \delta}{2\left(\frac{t}{K}-\sqrt{\frac{t}{2} \ln \left(\frac{2 K t^{2}}{\delta}\right)}\right)}}=\eta(t) \tag{4.2}
\end{equation*}
$$

Arm $i \in S_{t}$, so it is chained to $i^{*}$. Let $C \subseteq[K]$ be the chain of arms between $\left(i, i^{*}\right)$. Applying the definition of the linked relation in every link of the chain we end up with the following

$$
\begin{array}{rlr}
l_{i} & \geq u_{i^{*}}-\sum_{j \in C} 2 \operatorname{rad}_{t}(j) & \\
& \geq u_{i^{*}}-\sum_{j \in C} \eta(t) & (\text { Equation (4.2)) } \\
& \geq u_{i^{*}}-K \cdot \eta(t) . & (|C| \leq K)
\end{array}
$$

Using Lemma 4.2.3 we get that $\Delta_{i} \leq K \cdot \eta(t)$.
We define the clean event as
$\mathcal{E}=\left\{\forall i \in[K] \forall t \in[T]: \mu_{i} \in\left[l_{i, t}, u_{i, t}\right]\right\} \cap\left\{\forall i \in[K] \forall t \in[T]: n_{i, t} \geq \frac{t}{K}-\sqrt{\frac{t}{2} \ln \left(\frac{2 K t^{2}}{\delta}\right)}\right\}$.

From Lemma 4.2.3, and a union bound on all rounds $t \in[T]$ on Lemma 4.2.5 we get that

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{E}^{C}\right] \leq\left(1+\frac{\pi}{2}\right) \delta . \tag{4.3}
\end{equation*}
$$

Hence, Equation (4.1) yields

$$
\begin{align*}
\mathbb{E}[R(T)] & =\mathbb{E}[R(T) \mid \mathcal{E}] \cdot \mathbb{P}[\mathcal{E}]+\mathbb{E}\left[R(T) \mid \mathcal{E}^{C}\right] \cdot \mathbb{P}\left[\mathcal{E}^{C}\right] \\
& \leq \underbrace{\mathbb{E}[R(T) \mid \mathcal{E}]}_{R}+\left(1+\frac{\pi}{2}\right) \delta T, \tag{4.3}
\end{align*}
$$

where

$$
\begin{aligned}
R & =\sum_{t \in[T]} \Delta_{I_{t}} \\
& \leq \sum_{t \in[T]} \min (1, K \cdot \eta(t)) \leq K \sum_{t \in[T]} \min (1, \eta(t)) \\
& =K \cdot O\left(\sum_{t \in[T] \text { s.t. }} \sum_{t / k>2 \sqrt{t \ln (t K / \delta)}} \sqrt{\frac{\ln (t / \delta)}{\frac{t}{K}-\sqrt{t \ln (t K / \delta)}}}+\sum_{t \in[T] \text { s.t. } t / k \leq 2 \sqrt{t \ln (t K / \delta)}}\right) \\
& =K \cdot \widetilde{O}\left(\int_{t=1}^{T} \sqrt{\frac{\ln (t / \delta)}{\frac{t}{2 K}}}+K^{2} \ln (K / \delta)\right) \\
& =\widetilde{O}\left(K^{3 / 2} \sqrt{2 T} \sqrt{\ln \frac{K T}{\delta}}+K^{3} \ln \frac{K}{\delta}\right) \\
& =\widetilde{O}\left(K^{3 / 2} \sqrt{T \ln \frac{K T}{\delta}}+K^{3}\right) .
\end{aligned}
$$

Plugging the derivation of $R$ and $\delta \leq \sqrt{\frac{1}{T}}$ into $\mathbb{E}[R(T)]$ we get

$$
\mathbb{E}[R(T)]=\widetilde{O}\left(K^{3 / 2} \sqrt{T \ln \frac{K T}{\delta}}+K^{3}\right)
$$

## Chapter 5

## $(\varepsilon, \delta)$-Fairness

This chapter contains the main contribution of this thesis. Motivated by the $\delta$-fairness definition in Joseph et al. [1], we propose the following relaxed definition:

Definition 5.0.1. [ $(\varepsilon, \delta)$-Fairness] An algorithm $\mathcal{A}$ is $(\varepsilon, \delta)$-fair if, for all sequences of rewards $r_{A_{1}}, \ldots, r_{A_{t}}$ and all payoff distributions $\mathcal{D}_{1}, \ldots, \mathcal{D}_{k}$ with probability at least $1-\delta$ over the realization of the history $h$, for $\varepsilon>0$, for all rounds $t \in[T]$ and all pairs of arms $j, j^{\prime} \in[k]$,

$$
\pi_{t}(j \mid h)>\pi_{t}\left(j^{\prime} \mid h\right)+\varepsilon \text { only if } \mu_{j}>\mu_{j}^{\prime}
$$

where $\pi_{t}(j \mid h)$ is the probability that algorithm $\mathcal{A}$ chooses arm $j$ in round $t$ given a history $h$. For simplicity we will be using the notation $\pi_{j, t}$ for the aforementioned probability.

At a high level, this definition has the same intuition as that of $\delta$-fairness; i.e., a fair algorithm cannot favor any arm $j$ over arm $j^{\prime}$ unless arm $j$ is has a higher mean value than $j^{\prime}$, with probability greater than $1-\delta$. The relaxation appears in the way favoring an arm is defined. In the ( $\varepsilon, \delta)$-fairness setting, favoring an arm over another is defined as playing them with probabilities that are more than $\varepsilon$ away from each other. It is obvious that when $\varepsilon$ is set to 0 , the two definitions are identical, thus any $(0, \delta)$-fair algorithm is also $\delta$-fair. The case where $\varepsilon=1$ allows the learner to choose her policy without any fairness constraint.

### 5.1 FT Algorithm

We proceed with presenting Fair-Truthful (FT) Algorithm, a simple ( $\varepsilon, \delta$ )-fair, no-regret generalization of the FairBandits $(\delta)$ algorithm (11). Using the notion of two arms being linked or chained from Section 4.2, together with the $\varepsilon$ relaxation, FT Algorithm incurs a gracefully optimized regret, replacing the $\sqrt{K^{3}}$ dependence on $K$ with $\min \left\{\sqrt{\frac{K}{\varepsilon}}, \sqrt{K^{3}}\right\}$, that significantly affects the result for $\varepsilon>1 / K^{2}$. The role of $\varepsilon$ is captured in Figure 5.1.


Figure 5.1: Regret plot for instance with $K=15, T=K^{4}$.

```
Algorithm 12: Fair algorithm for Truthful agents (FT)
Input: number of arms \(K, \varepsilon, \delta\).
/* Initialize active set and statistical information
*/
\(S_{0} \leftarrow\{1, \ldots, K\}\).
for \(i \in[K]\) do
    \(\widehat{\mu}_{i, 0} \leftarrow 1 / 2, u_{i, 0} \leftarrow 1, l_{i, 0} \leftarrow 0, n_{i, 0} \leftarrow 0\)
for round \(t \in[T]\) do
    /* compute the probability distribution \(\pi_{t}\) over active arms. */
    \(\pi_{t} \leftarrow \operatorname{Grouping}\left(S_{t-1}, \varepsilon\right)\) (13)
    Sample an arm \(j \sim \pi_{t}\).
    Observe the reward \(r_{j, t}\).
    /* Update statistical information for arm \(j\) */
    \(n_{j, t} \leftarrow n_{j, t-1}+1\)
    \(\widehat{\mu}_{j, t} \leftarrow \frac{1}{n_{j, t}}\left(\widehat{\mu}_{j, t-1} \cdot n_{j, t-1}+r_{j, t}\right)\)
    \(\operatorname{rad}_{t}(j) \leftarrow \sqrt{\frac{\ln \left((\pi \cdot(t+1))^{2}\right) / 3 \delta}{2 n_{j, t}}}\)
    \(\left[l_{j, t}, u_{j, t}\right] \leftarrow\left[\widehat{\mu}_{j, t}-\operatorname{rad}_{t}(j), \widehat{\mu}_{j, t}+\operatorname{rad}_{t}(j)\right]\)
    \(i_{t}^{\star} \leftarrow \arg \max _{i \in S_{t-1}} u_{i, t}\)
    \(S_{t} \leftarrow\left\{i \mid i\right.\) chains to \(\left.i_{t}^{\star}\right\}\)
    for \(i \in S_{t}, i \neq j\) do
        \(\widehat{\mu}_{i, t} \leftarrow \widehat{\mu}_{i, t-1}, u_{i, t} \leftarrow u_{i, t-1}, l_{i, t} \leftarrow l_{i, t-1}, n_{i, t} \leftarrow n_{i, t-1}\)
```

The novelty of our work relies on the Grouping sub-procedure described below. Groups are formed sequentially using a descending order on the arms' upper confidence bounds. Each group has a pivot arm, that is the arm with the highest UCB of the arms not yet assigned to a group. If an arm is placed in a group it must be linked to either the group's pivot arm or any arm in the last group formed.

```
Algorithm 13: Grouping
Input: Set of active arms \(S_{t}, \varepsilon\).
/* Initialize number of groups and set of non-assigned arms */
\(M \leftarrow 0\)
NA \(\leftarrow S_{t}\)
/* Divide active arms into groups. */
while \(N A \neq \emptyset\) do
        Update group counter \(M: M \leftarrow M+1\)
        Pivot arm for group \(M: j^{\star} \leftarrow \arg \max _{i \in \mathrm{NA}} u_{i, t}\).
        Assign arms linked to \(j^{\star}\) to group \(M\) :
        \(G_{M, t} \leftarrow\left\{i \in \mathrm{NA}: u_{i, t} \geq l_{j^{\star}, t}\right.\) or \(\left.u_{i, t} \geq l_{k, t}, k \in G_{M-1, t}\right\}\).
        Update set of active arms: NA \(\leftarrow \mathrm{NA} \backslash G_{M, t}\).
Solve the following LP: // Compute the distribution
        maximize \(\quad \tilde{\pi}_{1, t}\)
        subject to \(\quad \sum_{i=1}^{M}\left|G_{i, t}\right| \tilde{\pi}_{i, t}=1\),
        \(\tilde{\pi}_{i, t} \leq \tilde{\pi}_{i+1, t}+\varepsilon, \quad i=1, \ldots, M-1\)
        \(\tilde{\pi}_{i, t} \geq 0 \quad i=1, \ldots, M\)
Return: Distribution over arms \(\pi_{t}:\left\{\pi_{i, t} \leftarrow \tilde{\pi}_{j, t}\right.\) s.t. \(\left.i \in G_{j, t}, \forall j \in[M]\right\}\)
```

For the rest of the analysis we will be referring to the parameter $n$ of group $G_{n, t}$ as the rank of group $G_{n, t}$. Some natural observations on the Grouping sub-procedure are that:

- Given a round $t$, there exists only one group of each rank.
- The arm with the highest upper confidence bound is always placed in group of rank 1 .
- An empty group cannot exist.
- Given a round $t$ the lower the rank of group $G_{n, t}$, the greater the probability $\tilde{\pi}_{n, t}$ of its arms being pulled due to the constraints of the LP.

Since the confidence radius is defined in the same way as in Algorithm 11, Lemma 4.2.3 follows in the same way as in Section 4.2.

Theorem 5.1.1. FT Algorithm is $(\varepsilon, \delta)$-fair.
Lemma 5.1.2. Fix a round $t$ and an arm $i$ in group $G_{I, t}$. Arm $i$ is un-linked from all arms in groups with rank $r<I-1$.

Proof. Assume there exists an arm $j$ in group $G_{J, t}$ with $J<I-1$ that is linked to $\operatorname{arm} i$. This yields $u_{i, t} \geq l_{j, t}$. So, in the $(J+1)$-th iteration of Algorithm 13 arm $i$
is still in NA and it would be assigned to group of rank $J+1 \neq I$ which contradicts the assumption.

Proof. [Theorem 5.1.1] Fix a pair of arms $i, j$ such that $\tilde{\pi}_{i, t}>\tilde{\pi}_{j, t}+\varepsilon$. Then for the groups $G_{I, t}, G_{J, t}$ containing arms $i, j$ respectively, it must be $I<J-1$; if not the corresponding LP constraint would be violated. Then, from Lemma 5.1.2 arms $i, j$ are un-linked from each other.

Lemma 4.2.3 states that with probability greater that $1-\delta$, for every arm $i$ and every round $t: l_{i, t} \leq \mu_{i} \leq u_{i, t}$. Thus for arms $i, j: \mu_{i}>l_{i, t}>u_{j, t}>\mu_{j}$ with probability at least $1-\delta$.

### 5.1.1 Regret Analysis

In this section we compute the regret achieved by Algorithm 12.
Theorem 5.1.3. Algorithm 12 incurs regret:

$$
\begin{equation*}
R(T)=\mathcal{O}\left(\min \left(\sqrt{\frac{1}{\varepsilon}}, K\right) \sqrt{K T \log (K T / \delta)}\right) \tag{5.1}
\end{equation*}
$$

Before we proceed with the main proof we prove four auxiliary lemmas. Lemma 5.1.4 upper bounds the maximum number of groups with non-zero probability, Lemma 5.1.7 upper bounds the number of pulls of a sub-optimal arm and Lemmas 5.1.5, 5.1.6 support the proof of the latter.

Lemma 5.1.4. For any round $t \in[T]$, the number of groups with non-zero probability $\tilde{\pi}_{\cdot, t}$ is upper bounded by $m=O(\min \{\sqrt{1 / \varepsilon}, K\})$.

Proof. Fix a round $t \in[T]$ and assume that the active arms are divided into $M>0$ groups. Our goal is to find the maximum number of groups with $\tilde{\pi}_{i, t}>0$, where $i \in[M]$. Let $G_{m, t}$ be the last group with non-zero probability (i.e., $\forall j \in[M]$ s.t., $j \geq$ $\left.m+1: \tilde{\pi}_{j, t}=0\right)$. Note that any optimal solution of the LP in Grouping can be expressed as following distribution:

$$
\begin{equation*}
\forall i \in[m]: \tilde{\pi}_{i, t}=\tilde{\pi}_{m, t}+(m-i) \varepsilon \tag{5.2}
\end{equation*}
$$

Assume that there exists $\varepsilon^{\prime}<\varepsilon$ such that:

$$
\begin{equation*}
\tilde{\pi}_{1, t}^{\prime}=\tilde{\pi}_{m^{\prime}, t}+\left(m^{\prime}-1\right) \varepsilon^{\prime}>\tilde{\pi}_{m, t}+(m-1) \varepsilon>\tilde{\pi}_{1, t} . \tag{5.3}
\end{equation*}
$$

In other words, we are assuming that maximizing $\tilde{\pi}_{1, t}$ can be achieved with a number $m^{\prime}>m$ of groups having non-zero probability, that have less "distance" between them. Then, summing up all arms' probabilities we get that:

$$
\sum_{i \in[m]}\left|G_{i, t}\right| \tilde{\pi}_{i, t}=\sum_{i \in\left[m^{\prime}\right]}\left|G_{i, t}\right| \tilde{\pi}_{i, t}=1 .
$$

Since $m^{\prime}>m$ we have:

$$
\sum_{i \in[m]}\left|G_{i, t}\right|\left(\tilde{\pi}_{i, t}-\tilde{\pi}_{i, t}^{\prime}\right)=\sum_{i=m+1}^{i=m^{\prime}}\left|G_{i, t}\right| \tilde{\pi}_{i, t}^{\prime}>0
$$

where the last inequality is due to our assumption that groups in $\left[m, m^{\prime}\right]$ get non-zero probability. So, there exists $j \in[m]$ such that $\tilde{\pi}_{j, t}^{\prime}<\tilde{\pi}_{j, t}$. Hence:

$$
\begin{aligned}
\tilde{\pi}_{1, t}^{\prime} & =\tilde{\pi}_{m, t}^{\prime}+\left(m^{\prime}-1\right) \varepsilon^{\prime}=\tilde{\pi}_{m, t}^{\prime}+\left(m^{\prime}-1\right) \varepsilon^{\prime}+\left(m^{\prime}-j\right) \varepsilon^{\prime}-\left(m^{\prime}-j\right) \varepsilon^{\prime} \\
& =\tilde{\pi}_{j, t}^{\prime}+(j-1) \varepsilon^{\prime} \\
& <\tilde{\pi}_{j, t}+(j-1) \varepsilon^{\prime}<\tilde{\pi}_{j, t}+(j-1) \varepsilon=\tilde{\pi}_{1, t}
\end{aligned} \quad\left(\varepsilon^{\prime}<\varepsilon\right)
$$

which contradicts Equation (5.3). Hence, there is no $\varepsilon^{\prime}$ to achieve higher $\tilde{\pi}_{1, t}$ with $m^{\prime}>m$ groups. Now, using that $\tilde{\pi}_{1, t}$ gets maximized with Equation (5.2) we can continue with the analysis on $m$. From the LP constraint we get:

$$
1=\sum_{i \in[m]}\left|G_{i, t}\right| \tilde{\pi}_{i, t} \geq \sum_{i \in[m]} \tilde{\pi}_{i, t}=\sum_{i \in[m]} \tilde{\pi}_{m, t}+(m-i) \varepsilon \geq \sum_{i \in[m]}(m-i) \varepsilon \geq \varepsilon \frac{m(m-1)}{2} \geq \frac{\varepsilon m^{2}}{2} .
$$

As a result, $m \leq \sqrt{2 / \varepsilon}$. Finally, since the number of groups $m$ cannot exceed the number of arms, we get the result that $m=O(\min \{\sqrt{1 / \varepsilon}, K\})$.

Lemma 5.1.5. Fix a pair of arms $i, j$ in groups $G_{I, t}, G_{J, t}$ respectively. If arm $i$ is placed in a group of a lower rank, then it has a higher upper confidence bound $u_{i, t}>u_{j, t}$.

Proof. Since arm $i$ got placed in group $I$, from the $4^{\text {th }}$ line of Algorithm 13, it must be

$$
u_{i, t}>L \text { where } L=\min \left(l_{I *, t}, \min _{k \in G_{I-1, t}}\left(l_{k, t}\right)\right) .
$$

Assuming $u_{j, t} \geq u_{i, t}$, we would get that $u_{j, t}>L$ which results in arm $j$ being in a group of rank $J \leq I$. Thus, our assumption is contradicted.

Lemma 5.1.6. Fix a pair of arms $i, j$ such that $\mu_{i}>\mu_{j}$ and a round $t \in[T]$. Let arms $i, j$ be in groups $G_{I, t}, G_{J, t}$ respectively. If $I>J$ then $\mathbb{E}\left[n_{i, t}\right]>\mathbb{E}\left[n_{j, t}\right]$.

Proof. Since $I>J$ Lemma 5.1.5 yields $u_{i, t}<u_{j, t}$. Thus, in expectation:

$$
\mu_{i}+\mathbb{E}\left[\operatorname{rad}_{t}(i)\right]<\mu_{j}+\mathbb{E}\left[\operatorname{rad}_{t}(j)\right] . \quad\left(\mathbb{E}\left[\widehat{\mu}_{i, t}\right]=\mu_{i}\right)
$$

Given $\mu_{i}>\mu_{j}$ we get $\mathbb{E}\left[\operatorname{rad}_{t}(i)\right]<\mathbb{E}\left[\operatorname{rad}_{t}(j)\right]$, which provides our result.
Lemma 5.1.7. Fix a pair of arms $i, j$ such that $\mu_{i}>\mu_{j}$ and a round $t \in[T]$. Then $\mathbb{E}\left[n_{i, t}\right] \geq \mathbb{E}\left[n_{j, t}\right]$.

Proof. Let $I_{t}, J_{t}$ be ranks of arms $i, j$ respective groups in round $t$. If $I_{t}>J_{t}$ then the result follows trivially from Lemma 5.1.6. Else if $I_{t} \leq J_{t}$, then there can be two cases either (i) $I_{t^{\prime}} \leq J_{t^{\prime}}$ for all rounds $t^{\prime} \in[t]$, which trivially results to $\mathbb{E}\left[n_{i, t}\right] \geq \mathbb{E}\left[n_{j, t}\right]$, or (ii) there exists a set of rounds $\mathcal{T} \subseteq[t]$ such that $I_{t^{\prime}}>J_{t^{\prime}}, \forall t^{\prime} \in \mathcal{T}$.

Assuming the second case, let $t_{0}=\max _{t \in \mathcal{T}}(t)$. Then, from Lemma 5.1.6:

$$
\begin{equation*}
\mathbb{E}\left[n_{i, t_{0}}\right]>\mathbb{E}\left[n_{j, t_{0}}\right] . \tag{1}
\end{equation*}
$$

From the definition of $t_{0}$, we get that $I_{t^{\prime}} \leq J_{t^{\prime}}$ for all rounds $t^{\prime} \in\left(t_{0}, t\right]$. Thus, using the same argument as in case (i) we trivially get:

$$
\begin{equation*}
\mathbb{E}\left[n_{i, t_{0}: t}\right]>\mathbb{E}\left[n_{j, t_{0}: t}\right] \tag{2}
\end{equation*}
$$

where $n_{i, t_{1}: t_{2}}$ is the number of pulls of arm $i$ between rounds $t_{1}$ and $t_{2}$. Summing up (1), (2) we get our result.

Proof. [Theorem 5.1.3] The regret in any stochastic-MAB problem can be written as:

$$
R(T)=\sum_{i \in[K]} n_{i, T} \Delta_{i}
$$

where $n_{i, T}$ is the number of rounds arm $i$ is played until time horizon $T$, and $\Delta_{i}=\left|\mu_{i^{\star}}-\mu_{i}\right|$. Let $m$ be the bound from Lemma 5.1.4. We will argue that:

$$
\mathbb{E}[R(T)]=O(m \sqrt{K T \log (K T / \delta)})
$$

First, we bound $\Delta_{i}$ using the number of groups with non-zero probability in the active set as well as the size of the confidence intervals of the arms in said groups.
Let $p_{i, t}$ be the pivot arm of group $G_{i, t}$. Arm $p_{i, t}$ must be linked to another arm $a$ in group $G_{j, t}$ with $j<i$ (in order to be in the active set), but line 4 of algorithm 13 states that it cannot be linked to any arm in groups where $j<i-1$. Thus, arm $a$ must be in group $G_{i-1, t}$. Using a similar argument, arm $a$ must be linked to either arm $p_{i-1, t}$ or to some arm in group $G_{i-2, t}$. Without loss of generality we assume the former case ${ }^{1}$. For simplicity in notation we will be using $u_{p_{n}, t}, l_{p_{n}, t}$ instead of $u_{p_{n, t}, t}, l_{p_{n, t}, t}$, in the equations below. So:

$$
\begin{aligned}
u_{p_{i}, t} \geq l_{a, t} & =u_{a, t}-2 \operatorname{rad}_{t}(a) \quad \quad \text { (Arms } p_{i, t}, a \text { are linked.) } \\
& \geq l_{p_{i-1}, t}-2 \operatorname{rad}_{t}(a) \quad \text { (Arms } a, p_{i-1, t} \text { are linked.) } \\
& =u_{p_{i+1}, t}-2 \operatorname{rad}_{t}\left(p_{i-1, t}\right)-2 \operatorname{rad}_{t}(a) \\
& =u_{p_{i+1}, t}-2\left(\operatorname{rad}_{t}\left(p_{i-1, t}\right)+\operatorname{rad}_{t}(a)\right) .
\end{aligned}
$$

Applying the above consecutively for the pivot arm $p_{n, t}$ of group $G_{n, t}$, we have the following bound:

$$
\begin{equation*}
u_{p_{n}, t} \geq u_{i^{*}}-2 \sum_{j \in[n-1]}\left\{\operatorname{rad}_{t}\left(p_{i-1, t}\right)+\operatorname{rad}_{t}\left(a_{j}\right)\right\} \tag{5.4}
\end{equation*}
$$

where arm $a_{j}$ is the arm chaining $p_{j+1, t}$ to $p_{j, t}$ (see arm $a$ above).
Fix $\operatorname{arm} i$ in group $G_{n, t}$ and let $t$ be the last round arm $i$ is pulled before it gets eliminated from the active set. In order for arm $i$ to be placed in group $G_{n, t}$, it must be linked to either $p_{n, t}$ or some arm $a$ in group $G_{n-1, t}$. Again, without loss of generality we assume the former case. After careful analysis (found in Appendix A.2), we obtain the following bound on $\Delta_{i}$ :

$$
\Delta_{i} \leq 2 \sqrt{2} m \sqrt{\frac{\log (K T / \delta)}{\gamma_{i} \cdot \mathbb{E}\left[n_{i, t}\right]}}
$$

[^3]Now, we can compute the expected regret of Algorithm 12:

$$
\begin{aligned}
\mathbb{E}[R(T)] & =\sum_{i \in[K]} \mathbb{E}\left[n_{i, T}\right] \Delta_{i} \\
& \leq 4 m \sum_{i \in[K]} \mathbb{E}\left[n_{i, t}\right] \sqrt{\frac{\log (K T / \delta)}{\gamma_{i} \cdot \mathbb{E}\left[n_{i, T}\right]}} \\
& =O\left(\min \left(\sqrt{\frac{1}{\varepsilon}}, K\right) \sqrt{K T \log (K T / \delta)}\right) .
\end{aligned}
$$

(Appendix A.2)

## Chapter 6

## Adversarial Attacks on Stochastic Bandits

What happens when an arm's reward is not representative of its quality? In the models described below an arm (or an adversary) may manipulate its reward (or the whole reward vector) to fool the learner. The goal of the learner is to be robust to such manipulation; i.e. maintain its regret bounds up to a factor dependent on the disruption observed. Real world behaviours that can be modeled as adversarial attacks on stochastic bandits include click fraud, fake reviews, spam emails and have been studied both from an algorithmic and from an economic aspect. In these settings the corruption of the rewards is considered to be adversarial without serving any strategic objective. This model is thoroughly presented in Section 6.2. Strategic manipulation is more suitable to describe behavior where arms/agents wish to fulfil a specific objective. The objective studied below is the maximization of the total number of pulls they get, which is a natural goal in the context of recommendation systems, where an arm wishes to maximize the times it gets recommended. In order for this objective to be fulfilled, an arm should appear to have a higher mean reward value. Feng et al. [21] use the example of a restaurant in a recommendation platform, that may lower its prices through user specific discounts so as to increase its clickthrough rate/rating score and thus its observed overall mean value. These actions are usually subject to a budget, since it is costly for an agent to provide unlimited discounts. The formal description of the latter model follows in Section 6.1.

### 6.1 Strategic Manipulation Model

The work of Braverman et al. [22] is the first to consider strategic reward manipulation. In their model, agents/arms present a lower reward, keeping the difference from the realized one as a utility for themselves. The opposite behavior, i.e., offering a higher reward (w.r.t. a budget) is studied in Feng et al. [21]. A combination of the above, where reward may be manipulated to appear both higher and lower is the case in Esmaeili et al. [23].

The model to describe strategic manipulation introduced by Feng et al. [21] consists of
the classic stochastic MAB model (see Section 3.1) enriched with $\left(B_{i}\right)_{i \in[K]}$ denoting an arm's manipulation budget. The sum of all budgets $\left(B_{i}\right)_{i \in[K]}$ is denoted with $B$. In this setting, arm $i$ has a budget $B_{i} \geq 0$ that can be spent throughout all rounds $t \in[T]$ in order for the arm to appear to have a greater mean reward in the eyes of the learner. We will use the notation $r_{i, t}$ for the true/stochastic reward of arm $i$ in round $t$ and $\widehat{r}_{i, t}$ for the manipulated reward. The manipulated reward can be expressed as $\widehat{r}_{i, t}=r_{i, t}+a_{i, t}$, where $a_{i, t}$ is the budget spent by arm $i$ in round $t$. The budget constraint states that for all arms $i \in[K]: 0 \leq \sum_{t \in[T]} a_{i, t}=\sum_{t \in[T]} \widehat{r}_{i, t}-r_{i, t} \leq B_{i}$. The history $h_{i, t}=\left\{A_{t^{\prime}}, r_{t^{\prime}}, a_{i, t}\right\}_{t^{\prime} \in[t]} \in \mathcal{H}_{i, t}$ observed by arm $i$ until round $t$ contains information of the algorithm's choices until round $t$ and the manipulation added by arm $i$ so far. The adaptive manipulation strategy $S^{(i)}$ of arm $i$ is defined as a function $S^{(i)}: \mathcal{H}_{i, t} \times[K] \rightarrow \mathbb{R}$ that maps the arm's observed history until round $t$ and the algorithm's pick $A_{t}$ to a manipulation $a_{i, t}$. It is called an adaptive strategy because the arm is informed of the algorithm's choice $A_{t}$ before setting the value of $a_{i, t}$.

Strategizing arises because arms are also equipped with an objective to maximize the expected number of pulls they get. For the rest of the analysis we will be using the terms arms and agents interchangeably to refer to arms with such an objective. Given this objective, arm $i$ has no incentive to spend budget in rounds when $A_{t} \neq i$, thus $S^{(i)}\left(h_{i, t-1}, A_{t}\right)=0$, if $A_{t} \neq i$. In this model, we are interested in the robustness of an algorithm; i.e. the ability of the algorithm to maintain its regret bound irrespective of the manipulation received.

Feng et al. [21] focus on studying the robustness of known algorithms used in the stochastic MAB setting. They prove that UCB (3.3.2), $\varepsilon$-Greedy (3.2) and Thompson Sampling ([59]) are intrinsically robust to strategic manipulation. Their result on the case of UCB ${ }^{1}$ is the following.

Theorem 6.1.1. For any manipulation strategy $S$ of the strategic arms, the regret of the UCB principal is bounded by

$$
\mathbb{E}[R(T)] \leq \sum_{\substack{i \in[K] \\ i \neq i^{*}}}\left[\max \left\{3 B_{i}, \frac{81 \sigma^{2} \ln T}{\Delta_{i}}\right\}+\left(1+3 \Delta_{i}\right)\right]
$$

The proof of the theorem can be found in Feng et al. [21]. It is important to observe that the above theorem holds for all manipulation strategies, even those not satisfying the arms' objective.

Feng et al. [21] show that their result is tight through equilibrium arguments on LIS (Lump Sum Investing) manipulation strategy, in which arm $i$ spends all of its remaining budget on its first pull.

### 6.2 Adversarial Corruptions Model

We present a mixed adversarial and stochastic MAB model, where arms' stochastic rewards may be corrupted by an adversary. Before proceeding with the mixed

[^4]model we briefly describe the adversarial MAB setting to give a better intuition to the reader. The difference between the stochastic and the adversarial model is that rewards are not generated by a distribution $\mathcal{D}$ but they are arbitrarily chosen by an adversary. There are works in the adversarial bandit literature that study different types of adversaries (oblivious, adaptive) depending on the information they have about the learner's policy. The reader is referred to Auer et al. [53] for a deeper analysis of adversarial bandit problems. In the mixed model introduced by Lykouris et al. [11], arms' rewards are divided into a stochastic part (generated by a distribution $\mathcal{D}$ ) and an adversarial part (chosen by an adaptive adversary). We will use the notation $r_{i, t}$ for the true/stochastic reward of arm $i$ in round $t$ and $\widehat{r}_{i, t}$ for the corrupted reward. The corrupted reward can be expressed as $\widehat{r}_{i, t}=r_{i, t}+c_{i, t}$, where $c_{i, t}$ is the corruption added by the adversary. Let $R_{t}=\left(r_{i, t}\right)_{i \in[K]} \in[0,1]^{K}$, $\widehat{R}_{t}=\left(\widehat{r}_{i, t}\right)_{i \in[K]} \in[0,1]^{K}$ be the true and corrupted reward vectors, respectively and $h_{t}=\left(\left(A_{1}, \widehat{R}_{1}\right), \ldots,\left(A_{t}, \widehat{R}_{t}\right)\right)$ the realized history. Fix a round $t$, the protocol between the learner and the adversary is described below.

1. The learner chooses a distribution $\pi_{t}$ over arms $[K]$.
2. The environment sets the stochastic reward for each arm $a: r_{a, t} \sim \mathcal{D}_{a}$.
3. The adversary observes the realization of $R_{t}$ as well as the history $h_{t-1}$ and returns a corrupted reward vector $\widehat{R}_{t}$.
4. The learner pulls arm $A_{t}$ according to her policy and observes reward $\widehat{r}_{A_{t}, t}$.

The mixed model can be viewed as a generalization of the strategic manipulation model where arm's $i$ budget $B_{i}$ does not need to be positive and arms are free from the pull maximization objective. Moreover, arms are informed about all the true rewards but are only aware of the distribution $\pi_{t}$ on arms and not the algorithm's choice $A_{t}$, before manipulating their reward ${ }^{2}$.

We present the two metrics proposed to measure the total corruption. Lykouris et al. [11] call an instance $C$-corrupted if for all realizations of the random variables:

$$
\sum_{t} \max _{a}\left|\widehat{r}_{a, t}-r_{a, t}\right| \leq C
$$

Gupta et al. [12] define the level of corruption $C$ as:

$$
C=\sum_{i \in[T]}\left\|\widehat{R}_{t}-R_{t}\right\| .
$$

The changes between these metrics are negligible.

### 6.2.1 Adversarial attacks on UCB

The adversarial setting negates some of the previous results on standard stochastic MAB algorithms, like UCB. UCB is a deterministic algorithm, thus the distribution $p_{t}$ published to the adversary trivially yields the algorithm's choice $A_{t}$.

[^5]Theorem 6.2.1. Given a time horizon $T$, UCB ceases to be robust when run against a $C$-corrupted adversary with $C=\Omega(\log T)$ with probability greater than $1-\frac{1}{\sqrt{T}}$.

Proof. Assume an instance of two arms where $\mu_{1}=1, \mu_{2}=1 / 2$ and an adversary with the following policy:

$$
\begin{gathered}
c_{1, t}=-r_{1, t} \text { if } A_{t}=1 ; \text { else } 0 \\
c_{2, t}=0
\end{gathered}
$$

Using the above policy, the adversary achieves $\widehat{\mu}_{1, t}=0, \forall t \in[T]$. Assume that there exists a round $t<T$ where $A_{t}=1$ and $n_{1, t}>8 \log T$. Then,

$$
u_{1, t}=\widehat{\mu}_{1, t}+\operatorname{conf}_{t}(i)<1 / 2=\mu_{2}
$$

From a standard application of the Hoeffding Inequality Theorem A.1.1 we get that $l_{2, t} \leq \mu_{2} \leq u_{2, t}$ with probability greater that $1-1 / \sqrt{T}$. Putting the second inequality together with the bound on $u_{1,2}$ we obtain

$$
u_{1, t}<u_{2, t}
$$

which contradicts our assumption that $A_{t}=1$. Hence, arm 1 will be pulled in at most $8 \log T$ rounds. Computing the corruption level needed for this we get

$$
C=\sum_{\substack{t \in[T] \\ A_{t}=1}}\left|-r_{1, t}\right| \leq \sum_{\substack{t \in[T] \\ A_{t}=1}} 1 \leq 8 \log T
$$

The regret accumulated is:

$$
R(T)=\sum_{\substack{t \in[T] \\ A_{t}=2}} \frac{1}{2} \geq(T-8 \log T) \frac{1}{2}=\Omega(T)
$$

We showed that corruptions of level $C=\Omega(\log T)$ make UCB suffer linear regret.

However, restricting $c_{i, t} \geq 0$ for all arms $i \in[K]$ and all rounds $t \in[T]$ yields the following result.

Theorem 6.2.2. In a mixed model with C-level corruption, UCB incurs regret

$$
\mathbb{E}[R(t)]=O\left(\sum_{i \in[K], i \neq i^{*}}\left[3 \Delta_{i}+\frac{16 \log T}{\Delta_{i}}\right]+4 K C\right)
$$

in each round $t$.

Proof. In the mixed model the empirical mean of arm $i$ until round $t$ can be expressed

$$
\begin{align*}
\widehat{\mu}_{i, t} & =\frac{\sum_{t \in[T] \text { and } A_{t}=i} \widehat{r}_{i_{t}}}{n_{i, t}} \\
& =\frac{\sum_{t \in[T] \text { and } A_{t}=i} r_{i_{t}}+c_{i, t}}{n_{i, t}} \\
& \leq \frac{\sum_{t \in[T] \text { and } A_{t}=i} r_{i_{t}}}{n_{i, t}}+\frac{C}{n_{i, t}} \\
& =\widetilde{\mu}_{i, t}+\frac{C}{n_{i, t}}, \tag{6.1}
\end{align*}
$$

where $\widetilde{\mu}_{i, t}$ is the empirical mean of the stochastic part of the arm's reward. The proof is similar to the one from the classic stochastic model, found in Theorem 3.3.2, until Equation (3.6). We now choose $N_{i}$ so that

$$
\begin{equation*}
\Delta_{i}-\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}}-\frac{C}{N_{i}} \geq c \Delta_{i} \tag{6.2}
\end{equation*}
$$

where $c \in(0,1)$. Then $P_{2}$ can be written as

$$
\begin{align*}
P_{2} & =\mathbb{P}\left[\widehat{\mu}_{i, N_{i}}-\mu_{i} \geq \Delta_{i}-\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}}\right] \\
& \leq \mathbb{P}\left[\widetilde{\mu}_{i, N_{i}}+\frac{C}{N_{i}}-\mu_{i} \geq \Delta_{i}-\sqrt{\frac{2 \log (1 / \delta)}{N_{i}}}\right]  \tag{6.1}\\
& \leq \mathbb{P}\left[\widetilde{\mu}_{i, N_{i}}-\mu_{i} \geq c \Delta_{i}\right] \\
& \leq \exp \left(-\frac{N_{i} c^{2} \Delta_{i}^{2}}{2}\right)
\end{align*}
$$

(Equation (6.2))

The above yields Equation (3.8). Following the same steps as in Theorem 3.3.2, with $N_{i}=\left\lceil\frac{2 \log (1 / \delta)}{(1-c)^{2} \Delta_{i}^{2}}+\frac{4 C}{(1-c) \Delta_{i}}\right\rceil$ and $c=1 / 2$, we obtain

$$
\mathbb{E}\left[n_{i, t}\right] \leq 3+\frac{16 \log T}{\Delta_{i}^{2}}+\frac{8 C}{\Delta_{i}}
$$

The regret accumulated is

$$
\begin{aligned}
\mathbb{E}[R(t)] & =\sum_{i \in[K], i \neq i^{*}} \mathbb{E}\left[n_{i, t}\right] \Delta_{i} \\
& \leq \sum_{i \in[K], i \neq i^{*}}\left[3 \Delta_{i}+\frac{16 \log T}{\Delta_{i}}\right]+4 K C .
\end{aligned}
$$

The restriction $c_{i, t} \geq 0$ is crucial in order to bound

$$
P_{1}=\mathbb{P}\left[\mu^{*} \geq \min _{t \in[T]} u_{i^{*}, t}\right] \leq t \delta
$$

We know from Theorem 3.3.2 that $\sum_{i \neq i^{*}}\left[3 \Delta_{i}+\frac{16 \log T}{\Delta_{i}}\right]$ yields the $\widetilde{O}(\sqrt{K T})$ bound, thus for $C=\widetilde{O}(\sqrt{T / K})$ UCB is robust in the mixed setting.

### 6.2.2 Algorithms robust to adversarial corruptions

Lykouris et al. [11] proposed the Multi-layer Active Arm Elimination Race algorithm, which achieves regret

$$
O\left(\sum_{i \neq i^{*}} \frac{C \cdot K \log (K T / \delta)+\log T}{\Delta_{i}} \cdot \log (K T / \delta)\right)
$$

with high probability. Multi-layer Active Arm Elimination Race has degrading regret performance, linearly to the corruption injected and it suffers linear regret for $C=\Omega(\sqrt{T / K})$. Gupta et al. [12] introduced the BARBAR (Bandit Algorithm with Robustness: Bad Arms get Recourse) algorithm, whose regret is bound by

$$
O\left(K C+\sum_{i \neq i^{*}} \frac{\log T}{\Delta_{i}} \cdot \log \left(\frac{K}{\delta} \log T\right)\right)
$$

with high probability. This algorithm retrieves the standard $\sqrt{K T}$ regret up to a logarithmic factor, when $C=0$, and maintains it for $C=O(\sqrt{T / K})$. Both algorithms achieve the regret bounds while being agnostic to the amount of corruption injected. We present them below and provide a deeper analysis of the intuition behind BARBAR.

## Multi-layer Active Arm Elimination Race

The idea behind Multi-layer Active Arm Elimination Race is to simultaneously run multiple instances of the Successive Elimination Algorithm, which we will be calling layers. In each round, the learner samples a layer $\ell \sim \mathcal{L}$ to update and the key notion to make a layer tolerate corruption is sub-sampling, through the distribution $\mathcal{L}$. For simplicity, assume that we keep 2 layers of SE and that $C$ is known to the learner. Then, if the learner updates the first layer with probability $1-1 / C$ and the second one with probability $1 / C$, the second instance observes $O(1)$ corruptions in expectation. Using a concentration inequality, the second layer observes $O(\log T)$ corruptions, with high probability. Thus, enlarging the confidence radius of the second layer by $\log T / n_{i, t}^{\ell}$ makes it robust to corruption $C$. Since the second layer is corruption-tolerant, we know that it will not eliminate the best arm (with high probability). Thus, the scheme of global eliminations is proposed, which "broadcasts" eliminations made from a more trustworthy layer to less tolerant ones.

In order to extend the above to the case where $C$ is unknown, Lykouris et al. [11] propose keeping $[\log T]$ layers of SE and using a distribution $\mathcal{L}=\left(2^{-l}\right)_{l \in[\log T]^{3}}$. Sub-sampling with $\mathcal{L}$, implies that layers $\ell \geq \log C$ observe $O(\log T)$ corruption

[^6]with high probability. Through the adequate enlargement in the confidence radius, which is set to $\mathrm{wd}^{\ell}=O\left(\sqrt{\frac{\log T}{n_{i, t}^{\ell}}}+\frac{\log T}{n_{i, t}^{\ell}}\right)$, these layers become robust to corruption, while staying agnostic to its actual amount. In this case, an elimination happening in layer $l$ is broadcast to all layers $l^{\prime}<l$, that are deemed to be less tolerant.

The term race in the algorithm's name should now be more clear to the reader, as multiple layers race to find the optimal arm, while being corrected by eliminations made by layers more robust to corruption. The algorithm is presented below.

```
Algorithm 14: Multi-layer Active Arm Elimination Race
Initialize \(n^{\ell}(a)=0, \widetilde{\mu}^{\ell}(a)=0, \mathcal{I}^{\ell}=\emptyset\) for all \(a \in[K]\) and \(\ell \in[\log T]\)
for Rounds \(t=1 . . T\) do
    Sample layer \(\ell \in[\log T]\) with probability \(2^{-\ell}\). With remaining probability
    sample \(\ell=1\)
    if \([K] \backslash \mathcal{I}^{\ell} \neq \emptyset\) then
        Play arm \(a^{t} \leftarrow \arg \min _{a \in[K] \backslash \mathcal{I}^{\ell}} n^{\ell}(a)\)
        Update \(\widetilde{\mu}^{\ell}\left(a^{t}\right) \leftarrow\left[n^{\ell}(a) \widetilde{\mu}^{\ell}\left(a^{t}\right)+r^{t}\left(a^{t}\right)\right] /\left[n^{\ell}(a)+1\right]\) and
            \(n^{\ell}(a) \leftarrow n^{\ell}(a)+1\)
        while exists arms \(a, a^{\prime} \in[K] \backslash \mathcal{I}^{\ell}\) with \(\widetilde{\mu}^{\ell}(a)-\widetilde{\mu}^{\ell}\left(a^{\prime}\right)>w d^{\ell}(a)+w d^{\ell}\left(a^{\prime}\right)\)
            do
                Eliminate \(a^{\prime}\) by adding it to \(\mathcal{I}^{\ell^{\prime}}\) for all \(\ell^{\prime} \leq \ell\)
    else
        Find minimum \(\ell^{\prime}\) such that \([K] \backslash \mathcal{I}^{\ell^{\prime}} \neq \emptyset\) and play an arbitrary arm in
            that set
```

Their main result is the following.
Theorem 6.2.3. Algorithm 14 which is agnostic to the corruption level $C$, when run with widths $w d^{\ell}=\sqrt{\frac{4 K \log (T / \delta)}{n^{\ell}(a)}}+\frac{4 K \log (T / \delta)}{n^{\ell}(a)}$ has regret:

$$
O\left(\sum_{i \neq i^{*}} \frac{C \cdot K \log (K T / \delta)+\log T}{\Delta_{i}} \cdot \log (K T / \delta)\right)
$$

The regret expression is the sum of the regret accumulated by corruption-tolerant layers; i.e. layers $\ell \geq \log C$, and the regret accumulated by lower rank layers. The former incur the standard $O\left(\frac{\log T}{\Delta_{i}}\right)$. In order to bound the regret of corrupted layers, Lykouris et al. [11] bound the amount of rounds it takes for arm $i \neq i^{*}$ to be eliminated by a layer $\ell^{\star} \geq \log C$ and thus get eliminated in all lower levels. The reader is referred to [11] for a more detailed analysis.

Their work also provides a lower bound on the regret of any MAB algorithm with standard pseudo-regret.

Theorem 6.2.4. Consider a multi-armed bandits algorithm that has the property that for any stochastic input in the two arm setting, it has pseudo-regret bounded by $\frac{c \log T}{\Delta}$ where $\Delta=\left|\mu_{1}-\mu_{2}\right|$. For any $\varepsilon, \varepsilon^{\prime} \in(0,1)$, there is a corruption level $C$ with $T^{\varepsilon}<C<T^{\varepsilon^{\prime}}$ and a $C$-corrupted instance such that with constant probability the regret is $\Omega(C)$.

## BARBAR Algorithm

BARBAR algorithm runs in epochs, with exponentially increasing number of rounds; i.e. the $m^{\text {th }}$ epoch lasts for roughly $N_{m}=2^{2 m}$ rounds. The intuition behind the algorithm is that corruption happening in epoch $m$ can only affect the algorithm's choices in epoch $m+1$, thus an exponentially increasing amount of corruption $C_{m}$ is needed to keep manipulating the learner's observations. This is implemented through constructing a distribution over arms taking into consideration an estimation over $\Delta_{i}$, computed as $\Delta_{i}^{m}=\max \left\{2^{-m}, r_{\star}^{m}-r_{i}^{m}\right\}$, where $r_{i}^{m}$ is the observed mean reward of arm $i$ in epoch $m$ and $r_{\star}^{m}=\max _{i}\left\{r_{i}^{m}-\frac{1}{16} \Delta_{i}^{m-1}\right\}$ is a lower confidence bound for the observed mean reward of the best arm in epoch $m$ using information of the arm's rewards from epoch $m-1$.

```
Algorithm 15: BARBAR
Parameters: confidence \(\delta \in(0,1)\), time horizon \(T\).
Initialize \(T_{0}=0\) and \(\Delta_{i}^{0}=1\) for all \(i \in[K]\).
Set \(\lambda=1024 \ln \left(\frac{8 K}{\delta} \log _{2} T\right)\).
for epochs \(m=1,2, \ldots\) do
    Set \(n_{i}^{m}=\lambda\left(\Delta_{i}^{m-1}\right)^{-2}\) for all \(i \in[K]\).
    Set \(N_{m}=\sum_{i=1}^{K} n_{i}^{m}\) and \(T_{m}=T_{m-1}+N_{m}\).
    for \(t=T_{m-1}+1\) to \(T_{m}\) do
            Choose an arm \(i\) with probability \(n_{i}^{m} / N_{m}\) and pull it.
    Set \(r_{i}^{m}=S_{i} / n_{i}^{m}\) where \(S_{i}\) is the total reward from the pulls of arm \(i\) in this
        epoch.
        Set \(r_{\star}^{m}=\max _{i}\left\{r_{i}^{m}-\frac{1}{16} \Delta_{i}^{m-1}\right\}\)
        Set \(\Delta_{i}^{m}=\max \left\{2^{-m}, r_{\star}^{m}-r_{i}^{m}\right\}\)
```

Theorem 6.2.5. With probability at least $1-\delta$, the regret of Algorithm 15 is bounded by

$$
O\left(K C+\sum_{i \neq i^{*}} \frac{\log T}{\Delta_{i}} \log \left(\frac{K}{\delta} \log T\right)\right)
$$

Before proceeding with the main part of the proof, Gupta et al. [12] prove the following crucial inequalities.

- An upper and lower bound on the length $N_{m}$ of epoch $m$ is given by

$$
\begin{equation*}
\lambda 2^{2(m-1)} \leq N_{m} \leq K \lambda 2^{2(m-1)} \tag{6.3}
\end{equation*}
$$

(Lemma 2 from [12])

- Let $C_{m}$ be the random variable denoting the sum of the corruptions in epoch $m$. Let $\tilde{n}_{i}^{m}$ be the random variable denoting the actual number of pulls of $\operatorname{arm} i$ in epoch $m$. Then, event $\mathcal{E}$ is defined as:

$$
\mathcal{E}:=\left\{\forall m, i:\left|r_{i}^{m}-\mu_{i}\right| \leq \frac{2 C_{m}}{N_{m}}+\frac{\Delta_{i}^{m-1}}{16} \text { and } \tilde{n}_{i}^{m} \leq 2 n_{i}^{m}\right\} .
$$

Using a multiplicative Chernoff-Hoeffding bound (A.1.2) on the second condition of $\mathcal{E}$ and a Freedman-type concentration inequality for martingales for
the first one, they prove that

$$
\begin{equation*}
\mathbb{P}[\mathcal{E}] \geq 1-\delta \tag{6.4}
\end{equation*}
$$

(Lemma 3 from [12])

- The sum $\rho_{m}:=\sum_{s=1}^{m} \frac{2 C_{s}}{8^{m-s} N_{s}}$ is defined as the discounted corruption rate and appears to be very useful to the analysis of the last inequality. Conditioning on $\mathcal{E}$, then for all epochs $m$ and arms $i$ it holds that

$$
\begin{equation*}
\Delta_{i}^{m} \geq \frac{1}{2} \Delta_{i}-3 \rho_{m}-\frac{3}{4} 2^{-m} \tag{6.5}
\end{equation*}
$$

(Lemma 7 from [12])

Proof. Under event $\mathcal{E}$, the regret of Algorithm 15 can be expressed as

$$
\begin{equation*}
\mathcal{R}=\sum_{m=1}^{M} \sum_{i=1}^{K} \Delta_{i} \tilde{n}_{i}^{m} \leq 2 \sum_{m=1}^{M} \sum_{i=1}^{K} \Delta_{i} n_{i}^{m} . \tag{6.6}
\end{equation*}
$$

The proof focuses on bounding $\mathcal{R}_{i}^{m}=\Delta_{i} n_{i}^{m}$ in the following three cases: (i) $0<\Delta_{i} \leq \frac{4}{2^{m}}$; (ii) $\Delta_{i}>\frac{4}{2^{m}}$ and $\rho_{m-1}<\frac{\Delta_{i}}{32}$; and (iii) $\Delta_{i}>\frac{4}{2^{m}}$ and $\rho_{m-1} \geq \frac{\Delta_{i}}{32}$.

Case (i) Using $n_{i}^{m} \leq \lambda 2^{2(m-1)}$ from lines 5,11 of the Algorithm 15 we obtain

$$
\mathcal{R}_{i}^{m} \leq \frac{4 \lambda}{\Delta_{i}}
$$

Case (ii) Given the bounds on $\rho_{m-1}, \Delta_{i}$ and 6.5 we have the following bound on $\Delta_{i}^{m-1}$

$$
\Delta_{i}^{m-1} \geq \frac{1}{2} \Delta_{i}-\frac{3}{32} \Delta_{i}-\frac{3}{4} 2^{-(m-1)} \geq \Delta_{i}\left(\frac{1}{2}-\frac{3}{32}-\frac{3}{8}\right) \geq \frac{1}{32} \Delta_{i}
$$

The definition of $n_{i}^{m}$ incurs $n_{i}^{m}=\frac{\lambda}{\Delta_{i}^{m-1^{2}}} \leq \frac{32^{2} \lambda}{\Delta_{i}^{2}}$. Thus, we obtain

$$
\mathcal{R}_{i}^{m} \leq \frac{32^{2} \lambda}{\Delta_{i}}
$$

Case (iii) Using $n_{i}^{m} \leq \lambda 2^{2(m-1)}$ as in case (i) together with $\Delta_{i} \leq 32 \rho_{m-1}$ we get

$$
\mathcal{R}_{i}^{m} \leq 8 \lambda \rho_{m-1} 2^{2 m}
$$

Summing up the bounds of all three cases, Equation (6.6) can be written as

$$
\mathcal{R} \leq 32^{2} \lambda \sum_{i \neq i^{*}} \frac{\log T}{\Delta_{i}}+8 \lambda \sum_{i \neq i^{*}} \sum_{m=1}^{M} \rho_{m-1} 2^{2 m}
$$

Using the definition of $\rho_{m-1}$ the second term is bounded by

$$
\begin{aligned}
\sum_{m=1}^{M} \rho_{m-1} 2^{2 m} & \leq \sum_{m=1}^{M} 2^{2 m} \sum_{s=1}^{m-1} \frac{2 C_{s}}{8^{m-1-s} N_{s}} \\
& =2 \sum_{s=1}^{M} C_{s} \sum_{m=s}^{M} \frac{2^{2 m}}{8^{m-1-s} N_{s}} \\
& \leq 2 \sum_{s=1}^{M} C_{s} \frac{16}{\lambda} \cdot \sum_{m=s}^{M} \frac{4^{m-1-s}}{8^{m-1-s}} \quad\left(N_{s} \geq \lambda 2^{2(s-1)} \text { from } 6.3\right) \\
& \leq \frac{32}{\lambda} \sum_{s=1}^{M} C_{s} \sum_{j=1}^{\infty} 2^{-j} \\
& \leq \frac{32}{\lambda} \sum_{s=1}^{M} C_{s}=\frac{32 C}{\lambda}
\end{aligned}
$$

The desired bound on $\mathcal{R}$ follows trivially.
The authors also provide better regret bounds under some special assumptions. The cases of known corruption level, corruption on an unknown prefix $C$ (the adversary only corrupts the rewards of the firsy $C$ rounds) and known maximal mean reward $\mu^{*}$ remove the $K$ from the $K C$ dependence in the first regret term. The case of fixed (unknown) corruption rate $\eta \in(0,1)$ switches the dependence on $K C$ to $\eta T$ and knowning the minimal gap $\Delta=\min _{i \neq i^{*}} \Delta_{i}$ incurs regret $\widetilde{O}\left(C+\frac{K \lambda}{\Delta}\right)$.
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## Appendix A

## Supplementary Material

## A. 1 Concentration Inequalities

Theorem A.1.1 (Hoeffding's Inequality). Let $X_{1}, \ldots, X_{t}$ be independent [0,1]valued random variables and let $X=\sum_{i \in[t]} X_{i}$. Then for all $\epsilon \geq 0$

$$
\mathbb{P}[X-\mathbb{E}[X] \geq \epsilon] \leq \exp \left(-2 \varepsilon^{2} t\right)
$$

and

$$
\mathbb{P}[X-\mathbb{E}[X] \leq-\epsilon] \leq \exp \left(-2 \varepsilon^{2} t\right)
$$

Theorem A.1.2 (Multiplicative Chernoff Bound). Let $X_{1}, \ldots, X_{t}$ be independent $[0,1]$-valued random variables and let $X=\sum_{i \in[t]} X_{i}$. Then for any $\epsilon>0$

$$
\mathbb{P}[|X-\mathbb{E}[X]| \leq \epsilon \mathbb{E}[X]] \geq 2 \exp \left(-\frac{\epsilon^{2}}{3} \mathbb{E}[X]\right)
$$

Theorem A.1.3 (Jensen's Inequality). Let $g$ be a concave function and let $X$ be $a$ random variable. Then

$$
g(\mathbb{E}[X]) \geq \mathbb{E}[g(X)]
$$

Theorem A.1.4. KL-divergence satisfies the following properties:

1. $K L(p, q) \geq 0$ for any two distributions $p, q$ with the equality holding if and only if $p=q$.
(Gibbs' Inequality)
2. Let the sample space be a product $\Omega=\Omega_{1} \times \cdots \times \Omega_{n}$. Let $p, q$ be two distributions on $\Omega$ such that $p=p_{1} \times \cdots \times p_{n}$ and $q=q_{1} \times \cdots \times q_{n}$, where $p_{j}, q_{j}$ are distributions on $\Omega_{j}$, for each $j \in[n]$. Then $K L(p, q)=\sum_{j=1}^{n} K L\left(p_{j}, q_{j}\right)$. (Chain rule)
3. For any event $A \subset \Omega$ it holds that $2(p(A)-q(A))^{2} \leq K L(p, q)$. (Pinsker's Inequality)
4. Let $p, q$ be the probability distributions of two random coins with expected mean $1 / 2,(1+\epsilon) / 2$ respectively. We use the notation $p=R C_{0}, q=R C_{\epsilon}$. Then $K L\left(R C_{\epsilon}, R C_{0}\right) \leq 2 \epsilon^{2}$ and $K L\left(R C_{0}, R C_{\epsilon}\right) \leq \epsilon^{2}$ for all $\epsilon \in(0,1 / 2)$.

Theorem A.1.5 (Markov's Inequality). If $\mathcal{X}$ is a non-negative random variable and $a>0$, then

$$
\mathbb{P}[\mathcal{X} \geq a] \leq \frac{\mathbb{E}[\mathcal{X}]}{a}
$$

## A. 2 Omitted proofs

Proof. (Missing derivation of bound on $\Delta_{i}$ in Theorem 5.1.3)

$$
\begin{aligned}
l_{i, t} & \geq u_{p_{n}, t}-2\left(\operatorname{rad}_{t}\left(p_{n}\right)+\operatorname{rad}_{t}(i)\right) \\
& \geq u_{i^{*}}-2 \sum_{j \in[n-1]}\left(\operatorname{rad}_{t}\left(p_{j}\right)+\operatorname{rad}_{t}\left(a_{j}\right)\right)-2\left(\operatorname{rad}_{t}\left(p_{n}\right)+\operatorname{rad}_{t}(i)\right)
\end{aligned}
$$

(Equation (5.4).)

$$
\geq u_{i^{*}}-2 \sum_{j \in[n]}\left(\operatorname{rad}_{t}\left(p_{j}\right)+\operatorname{rad}_{t}\left(a_{j}\right)\right)
$$

$$
\left(a_{n}=i .\right)
$$

Replacing $\operatorname{rad}_{t}(i)$ with $\sqrt{\frac{\ln \pi(T+1)^{2} / 3 \delta}{2 n_{i, t}}}=\sqrt{\frac{L}{2 n_{i, t}}}$ we get:

$$
\begin{aligned}
u_{i^{*}}-l_{i, t} \leq & 2 \sum_{j \in[n]}\left(\sqrt{\frac{L}{2 n_{p_{j, t}, t}}}+\sqrt{\frac{L}{2 n_{a_{j}, t}}}\right) \\
\leq & 2 \sum_{j \in[n-1]}\left(\sqrt{\frac{L}{2 \gamma_{p_{j, t}} \cdot E\left[n_{p_{j, t}, t}\right]}}+\sqrt{\frac{L}{2 \gamma_{a_{j}} \cdot E\left[n_{a_{j}, t}\right]}}\right) \\
& \left(\text { Setting } \gamma_{i}=1-\sqrt{\frac{3 \log \left(2 K T^{2}\right)}{\mathbb{E}\left[n_{i, t}\right]}}\right.
\end{aligned} \text { in A.1.2.) } \quad \text { (Lemma 5.1.7.) } \quad \begin{aligned}
& \leq 2 \sum_{j \in[n]} 2 \sqrt{\frac{L}{2 \gamma_{i} \cdot E\left[n_{i, t}\right]}} \\
& \leq 2 \sqrt{2} n \sqrt{\frac{L}{\gamma_{i} \cdot \mathbb{E}\left[n_{i, t}\right]}} .
\end{aligned}
$$

Lemma 5.1.7 applies to arms that are proven to be "better" than (i.e., got un-linked from) arm $i$, but the sum in the last inequality contains arms $p_{n, t}, a_{n-1}$ which are not yet un-linked from arm $i$. So the above is missing an argument about arm $i$ being un-linked from group $n$ after round $t$. The only reason why this may not be true is that arm $i$ might be eliminated because the chain broke in a point closer to arm $i^{*}$ and not because arm $i$ itself got unchained from all other arms (and thus got deactivated). However, it is obvious that regret gets maximized if arms get eliminated one at a time, thus the above does not alter our result.

We upper bound the last term above using the fact that round $t$ is the last round in which arm $i$ gets pulled, which means that probability $\pi_{i, t}$ is non-zero. Thus, using

Lemma 5.1.4, $n$ cannot exceed the maximum number $m$ of groups with non-zero probability.

Finally, since arm $i$ is active in round $t$, it is still chained to $i^{*}$. So with probability at least $1-\delta$ :

$$
\begin{aligned}
\Delta_{i}=\mu_{i^{*}}-\mu_{i} & \leq u_{i^{*}, t}-l_{i, t} \\
& \leq 2 \sqrt{2} m \sqrt{\frac{\ln \left(\pi(T+1)^{2} / 3 \delta\right)}{\gamma_{i} \cdot \mathbb{E}\left[n_{i, t}\right]}} \quad \quad \quad(n \leq m)
\end{aligned}
$$

Proof. (Missing derivation of $\mathbb{E}[R(T)]$ in Theorem 5.1.3)

$$
\begin{aligned}
& E[R(T)]=\sum_{i \in[K]} E\left[n_{i, T}\right] \Delta_{i} \leq 2 \sqrt{2} m \sum_{i \in[K]} E\left[n_{i, T} \sqrt{\frac{\ln \left(\pi(T+1)^{2} / 3 \delta\right)}{\gamma_{i} \cdot E\left[n_{i, T}\right]}}+O\left(\delta+\frac{1}{T}\right) T\right. \\
& \leq 2 \sqrt{2} m\left(\sum_{i \in[K] s . t . \gamma_{i}>1 / 2} E\left[n_{i, T}\right] \sqrt{\frac{2 \ln \left(\pi(T+1)^{2} / 3 \delta\right)}{E\left[n_{i, T}\right]}}+\sum_{i \in[K] s . t . \gamma_{i} \leq 1 / 2}^{\left(\delta \leq \frac{1}{\sqrt{T}}\right)}\right. \\
& E\left[n_{i, T} \cdot 1\right)+O(\sqrt{T}) \\
& \leq 4 m\left(\sum_{i \in[K]} \sqrt{E\left[n_{i, T}\right] \ln \left(\pi(T+1)^{2} / 3 \delta\right)}+12 K \log \left(2 K T^{2}\right)\right)+O(\sqrt{T}) \\
& \quad\left(\text { If } \gamma_{i} \leq 1 / 2 \text { then } E\left[n_{i, T}\right] \leq 12 \log \left(2 K T^{2}\right) .\right) \\
& \leq 4 m\left(\sqrt{K T \ln \left(\pi(T+1)^{2} / 3 \delta\right)}+12 K \log \left(2 K T^{2}\right)\right)+O(\sqrt{T}) \\
& \quad O\left(m \sqrt{K T \ln \left(\pi(T+1)^{2} / 3 \delta\right)}+12 K \log \left(2 K T^{2}\right)\right)+O(\sqrt{T}) \\
&=O\left(\min \left(\sqrt{\frac{1}{\varepsilon}}, K\right) \sqrt{K T \ln (K T / \delta)}\right) .
\end{aligned}
$$


[^0]:    ${ }^{1}$ The $\widetilde{O}$ symbolism, eliminates poly-logarithmic dependencies.

[^1]:    ${ }^{1}$ The first condition needs $f\left(\mu_{a}\right) \geq \gamma>0$ for all $a \in[K]$ and the second one asks for the merit function $f$ to be $L$-Lipschitz continuous for some constant $L>0$.

[^2]:    ${ }^{2}$ This model is a mixture of combinatorial bandits, where multiple arms can be pulled together and form a super-arm (see [62], [63]); and sleeping bandits, where certain arms may be unavailable in a number of rounds (see [64]).
    ${ }^{3}$ This assumption is not made in other works imposing such constraints, while [18],[19] study the case where a uniform minimum pulling rate $v$ is achieved.

[^3]:    ${ }^{1}$ Assuming the latter case would only decrease the "length" of the chain to $u_{i^{*}}$ in Equation 5.4 which makes no difference to our conclusion.

[^4]:    ${ }^{1}$ The version of UCB they study is $(\alpha, \psi)$-UCB from Bubeck and Cesa-Bianchi [3]. The distribution $\mathcal{D}$ of the arms' stochastic rewards is assumed to be $\sigma$-sub-Gaussian.

[^5]:    ${ }^{2}$ The distinction between $\pi_{t}$ and $A_{t}$ is only substantial if the learner is not following a deterministic policy.

[^6]:    ${ }^{3}$ In order for the sum of probabilities to be equal to $1, \mathbb{P}[\ell=1]=1 / 2+$ $\left(1-\sum_{l=1}^{\lceil\log T\rceil} 2^{-l}\right)$.

