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ITepiAndn

H otadepdtnta twyv dievdivoewy URL otig axadnuoixés dnuootietoelg eivon LwtinAc onuociag o
OLUTARNOT TNG AXEPAUUOTNTAC XAl TNE TEOCBACLUOTNTAS TOU ETO TNHOVIXOD €pyou. 26T600, 1 pHopd Tk
otevdivoewy URL - 10 gouvopevo xatd to onolo ol clvdespol xodictovton avevepyol 1 avoxateudivo-
VTOU - AMOTEAEL ONUOVTIX AELAY] Yiol TNV oloTo Tot TG €PEUVIC OE BLAPOEOUC EMG TNUOVIXOUS XAABOUG.
H napotoa yerétn dicpeuvd tn dtapoialn twv dievdivoewy URL otny emotnuovixn BiShoypagpio, ye
Wiadtepn éupoon oTic ONUootedoel; OYETXE Pe Tn pnyavixy) Aoytouxol (software engineering). Ilpary-
UOTOTIOLWVTOG EXTETAUEVT avdALoT) oyedov 50.000 oxadnuoixy epyaotidy, 1) €0EUV QUTY ATOXAAOTTEL
wo péon nulo (half-life) URL 9.68 etdv xou éva ouvolxd nocooté adpdvetog URL 31,22%. H pe-
AT e€eTdlel TaPdYOVTES OTWS Ol TAATYOPUES PLAOEEVING, TO UEGO BNUOGIEUOTC XAl TA Y UEUXTNELO TLXA
Tou domain, amoxoAUTTOVToS Wiat oOVleTn cuoyétion ue tn otadepotnta tng dievuvene URL, n onola
Oty ver OTL oplouéva e BEANOVTO EUVOOUY TEQIGGOTERO TN poxponpodeoun dta@ilaln tne dtevduv-
onc and diha. To evpruato autd voyeauuilovy TNV ToAUTAOXOTNTA TNG ENiTELENS paxpoTEOVECUNS
dmneproxnic Brathenong xou LToYEoUiouY TNV aveyXT VLo BEATIWUEVES TRUXTIXES XOL GUVERYAUTIXES TIRO-
ondieleg Yol TN SLoPEAoT TG TEOCBACYLOTNTISC TWV OLIBIXTUOXDY TORPWY TNV oXAONUIXT] EPEUVAL.
To amoteAéopato aUTAS TNE EPEUVOC EXTEVOVTOL TEREX ATt TN UNYAVIXT) AOYLIOULXOU, TEOGPELOVTAS LOEES
OYETXES YE OAOUC TOUG ToUElC oL e€aPTWVTAL Amd TN YoxEOBLOTNTA TWV YNPLIXGY AVAPORHY.

A€Zeig xhewdid: Pdopd URL, Unguor diaporalrn, Alomotio URL otic oxadnuoixés dnuo-
oevoelg, Anuooieloelg ot unyovixy Aoylouixol, IThatpodpuec apyeovétnone xan diaporaln URL,
AxepondTnTol MO TNUOVIXAC ETXOWVOVIOC.



Abstract

The stability of URLs in academic publications is crucial for preserving the integrity and ac-
cessibility of scholarly work. However, URL rot — the phenomenon where links become inactive
or redirect — poses a significant threat to the reliability of research across various disciplines.
This study delves into the persistence of URLs in scholarly literature, with a particular focus on
software engineering publications. By conducting an extensive analysis of nearly 50,000 academic
papers, this research reveals an average URL half-life of 9.68 years and an overall URL inactivity
rate of 31.22%. The study examines factors such as hosting platforms, publication venues, and
domain characteristics, uncovering a varied correlation with URL stability, which indicates that
some environments are more conducive to long-term URL preservation than others. These findings
underscore the complexity of achieving long-term digital preservation and emphasize the necessity
for improved strategies and collaborative efforts to safeguard the accessibility of online resources in
academic research. The implications of this research extend beyond software engineering, offering
insights relevant to all fields that depend on the longevity of digital references.

Keywords and Phrases: URL rot, Digital preservation, URL stability in academic publica-
tions, Link decay in scholarly literature, Software engineering references, Archival platforms and
URL persistence, Scholarly communication integrity
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Extetopevn Ilepiindmn

Emwoxdnnon

H porySaio ovémtuén tou dmeproxod tontiou Tic TEAEUTAUES BeXUETIES EYEL ETUPEREL CNUAVTIXES OAAA-
Y€C OTOV TEOTO BLdd0oTG Xat TEOCPucNe OTNY axadNUoix T YV®oTr. Ol ETCTAUOVES XAl Ol EQEUVNTEG
BaoiCovton ohoEva xou TEPLOGOTERO OE BLABLXTUAXOUE TOPOLE, OTIWCS amo¥eTrpL BEBOUEVWLY, AOYLOULXS
AVOLY TOU XOOLXA, NAEXTEOVIXE TEQLOOLXA X LOTOCEADBES, Yol VoL EVIGYOCOLY TIC ONUOCLEDCELS TOUG Xl
VO TPOGPEROLY TEOGUETO TEQIEYOUEVO GTOUC OVIYVWOTEC. L€ oUTO To mAwlolo, ot ouvdeouol URL
(Uniform Resource Locators) diadpapatilouv xaiplo pdro, napéyoviac dueon tpdofoocr oe autolc
Toug Yngloxoie topoug. H aflomotio xou 1 SlardeciudTnTa auTdY TV GUVBESUWY Elvor xadopilc TIXHG
onuactiog Yl T cuveyr| TEOGRBUoTN Xou YEHOY TWY TULATOUTGY ToU LTOCTNEILOUY TIC EMIC TNUOVIXES
gpyaoiec.

QoT600, N Popd TwV CUVBECULY, YVKoTH we link decay ) URL rot, anotehel wio cofapr| mpdxhnon
OTNY AXEQPAUOTNTA TNE ETOTNUOVIXTC €peuvag. Me tov 6po @lopd CUVBECUWY AVOPEPOUACTE GTNV
XATEAGTAUON ®0TA TNV OTolo 0L GUVOEGHOL TOU 0ONYOLCAY XATOTE OE GUYXEXPIUEVOUS PNnplaxols TOpoug
TadouV Vo AElToupYoLVY 1| 0dnyoly ot TepleyOuEVO Tou Bev elvar TAov Bladéoipo. Ou ahhayéc otny
OEYLTEXTOVIXY) TOL BB TUOU, 1) UETOXIVIOT TEPLEYOUEVOL YWwelg owaTh avaxatevduvon, 1 AREn Tov
OVOUATOY TOUEN Xal 1) OLlory poupT| LOTOGEABWVY elvol HELXES amd TIC XVPLEC AUTIEC AUTOU TOU (PULVOUEVOL.
Avuty) 1 Buchertovpyla umopel va emnpedoet Bordid TNV avamapay wyOTnTO Xal Th) Slarypovixr) aflomoTia
TNe oxxodnuaiixnng BiBAoypaplag, xadmg XATAGTEEPEL TN BUVATOTNTA TWV AVAYVWCTGY VoL EToAielcouy
TIC TNYES 1) VoL €Y0LY TEOGPUoT 0TO TEWMTOTUTO LUAXO.

Efvar onuovtind vo avoryvewpioTel 6Tt 1) giopd twv cuvdéouwy dev anotelel Vo tpofBinua. Amo Tig
TpMOTES PEPES ToU BLadixtiou, uerétes dnne avtéc Tou Koehler [14] édeiav 6Tt éva onpovtixd nocootd
TWV GLUVBESUWY Tou TapaTidevTon e axadNUiXES Onuocteboelg xad{oToton avevepYd UEoa o€ Alya ypdvia
am6 TN dnpocieuon. Autd To QUVOUEVO TORUUEVEL BLoPOVIXO XaL, TOEA TIC TEYVOAOYIXES BEATIOOELS,
e€oxolouviel vo anotelel éva enipovo npdPinua. ISwaitepa oTOV TOUEN TNG UNYOVIXAC AOYLOWUIXOD, OTIOU
ol oOVBEGHOL TIROG YnpLoxd epyaheior xat amoVeTApL XOOXO ATOTEAOLY OUCLIGTIXG UEROC TNG EREUVIC,
N @Oopd twv URL unopel va emnpedoet Spaatixd T IXavOTNTA TWV EEUVNTWY VoL eTahndeloouy xou
VoL ETOVOAEBOLY TG HEAETES.

Ye autd 1o mhaioto, 1 mapovoa epyaoio e€etdlel TN @Yopd Twv cUVIECUWY oTn BiBAoypapia TG
UNYOVIXAC AOYLOULXOU, TEOCHEPOVTAS UL CUCTNUATIXY avdiuon tng otadepdtntoc twv URL, avo-
YVwpllovtoag Toug TapdyoVTES Tou EMNEEACOUY TNV ETUOVY] TOUC Xl TEOTEVOVTOC GTRATNYIXES Yiol TN
UEWOT TV 0pYNTIXWY ETUTTOCEWY TNG ATOBOUNONG TwV InpLoxdy avagopmy. Ot avopopés autég oyt
HOVO BLEUXOAUVOUY TNV TEOCPUCT) GE CNUAVTIXG BEBOUEVA XL XWOWA, AR eTlong dlacpaiilouy TNy
UAEEALOTNTAL TNE ETUO TNHOVIXTS Otaduxaclog.



Kivnteo tng 'Epesuvag

To xivnteo miow and v mopoloa épeuva Baolleton otny auiavopevn avnouyla Yo Tn SloexT
OTUIEPOTNTA TV BLABIXTUAXMY AVAPORKOY ot Tov avTixturo tng gUopdc twv URL otnv axadnuoixn
XOWOTNTAL. X €Vay XOOUO OTOU 1) ETGTNUOVIXT Teb0do¢ Bacileton GAo xou TEPLOGHTERO OTN YEHOT
dneproxadv Topwy, elval xplowo vo dlacpolioTel 6Tt ot GOVEECUOL UTOl TUEOUEVOUY AELTOLEYIXOL UE TNV
Tépodo ToL Yedvou. Ewind otov Toyéa Tne unyavixic Aoyiowxol, 6Tou ol SladxTuoxol TOEOoL, OTKS Ta
amoVETHELOL XWOXAL, TO CUGTHUNTA CUVEYOUE EVOWOUITWONS XL OL TEYVIXEC TEXUNELOOELS, EVOL SoENX T
oLVOEdEPEVA PE TNV epeuvnTXy dadcacia, 1 lopd Twv URL pnopel vo empépel coPapéc ouvéneleg.

H avavéuevn e€dotnomn omd Pngroaxéc mhatgdpues yio TNy amodixeucT) xon Ty avtohhoyt| 8e60-
uévwyv €yel petateédel To URL oe Yepehiddn otoyeio tne emotnuovinic BiBhoypagiac. QQotéco, dtav
ot cOvdeouol autol TadouY Vo AELTOUEYOLY, 1) TEOCPBACT GTO dpYIxd TEPLEYOUEVO XodloToTtan BUGXOA
7 adUvatn. Autd Oyt povo unovouelel TV adlomoTio TN €peuvac oAAd dnulovpyel xou €va ydoua
OTNV AVATAEOYWYWOTNTA TWV ATOTEAECUATWY, %34Tt oL eivon {oTXNg onuaciag Yo TNV ETC THUOVIXN
uédodo.

Hopdro mou éyouv mpotadel hooelg, dnwe 1 yeron uévipwy toutoromtody (DOI), to onofo dio-
oahiCouv TNy Blathenon TS TEOSRACHIOTNTAS TV Pnplaxcdy avagopny, 1 plopd twv URL napouével
otadedopévo medPinua. H énkeun avolutinoy peietov mou va egetdlouv tn otadepdtnta twv URL
otn BiBhoypagio TS unyavixnc Aoylouixol xado Té avoryxokor TNV avamTuEY) EUTERLO TATWUEVWY G TEO-
YoV Tou vo avtetonilovy to nedPfAnua ot Bddoc. H emyovh autdv Twv ovapopy onoTeAEl
axpoywviolo Ao ylor T SLUTAENCT TNG ETMOTNUOVIXC CUVEYELAS, XL, WG EX TOVUTOU, omanTelTal Wial
BoardOteEn xoTAVONOT] TWV TOEAYOVTIWY ToU 081YoLV 0T1 PUopd Toug.

H nopoloa épeuva mpoéxue ¢ amdvtnon o auTAY TV oVAYXAY), ETYELRWVTIC Vo YEQURKOGEL TO
urdpyov xevd ot BBMoypapla xon Vo Tpoo@épel TpoxTxéS ADoELC Yo 1 BeAtiwon tne dlathenong
TV PNnELoxdy avapopny. Méow g avdAuone YLMASwWY axadNUUXMY EQYUCLOY X0l EXATOVTABWY Y-
nadwv URL, auty| 1 uehétn emdiwxel va plEet gug oto Yéyedog Tou TeofARUaTos xon vor avadeilel Tig
TEOXACEL IOV TUQUUEVOLY.

Ytoyol tng ‘Epeuvag

O mpwtapyixdc otdyog auTHS TNS gpyaoiog elvar 1 cUSTNUATIXY Blepebvnon TS SLlapOAAENS TWY
URL oti¢ emotnuovixéc epyacie unyovixnic AOYIOUIXOU XAl 1) VoY VWELoT) TwV PaoIXOY ToEAyOVIKDY
Tou emneedlouy TN oTadepdTNTd Toug. AuTH 1) Slepelvnon TpaylaToTolElToL UEGW TNG AvdAUCTC CYEDOY
50.000 acodnuoixwy epyacloy, and Tig omoleg e€dyovton xou e€etdlovton méve ond 130.000 URL. H
UEAETY ETUOLOXEL:

e ITocotixonoinon tng @Yopdc Twv URL: Kadopioudg tou Boduol anodounong twv URL
ot BiBhoypaplor TNG UNyoviXAC AOYLoULX0oL €S TOL LUTOAOYLoNOL NS péone Nulonnc twv URL
%0l ToU GLYOAXOU TocooTol avevepywy URL.

e Avdivon IMagdyoviwv Empponc: EZétaon didgpopwy mopayovimy mou Uunogel va enrpe-
&louv ) ototepdtnTa Twv URL, 61ed¢ 0 T0mog twv mAaT@opu®y GrhoZeviog, To Y ooox Tnelo Tixd
TWV ONUOCIEVCEWY XOL TA ELBIXE YUEOXTNELO TIX TWV TOUEWY. LTOY 0 EVOL 1) oVary VEeLoT) LOTBwY
ToL umopolY va e€nyricouy Tic dlapoponotfoel oTny emyovh Twv URL.

e AZlolb6yno tng Yuoyetiong Ue ITapadooiaxolg Acsixteg: Agpedvnon tne oyéone
ueTal e otadepdtnTog Twv URL xon 10V mapaboctoxmy axadnuoixmy SeToV Onws o deixtng
amfynons twyv neplodixdv (journal impact factor) xou 1 xotdtaln CORE, yio vor Swomoterdel
edv autol ot deixteg oyetiCovton ye v mdavotnto empovric twv URL.
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o Avayvopiorn Avaduopeveyv IlpoxAvoewv: Avddeiln véwy eunodinv otny enahiieu-
on v URL, énwe 1 enidpoor twv unyaviopwy rtpootacioc Touéwy énws to Cloudflare, mou
duoxolevouy TNy oxeBY) a€loAdynor tne SlodeouotnTag Twv URL.

Yixetxr) BiBAoypapia

H ¢@dopd twv ouvdéouwv (URL rot) €yer pehetniel puepnde tor teheutodor ypovia, UE UEAETES Vol
e€etdlouv T oTadepdTNTU XOU TN HAXEOYPOVLOL ETLUOVY| TWV CUVBECUWY TIOU YEMOULOTOOOVTOL OE AXO-
Onuoiixéc dnpootetoelg. Ol mp®TeC €peuveg ToL avadelxvLay To {ATNUN TEayUaTOTOL XY OTa TEAN
e dexoetiog tou 1990. H perétn tou Koehler [14], pla and tic mhéov embpactixée, avédelle OTL 1
nulen) twv URL, dnhadh o ypdvoc mou amouteltar yio v yivel avevepyd 1o 50% twv cuvbéouwy, xu-
mouvotay ot Vo ypovia. H €peuva auth TpocéAnuoe onuavTiXy TEocoY Y TNV AXAdTUOIXT) XOWVOTNTA
X0 EVETVEUCE TEPAUTER® EPEUVES OYETIXG UE TN QU0pd TwV GUVOECUWY.

Ytn yerétn toug, ot Lawrence et al. [17] avéhuoav mévew and 67577 cuvdéopouc amd mepinou
100 826 dpdpo 6TOV TOPEN TNG EMOTAUNG UTOAOYLOTOV %ol Bprixay Tl TO TOGOGTO AVEVERYMY CUVOESUWY
€gTove €we ot to 53% Yyia dnuoactetoelc mov exdoUnxay To 1994. Metd and mpoonddeies Sibpdwong twv
OLVBEOUMY, TO T000GTO aVTé PeInXe oto 2,9%), urtoypauuilovtag T onuacio Tne evepyhc Slayelptong
xan TG Tox T enaddevong twv URL.

HMopdpowa, o Spinellis [31] avéhuoe 4224 cuvdéououc and dNUOCLEVCELS GTOUC TOPEC TN ETIOTAUNG
UTOAOYIOTOY, Yweic va Slopdhoetl mdoavd Addn cOvtadng 1 yeouuotixd Addn otoug cuvdécpoug. H
UEAETT xatedele OTL 1) péom NUlwn TwV CLYGECUMY NTay TEcoepa £TT), LTOYpaUUilovTaC TIC TEOXANOELC
TOU UTEEYOLY OTN BLUTHENOY TNE HoxpoTedUeoung oTalepdTNTUC TWV CUVOECUWY.

Merétec 6nwe tou Wren [38] otov topéa tne Protatpixrc xou tou Wagner [36] otn Sioyeipion
e uyelag €deilav 6Tl 1 glopd Twv URL Sev meplopiletan oe évav topéa, ahhd elvan Sioadedouévn ot
dLdpopoug emotnuovinols xhddous. To npdBinua tne ¢phopdc twv cuvdéouwy ayyilel nepinou to 22%
TV ovapopmy oty Blotatexs xon gTéver To 49,3% ot Syelpton tne uyelag, yeyovde mou amodevie
Ny euplTNTA ToL {NTRUATOC.

EnuavTixég mpoodous oTNY AVTWETOTION TN QUopds Twv cuvBEouwy €youv Yivel uéow mpio-
%Gy unnpeotdv 6mwe 1o LOCKSS (Lots of Copies Keep Stuff Safe) xoa to CLOCKSS (Controlled
LOCKSS), ot onoiec dnuiovpyolv Todanmid avtiypopa (nelaxol) TEPEYOUEVOL OE BLUPOPETINES TO-
noVeoieg, Swopoilovtag tnv tedcPouon axdua xor 6TV XETolog GUVOECUOS XUTaoTEL AVEVERYOS [5).
Avtd to ouoThAuata Sldpapatilouy xpioo pdho oTn YaxponedVecur Slatienon TV Ynelaxoy Topwy
xan ot Yelwon Twv emnTtooewy e pYopds Twv URL.

H é€peuvd poc Booileton oe autéc Tic mponyolueves YEAETES, €0TIALOVTAC OTIC IBLUTEQOTNTES TNG
PUORAC TWV CUVOECUMY GTOV TOUEN TNG UNYOVIXAC AOYLOULXOU, OTIOU OL TUQUTOUTES O AmoVeTrpLa
XA X TEYVIXA €y ypapa elvon xplotueg yior T emahdeucn xat TNV ETOVOANPLUOTNTA TWV EPELVAY.
Emuniéov, e€etdlouye Ti¢ otpatnyxés ¢nelaxnc Slathenong mou epopuolovTon YLol Vo SLc@ahicouy
™V paxponedveoun nedcfBacn otoug Yneloxols Tdpous, xal SLEPEUVOUUE TIC OXOVOUIXES TTUYEC TNG
BLOCLUOTNTAC AUTOV TWV CTRUTNYLXWY.

MeYodoAoyiax

H pedodoloyio tng napoloag epyaciog Bacileton oe pior tohveninedn mpocéyyion, n omola mepl-
AhopfBdver T cuhhoy, eneepyaoia, avdAuon xou enodldeuon Bedouévwy, e oToYo TN dlepedvnor Tne
empovic Twv URL otic emotnuovixéc dnuocteloelc aTov Togéa tTne unyavixnc hoytopxou. To oyédio
Ne €peuvac elvan SLIUOPPOUEVO E€TOL WOTE VoL DIUCQPUAIGEL TNV UXEEOLOTNTA, TNV ENAVUANPUUOTNTO Xou
TN SLOPAVELD TWV EVPTUATWY.
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YuAhoyr) Acdopévmy

H culhoyn Sedopévwy Eexwvd and v xohepwuévn BiBhoypagpur Bdon DBLP (Digital Biblio-
graphy & Library Project), n onola mopéyet éva eupd @dopo BBAOYRUPIXOY TANEOQORLOY Yio TIG
EMOTNUOVIXES ONuocieboelc oTov Touéa Tne mAnpogopxrc. To DBLP anotehel wio aliémotn xou €-
VNUEPWUEVT, TINYT|, HE TAVL amd TEVIE EXATOPUUPLOL XATUAYWEICEIC TOU XAAUTTOUV ONUOGCIEVCEL, Ao
EMO TNUOVIXE TEELOOLXA Xl GUVESELAL.

Mo Toug oxomolg authg Tng épeuvag, Ta dedouéva Teonhday ard to DBLP ue tn popgr tou apyeiou
dblp.xml, to onolo TepLAoBAVEL UETABESOUEVA OYETIXG UE TIC ONUOCLEVCELS, OTWS TOUC CUYYPAUYELS,
Toug TiThOug, TOUC YWpEOoUS dnuoacieuone xat, xuplwe, Toug NAExTEoVIXoUS cuvdéopous (ee links) mpog
70 TAPEC XEluevo TwV epyaolwy. Eotidlovye oTig Snuocledoel Tou agopoly T1 Unyovixy AoYLomxoU,
hofBdvovtog Lo cUVESELA o TEELOOLXE UE LPMAY| ETLoTNUOVIXY ETiBEACT), XAAOTTOVTOC YEOVOAOYIES
and to 1971 éwc to 2023.

Yuvohd, emhéydInxay epyaoieg unyavixic Aoylouxol yia tepountépw avdivon. Ta PDEF autov
TWV €RYAOLOY CUMEYUNXaY Yenotworowwvtag to epyaheio doi2pdf, to onolo autopatomolel tn Avdn
oXAONUOEXADY EpYAOLOV Péow TV avayvoptoTixey DOT (Digital Object Identifier). H mpocappoouévn
éxdoan tou epyaheiou yenowomnolel evahhaxtxé Tnyéc o meplntwon anotuylog Adng and Ty xpia
YN, EVO yenowornolel Ty That@opua arXiv yio tpodnuoctedoel, dtay auto eivon avoryxaio. Auth n
Tpocéyyion daopdhioe LPNAd Tocootd emtuylag, we ™ AMdn apyeiwv PDF, xahintovtac to 89.3%
TWV EMAEYUEVWV EQYATLOV.

To apyeio PDF vnoBiidnxay oe enelepyacia pe tn yeron tne Piiodxne Grobid (GeneRation Of
Blbliographic Data), pio pnyovixd expddnon yio v e€aywyn xou avdhuon BiMoypapixay Sedouévey
oe poppny XML. To Grobid petatpénet ta PDF oe XML, Siatnpcyvtog T Soun Twv EYYedpny, Tou etvor
ovolo TN Yo Tig emoueveg avahboelc. H emoyy) tou Grobid otneileton otnyv udpmAt| Tou amdédoon otny
eZoy WYY TEQIEYOUEVOU amd axodNUoixd €y ypapa, OTKS amodexvieTaL and Ti¢ extevelc alohoyhoELC.
Entoyape udhniéd nocootd emtuyiog ot yetatponn, pe apyelo XML, mou avtitpoowrebouv to 97.1%
TV Anpiéviov apyeinv PDE.

H e€oywyr twv nhextpovixey cuvdéouwy npayuoatonoiinxe péow evog npocapuoouévou Python
OCPLTT, TO OTOlO YENOWOTOLEL XUVOVIXEC EXPRACELS YId TOV EVIOTIOUO xou TNV e€aywyr) mpotumwy URL
o T xelpeva. AdUnxe 1Wbaitepn TEOcOY Y O TUTOYEAUPIXES AVWUAAIES XL U TUTOTOINUEVES LOPPES
URL, xa pe €dxolg unyoviopols emtedyUnxe o xodoplopog Xl 1 XUVOVIXOTOINOT TV CUVOECUWY,
dloopailovTog TN cuvToXTX 0p¥oTNTE TOug Yiot TIC EMOUEVESC (doelc enaidevong. Me auth v
npooexTixt| Yedodohoylo SLacaMoTnXE 1) axepondTNTa Tou cuvolou Bedouévewy URL, Hétovtag wa
woyveY| Bdomn Yo T owoTY| ENUARUELUCT] XU AVIAUGT).

[Mo v amodrixevor twv dedouévwy, yenowono|dnxe 1o PostgreSQL, to omolo mpoopépet otade-
eoTNTa %ot Voo THRIEN cVIETWY cpwTnUdTtwy. To oyfua Tng Bdong dedouévwy mepthouBdvel tivaxeg
yioo T Suayelplon Ty edouévwy Tou SUAAEYUINXaY, OTwe Qalvetal 6To LyAua 4.2, emTEéTovTag TNV
amodotixy| avalATNoN Xl AVIAUGT) TV DESOUEVKV.

Avdivorn Acdopévwy

H avdiuor 0eBouévmv ETIXEVIPWOVETOL GTNY AUTOUATOTONUEVT enoArfileuon xou alloAdYNoT NG
dlatenong twv cuvdéouwy URL mou e€hiydnoay and Tic emheyuéveg dnuoaoteloels. Xenotuonojdnxay
TEYVIXEC AVAAUGTIC CUVOECUMY XAl AVEYVEUGTC BIXTUOXMY CQAUAUATLY YLl VO TEOGOLOPLOTEL 1) XATAOTUO
xade URL, xadog xou avolloee makvdpounone yia v depeuvndoly ol mapdyovieg mou enneedlouy
N SlTenor Toug.

Apywd, 6hot ot oivdeouol URL unoBARtnxay ot éheyyo opddtnTog cOUGmVL UE To OYETIXE TEOTUTO
Tou Sadtiou (PP 1738 xau Bidboyol), eZahelpovtag xoxooynuatiouéva URL mou dev Yo unopovooy
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va ebvan evepyd. ot v autopatononuévn enoAfleuon Twv cLVOECULY, Yenoylonot\inxe To epyalelo
avolytol xwdwxa curl-cfli, to onolo enétpede NV autdpaTy TEOGBooT oE *dE GUVOEGUO XU TNV OO~
x0ho0UnoT TUY OV avoxatevdivoewy HTTP. O mpoondieieg autég xotaypdgpnxay ot Bdon dedouévey
ue TAnpogopiec 6mwe oL xwdwxol xatdotaong HTTP xau tuydv ductuoxd ogdiyota.

[ v evioyvon tne odlomotiog tng Swdixactag emahfievone, viodetiinxe évag unyovioude e-
TAVATEOOTIAVELNG VLot CUVOECUOUE Tou Oev avtamoxpilnxay eviog 10 deuteporéntov. Egoapuodctnxe
xaducTépnor 45 BEUTEQOAETTWY TptY oo xdde VEo TpooTdUELd, UE AVAOTATO OPL0 TEELS ETAUVIAAPELS,
(OOTE VoL AVTIIETOTILG TOVY Tpoowpvd {ntidata dxtiou. Ot clvdeoyot nou enéotpedoay andvinon HTTP
200 petd and dheg Tic avoxatevHiVoELS XL ETAVUAAPELS XATAYRAPTXAY WS EVERYOL, EVE OL UTOAOLTOL
Yewprinxay avevepyol.

[Mpoxewévou va dracpahiotel 1 oxplBelor Tng autouatonouéVnS enoirfideuong, meayuatonolin-
%E OELYUATOANTTIXOS YewpoxivnTtog éheyyog 200 ouvdcouwy. Katd tn didpxeor autol tou ehéyyou,
enaAnUelTNXAY Ol GOVOECUOL TOL Elyoy YoEaXTNEIOTEL WS Evepyol Yo Vo SlamoTwiel av odnyolvoay
oTo avouevopevo nepteyduevo. O éheyyol autol anoxdiuday 6t t0 94% twv cLVBEcULY NTay OVTwe
evepyol xou oyetixol, emBefardvovtog Ty alomotion TNg autopatononuévne dladxacioc. 20T600,
EVIOTHOTNXE EVOL UXPO TOGOGTO GUVOECUMY Tou elyay xatactel avevepyol 1 0dnyolLoay Ge un oyeTnod
TEPLEYOUEVO, UTIOYEAUUUICOVTOC TN ONHACTa TWVY TEQLOOLXWY YELLOXIVNTOY EAEYYWV.

Emumiéov, mparyyortonoidnxay avalboeic Toahvopounong Yo vor eEETAG TOVY Ol TORAYOVTIES TOU ETY-
eedlouv 1 Swthpnon twv cuvdéouwy URL. Xenowwonowjdnxe éva uoviého ypoupxnc ToAvdpdunonc,
70 omolo enétpede TNV avdAUGCT| TNE ENIBEAOTNE BLoPOPY TUPAUETEWY, OTIWS OL XATATAZELS TWV TEQLOBIXDY
CORE, ot Journal Impact Factors xou to urxog twv cuvdéouwv URL ot yapaxtipec xo GUVIGTHOES
Otadpounc.

Epyaieia xaw Teyvohoyieg

[o v mpaypatomoinom tng UEAETNG Uog, Yenoonolfinxe Evag aptduog EQYUAEIWY Xl TEYVORO-
yiwv mou enéheayv pe Bdon v aflomoTion ToUg oL TNV XATAAANAGTNTA Toug Yo TN Slayelplon Twyv
OlopopeY TTLYGY NS €peuvde poc. Kdade epyoaheio énoue xplowo pdho otn Slacpdiion tng axpeifelog
X0l TNG AMOBOTIXOTNTUC GTN GUANOYT, Enelepyacian xou avahuoT TwV BEGOUEVMY.

PostgreSQL: o tnv armodrixeuon xou Syelplon twv 0edopévwy, emAéynxe 1 Bdor dedouévwy
PostgreSQL, éva 1oyupd clotnua oyeotaxwv Bdoewy dedouévwy avoixtol xwdwa. H PostgreSQL
elvol YVWOoTH Ylol To TRONYUEVOL YORUXTNELOTIXG TNS, OIS 1) UTOCTHELET CUVIETLY EPWTNUATOY Xl 1)
eCaopdhion g oxcpanotTnTag Twv dedouévev. To ACID-compliant cOotnud tng Ty xodiotd Wavt-
27| yLor TN OLoyelplom) PHEYSAWY CUVOAWY BEBOUEVLY, OTWE AUTE TNG UEAETNG UOC, XU OIEUXOAUVE TNV
a0V xeuon TwV BEBOUEVKY GE BOUNUEVOUG TVOXEC OTWE OL papers, urls, xol venues.

doi2pdf: T v autopatonoinon tne AMdng twv apyeiwv PDF, yenowonoufinxe to epyaheio
doi2pdf, éva epyaieio mou Baoileton otn Yhwooa Python xou avoxtd axodnuoixéc epyaciec yenoyo-
TolwvTag ta avayveetoTxd DOL H npocopuoouévn éxdoon mou yenoylonotiooue neplehdufove BeAti-
WOOELC Yot TN Loy elplon EVAAAAXTIXOY TNYWV AMPne oe Tepintwon anotuylac e xoetag Tnyhe, xadde
xaL TN Yenon Tng mAaT@opUoc arXiv yla ToV EVIOTIOUO TROONUOGIEVCEWY.

Grobid: To Grobid (GeneRation Of Blbliographic Data) ypnowonotdnxe yio ) petotponn
twv PDF o€ dounuévn popgry XML. To Grobid yenotuomotel unyovixr expdidnon yio tnv e€aywyr| xou
AVIAUGT] TOU TEQLEYOUEVOU TOV OXAONUOIXOY EYYEAPOY, DLATNROVTIS ONUAVTIXES TANEOPORIES TUNUo-
Tomolnone TV EYYRAPWY Tou HTay anapaitnteg Yo TNV e€aywyr) Twv URL. H yerjon tou oyfuatog
TEI (Text Encoding Initiative) Siacpaiiler 6t tor Sedopéva elvar TOGO Unyovixd ovory vooda 660 xou
XATOVONTE amd TOV AvpmTo.

Python: AvoamtOydnxav Sudpopa mpocoupuocuéva Python scripts yioa tnv vnootheln twv Sla-
popwv oTadlwy e perétng pag. To scripts autd autopatonolnoay cpyooieg Omwg N e€oywyr xau
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avdiuor twv URL, o éAeyyog tng cuvtoxtxrc op0oTnTog T6V GUVBEGHUMY Xol 1) OLoyelplor) TOL Uiy avL-
ouol emavanpoondetag xatd Ty enaideuon twv URL. H euxohio yeriong xau ol toyueéc BiBhiodfxeg
¢ Python tv xothotoly dovix) emhoyy| yior Ty ovdntun TETolwy epyoelwy.

curl cffi: H (Biphodxn curl_cfi ypnowomotfdnxe extevig yia tnv autopatonolnon tng ena-
Mevong twv ouvdéouwy URL. H Bihodfxn avt napéyel dlacivoeon tng Python pe o epyaielo
curl, vrootneilovtag mpwtdéxohha énwe to HTTP xou to HTTPS. To epyoheio autéd pog enétpede
vo eEAéyEoue cuoTNATIXG TNY xotdoTaor Twv URL, xotoypdpovtag Tig amavToELS xon To. oot
ouxtoou.

pandas and matplotlib: I'ioa tnv avdiuon xau anewxdvion Twv dedouévey, yenotdorotiinxay ol
BBModrxec pandas xou matplotlib tng Python. H pandas mpocgépel i1oyupéc Souég BedoUevmy o
hertovpyleg mou emétpedoy TNV anodotixn dlayeiplon, xaduplond xol UETACYNUATIONS TWV GEOOUEVWLV.
H matplotlib yenowonowidnxe yio tn dnuiovpyio Slorypoudtev Tou ameixovioay Tig avahloELS Hog,
TEEYOVTOC CAPY| XAl XUTAVONTY| TUEOVGIUGT TV OEBOUEVLY.

SQLAIlchemy: I'w tn cUvdeon twv Python ocpinte pe ) Bdor dedouévwy PostgreSQL, yenot-
wonotnxe 1 BiBAodrnn SQLAIchemy. Autr n BiBhodfxn Sieuxdiuve Ty ahknAenidpaon ue tn Bdon
0E0OUEVLY PEow Python x@oxa, emitpénovtag TNy anodotixt| EXTEAECT) EpWTNUATWY ol T1) Sl elplon
TOV OEGOUEVWLV.

Arnelléc otnyv Evyxupotnta

H evémnto auty) e€etdler Tig miavég Teploplo Tixég TapauéTeoug TNS UEAETNS, OL OTIOIEC XUTNYOpLO-
TOLOVOVTOL OE ECWTERIXT| EYXVPOTNTA, EEWTEQRIXY| EYXVPOTNTA, XATUOXEVAC TIXY| EYXUPOTNTA X0 O&LOTI-
otla. Kde xotnyopio apopd dlapopeTinéc TTUYES TOU OYEBLUCUOD XU TNG EXTEAECTG TNG HEAETNG TIOU
EVOEYETOL VOl EMNEEACOLY T ATOTEAECUOTAL.

Eocwtepuxr Evyxuepotnto: H cowtepnn eyxupdtnta oyetiletar ye v axpifeio xou oflomotia
TV BdWwoctdY eCoywyhc xou emoifdeuone twv ouvdéouwny URL. Iapd tn yeron oloxhnpowuévev
QUTOUATOTIONUEVWY TEYVIXWY, OTWS EAEYYOL OYNUAT®Y, QUATEdPLOUN HECW BAcE®mY BEBOPEVWY XoL E-
rohdeuon xwdixwy xotdotaong HTTP, undpyel ndvto 1 mdovotnta opoludtwy xotd ty e&aywyn
oedouévov. Aovdaouévn epunveia ouvdéopwy URL Adyw mpoBAnudtonv yopgonolnong 1 ecpoiuévng
avdhUGTC XoL OL EYYEVEIS Teploplopol TNe awTopatonotNuévne enakfdevong (m.y. oduvopia enahideu-
OMC TNS CUVAYELNS TOU TEPLEYOUEVOL) Dot umtopoloay Vo eTNEedoouy To anoteléopato. o tn peiwon
aUTOY TOL XWVOLVOU, TeaypaToTo|Inxe YelpoxivnTog EAEYY0C EVOS OUAVTIXO) UTOGUVOAOU TWY UVEVER-
YOV cuvdEcuwy. Tlapd TV yenowdtnTo auTol ToL EAEYYOU, N YEWOXiVNTY enaAleucT) Yior EVERYOUG
cLVOEGUOLS xpllnxe TeELTT), xS CUVBETELC oL OEV elval TEOGBACLUES Unyavixd OV Umopoly va
eheyyYolv xou and tov dvipnno. 201600, 1 Sladacia YEWOoXVTNE ETAAAUEUCTC EVOEYETOL VO ELGO-
YAYEL UTOXEWEVIXES TROXAUTOAAPELS, WBIATERA Yiot GUVOEGUOUE TTOLU 081 YOV OE YeVIxéC OeEAIDES 1) €youv
acagelc Sladpoués, xadng Baotleton oY Xplon Yiot TN CUVAPELX TOL TIEPLEYOUEVOU.

EZwtepuxr) Eyxvpotnto: H ewtepnr] eyxupdTnTo ovapepeTon GTny IXAVOTNT YEVIXEUONS TV
evpnUaTLY NG MeEAéTNG. H mapoloa ueAétn emxevIpOVETUL AMOXAEIOTIXG O ONUOCIEVCELS GTOV TOUEN
NS UNYOVIXTC hoYlopixol, omwe autég xataywpeilovtar oto DBLP. Av xaw to DBLP anoteiel wa
a&iomotn BBhoypapx Bdor, eivon mdovd vo utdeyouy dlapopeTind LoTiBo oTadepdTNTIC GUVBEGUMY
o€ TO €ZEWBIXEVPEVDL ETLOTNUOVIXG TEQLOOXS 1) cUVESPLL. Eve 1 uelétn dev diexduxel yevixeuorn mépa
amd TO CUYXEXPLWEVO Thalolo Tng, Vo HToy EXTANEY oV TUEATNEOUVTOY CTUAVTIXG SLaPopeTXd HoTiBa
o€ GANOUS TOUEIC NG TANEOPORIXTC.

Kataoxevactiny Eyxupotnto: H xataoxevaotiny eyxupdtnta agopd tov Badud ctov onolo
1 UEAETN PETEA aUTO ToL TpoTETon Vo UETEHOEL. LTNY Topooa UEAETT], OL OPIOHUOL TV "EVERY®V %ol
“avevepy WV’ cuvdéouny Bactlovtal xUplwe OF AUTOPATOTOMNUEVY XEITHELL, OTWS Ol XWBXOL XUTAC Ta-
onc HTTP xou ta ductvaxd o@dhpata. Auth 1 Tpocgyylon evOEYETOL VoL UNV XATaYRAPeL TANPWS TIC
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AETMTEC TTUYEC TNG AELTOURYIXOTNTUS EVOS GUVOEGUOU, EWOLXY OE TEQITTWOELS OTOU Ol GOVOEGUOL OVOXO-
TeVd0VOVTAL OE TEPIEYOUEVO OYETXO UE TO TESlo aAAS Oyl oTo apyixd avouevopevo. H e&dptnon and
auTouatonoinuéva epyokeior yior TNV e€aywYT) xan ETOARUEUOT) TwV cUVOEoUWY UTopel vor TapaBhédet
AETMTOUEQRELEG OYETING UE TNV EVEQYOTNTO XAl T1) CUVAPELN TWV CUVOECUWY.

AZwomiotio: H aomotio oyetileton e 0 ouvéneia twv anoteheoudtonv tne werétne. H ueiétn
aUTH yenowonotel wor ToAudLdoTorTy Stadixacior Yo T cuRhoYY| Bedopévmy (T.y., BIBAOYpapéS TN
pogoplec, epyaoieg) xau TNy enodideuon e otadepdtnTag TV CUVBECUWY (T.Y., eEaywYH CUVBECUWY,
éleyyoL ouvdéouwy). Topd Ty amhdtnta xdde Bruatog, névta undpyet N TiavdTTA EUPAVIONG OPak-
UdTwY 0TV LAOTOLNGCT TOU CUC THUATOC.

AnoteAéopata
Yradepotnta ouvdEcuwy URL pe tnyv ndpodo tou ypdvou

[apoucidotnxe yia emoxonnon g otadepdtntoc twv cuvoéouny URL petadd 1995 xou 2023.
Hapoatnerdnxe 6Tl oL GOVBEGUOL TV IO TEOCPATWY dNUOCLEDCEWY SlaTnEoVVTAL EVERYOL Ot UEYAAITERO
T000GTO 6e G0YXPLON UE TohanoTepeS dnuoocteloels. To tocooto twv evepywy URL yio to 2023 Atoy
83.77%, eved yia to 1996 oy wéhic 15.97%. O unoloyiouds tou ypdvou nuilenhc twv URL, dnhady o
Xpovog mou amanteiton yior va yivel avevepyd to 50% twv URL ntou Snpootebdnxay oe évo ouyxexptuévo
€1o¢, €dele 6Tl N Nulwn Twv URL eivar 9.68 ypovio.

Yradepotnta cuvdEcuwy URL avdroya pe tov oxond guhogeviog

Ou oOvdeopol Tou grholevoivtar oe mAatpdpues eréyyou exdboewy (m.y. GitHub, Bitbucket) A
oe Ynplaxd apyeta (Zenodo, arXiv) eivon mo otadepol oe obyxpton ue 1o oVvoro twv URL. Iapd
oyetif otadepdnTa TwY cLVBECULY apyEiwY, 1 yeomn Toug Tapapével teploplopévn (22.000 obvdeouot
apyelwv évavtt 136.000 cuvdEéoumy EREYYOU EXDOOEMY).

Yrtadepotnta cuvdEcuwy URL avdroya pe tov yweo dnpocisuong

H otadepdtnra twv URL mopgoustdler onuavtind Stoxduavor Uetald Twy ETOTUOVIXGY CUVESRIWY
X0l TIEPLOBIXMV, UE TOCOOTE, EVERY XV CUVIECUWY Tou xupadvovTton ard 54% énc 81%. Iapatnpriinxe 6t
ToL XOpUPaOL ETIOTNUOVIXS GUVEDELOL ot TEPLOBIXd NG unyovixnc Aoylopxol (m.y. FSE, ASE, ICSE)
Beloxovton 6Ny TEMOTN WoT Tou Tivoxa oTadepdTNTAC.

Ytadepotnta cuvdEcuwy URL avd tpApa eyypdgpou

Ou cVvbeopot tou epgavilovia oe Tepthiels emoTpovixdy dpipwy (abstracts) tapovotdlouv to
umiétepo nococ 16 oTadepdtntac (80.82%), evdd ou olvdeopol otig avagopés (bibliography) mogou-
otélouv 1o yaunhétepo nococtéd (68.01%).

Ytadepbdtnta cuvdéopuwy URL avd npwtéxollo (scheme)

Ou oVvdeopor URL anoteholvtar and SL8pop TUAUATI, UE TO TEOTOXOANO VO ATOTEAEL TO TEMOTO
otolyelo xde cuvdEopou. XNy avdiuon pog e€etdlovton 800 xVpLa TEwTOXoAa, To http xou o https,
Ta onola yenotwomolvTal o cUYYEOVES dladTuoxés avagopés. To mpwtoxollo https mpoogépel
xpUTTOYEAUPNUEVY TEOoPaoT, TeooTatebovTag and emiéoeic péow Tou mpwtoxoihou TLS. Ilopd Tig
apyéc Tpocdoxiec 6Tl ot https cUvdeouol umopel va elvon o evaloinTol oe TeoBAAuaTa, N avdAuoT
€deile To avtideTo.
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e http: 58.67%
e https: 81.58%

H peyarbtepn otadepdtnta 1wy https cuvdéouwy umopel va amododel 6to yeyovog ot ol https cuv-
0€opol elvon vedTepOL, xS TO TEMTOX0AO auTd LVeTHUNXE apydTEPD o€ oyéon Ue To http. Enlong,
elvor mdavo ot cuvbéouol https va oyetiCovton e xohiTepec TEaxTXES avapopds Tou egapuélovial
TO TEOCPITAL.

YtadepdtnTa cuvdéouwy URL avd avdtato topéa (TLD)

H avéivon twv nococtdv evepymy ouvdéouwy URL avd avototo topéa (TLD) anoxdiuvle on-
HovTiXEC Blaopéc otn otatepdtnTa. Ot Touelc mou tepthaufdvouy teplocdtepous and 50 cUVBEUOUC
eZeTAOTNAY Yol TNV ATOQUYY| OTREBADY ATOTEAECUATWY AOYw Wxpwy detyudtov. To anoteAéouota
patvovTon oty oaxdroudn AloTa.

1. .press: 100.0%
2. .dev: 89.44%
3. .blog: 87.13%
4. .cc: 86.5%
5. .to: 85.25%

Ou toyelc .press, .dev, xou .blog napovcidlouv o LPNAGTERA TOCOCTE EVERYWY CUVIECUWY, EVE
gAhot Topeic 6nwe o xou .y (dev gaivovior otn Aota) mopapévouy otadepol ahld oe younhoTepa
TOGOCTE.

Ytadepbdtnta cuvdéouwy URL avd topéa (domain)

H nepoutépwm avdhuon emxevipainxe oe cuyxexpiuévouc topeic (domains) xou ta T0c00Té avevep-
YOV GUVOECUWY. XNV Topoxdte AMoTta Tapouctdlovial To TOCOC T AVEVERY®Y GUVOECUWY Yiol TOUC
%0ploug Touelc, Ye Bdom Tov amdhuTO apldUd AVEVEQY®Y GUVOECUMY.

1. nasa.gov: 72.08%
2. cmu.edu: 70.59%
3. mit.edu: 53.23%
4. stanford.edu: 51.32%

5. mozilla.org: 45.54%

O topéoc nasa.gov nopouciooe 0 UPNAGTEPO T0C0OTE avevepYhY cuvdEouny (72.08%), eved o
cmu.edu xou o mit.edu oxorovdnooy ye 1060t dvey Tou 50%.
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Ypdipata HTTP

H avdhvuon twv opaiudtwy HTTP nepuioufdver tnv xatnyoplonoinon twv cuvdéouny URL ue
Bdon toug xwdwolg xatdotacng HTTP mou éhafav xatd tov éleyyo mpoofociudtnroc. Iopoxdte
TEOVCIALETOL 1) XAUTAVOUT| QUTWY TWV GPIAUSTWY.

e Not Found (404): 74.65%

Forbidden (403): 18.16%

Internal Server Error (500): 1.52%

Service Unavailable (503): 0.91%

Gone (410): 0.8%
e Other: 3.95%

H avéiuon anoxdiuvde 6t ta opdipato 404 Not Found Atoav ta mo xowd, oaxoloudolyevo and
opdipata 403 Forbidden xou 500 Internal Server Error.

Avdiuon calpdteny dixTtLoU

H avdhuon twv o@ahudtwy dixtiou emixevip@inxe oe {NTAUNTE CUVOECWOTNTOS TOU OVTWUETO-
nlotnxay xatd v mpooPaon oc cuvdéououg URL. Ytn yekétn autr, to opdipato dixTHou TOU Xo-
TAYEAPTHAY XATA TOUS EAEYYOUS TRooPBaouoTnTag Twv cuvdéouwy URL elvon cuyxexpipéva ogdiypota
UNIX. Autd ta o@dhuato TeocPELouy TANROYORIES Yid TI TEYVIXES TROXANCELC Tou avTIueTwT ovTon
xatd TNV TpocPact o cuvdEcuoug and cucthuata TOtou UNIX, ta omola ypnowonowidnxoay otig
autopatomoinuéveg dtadaoteg enarleuong URL oe auty tnv epyaocia.

e Couldn’t resolve host (6): 62.49%

e Operation timeout (28): 21.4%

Certificate not verified with known CAs (60): 8.73%

Failed to connect to host (7): 3.29%
e Unsupported protocol (1): 1.48%

o Other: 2.61%

To mo cuvniicuéva opdiuata agopodoay teolAfuate DNS xo cuvdéoelg mou dev undpecay vo
emtevydoLv.
Avdivorn makvdpounong

H avdhuon mokivdpounong eviomioe Tic oy€oelg UeTal) TOAAATAWY ToEUyOVIWY XaL TNG BlaThET-
one v ouvdéouwv URL ot axoadnuoixéc dnuootetoeic. And mopatrienon twv omoteAeoudtwy, Sev
olveTal Vo UTdpyEL xdmolo onuavtixr cuoyétion tne emtuytag twv URLSs ye toug mopdyovieg mou
eZeTdoTNHOY.

e Mrxoc URL: -0.001
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o Apududc otoyelwv ddpourg: -0.015
e Journal Impact Factor: 0.016

o Katdtagn CORE: 0.028

>ul7ATnon
YOyxpiwon pe Ilponyodueveg Meléteg

H rapoloa perétn, allomoidvtag éva onuavTixd cOVOAO GE00UEVLY, CUVELCQEREL GTNY eCEMEN TNG
xatavonong g oltenone twv cuvdéouwy URL oty emotnuoviny| Bihioypagpio. H avdhuorn auti
OLLPOPOTIOLEITOL UG TEOTYOUUEVES UEAETES, TOCO AOYW TOU EUPUTEQOU GUVOAOU BEBOUEVMV TIOU YET-
owwomolinxe 660 xou AOYw NS TO MEQIEXTIXAC TROGEYYLONE Tou UoVeTHUNXE Yiot TNV Xatdtadn Tov
evepy®v ouvdéouwyv URL. H andgacn va tavoundoldy ol civdeouol we evepyol 6tav dev umrplay
opdiparta evduypoupiletar ue To uéyedog ToL GUVOAOU BEBOUEVWLY, XA MO TWVTAS AUTH TNV TEOGEYYLOT
TEOXTLXT) Xo orvory xoda.

H o0yxplon twv tococtov npocBoactiudétntoc twv URL avd étog amoxahintel onuavtixéc npoddoug
otn SrdeootnTo Pnplaxmdy topwy. Do mopdderyua, 1 uehétn yag xatéypade tocootéd evepywyv URL
83.77% v to 2023, oe avtideon pe to 15.97% nou xotorypdpnxe 1o 1996.

Emnmiéov, to yevixd nocootd evepydv URL tne yerétng pog, 68.78%, cuugovel pe nponyolueveg
ueréteg, 6mwe auth twv Casserly and Bird [3], n onola avégepe mocootd petall) 56.4% xar 81.4%.
Hopdro mou autd ot T0G0GTE Belyvouv Behtiwon o oyéon e Tic mahadtepes pehéteg (mwg ot
tou Lawrence [17]), n a0&non e nulorc towv URL eivar onuavtixd, gtévovtag ta 9.68 ypdvia, o€
olyxplon pe ta 6.5 ypévia tou avépepe o Bansal [1].

LUVOAXA, auTH 1) UEAETT) TIOREYEL VEEC YVWOOELC X Belyvel TNV eZEMEN TWV TEYVOROYIXMY TROOOWY
XAl TWV TEOXTIXDV APYELOVETNONE TOU €Y 0UY GUUPBAAEL TN OTAIEROTNTA TWVY PNPLIXDY AVAPORHOY GTNY
oxadnuoiiny ByBAoypaplia.

Ynpacia twv Tdoewyv Xtadepdtntag twv URL

H avéluon twv tdoewy otadepdtnrac twv URL avd étog npocgépel ToAOTIUES TANROGORIES Yol TT
SrodeoudTnTa Pngroxddv mépwy otn PiEhoypapia. To tocootéd npooPuciudtntas yia to 2020, 79.98%,
detyvel Behtiwon oe oyéon pe To tpornyolueva €T, 6Twe to 1999, 61tou péhic to 28.88% twmv cuvdEouwy
fTav evepyol.

H eZéhln auth avtixatontellel ) yevxr tdon mpog mo otodepés Pnplaxés avapopés.  Auti
N oAhoryr) umopel vor amodovel o BLdpopous TaEdYOVTES, OTWS 1N eVpela LIWVETNON To avIexTInwY
TEYVOAOYIOV 16TOU, oL BEATIOOES TNy apyelolétnon dngloxol mepleyouévou xal 1 ueTdBaon and To
mewtéxohho HTTP oto HTTPS, nou npoopépel auinuévn acpdiela xou a&tomoTia.

Hopd Ty augnuévn otadepdtnto twv URL, 1 petaBAntétnta mou napatnerinxe unoypouuiler tnv
AVAY AN YL CUVEYT| TROCUQUOYY| TWV TEUXTIXWY TUQAUTOUTAS, WOTE Vo Slac@oklleTon 1 Uaxpoypdvia
TEOCHBACLUOTNTA TWV AVAUPOPMY.

Eni{dpaocr tou Xwpouv Anuocicuorng xow tou Touéa ot Stadepdtnia TwV
URL

H avéiuon tng otadepdtnrag v URL avdhoya ye tov yopo dnpociceucng xat Tov avotato Touéo
(TLD) amoxainter copy| potifa. Ta nocootd evepydv ouvdéouwv URL mopousiacay onuovtixd
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BLoneOpovan avd yweo dnuocieuone, Ue To YoaunhoTtERo T0600TO Vo xotorypdgeton oto REJ (54.25%)
xou to upmhétepo oto ICSME (81.37%).

Emumiéov, ot dlagopég avd TLD Belyvouv 6Tt Toyuelc 6mwe .press xau .dev mapousiacoy upniodtepa
1000678 evepy®v ouvdéouwy (100% xon 89.44% avtiotoyya), yeyovoe mou unopel va amodolel o€
OLUPOPETIXEC TIUXTIXES DL ELPLONG TOUEMY XOU AVAVEWSTG.

H xatavonon autedv tov dlagopny eivon xplowun ylo ToUG EQEUVNTES Xal TOUS EXOOTES, XoMOS ava-
oeviEL TN oNuacior TNG ETMAOY TS TWV TOPEWY 1) TWV YORPWY ONUOGIEUGNEC XAUTA THY TARATOUTH PnpLaxdy
TOPWV.

Mnyavicpol Ilpootaciog Topéwy

Kotd tn didipxeior tng awtdpatng mpooPaong otoug Touels, topatneiinxe 6tL éva onuavtind tococtd
TOPEWY TOU XaTATeYINXaY we avevepyol mpootatebovTa and unrneecieg 6mwe to Cloudflare. Autéc o
UTNEEGLES €Y0LUY OYEBIAOTEL Yo TNV TEOCTAGIN TWV LOTOCEABWY amd Bidpopes amethés, Onws entdéoeic
DDoS xou autopatonotnuév xivnon.

H napovsio autodv twv unyaviogov tpoctaciag Suoxolelel TNy oa&lOAOYNON TNS TEOCBACUOTNTAS
v URL, xadog ouyvd nepthaufBdvouy dwadiasieg enairdevong énwg CAPTCHA, mou eumodilouv
TV auTtouaTtn TedcBact. Autd to ebpnua unoypouuilel Ty avdyxn v Betiwon twv pedodoroyidy
ueEAETNE TN Owtrenong Twv URL.

Teyvixég IlpoxAvoeig otnyv IlpocBacipétnta twv URL

H perétn anoxdiude apxetéc teyvixéc mpoxifoelc otny npocPociudétnta twv URL. Egpdipato
HTTP 6nwe to Not Found (404) xou to Forbidden (403) avodetydnxov we xbplot mopdyovies npoBin-
wétov, pe T o@dhpota 404 vo avuinpoonnebouy 1o 74.65% Ttov nepnthoewy xon 1o opdiuoto 403 to
18.16%.

Emnmiéov, ogpdipata dixtiou énwe to Couldn’t resolve host (62.49%) xar to Operation timeout
(21.4%) emPBefarchvouv Tic TPOXAAGELS OTN GTAVEROTNTO TWV CUVOEGEWV.

H ovTipetedmon autedy Twv TeoxAfoewy anattel XxouvoToueg AOOELS, OIS 1) EVOOUATWOT EQYUAELWY
oUTOUATNG ETIENDENONEG CLUVBESULY ol 1) BEATIWOT TwV TOATIXGOY Tedclacng oe (n@Loxoic TéEouS.

Yovpnepdopata and TNy Avaiuvor Ilahvdpodunong

H avdhuon mahivdpdunong mov meoyUatoTotinxe ot UEAETN aUTH TEOCPEREL TANROPOPRIES YL TOUG
TR YOVTES TTOL eMnpEedlouy TN Blathenon Twy cuvdéouwy URL. Ilupd tic Tpocboxiee, To anoteAéouota
0ev amoxdhuay 1oyver) cuoyEtion UeTald TwV eEeTAlOUEVWV TORUUETEWY Xl TNG OTAdEpOTNTAS TOV
CUVOECUMV.

Y VUTEEACUAT
YOvodn Evenudtwy

H Swtrenon twv ouvdéouwv URL otnyv emotnuovixy BiBhoypapio Slopoppdvetal and €vay mo-
AOTTAOXO GUVOLOOUO TOEAYOVIWY, OTWS Ol TEYVOMOYIXEC TEOXANCELS, Ol TOMTIXES XL TEAXTIXEC TGV
YWewWYV dNuocicuong, xoig Xl Ta YOEUXTNEIC TIXE TV BLABLXTUOXWY TOUEWY. AUTH 1) HEAETH TORElyE
ulot ohoxAnpwuévn avdiuvon tne otadepdtntoc Twv URL otic emotnuovixée dnuooctedoelc tng unyo-
VIXAC AOYLOULXOU, ATOXUAUTTIOVTOG TOCO TN ONUAVTIXY| TEO0B0 600 Xl TIG GUVEYILOUEVES TEOXANOELS
oTov Topéa TNg Ynplaxrc dathenong.
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To evprjuata Tng €peuvde pog detyvouy pia a€loonuelwtn Bektiwon ot ddexeo nulwhc twv URL,
ue avinon ota 9.68 ypovia. Auth 1 enéxtaon otn poxpoBiotnta twv URL umodniwver 6tL ol mpo-
onddeleg Yo TNV evioyuoT NG avIeEXTIXOTNTAS TV PNpLaxmdy avapop®y anodidouy YeTixd anoteAéouo-
Ta. 2071600, 1) SUVAUIXT Xl GUY VA TEOCKEWVY PUCT) TV SLIBIXTUAXOY TOPKY eEoxOhoUVEl Var TEOXAAEL
ONUAVTIXEC TEOXANCELS, OIS XATAOELXVOETOL Ao TNV TEOGWEWVY| adLVAUla TEOGBUCTC OE OPIGUEVOUS
ouvdéopoug URL. Autd T eupfjparta toviCouv Ty avdyxn yio GUVEYY ToEoxoAoUUNCT oL TEOCUE-
HOCTIXES OTRUTNYWES Yiot TN OlaTheNnon NG oo TG TV (PNPLaXdY avapopny OTNV axadNUixn
emxovmvia.

Emniéov, n avdhuon naAvdpounone amoxdhue tnv amoucia Loyupy cUCYETICEWY PETOED NG
ototepdtnTac Twv URL xou mopoydviwy Onwe o Seixtng empponc Twv TepLodXdY XL 1 XoTdtaln
CORE. Autd 10 amotéheoyo umodnimvel 6Tt 1 Swtrienon twv URL ennpedleton mdavédtota and éva
eLPVTEPO GUVOAO TUEAYOVTWY TOU OEV XAty pd@nxoy TAewe ot auty| TN Uerétn. H moAumhoxdtnta
QUTOV TV GYECEWY LToYpouuilel TN onuocio TN TEPAUTEPW EPEUVIC YLl TOV EVIOTIOUO TEOCUETHV
TPAUUETEWY oL GLUUPBAANoLY 6T poxpoPioTnTa Twv URL oTig axadnuoixés dnuocteloels.

Meihovtixy, ‘Egeuva

H yelhovtint| épeuva Yo mpénet vo emixevipwiel o1 Slepebvnon Tpdc¥eTwy TopayOVIKY TOU ENNEE-
alouv ) otadepdnTo Twv URL, 616¢ Tl Y opox TNELO Tixd TwV TAATQORUMY QLAOEEVING XAl OL TROXTIXES
Inpraxrc datripnong. Enlong, anoutelton Bedticom Twv auTOUaToTONUEVLY E0YUAEDY ETUARVELCTS Yia
TNV XOADTEQT AVTIUETOTLOT TWV TEOC TATEUTIXWY PNy oviop®y 6twe 1o Cloudflare. EmnAéov, mapduoleg
ueréteg Va mpénet va Sieloy ol oe dhhoug emoTNUOVIXOOS TOUEIC Yo var xatavoniel av oL Topath-
poVuEVES TAOELS efvan Yevixég, xodmg xat vo aglohoyniel 1 enidpaon TV VE®Y TEYVOAOYLOY LlGTOL 6T
HOXEOBLOTNTOL TWV OXABNUUIXMY AVAPORWY.

Tehuxég IMapatneroeig

Yuunepaouatind, auth 1 LEAETN GLVELUAE oNUaVTIXG OTNV XxaTavonon Tng otadepdtnTog Twv URL
ot BPBhoypagla Tne unyovixAc Aoyiopxon. Ta gvpriuata avadevbouy 1660 TNV Tedodo Tou E€YEL
onuewwdel 660 ot TIg TPOXAACELC TOU TaEUUEVOLY 0T BlaThenom dngloxey tépwy. H nopatneoduevn
av&non otn ddpxeto nulonc Twv URL eivon evioppuvtiny, ahhd o cuveyllouevo {NTHUNTE TeOCOEWAC
aduvoplag tedcPaone xou 1 EMNRELPN 1o LMY CUCYETICEWY GTNY AVIAUGT, TAAVOREOUNCTC UTOSNAWYOULY
OTL ypetdleTon TEQUTERE BOUAELDL.

Kodde 1o dnplaxd mepdhhov cuveyiler va ahhalet, 1 axodnuoixr XowoTnTo TEETEL Vol TUPUUEVEL
oe eyplyopon xou vo mpocopuolel Ti¢ mpoxTixée tne. H ouvepyosio uetall epeuvntddy, exdotdy xou
apyetodetoyv Vo elvor amapafitnTn yia TNV avATTUET Kol EQUPUOYT] ATOTEAECUATIXWY CTEATNYIXWY TOU
Yo Slaopoarilouy TNy oxspondTnTaL Xan YoxeoPBLloTnTa TN oxodnuoixfc emxownvioc. To uélov tng
dnpraxhc diatrienone eCopTdToL AmO TNV XAVOTNTY pag Vo TeoBAEpoLUE xou Vo avTanoxpldolue GTIC
e€ehloobpevee mpoxhnoelg tne otatepdtnTag 1wv URL otov axodnuoixd touéa.
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Chapter 1

Introduction

1.1 Purpose of the Thesis

In the digital age, the accessibility and preservation of online resources have become critical
concerns in the realm of academic scholarship. The increasing reliance on web-based references in
scientific literature has introduced new challenges in maintaining the integrity and reproducibility
of research. URLs serve as gateways to these online resources, yet their transient nature poses a
significant threat to the longevity and reliability of scholarly communications.

URL rot, the phenomenon where hyperlinks become inactive or point to different content than
originally intended, is a growing issue that undermines the integrity of academic work. As the web
evolves, many URLs referenced in scholarly publications decay over time, leading to the loss of
access to crucial resources. This decay not only hampers the verification of research findings but
also disrupts the continuity of knowledge dissemination. In fields like software engineering, where
online repositories, documentation, and digital tools are frequently cited, the persistence of URLs
is particularly vital.

Despite the recognition of URL rot as a problem, comprehensive studies specifically addressing
the persistence of URLs in software engineering literature have been limited. Previous research has
largely focused on broader fields or has not fully accounted for the rapid advancements and specific
practices within software engineering. This gap highlights the need for an in-depth investigation
into the factors that influence URL stability in this domain, which forms the core motivation for
this thesis.

1.2 Problem Statement

The problem at the heart of this research is the instability of URLs in software engineering
scholarly works, which threatens the reproducibility and reliability of research in this field. While
URL rot has been acknowledged across various academic disciplines, there has been insufficient
focus on how it manifests within software engineering, a field heavily reliant on digital resources.
Furthermore, there is a lack of understanding regarding the specific factors that contribute to URL
decay in this context.

Given the importance of digital continuity in software engineering research, where access to
tools, code repositories, and documentation is essential, the instability of URLSs presents a significant
challenge. This thesis seeks to address this challenge by exploring the extent of URL rot in software
engineering literature and identifying the factors that influence URL stability.
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1.3 Structure of the Thesis

This thesis is organized into several chapters, each focusing on different aspects of URL persis-
tence in software engineering scholarly works. The structure is as follows:

e Chapter 1: Introduction - This chapter introduces the thesis, outlining its purpose, the
problem statement, and the structure of the research.

e Chapter 2: Background - Provides an overview of the concepts related to URL persistence
and link decay, including definitions, key characteristics of links in scholarly publications, and
their importance in academic research.

e Chapter 3: Related Work - Discusses previous studies on URL rot and digital preserva-
tion in academic publishing, highlighting institutional repositories, decentralized preservation
systems, web archiving, and other relevant approaches.

e Chapter 4: Methodology - Describes the research design, data collection methods, and
analytical techniques employed in this study. It includes details on tools and technologies
used, such as PostgreSQL, doi2pdf, Grobid, Python, and others, and addresses potential
threats to the validity of the research.

e Chapter 5: Results - Presents the empirical findings of the research, including analyses
of URL stability over time, by hosting purpose, by venue, by document section, and by
scheme, domain, and host. This chapter also examines network errors and the outcomes of
the regression analysis.

e Chapter 6: Discussion - Analyzes the implications of the results, comparing them with
previous studies, and discussing the impact of venue and domain on URL stability, domain
protection mechanisms, technical challenges in URL accessibility, and insights gained from
the regression analysis.

e Chapter 7: Conclusion - Summarizes the key findings of the research, discusses the contri-
butions and implications of the study, and suggests directions for future work. This chapter
also includes final remarks on the significance of the study and its impact on the field of
digital preservation in scholarly communication.

Each chapter builds upon the previous one, culminating in a comprehensive understanding of

URL persistence in software engineering literature and offering insights into improving the longevity
and reliability of digital references in academic publications.
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Chapter 2

Background

2.1 Definition of Link Decay

Link decay, also known as URL rot or link rot, refers to the phenomenon where hyperlinks
that were once functional and pointed to specific web resources become inactive or lead to content
that is no longer available. This issue arises from several factors, including the deletion of web
pages, changes in web server configurations, domain expiration, or the relocation of content without
proper redirection. The transient nature of web content means that hyperlinks, which are intended
to provide stable references to additional information, often fail to maintain their integrity over
time.

In academic and scientific literature, the impact of link decay is particularly pronounced. Re-
searchers frequently cite web resources to support their findings, offer supplementary data, or direct
readers to relevant external content. However, when these web references become inaccessible, it
undermines the reliability and reproducibility of the research. This can lead to several adverse
outcomes, such as the inability to verify sources, the loss of crucial contextual information, and a
decrease in the overall credibility of the scholarly work.

The concept of link decay has been recognized since the early days of the internet. Early studies,
such as those conducted by Koehler [14], highlighted the rapid rate at which URLs could become
inactive, demonstrating that a significant percentage of web references in scholarly papers ceased
to function within a few years of publication. Subsequent research has consistently found that link
decay is a widespread and persistent problem across various fields of study.

Understanding link decay involves examining the structure of URLs and how changes to their
components can lead to decay. A URL consists of several parts: the protocol (e.g., http or https),
the domain name, the path, and, optionally, query parameters. Changes to any of these components
can render a URL inactive. For example, changes to the domain name, such as when a website is
rebranded or acquired, can make all previous URLs pointing to that domain obsolete. Similarly,
modifications to the server’s directory structure or file names can break the paths specified in the
URLs.

Link decay can manifest in different forms. A common outcome is a "404 Not Found" error,
indicating that the resource no longer exists at the specified address. In other cases, the URL
might redirect to an unrelated page, or it might lead to a generic homepage instead of the specific
referenced content. These varying outcomes complicate efforts to address link decay, as different
strategies may be required depending on the type and cause of the decay.

To mitigate the effects of link decay, several approaches have been developed. Persistent iden-
tifiers, such as Digital Object Identifiers (DOIs), provide stable links to digital content, even if the
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location of the content changes. Archival services, such as the Internet Archive’s Wayback Machine,
capture and preserve snapshots of web pages over time, allowing researchers to access historical
versions of decayed links. Additionally, best practices for citing web resources, such as including
access dates and using reputable, stable sources, can help reduce the incidence of link decay.

2.2 Key Characteristics of Links in Scholarly Publica-
tions

In scholarly publications, links serve as vital tools for connecting readers to additional resources,
supporting data, and supplementary materials. The characteristics of these links play a crucial role
in determining their longevity and reliability. Understanding these characteristics is essential for
developing strategies to mitigate link decay and ensure the integrity of scholarly communication.

2.2.1 Diversity in Type and Purpose

Links in scholarly publications can point to a wide variety of resources, including academic
papers, datasets, software repositories, official websites, and multimedia content. The stability of
these links varies significantly based on the type of resource they reference. For instance, links to
peer-reviewed articles hosted on established digital libraries or repositories tend to be more stable
than links to personal web pages or blogs, which are more susceptible to changes and deletions.

2.2.2 Contextual Placement

The context in which links are used within scholarly publications influences their stability and
impact. Links can be embedded in different sections of a paper, such as the introduction, methods,
results, discussion, and references. Links in the references section, such as DOIs or URLs to digital
archives, are essential for verifying sources and accessing cited works. In contrast, links within the
body of the text may provide additional context, direct readers to supporting data, or offer further
reading. The placement and purpose of links affect their likelihood of decay and the consequences
of such decay.

2.2.3 Hosting Domain Stability

The stability of a link is also influenced by the hosting domain. Resources hosted on domains
associated with academic institutions, government agencies, and reputable organizations are gener-
ally more stable than those hosted on commercial or personal domains. This stability often results
from better maintenance practices, longer-term planning for digital preservation, and institutional
support for maintaining web resources.

2.2.4 Technical Protocols

Technical characteristics, such as the use of HI'TP or HT'TPS protocols, play a significant role
in the stability of links. HTTPS links, which provide secure, encrypted connections, are increasingly
common and are often considered more reliable than HTTP links. However, HT'TPS links can still
decay if the underlying content is moved or deleted, or if the security certificates expire without
renewal.
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2.2.5 URL Format and Structure

The format and structure of links can greatly affect their longevity. Short, well-structured URLs
are generally more stable than long, complex ones with numerous query parameters. This is because
shorter URLs are less likely to be affected by changes in the underlying directory structure or server
configurations, making them less prone to decay.

2.2.6 Use of Persistent Identifiers

The use of persistent identifiers, such as Digital Object Identifiers (DOIs), is a critical charac-
teristic of links in scholarly publications. DOIs provide a stable, permanent link to digital content,
regardless of changes to the URL where the content is hosted. Managed by registration agencies,
DOIs ensure the continuity and accessibility of the linked content. The widespread adoption of DOIs
in academic publishing has significantly improved the reliability and stability of links in scholarly
works.

2.2.7 Conclusion of Key Characteristics

The key characteristics of links in scholarly publications significantly impact their stability,
reliability, and role in academic communication. As highlighted, the diversity in type and purpose,
contextual placement, hosting domain stability, technical protocols, URL format and structure, and
the use of persistent identifiers all contribute to the overall integrity and longevity of these links.
Understanding these factors is crucial for mitigating link decay and maintaining the trustworthiness
of scholarly works.

2.3 Importance of Links in Scholarly Publications

Links in scholarly publications are of paramount importance for several reasons. They serve as
essential tools for enhancing the credibility, transparency, and reproducibility of academic research.
The following points highlight the significance of links in scholarly work and the critical role they
play in the academic ecosystem.

2.3.1 Verification and Validation of Sources

Firstly, links enable verification and validation of sources. When researchers cite web resources,
they provide readers with direct access to the referenced materials. This allows readers to verify the
accuracy of the cited information, assess the quality of the sources, and understand the context in
which the references were used. The ability to access original sources is fundamental to the academic
practice of building upon previous work and ensuring the integrity of scholarly communication.

2.3.2 Enhancing Transparency and Reproducibility

Secondly, links enhance the transparency and reproducibility of research. In many scientific
fields, reproducibility is a cornerstone of research integrity. By providing links to datasets, software
repositories, and supplementary materials, authors enable other researchers to replicate their exper-
iments, validate their findings, and build on their work. This transparency fosters a collaborative
research environment and contributes to the advancement of knowledge.
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2.3.3 Facilitating Knowledge Dissemination

Links also facilitate the dissemination of knowledge. In the digital age, the internet is a primary
medium for the distribution and consumption of scholarly content. Hyperlinks enable seamless nav-
igation between related works, allowing researchers to explore a network of interconnected studies.
This interconnectedness accelerates the dissemination of ideas and findings, making it easier for
researchers to stay informed about the latest developments in their fields.

2.3.4 Increasing Visibility and Impact of Research

Moreover, links contribute to the visibility and impact of research. When scholarly works are
linked to from other papers, databases, or online platforms, they become part of a larger academic
discourse. This interconnectedness can increase the visibility of a researcher’s work, leading to
higher citation counts and greater recognition within the academic community. Additionally, links
from reputable sources can enhance the perceived credibility and authority of a publication.

2.3.5 Supporting Teaching and Learning

In educational contexts, links are invaluable for teaching and learning. Educators often use
scholarly publications to teach students about current research and methodologies. Links to external
resources, datasets, and multimedia content provide students with a richer learning experience,
allowing them to engage with the material more deeply. By exploring linked content, students can
gain a more comprehensive understanding of the subject matter and develop critical thinking skills.

2.3.6 Facilitating Interdisciplinary Research

Links also play a vital role in interdisciplinary research. Modern scientific inquiries often span
multiple disciplines, requiring researchers to draw upon a diverse range of sources. Links facilitate
this cross-disciplinary integration by providing direct access to relevant works from various fields.
This interconnectedness supports innovative research approaches and the synthesis of new ideas
across disciplinary boundaries.

2.3.7 Supporting Digital Preservation

Lastly, links support digital preservation and the long-term accessibility of scholarly content.
By using persistent identifiers and linking to reputable digital archives, researchers can ensure that
their work remains accessible to future generations. Digital preservation initiatives, such as those
undertaken by institutional repositories and national libraries, rely on stable links to maintain the
scholarly record over time.

In conclusion, links in scholarly publications are indispensable for ensuring the credibility, trans-
parency, and impact of academic research. They enable verification of sources, enhance reproducibil-
ity, facilitate knowledge dissemination, and support interdisciplinary collaboration. The strategic
use of links, particularly persistent identifiers, can significantly improve the stability and acces-
sibility of scholarly content, safeguarding the integrity of academic communication in the digital
age.
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2.3.8 Conclusion of Importance of Links in Scholarly Publications

In conclusion, links in scholarly publications are fundamental to the integrity, transparency, and
dissemination of academic research. They enable verification of sources, enhance the reproducibility
of studies, and facilitate the exchange of knowledge across disciplines. By providing direct access
to referenced materials, links support the academic practice of building upon previous work and
ensure that research findings are accessible and verifiable. Additionally, links increase the visibility
and impact of research by connecting scholarly works within a broader academic network, fostering
collaboration and advancing knowledge. Overall, the thoughtful integration of links in scholarly
publications is essential for supporting robust and reliable academic communication.
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Chapter 3
Related Work

3.1 Previous Studies on URL Rot

The persistence of URLs used in research papers has been a subject of extensive study, with
numerous investigations examining their stability and permanence over time. These studies have
provided valuable insights into the factors affecting the half-life of URLs and the implications of
using them in academic research. In this section, we review and critique the key findings from
previous research on URL rot and identify gaps in the literature that our study aims to address.

One of the earliest and most influential studies on URL persistence was conducted by Koehler [14].
Koehler’s research measured the half-life of URLs, defined as the time it takes for half of the URLs
to become inactive, and found it to be approximately two years. This study highlighted the rapid
rate at which URLs can decay, drawing significant attention to the issue within the academic com-
munity. A follow-up study by Koehler [15] reinforced these findings, showing that the problem of
URL rot persists over time.

Lawrence et al. [17] conducted a comprehensive analysis of 67577 URLs extracted from 100 826
computer science research articles from the CiteSeer database. Their study revealed that the per-
centage of invalid URLSs varied based on the publication year, peaking at 53% for papers published
in 1994. After applying correction techniques such as using search engines and manually fixing
URLs, they managed to reduce the number of invalid links to around 2.9%. This study underscored
the importance of active management and correction of URLs to mitigate the effects of link decay.

Germain [10] offered a different perspective by imposing stricter criteria for URL persistence.
Unlike previous studies that allowed for minimal corrections, Germain only considered links to the
referenced files as valid. Her study, which tested 64 web references from 31 academic journal articles,
reported a half-life of three years. This approach highlighted the variability in URL persistence
depending on the criteria used to define an active link.

Spinellis [31] adopted a rigorous methodology by analyzing 4224 URLs from computer science
research papers obtained from IEEE and ACM digital libraries. Spinellis did not correct for syntax
or lexicographical errors and classified URLs solely based on their ability to download the referenced
resource. The study reported an average URL half-life of four years, emphasizing the challenges in
maintaining URL validity over time.

McCown et al. [24] focused on articles published in D-Lib Magazine from July 1995 to August
2004. They extracted 4387 web references from 453 articles and conducted extensive trials over 25
weeks, finding that approximately 30% of the URLs were unreachable. This study illustrated the
temporal nature of URL accessibility and the necessity for periodic verification.

Wren [38] conducted an extensive analysis of 1630 URLs found in biomedicine articles using ab-
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Table 3.1: Prior studies on URL persistence: characteristics and findings

Authors Year | Papers | URLs Research field Half-life | Inactive
(years) | URLs (%)

Koehler [14] 1999 - 361 | Cross-field 2 14.8%
Lawrence et al. [17] 2000 | 100826 | 67577 | Computer science - 23-53%
Germain [10] 2000 31 64 | Cross-field 3 51.5%
Casserly and Bird [3] 2003 1425 500 | Library and information sciences - 18.6%
Spinellis [31] 2003 2471 4224 | Computer science 4 28%
Wren [38] 2004 - 1630 | Biomedicine - 22%
Koehler [15] 2004 - 361 | Cross-field - 66.2%
McCown et al. [24] 2005 453 4387 | Cross-field 10 30%
Wren et al. [40] 2006 7337 1113 | Dermatology - 18.3%
Wren [39] 2008 - 7462 | Biomedicine - 20%
Wagner et al. [36] 2009 - 2011 | Healthcare management - 49.3%
Saberi and Abedi [29] | 2012 748 3734 | Social sciences 8.9 27%
Loan and Shah [21] 2020 221 358 | Library and information sciences - 32.1%
Bansal and Parmar [2] | 2020 1564 1724 | Cross-field 1.76 43.3%
Bansal [1] 2021 273 1921 | Library and information sciences 6.5 23.31%
Escamilla et al. [§] 2023 | 2641041 | 253590 | Cross-field - 6.02%
This study | 2024 | 49268 | 133686 | Software Engincering \ 9.68 | 31.22%

stracts from MEDLINE. The study concluded that about 22% of the URLs were no longer available.
A follow-up study by Wren et al. [40] in dermatology journals reported an 18.3% inaccessibility rate.
In 2008, Wren [39] reenacted the 2004 study, analyzing 7462 URLs and obtaining similar results.
These studies consistently demonstrated the persistent problem of URL rot in biomedical literature.

Wagner et al. [36] tested 2011 URLs in health care management journals published between
2002 and 2004, finding that 49.3% of the URLs were not reachable. The study emphasized that
URL decay is a significant issue in health care management literature, reflecting broader trends
across various disciplines.

Loan and Shah [21]| examined 358 web citations in articles published between 2007 and 2011
in the Journal of Informetrics. They found that 32.12% of the URLs were unavailable. In the
same year, Bansal and Parmar 2] analyzed 1724 URLs from papers published in 2015-2016 in the
Current Science Journal, reporting a 43.33% inaccessibility rate and an estimated half-life of 1.76
years. Bansal [1] later studied 1921 URLs from the DESIDOC Journal of Library & Information
Technology, finding a longer half-life of 6.5 years. These studies indicate some improvement in URL
accessibility over time, particularly for more recent publications.

Extending the investigation to software and code references, Escamilla et al. [8] analyzed over
253590 URLs from more than 2.6 million papers in 2023. They discovered that 93.98% of URLs
pointing to Git Hosting Platforms (GHP) remained active, suggesting that URLs related to software
repositories are more stable than other types of web references.

3.2 Digital Preservation in Academic Publishing

Digital preservation is a critical strategy in academic publishing, aimed at ensuring the longevity
and accessibility of scholarly content in the face of technological changes and the inherent instability
of digital formats. Effective digital preservation combats URL rot, a phenomenon where web links
become inactive or lead to content that is no longer available, by maintaining the integrity and
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accessibility of digital assets over time. This section explores various digital preservation strategies
and their relevance to combating URL rot, supported by insights from recent studies.

3.2.1 Institutional Repositories
Definition and Importance

Institutional repositories store and manage digital content created by members of an academic
institution, including research papers, datasets, and multimedia materials. They play a vital role in
ensuring long-term access to digital assets. By centralizing the preservation efforts, these repositories
ensure that valuable academic resources are protected from digital decay and remain accessible to
future generations of researchers and students. They also facilitate the dissemination of knowledge
by providing open access to the institution’s scholarly output, thereby enhancing the visibility and
impact of the research conducted within the institution.

Case Studies

Colorado State University Libraries This institution successfully implemented digital
archiving practices that include identifying, selecting, packaging, and archiving local digital as-
sets for long-term access and migration. Their approach is comprehensive and involves several key
steps:

e Identification: The process begins with identifying digital content that needs preservation.
This includes research papers, datasets, multimedia materials, and other scholarly outputs
created by the university’s members.

e Selection: Once identified, the materials are carefully selected based on their importance,
relevance, and potential for future use. This step ensures that the most valuable content is
prioritized for preservation.

e Packaging: The selected digital assets are then packaged in a way that ensures their integrity
and usability over time. This involves converting files into stable formats and organizing them
with appropriate metadata.

e Archiving: Finally, the packaged materials are archived in the institutional repository, where
they are stored securely and made accessible for long-term use.

Colorado State University Libraries emphasize the need for collaborative approaches to maximize
limited resources and ensure sustainability. By involving various stakeholders, including librarians,
IT professionals, and researchers, they create a robust framework for digital preservation that lever-
ages collective expertise and shared responsibilities. Their strategy not only addresses immediate
preservation needs but also builds a sustainable model for ongoing digital stewardship.

“The digital preservation strategies at Colorado State University Libraries are designed
to ensure the long-term access and usability of digital assets. Through a collaborative
approach, the institution effectively manages its digital content and mitigates the risks
associated with digital decay.” [28]
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Academic Libraries in Ghana Libraries in Ghana highlight the necessity for comprehensive
digital preservation policies, disaster planning, adequate funding, and staff development to support
long-term preservation efforts. The study by Adjei, Mensah, and Amoaful (2019) outlines several
critical components for effective digital preservation in Ghanaian academic libraries:

e Policy Development: Establishing clear and comprehensive digital preservation policies
that provide a mandate and direction for preservation activities.

e Disaster Planning: Developing and implementing disaster plans to protect digital content
from unforeseen events such as natural disasters or technical failures.

e Funding: Securing adequate funding to support ongoing preservation efforts, including the
purchase of necessary technology and the training of staff.

e Staff Development: Investing in the continuous development of staff skills and knowledge
in digital preservation techniques and best practices.

The case of academic libraries in Ghana underscores the importance of a holistic approach
to digital preservation, integrating policy, planning, funding, and staff development to ensure the
longevity and accessibility of digital assets.

3.2.2 Decentralized Preservation Systems
LOCKSS (Lots of Copies Keep Stuff Safe)

LOCKSS [5] creates multiple copies of digital content across various locations, ensuring that
even if one copy becomes corrupted or lost, others remain accessible. This redundancy is crucial in
preventing URL rot by maintaining the availability of digital resources despite changes in individual
web pages or servers. Developed initially to preserve access to e-journals, the LOCKSS system
employs a peer-to-peer network of computers to cache content, thereby ensuring its longevity and
accessibility. Each node in the LOCKSS network regularly polls its peers to verify the integrity of
its cached content and to repair any corrupted or missing pieces from other copies. This process of
continuous auditing and repair underpins the system’s robustness.

CLOCKSS (Controlled LOCKSS)

CLOCKSS (Controlled LOCKSS) takes the principles of the LOCKSS system further by incor-
porating a governance model that involves collaboration between publishers and librarians. This
community-governed initiative is designed to ensure that digital content remains accessible and un-
altered over time, providing a trustworthy archive for scholarly publications. CLOCKSS operates
similarly to LOCKSS but with enhanced controls and oversight, ensuring that preserved content
is only accessible when it is no longer available from any publisher. This approach guarantees the
integrity and authenticity of archived materials, which is paramount in academic publishing.

CLOCKSS archives [5] are particularly valuable in academic publishing, where the integrity
of scholarly records is paramount. By preserving digital content in a controlled environment with
collaborative governance, CLOCKSS ensures that scholarly materials remain accessible and credible
for future research and reference.
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3.2.3 Digital Stewardship Programs
University Examples

Institutions like Colorado State University Libraries and Brigham Young University Libraries
integrate planning, policy development, and technological solutions to safeguard digital content.
Successful programs include comprehensive ingestion processes, ensuring digital content is correctly
archived and retrievable. These programs emphasize the importance of a holistic approach to digital
preservation, which includes not only the technical aspects of digital storage and access but also the
administrative and policy frameworks that support these efforts [27].

For example, the digital stewardship program at Colorado State University Libraries focuses on
a systematic process of digital preservation that includes the identification, selection, and archiving
of digital assets. Similarly, Brigham Young University Libraries have developed robust policies and
technological infrastructures to support the long-term preservation of their digital collections. These
programs demonstrate the effectiveness of integrating various components of digital stewardship to
achieve comprehensive preservation goals.

Challenges and Solutions

A study of academic libraries in Ghana highlights the need for comprehensive digital preser-
vation policies, disaster planning, adequate funding, and staff development to support long-term
preservation efforts. These libraries face challenges such as limited financial resources, insufficient
infrastructure, and a lack of trained personnel. To address these issues, the study recommends the
development of clear digital preservation policies, the establishment of disaster recovery plans, the
securing of sustainable funding sources, and the continuous professional development of staff [7].

3.2.4 'Web Archiving

Strategies and Tools

Web archiving involves systematically collecting and preserving web content to ensure its longevity.
Effective web archiving strategies include regular snapshots of web pages and the use of specialized
tools to manage and retrieve archived content. Tools such as the Internet Archive’s Wayback Ma-
chine are instrumental in this process, capturing snapshots of web pages at various points in time,
thereby allowing users to access historical versions of websites [23].

Examples and Case Studies

Various international initiatives and case studies demonstrate the effectiveness of web archiving
in preserving digital content. The Internet Archive’s Wayback Machine, for instance, regularly
captures web pages and makes them available to the public, ensuring that even if a website goes
offline, its content can still be accessed. Other examples include national web archiving programs,
such as those run by the Library of Congress and the British Library, which aim to preserve their
respective countries’ web heritage [23].
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3.2.5 Metadata and Standards
Role of Metadata

Proper metadata is essential for managing and retrieving digital content. Preservation metadata
standards help ensure that digital objects remain accessible and understandable over time. Metadata
provides critical information about the digital object’s creation, structure, and preservation history,
which is crucial for its long-term usability.

Current Practices

The adoption of metadata standards like PREMIS (Preservation Metadata: Implementation
Strategies) supports the consistent documentation of preservation actions. PREMIS, in particular,
provides a comprehensive framework for capturing the information necessary to support the long-
term preservation of digital materials. By implementing these standards, institutions can ensure
that their digital content remains accessible and understandable over time [37].

3.2.6 Economic Considerations
Cost of Preservation

Financial resources significantly impact the sustainability of digital preservation efforts. Insti-
tutions must balance the costs of digital preservation against the potential losses of digital content.
The costs associated with digital preservation include technological infrastructure, staffing, and
ongoing maintenance. Without adequate funding, even the best-laid preservation plans can falter.

Funding Models

Different funding models and strategies, including endowments and grants, can support ongo-
ing digital preservation activities. Collaborative funding efforts between institutions can also help
mitigate costs. For example, some institutions have established endowments specifically for digital
preservation, while others have secured grants from governmental and non-governmental organiza-
tions to support their efforts. Collaborative funding models, where multiple institutions share the
costs and benefits of preservation activities, also offer a viable solution for ensuring the sustainability
of digital preservation efforts [16].

3.3 Summary of Findings

The literature review reveals that URL rot, characterized by the inaccessibility of web links over
time, is a widespread issue affecting various academic fields. Early studies by Koehler [14, 15] and
Lawrence et al. [17] highlight the rapid decay of URLs, with significant percentages becoming inac-
tive within a few years. Subsequent research by Germain [10], Spinellis [31], and others corroborate
these findings, emphasizing the need for robust digital preservation strategies.

To combat URL rot, several preservation strategies have been identified. Institutional repos-
itories and decentralized systems like LOCKSS and CLOCKSS play crucial roles in maintaining
the accessibility of digital content through redundancy and community governance |5, 28|. Digi-
tal stewardship programs and web archiving initiatives further support these efforts by integrating
comprehensive planning and technological solutions [27, 23]. This research aims to build on these
findings by exploring the specific factors influencing URL rot in software engineering, assessing the
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effectiveness of preservation strategies, and investigating economic considerations for sustainable
digital preservation.
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Chapter 4

Methodology

This chapter delineates the comprehensive methodology employed in this study to investigate
the persistence of URLs in scientific publications, specifically within the domain of software engi-
neering. With the increasing prevalence of digital references in academic literature, it is imperative
to understand the longevity and reliability of URLSs to maintain the integrity of scholarly work. Our
methodology integrates both automated and manual approaches to ensure a thorough examination
of URL persistence. This chapter provides a detailed account of the processes involved in data
collection, extraction, verification, and analysis. By meticulously outlining each step, we aim to
facilitate transparency and reproducibility in our research.

4.1 Research Design

The overall research design of this study, visualized in Figure 4.1, is structured to systematically
address our research questions regarding the persistence and decay of URLs in scientific publications.
Our approach is segmented into four major phases: data collection, data processing, data analysis,
and validation. Each phase is designed to build upon the previous one, ensuring a comprehensive
examination of URL persistence.

In the data collection phase, we identify and gather relevant research papers from the DBLP
database [20], which is a well-regarded repository of bibliographic information on major computer
science publications. This phase involves downloading the papers in PDF format and preparing
them for further processing.

The data processing phase includes extracting URLs from the downloaded PDFs and parsing
them for analysis. This step is crucial as it transforms raw data into a structured format that can
be effectively analyzed. We employ various tools and methods to ensure accuracy and efficiency in
this phase.

The data analysis phase involves both automated and manual verification of the extracted URLs,
as well as regression analysis to identify factors influencing URL decay. Automated verification is
conducted using custom scripts and tools to check the current status of each URL. Manual auditing
is performed on a sample of URLs to ensure the reliability of the automated process and to provide
qualitative insights into URL persistence.

Finally, the validation phase includes manual auditing to verify the results of the automated
process and regression analysis, ensuring that the research findings are robust and reliable. This
comprehensive approach validates our findings against existing studies.

Each of these phases is detailed in the subsequent sections, providing a clear and thorough

36



Data collection

1. DBLP extraction
56,82?; entries
\ 4

2. PDF download
50,753 PDFs
v

3. XML parsing

49,286 XMLs

4. Data preprocessing

133,686 ex l """""""""""""""""""""

133,686 extracted URLs

Data analysis

’ 5. Automatic URL check ]

\ 4

] 6. Manual URL check ]
\ 4

] 7. Validation ]

Figure 4.1: Experimental methodology
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explanation of the methodologies employed in this study.

4.2 Data Collection

4.2.1 Source of Data: DBLP

DBLP (Digital Bibliography & Library Project) is a highly regarded and comprehensive com-
puter science bibliography that has been in existence since 1993. It offers open access to a vast
collection of bibliographic information on major computer science journals, conference proceedings,
and other scholarly publications. DBLP is known for its reliability, accuracy, and extensive cov-
erage, which includes over five million publications from various subfields within computer science
[20].

The choice of DBLP as the primary data source for this study is motivated by several factors.
First, its comprehensive coverage ensures that we capture a broad spectrum of software engineering
literature. Second, DBLP is updated regularly, providing current and relevant data essential for
analyzing trends in URL persistence. Finally, the structured format of DBLP data, available in
XML, facilitates efficient extraction and processing of bibliographic records.

To gather data, we downloaded the most recent DBLP data dump available as of February
1, 2024. This data dump, in the form of a dblp.xml file, contains detailed metadata about each
publication, including titles, authors, publication venues, and electronic edition (“ee”) links. These
links often include URLs to the full text of the papers, making DBLP an invaluable resource for
our study.

Our focus is on software engineering publications, and we selected relevant venues indexed by
DBLP. These venues include top-tier conferences and journals known for their impact and contribu-
tions to the field. Table 4.1 lists the selected venues, detailing their acronyms, full names, and types
(conference or journal). The publications span from 1971, the earliest year with available records, to
2023, the latest complete year at the time of data collection. In total, we identified 56 823 software
engineering papers for further analysis.

4.2.2 PDF Download and Processing

To process the selected papers, we used a customized version of doi2pdf, a Python-based tool
that automates the retrieval of academic papers based on their DOI identifiers [4]. Our customized
version enhances the tool’s capabilities by supporting multiple mirrors in case of primary source
failures and utilizing arXiv for preprint versions when necessary. This approach ensured a high
retrieval rate, successfully downloading 50 753 PDFs, covering 89.3% of the identified papers.

Once downloaded, the PDFs were processed using Grobid (GeneRation Of Blbliographic Data),
a machine learning library specialized in extracting and parsing bibliographic data into structured
XML [22]. Grobid converts PDFs to XML, preserving essential document sectioning information,
which is crucial for subsequent analyses. The choice of Grobid is supported by its superior perfor-
mance in extracting content from scholarly documents, as demonstrated in comprehensive evalu-
ations [34]. We achieved a high conversion success rate, parsing 49286 XML files, accounting for
97.1% of the retrieved PDFs.
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Table 4.1: Analyzed venues: conferences (C) and journals (J) in the field of software engi-
neering, indexed by DBLP.

Acronym ‘ Full name ‘ Type
ASE IEEE/ACM International Conference on Automated Software Engineering | C
ESEM International Symposium on Empirical Software Engineering and Measure- | C
ment
FASE Fundamental Approaches to Software Engineering C
FSE ACM SIGSOFT Symposium on the Foundations of Software Engineering C
GPCE Generative Programming and Component Engineering C
ICPC IEEE International Conference on Program Comprehension C
ICSE International Conference on Software Engineering C
ICSM IEEE International Conference on Software Maintenance C
ICSME International Conference on Software Maintenance and Evolution C
ICST IEEE International Conference on Software Testing, Verification and Vali- | C
dation
ISSTA International Symposium on Software Testing and Analysis C
MODELS | International Conference On Model Driven Engineering Languages And Sys- | C
tems
MSR Working Conference on Mining Software Repositories C
RE IEEE International Requirements Engineering Conference C
SANER IEEE International Conference on Software Analysis, Evolution and Reengi- | C
neering
SCAM International Working Conference on Source Code Analysis & Manipulation | C
SSBSE International Symposium on Search Based Software Engineering C
WCRE Working Conference on Reverse Engineering C
ASEJ Automated Software Engineering J
ESE Springer - Empirical Software Engineering J
IJSEKE International Journal of Software Engineering and Knowledge Engineering | J
ISSE Innovations in Systems and Software Engineering J
IST Information and Software Technology J
JSS Elsevier - Journal of Systems and Software J
REJ Requirements Engineering Journal J
NOTES ACM SIGSOFT Software Engineering Notes J
SMR Journal of Software: Evolution and Process J
SOSYM Software and System Modeling J
SPE Software: Practice and Experience J
SQJ Software Quality Journal J
STVR Software Testing, Verification and Reliability J
SW IEEE Software J
TOSEM ACM - Transactions on Software Engineering Methodology J
TSE IEEE - Transactions on Software Engineering J
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venues papers paper_urls urls

PK| id int NOT NULL 1 PK| id int NOT NULL [+ paper_id int )_I—‘ PK| id int NOT NULL
acronym varchar(20) NOT NULL venue_id int url_id int url varchar(500) NOT NULL
name varchar(200) year int active bool
type varchar(20) ee varchar(500) status_code int
doi text network_error int

section varchar(500)

Figure 4.2: Database schema

4.2.3 URL Extraction and Parsing

The extraction of URLs from the XML documents was carried out using a custom Python script.
This script employs regular expressions to identify and extract URL patterns within the text. Given
that URLs can appear in various formats and contexts, our script was designed to handle common
issues such as line breaks and adjacent punctuation marks that can affect URL validity.

Several challenges were encountered during URL extraction, particularly related to typographic
anomalies and non-standard URL formats. To address these, our script included mechanisms to
clean and standardize the extracted URLs, ensuring they were syntactically correct and ready for
subsequent verification phases. This meticulous approach ensured the integrity of our URL dataset,
laying a solid foundation for accurate verification and analysis.

By following this detailed methodology for data collection, we ensured that our study is based
on a robust and reliable dataset, allowing for meaningful analysis of URL persistence in scientific
publications.

4.2.4 Data Storage

For conducting this study, we utilized PostgreSQL as our primary relational database manage-
ment system. PostgreSQL was chosen for its robustness, support for complex queries, and its wide
adoption in both industry and academia.

The database schema, illustrated in Figure 4.2, consists of several key tables, each serving a
specific purpose in organizing and managing the data collected for our research. Below is a detailed
description of the tables and their roles:

venues

This table stores metadata about the publication venues (such as conferences and journals).
The columns include:

e id: A unique identifier for each venue.
e acronym: The short form or abbreviation of the venue’s name.
e name: The full name of the venue.

e type: Indicates whether the venue is a conference (C) or a journal (J).
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papers
This table contains information about the papers analyzed in the study. The columns include:
e id: A unique identifier for each paper.

e venue_id: A foreign key linking to the venues table, indicating the publication venue of the
paper.

e year: The year in which the paper was published.
e ce: The electronic edition link, typically a URL to the paper’s online version.

e doi: The Digital Object Identifier, providing a persistent link to the paper.

urls

This table holds information about each URL encountered in the papers, along with its verifi-
cation status. The columns include:

e id: A unique identifier for each URL.

e url: The actual URL string.

e active: A boolean flag indicating whether the URL was found to be active.

e status_code: The HTTP status code received when attempting to access the URL.
e network_error: Any network error encountered during URL verification.

e section: The section of the paper where the URL was found (e.g., abstract, body, references).

paper _urls

This junction table associates URLs with the papers in which they were found. The columns
include:

e paper_id: A foreign key linking to the papers table.
e url_id: A foreign key linking to the urls table.

This structured schema allows for efficient querying and analysis. For instance, it enables the
retrieval of all URLs associated with papers from a specific venue or the determination of URL
activity status across different years or paper sections. By organizing the data in this way, we
ensure that it is well-structured and easily accessible for comprehensive analysis.

4.3 Data Analysis

4.3.1 Automated URL Verification

The automated URL verification process was designed to efficiently assess the status of a large
number of URLs extracted from the selected papers. To achieve this, we employed a combination
of URL parsing and network error detection techniques.
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Initially, we parsed all extracted URLs to ensure they were syntactically correct according to
the relevant Internet standards (RFC 1738 and successors). This step was crucial in filtering out
malformed URLs that had no chance of being active, thereby streamlining the subsequent crawling
process.

The actual verification of URLs was conducted using the open-source tool curl-cffi [18|, which
allowed us to automate the process of accessing each URL and following any HT'TP redirections. We
categorized the outcomes of these attempts into various types of errors, including network errors
at different protocol levels and erroneous HTTP status codes (anything other than 200). These
details were meticulously recorded in the database, specifically in the urls table with columns for
status_code and network_error.

To enhance the robustness of our verification process, we incorporated a retry mechanism. For
URLs that did not respond within a 10-second window or encountered other errors, we implemented
a 45-second wait before retrying, up to three attempts. This approach helped to mitigate the impact
of transient network issues, ensuring that temporary inaccessibility did not lead to URLs being
incorrectly marked as inactive.

Ultimately, URLs that successfully returned a HTTP 200 response after all redirections and
retries were recorded as active, while all others were deemed inactive. This automated verification
process was instrumental in providing a comprehensive overview of URL persistence in the collected
data.

4.3.2 Manual URL Audit

To complement our automated verification process and ensure its accuracy, we conducted a
manual audit of a sample of 200 URLs. This audit focused on URLs that were reported as active
by our automated checks. The rationale behind this was that if a URL could not be accessed
programmatically, it was unlikely that a human could access it either, thus rendering manual checks
on inactive URLs unnecessary.

During the manual audit, we verified if the URLs marked as active indeed led to relevant
content. A URL was considered active if it redirected to content that reasonably matched the
expected destination. This step was crucial for identifying false positives, where URLs might lead
to generic or unrelated content despite being technically active.

Our findings from the manual audit were encouraging, with 94% of the URLs confirmed as
active and relevant. This high accuracy rate reinforced the reliability of our automated verification
process. However, we did identify a small percentage of URLs that had become inactive between
the automated and manual checks, as well as some that led to irrelevant content. These insights
helped us refine our methodology and highlighted the importance of periodic manual audits in
complementing automated verification processes.

4.3.3 Regression Analysis

As part of our analysis, we conducted several regression analyses to explore potential factors
influencing URL persistence. The goal was to identify variables that significantly correlated with
the likelihood of URLs remaining active or becoming inactive.

We employed a linear regression model due to its simplicity and ease of interpretability. This
model allowed us to isolate and understand the impact of individual variables on URL persistence.
Among the variables considered were the CORE venue rankings, journal impact factors, and URL
length measured in both characters and path components.
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The CORE rankings and journal impact factors were chosen based on the assumption that
higher-quality venues might adopt better practices for managing and preserving web references.
URL length was considered because longer URLs tend to have more points of potential failure,
making them more susceptible to becoming inactive.

The insights gained from these regression analyses were valuable in understanding the dynam-
ics of URL persistence in scholarly publications. They provided a nuanced view of how different
factors contribute to URL decay, informing best practices for citing and managing web references
in academic research.

4.4 Tools and Technologies Used

In this section, we provide a detailed account of the tools and technologies employed throughout
our study. The choice of these tools was driven by their specific features, reliability, and suitability
for handling the diverse aspects of our research. Each tool played a critical role in ensuring the
accuracy and efficiency of our data collection, processing, and analysis.

4.4.1 PostgreSQL

For data storage and management, we selected PostgreSQL, a powerful, open-source relational
database system. PostgreSQL is renowned for its advanced features, such as support for complex
queries, robust data integrity, and extensive extensibility. Its ACID-compliant nature ensures reli-
able transactions, making it ideal for storing and manipulating large datasets, such as those in our
study. The relational model facilitated the structured storage of data, with tables such as papers,
paper_urls, urls, and venues, each serving specific purposes in our database schema [?].

4.4.2 doi2pdf

To automate the downloading of PDF documents, we utilized doi2pdf, a Python-based tool
that retrieves academic papers using their DOI identifiers. The version we used was customized to
enhance its download capabilities. Specifically, we added support for trying multiple mirrors in case
of primary source failure and used arXiv to locate preprint versions when necessary. This tool was
crucial for efficiently obtaining a vast number of PDFs from our selected venues and years, ensuring
a high retrieval rate of the identified papers [4].

4.4.3 Grobid

Grobid, short for GeneRation Of Blbliographic Data, was employed to convert the downloaded
PDF files into structured XML format. Grobid excels at extracting and parsing the content of
scholarly documents, preserving essential sectioning information, which was vital for our subsequent
URL extraction. It relies on machine learning to provide highly accurate text segmentation and
metadata extraction. The use of TEI (Text Encoding Initiative) schema by Grobid ensures that
the output is both machine-readable and human-understandable, maintaining the rich semantic
structure of the documents [22].
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4.4.4 Python

Various custom Python scripts were developed to support different stages of our study. These
scripts were integral in automating tasks such as URL extraction from XML documents, pars-
ing URLs for syntactic correctness, and managing the retry mechanism during URL verification.
Python’s extensive libraries and ease of use made it an excellent choice for developing these custom
tools, ensuring flexibility and efficiency in handling our data.

4.4.5 curl cfh

The curl_cffi library was used extensively for automated URL verification. This Python
interface to the curl command-line tool supports a wide range of protocols, including HTTP,
HTTPS, and FTP, making it versatile for accessing and testing URLs. By automating the process
of URL access and redirection following, curl_cffi allowed us to systematically verify the status
of each URL, recording outcomes such as HTTP status codes and network errors. Its robustness
and reliability were pivotal in conducting the automated checks efficiently [19].

4.4.6 pandas and matplotlib

For the analysis and visualization of our data, we utilized the pandas and matplotlib libraries
in Python. pandas is a powerful data manipulation tool that provides data structures and functions
needed to manipulate structured data seamlessly. It was used for data cleaning, transformation,
and analysis, allowing us to handle the large datasets involved in our study efficiently. matplotlib
was employed to create the various graphs and visualizations that supported our analysis, providing
clear and insightful representations of our data [25, 12].

4.4.7 SQLAlchemy

To facilitate the connection between our Python scripts and the PostgreSQL database, we
used SQLAlchemy, a SQL toolkit and Object-Relational Mapping (ORM) library for Python.
SQLAIlchemy provides a full suite of well-known enterprise-level persistence patterns, designed for ef-
ficient and high-performing database access. It allowed us to interact with our PostgreSQL database
using Pythonic code, simplifying the process of querying, updating, and managing our data [32].

4.5 Threats to Validity

This section discusses potential limitations of this study, categorized into internal validity, ex-
ternal validity, construct validity, and reliability. Each category addresses different aspects of the
study’s design and execution that could influence the results.

4.5.1 Internal Validity

Internal validity concerns the accuracy and reliability of the URL extraction and validation pro-
cesses. Despite employing comprehensive automated techniques, such as scheme checks, database
filtering, and status code validation, there remains a potential for data extraction errors. Mis-
interpretation of URLs due to incorrect parsing or format issues and the inherent limitations of
automated validation (e.g., inability to verify content relevance) could affect the results. To mit-
igate this risk, we conducted a manual audit of a significant subset of the inactive URLs. While
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auditing inactive URLs was useful, auditing active URLs was deemed unnecessary as URLs that
are not machine accessible cannot be audited by a human either. However, the manual verifica-
tion process introduces subjective biases, particularly for URLs leading to generic pages or having
ambiguous paths, as it relies on intuitive judgment to determine content relevance.

4.5.2 External Validity

External validity pertains to the generalizability of the study’s findings. This study focuses
specifically on software engineering papers indexed by DBLP. As a researcher in this field, I am
confident in DBLP as a robust bibliographic index. Nevertheless, it is possible that niche venues
within the field exhibit different URL stability patterns. While this study does not claim generality
beyond its stated focus, it would be surprising if significantly different patterns were observed in
other niche venues.

4.5.3 Construct Validity

Construct validity addresses the extent to which the study measures what it intends to mea-
sure. In this study, the operational definitions of "active" and "inactive" URLs depend heavily on
automated criteria such as HT'TP status codes and network errors. This approach may not fully
capture the nuances of URL functionality, particularly in cases where URLs redirect to content
relevant to the domain but not what the original authors intended to reference. The reliance on
automated tools for URL extraction and validation might overlook subtle aspects of URL activity
and relevance.

4.5.4 Reliability

Reliability concerns the consistency of the study’s results. This study employs a multi-step
process to gather data (e.g., bibliographic information, papers) and verify URL stability (e.g.,
parsing, URL extraction, URL checks). Although each step in isolation is straightforward, there is
always a possibility that specific bugs crept into our implementation.
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Chapter 5

Results

This chapter presents the empirical findings of our study on URL stability in software engineering
scholarly works. Our analysis covers temporal trends, the influence of hosting purposes, differences
across publication venues, variations by document section, and the impact of URL components
such as scheme, domain, and host. Additionally, we examine the types of HI'TP and network
errors encountered and conduct a regression analysis to understand factors contributing to URL
persistence. The results are illustrated with graphs and tables to provide a clear overview of our
findings. This examination aims to uncover patterns that can inform practices for ensuring the
longevity and accessibility of digital references in academic literature.

In our analyses we excluded 2723 URLs that were malformed during the extraction process.

5.1 URL stability over time

We begin by providing a temporal overview of URL decay, concentrating on the period from
1995 to 2023. Papers from earlier years (1971-1994) included in our analysis referenced fewer than
50 URLs per year on average; these were excluded from the visualizations in this section as they
contributed minimally to the analysis.

Figure 5.1 illustrates the evolution of active and inactive URLs over time, alongside the total
number of URLs analyzed. The number of URLs referenced in software engineering papers has
increased over time, a trend likely correlated with the general rise in the number of papers in the
field (not shown). This growth, however, also increases the risk of disruptions to the scholarly
record, as URLs are generally less stable than other academic artifacts such as papers.

The percentage of active URLs varies by year, with a noticeable trend showing that URLs in
more recent papers are more likely to remain active compared to those in older publications. For
example, in 2023, 83.77% of URLs were still active, indicating a relatively high level of accessibility,
whereas in 1996, only 15.97% of URLs remained active. A common metric used to assess this trend
is the URL half-life—the time required for half of the URLs published in a particular year to become
inactive. As shown in Table 3.1, we observe a half-life of 9.68 years, which is on the higher end
compared to other studies on URL persistence.

5.2 URL stability by hosting purpose

With increased awareness of the problem of URL instability, the use of archival services for
Web references is also increasing over time. The increase in popularity of version control systems—
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Table 5.1: Publication venues by active URL ratio

Venue | Active URL (%) Venue | Active URL (%)
ICSME 81.37% SOSYM 68.13%
FSE 80.69% GPCE 66.65%
SANER 80.05% RE 66.44%
TOSEM 79.92% SMR 65.73%
MSR 79.79% SQJ 65.35%
ICPC 79.32% ASEJ 65.06%
ISSTA 79.31% IST 64.36%
ASE 77.62% SPE 64.04%
SCAM 77.34% JSS 63.29%
ICSE 75.93% SSBSE 62.11%
ICST 75.33% ISSE 61.54%
ESEM 74.62% ICSM 57.49%
ESE 74.33% NOTES 56.01%
TSE 73.19% [JSEKE 55.67%
STVR 71.92% WCRE 55.38%
MODELS 69.76% SW 55.10%
FASE 69.29% REJ 54.25%

which are not archival services, but do provide versioning—is also contributing to the kind of URLs
scientists use in their papers.

To investigate how these practices contribute to the persistence of URL references in software
engineering papers, we classified URLs as: version control URLs, archival URLs, and all URLs,
regardless of of special origin. To be classified as a version control, a URL must point to popular
version control platforms such as GitHub, Bitbucket, or GitLab. These platforms are typically
used for hosting and managing collaborative projects (most often for code, but also for data and
websites), involving regular updates and revisions.

Archival URLs, on the other hand, are those that lead to digital archives or repositories with the
stated mission of long-term preservation of digital assets. We classify as archival URLs those that
point to the following platforms: Zenodo, arXiv, Internet Archive, Software Heritage, and Figshare.

Figure 5.2 shows a breakdown of URL stability by hosting type. Both version control and
archival URLs tend to are more stable than the entire URL corpus, and by a significant margin.
Also, as one would hope, archival URLs are more stable than VCS URLs, although only by a small
margin. The use of archival URLs remain overall scarce though: about 22k URLs for archival versus
136k for version control URLs.

5.3 URL stability by venue

Table 5.1 provides a breakdown of the ratio of active URL by venue (see Table 4.1 for an
expansion of the venue acronyms). We could not identify any clear pattern although, anecdotally,
the top venues in the field (e.g., FSE, TOSEM, ASE, ICSE, and TSE) are all in the top-half of the
ranking by active URL ratio. The spread in the ratios is very high (54-81%) and does not appear
to be induced by the conference age.
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5.4 URL stability by document section

URLSs are used in papers for different purposes and can hence appear in different document
sections. We analyzed three classes of document placements, based on the section a URL was found
in: abstract, citation (“References” sections), body (everywhere else in the document). A breakdown
of active URL ratios by placement is shown in Figure 5.3.

URLs are not used much in abstracts, but when they are they appear to be very stable (80.82%
of active ratio). URLs are used the most in citations (e.g., DOI URLs or website for non-paper
references), but there they show the worst active ratio: 68.01%. In between, both in terms of
frequency of use and active ratio, we find URLSs located elsewhere in papers, with an active ratio of
70.42%.

5.5 URL stability by scheme, domain, host

URLSs are composed of various parts, the initial ones being URI scheme (e.g., http) and host
name (e.g., acm.org), with the latter being further decomposable into a top level domain (e.g.,
.com) and the rest of it. In this subsection we examine the impact of the various URL parts on
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Table 5.2: Top-level URL domains (TLD) by active URL ratio
TLD | Total URLs | Active URL (%)

.press 157 100.0%
.dev 161 89.44%
.blog 101 87.13%
.cc 363 86.5%
.to 61 85.25%
.co 271 83.76%
.be 460 83.7%
.ai 98 83.67%
.o 3,231 79.54%
1y 1,029 79.4%

URL rot in scientific papers.

URI scheme Two main URI schemes are used these days for Web references: http and https,
the latter denoting Web accesses cryptographically protected against man-in-the-middle attacks via
the TLS protocol.

We initially expected https URIs to be more fragile than http ones, because more “moving
parts” can fail with the former: a certificate can expire, client and host can disagree on acceptable
cryptographic algorithms, etc. To our surprise, the reverse is true. Active URL percentages by
protocol are as follows:

e http: 58.67%
e https: 81.58%

This can be explained by the fact that, taken a long enough observation period (50 years in our
case), https URLs tend to be younger (due to protocol adoption delays) and hence more likely
to be still active to this day. But it is also possible that https URLs correlated with better URL
referencing practices that were not followed decades ago.

Top-Level Domains (TLDs) The analysis of inactivity rates across different top-level do-
mains (TLDs) demonstrates significant variations in URL stability. TLDs with more than 50 URLSs
were considered to ensure accuracy and avoid skewed results due to small sample sizes.

Table 5.2 includes the results per TLD.

Domains Further analysis focused on specific domains and their URL inactivity rates. Table 5.3
shows inactivity percentages for the top domains in terms of the absolute number of inactive URLs.

5.6 Network errors

This subsection examines the distribution of HTTP and network errors identified in URL ac-
cessibility checks, providing insight into common issues impacting URL stability.
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Table 5.3: URL domains by inactive URL ratio

Domain Inactive Inactive URL
URLSs (count) ratio (%)
nasa.gov 191 72.08%
cmu. edu 480 70.59%
mit.edu 173 53.23%
stanford.edu 175 51.32%
mozilla.org 250 45.54%
omg.org 442 39.32%
goo.gl 272 33.01%
ibm.com 397 31.73%
wikipedia.org 304 25.98%
eclipse.org 349 24.66%
doi.org 327 22.26%
github.io 284 21.18%
bit.ly 201 20.14%
google.com 388 15.65%
sourceforge.net 264 14.71%
microsoft.com 227 14.64%
apache.org 265 14.10%
github.com 1,624 11.17%
acm.org 436 7.30%
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Figure 5.4: HT'TP error distribution

5.6.1 HTTP Error Distribution

The analysis of HT'TP errors involved categorizing the URLs based on the HT'TP status codes
received during accessibility checks.

Figure 5.4 illustrates this distribution, providing a visual representation of the prevalence of
different HTTP errors.

5.6.2 Network Error Analysis

Network error analysis sheds light on the types of connectivity issues encountered when accessing
URLs. In this study, the network errors recorded during URL accessibility checks are specifically
UNIX errors. These errors provide insights into the technical challenges encountered when accessing
URLs from UNIX-like systems, which were used in the automated URL verification processes in
this work.

Figure 5.5 visually depicts these network errors, emphasizing their relative frequencies.

These analyses of HI'TP and network errors provide valuable insights into the technical chal-
lenges affecting URL accessibility in digital scholarly communications.
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Table 5.4: Linear regression coefficients for URL persistence factors

Variable ‘ Coefficient
URL Length -0.001
Number of Path Elements -0.015
Journal Impact Factor 0.016
CORE Ranking 0.028

5.7 Regression analysis

The regression analysis constituted a significant component of this study, aiming to illuminate
the relationships between multiple factors and the persistence of URLs in scientific publications.
A linear regression model was employed to investigate these relationships, chosen for its clarity in
interpreting results and its efficacy in isolating the impact of individual variables.

The regression model incorporates several key variables, including:

e URL Length: The total number of characters in the URL.

e Number of Path Elements: The count of individual elements in the URL’s path.

Journal Impact Factor: The impact factor of the journal where the URL was published.

Core Ranking: The academic ranking of the conference associated with the URL.

Table 5.4 presents the coefficients derived from the regression model. Each coefficient reflects the
influence of its corresponding variable on the likelihood of URL persistence. Negative coefficients
indicate a decrease in the likelihood of URL persistence with an increase in the variable value, while
positive coefficients suggest an increase in URL persistence likelihood.

This analysis provided valuable insights into how various academic and structural factors interact
with URL persistence, offering a nuanced understanding of the elements contributing to digital
resource longevity in scholarly communication.
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Chapter 6

Discussion

6.1 Comparison with Previous Studies

Drawing upon a substantial dataset, this study contributes to the evolving narrative of URL
persistence in scientific literature. The analysis contrasts with many previous studies through the
use of a broader paper pool and a more inclusive criterion for active URLs. The decision to classify
URLs as active in the absence of error responses aligns with the large scale of the dataset, making
this approach both pragmatic and necessary.

Comparison of URL accessibility rates across years reveals significant advancements in digital
resource availability. For instance, our study found a 83.77% active URL rate in 2023, a notable
increase compared to the 15.97% in 1996.

Interestingly, our study’s overall active URL rate of 68.78% aligns closely with certain previ-
ous findings, such as the 56.4%-81.4% range reported by Casserly and Bird [3] after reevaluation.
However, it also highlights a significant increase from the much lower accessibility rates observed in
earlier years, as evidenced by the 23-53% range found by Lawrence et al. [17].

A critical improvement observed in this study pertains to the half-life of URLs. Remarkably,
our analysis recorded a URL half-life of 9.68 years, a substantial increase when compared to the
latest half-life of 6.5 years reported by Bansal [1] in our literature review.

In summary, while this study builds upon the methodologies of prior research, it also contributes
new insights, particularly in the context of recent technological advancements and changes in digital
archiving practices. The evolution in URL persistence, as shown by the comparison with earlier
studies, underscores the dynamic nature of digital resource management in scholarly communication.

6.2 Implications of URL Stability Trends

The analysis of URL stability trends across different years uncovers significant insights into
the dynamics of digital resource availability in academic literature. Notably, the year 2020 showed
a relatively high URL accessibility rate of 79.98%, suggesting an improvement in the stability of
digital resources. This is in stark contrast to the earlier years, such as 1999, with only 28.88% active
URLs. Such variability indicates the changing nature of web resources over the years, influenced by
advancements in technology and digital archiving practices [13].

The progression from a complete absence of active URLs in the early years to higher accessibility
rates in recent years mirrors the overall trend towards more stable and persistent digital references
in scholarly publications. This shift can be attributed to several factors, including the widespread
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adoption of more robust web technologies [33], improvements in the archiving of digital content
[26], and the transition from HTTP to HTTPS protocols [30], which offer enhanced security and
reliability.

A key discovery from our research is the observation of an extended half-life compared to the
values documented in prior studies. The increasing stability of URLs enhances the reliability of
digital references, contributing to the integrity and longevity of academic work. However, the
observed variability also underscores the need for continued vigilance and adaptation in citation
practices, ensuring that references remain active over time. Researchers and publishers alike must
recognize the evolving nature of digital resources and embrace strategies that promote the long-term
availability of web-based references.

6.3 Impact of Venue and Domain on URL Stability

Our study’s examination of URL stability across different publication venues and top-level do-
mains (TLDs) reveals clear patterns, providing insights into digital resource management in aca-
demic settings. The active URL percentages varied significantly by venue, with rates as low as
54.25% in REJ and as high as 81.37% in ICSME. This suggests that some venues may have more
effective practices in place for ensuring URL accessibility, possibly due to stronger digital archiving
policies or a more technology-aware audience.

In terms of TLDs, the analysis showed differences in URL stability. For example, TLDs such as
‘.press’ and ‘.dev’ exhibited higher activity rates, at 100% and 89.44% respectively. These differences
might be attributed to varying domain management and renewal practices, which can influence the
longevity of URLSs associated with these domains [35].

For researchers and publishers, understanding these variations in URL stability is crucial [35].
It highlights the importance of considering the choice of domains or venues when citing digital
resources, as some may offer greater URL longevity than others. Publishers and those managing
digital archives are reminded of the significance of their role in maintaining digital references. Ef-
fective digital preservation strategies are essential to ensure the continued accessibility of scholarly
work.

6.4 Domain Protection Mechanisms

In the course of our automated domain access attempts, we observed a notable phenomenon:
a substantial proportion of domains classified as inactive were, in fact, protected by services such
as Cloudflare and similar domain protection mechanisms. These services are designed to safeguard
websites from a range of threats, including Distributed Denial of Service (DDoS) attacks and auto-
mated bot traffic, by acting as intermediaries between the user and the server.

The presence of these protection mechanisms introduces a significant challenge to automated
URL accessibility assessments. Such services often implement verification processes, such as CAPTCHAs,
that impede automated access and can result in the misclassification of domains as inactive or un-
available. This finding suggests that the increasing prevalence of domain protection mechanisms
may complicate the evaluation of URL persistence, a factor that has not been extensively addressed
in existing literature.

This observation points to a potential shift in the landscape of digital resource accessibility, un-
derscoring the need for future research to consider the impact of these protection services. Accurately
distinguishing between truly inactive domains and those merely shielded by security mechanisms
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is essential to improve the reliability of URL stability analyses. Moreover, this insight suggests
that the methodologies employed in such studies may need to be refined to account for the growing
adoption of domain protection strategies.

6.5 Technical Challenges in URL Accessibility

The study’s exploration into URL accessibility surfaced several critical technical challenges,
providing a clearer picture of the digital landscape faced by academic literature. Predominant
among these were HTTP errors, with 'Not Found (404)" and ’Forbidden (403)’ emerging as the
primary culprits. The 'Not Found’ errors, accounting for a significant 74.65%, often reflect inactive
links or moved content. On the other hand, 'Forbidden’ errors, constituting 18.16%, hint at access
control issues, perhaps signaling shifting permissions or privacy settings on web resources [11].

Network errors further compound these challenges, with ’Couldn’t resolve host’ and "Operation
timeout’ standing out. These errors, which occurred in 62.49% and 21.4% of cases, respectively,
underscore the delicate balance of server reliability and network stability.

Addressing these issues calls for innovative and forward-thinking strategies. For 'Not Found’
errors, a potential solution could be the integration of automated link-checking tools within the
publication process, offering real-time alerts to authors and editors about inactive links [6].

For ’Forbidden’ errors, a more transparent and consistent policy regarding digital rights and
access permissions could be beneficial. This might include clearer guidelines for authors on the use
of content and the adoption of standard practices for content accessibility in academic publications.

The frequency of network errors suggests the need for a robust infrastructure. Academic plat-
forms could explore the use of redundant hosting or content delivery networks to minimize downtime
and enhance content availability [9].

6.6 Insights from Regression Analysis

The regression analysis undertaken in this study offers insights into the factors influencing
URL persistence in scientific publications. Notably, the analysis included variables such as URL
length, number of path elements, journal impact factor, and CORE ranking. However, contrary to
initial expectations, the results did not reveal a strong correlation between these variables and URL
stability.

The lack of a significant correlation suggests that URL persistence may be influenced by a
complex interplay of factors not fully captured by the variables considered in this study. For
instance, the absence of a strong relationship between journal impact factor or CORE ranking and
URL stability implies that the prestige of the publication venue does not necessarily guarantee the
longevity of its digital references. Similarly, URL length and the number of path elements did not
exhibit a clear impact on URL persistence, indicating that simpler or shorter URLs are not always
more stable.

These findings prompt a reflection on the multifaceted nature of URL stability in academic
literature. It highlights the potential influence of other, unexamined factors that might contribute
to the persistence of digital references [13]. For future research, this suggests the exploration of
additional variables, such as the type of hosting platform, the frequency of content updates, or
the nature of the linked content, which could provide further clarity on what contributes to the
longevity of URLs in scholarly publications.
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Chapter 7

Conclusion

7.1 Summary of Findings

The persistence of URLS in scientific literature is shaped by a complex interplay of factors, in-
cluding technological challenges, the policies and practices of publication venues, and the inherent
characteristics of web domains. This study has provided a comprehensive analysis of URL sta-
bility within software engineering scholarly works, revealing both significant progress and ongoing
challenges in the field of digital preservation.

Our research has demonstrated a notable improvement in the half-life of URLSs, with an ob-
served increase to 9.68 years. This extension in URL longevity suggests that efforts to enhance
the robustness of digital references are yielding positive results. However, the dynamic and often
transient nature of web resources continues to pose significant challenges, as evidenced by the tem-
porary inactivity of some URLs. These findings emphasize the need for continuous monitoring and
adaptive strategies to maintain the reliability of digital references in scholarly communication.

Furthermore, our regression analysis revealed the absence of strong correlations between URL
stability and factors such as journal impact factor and CORE ranking. This outcome suggests that
URL persistence is likely influenced by a broader range of variables that were not fully captured in
this study. The complexity of these relationships highlights the importance of further research to
identify additional factors that contribute to the longevity of URLs in academic publications.

7.2 Future Work

The insights gained from this study open several avenues for future research, which are crucial
for advancing our understanding of URL stability and improving digital preservation practices:

7.2.1 Investigation of Additional Variables

Future studies should explore a wider array of variables that may influence URL stability, such
as the characteristics of hosting platforms, the frequency of content updates, and the specific nature
of the linked content. By broadening the scope of analysis, researchers can develop a more nuanced
understanding of the factors that contribute to URL persistence and identify strategies to mitigate
the risks of link rot.
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7.2.2 Enhancement of URL Verification Methodologies

The discovery that some domains with high inactivity rates were actually protected by services
like Cloudflare points to a critical challenge in URL verification processes. Future work should focus
on developing more sophisticated automated tools capable of accurately detecting and bypassing
these protective mechanisms. Such advancements would improve the accuracy of URL persistence
studies and reduce the likelihood of misclassification.

7.2.3 Longitudinal and Cross-Disciplinary Studies

While this study focused on software engineering, similar research should be conducted across
other academic disciplines to determine whether the trends observed here are unique to this field
or represent a broader phenomenon. Longitudinal studies, in particular, could provide valuable
insights into how URL stability evolves over time within different academic contexts.

7.2.4 TImpact of Emerging Web Technologies

As the digital landscape continues to evolve, it is essential to examine the impact of emerging
web technologies, such as decentralized web protocols, on URL stability. Understanding how these
technologies affect the preservation of digital resources will be critical for developing future-proof
strategies that ensure the longevity of scholarly references.

7.3 Concluding Remarks

In conclusion, this study has significantly contributed to our understanding of URL stability in
software engineering literature. The findings highlight both the progress made and the challenges
that remain in preserving digital resources. The observed increase in URL half-life is encouraging,
yet the ongoing issues of temporary URL inactivity and the lack of strong correlations in our
regression analysis suggest that much work remains to be done.

As the digital environment continues to change, the academic community must remain vigilant
and proactive in adapting its practices. Collaborative efforts among researchers, publishers, and
digital archivists will be essential in developing and implementing effective strategies to ensure the
integrity and longevity of scholarly communication. The future of digital preservation depends on
our ability to anticipate and respond to the evolving challenges of URL persistence in the academic
domain.
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List of Abbreviations

UR L Uniform Resource Locator
H T P Hypertext Transfer Protocol
H TP S Hypertext Transfer Protocol Secure
L D Top-Level Domain
UNIX Uniplexed Information and Computing Service

CAPTCHA ...Completely Automated Public Turing test to tell Computers and Humans Apart

D0 Distributed Denial of Service
DBLP Digital Bibliography & Library Project
P Portable Document Format
XM L Extensible Markup Language
CORE Computing Research and Education
DO Digital Object Identifier

63



	Introduction
	Purpose of the Thesis
	Problem Statement
	Structure of the Thesis

	Background
	Definition of Link Decay
	Key Characteristics of Links in Scholarly Publications
	Importance of Links in Scholarly Publications

	Related Work
	Previous Studies on URL Rot
	Digital Preservation in Academic Publishing
	Summary of Findings

	Methodology
	Research Design
	Data Collection
	Data Analysis
	Tools and Technologies Used
	Threats to Validity

	Results
	URL stability over time
	URL stability by hosting purpose
	URL stability by venue
	URL stability by document section
	URL stability by scheme, domain, host
	Network errors
	Regression analysis

	Discussion
	Comparison with Previous Studies
	Implications of URL Stability Trends
	Impact of Venue and Domain on URL Stability
	Domain Protection Mechanisms
	Technical Challenges in URL Accessibility
	Insights from Regression Analysis

	Conclusion
	Summary of Findings
	Future Work
	Concluding Remarks

	Bibliography
	List of Abbreviations

