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Development of a Robust Algorithm for 3D-Rendering of Multi-2D
Electromechanical Wave Imaging Maps and CT Registration

by Aikaterini Afentouli

This study addresses the need for improved, non-invasive localization of ar-
rhythmogenic sources in cardiac arrhythmias, which are common and can be
life-threatening if untreated. Current methods for arrhythmia characteriza-
tion can be either imprecise or highly invasive, limiting their clinical acces-
sibility. Electromechanical Wave Imaging (EWI), a non-invasive ultrasound-
based modality, offers real-time 2D and 3D maps of the heart’s electrical ac-
tivation and holds promise for advancing arrhythmia localization.

The primary objective of this thesis is to develop an advanced algorithm
for rendering multiple 2D EWI views, improving cardiac arrhythmia local-
ization and enhancing clinical utility. This work also introduces a 3D registra-
tion process with cardiac CT data to refine anatomical accuracy and provide
patient-specific insights.

Significant upgrades to the existing 3D EWI algorithm focused on increas-
ing automation, flexibility, and accuracy in visualizing the heart’s electrome-
chanical activity. Additionally, 3D point clouds were registered to CT data,
followed by non-rigid surface registration to align 3D EWI maps with CT-
derived anatomy.

Key findings show improvements in spatial coverage and activation map-
ping accuracy, particularly in under-sampled regions, with the inclusion of
structures like the left ventricular outflow tract (LVOT) and mitral valve. The
development of a user-friendly graphical interface enhances accessibility for
researchers and clinicians. The fusion of functional EWI data with anatomi-
cal CT models allows more precise arrhythmia localization, which may lead
to improved treatment outcomes.

In conclusion, this thesis enhances the accuracy, efficiency, and usability of
3D EWI, positioning it as a more robust and clinically viable tool for study-
ing and treating cardiac conditions. Algorithmic improvements, enhanced
visualization, and user-centered design push the boundaries of current EWI
technology, making it more adaptable and easier to implement in clinical
practice.

Keywords: Cardiac arrhythmias, Arrhythmia localization, Ultrasound, Echocardiography, Elec-
tromechanical Wave Imaging (EWI), Electromechanical activation, Image processing, 3D rendering,
Computational Geometry, Cardiac computed tomography (CT), Spatial registration, 3D registration
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“The more I find out, the more I realize that I don’t know what’s going on.”

- Frank Herbert
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Chapter 1

Introduction

1.1 Cardiovascular Diseases and Arrhythmias

The heart is one of the most vital organs in the human body, relying on com-
plex mechanisms to maintain life. Despite extensive research and advances
in healthcare, heart disease remains the leading cause of death worldwide;
in the European Union alone, cardiovascular diseases were responsible for
nearly one-third (32.4%) of all deaths in 2021[1, 2, 3].

Among the various conditions affecting the heart, arrhythmias— irreg-
ularities in the heart’s rhythm—are particularly significant. Arrhythmias
occur when the heart’s electrical signals are disrupted, causing an abnor-
mal heartbeat. Some common types include atrial or ventricular fibrillation
(AF/VF), premature atrial or ventricular contractions (PACs/PVCs), Wolff-
Parkinson-White syndrome, and heart block. AF and VF, in particular, are
among the most serious arrhythmias. AF alone was linked to 219.4 thou-
sand documented deaths globally in 2019[4], with a mortality rate of 15.3 per
100,000 population in Europe during the same year[5].

Cardiovascular diseases are projected to increase by 40% by 2030, with
the aging global population being primarily impacted. Within the European
Union, over 14 million people over the age of 65 are expected to be affected
from AF[6]. Patients with AF often experience distressing symptoms such
as palpitations, chest pain, dizziness, and heart failure-like conditions, all
of which severely affect their quality of life and physical capacity. Further-
more, the side effects of treatments, frequent hospitalizations, and the in-
vasive nature of certain interventions can significantly diminish a patient’s
overall well-being[7, 8]. The goal of modern healthcare is not only to extend
patient lifespans, but also to enhance their quality of life through effective
and minimally invasive treatments. However, current healthcare systems
face substantial challenges in diagnosing and treating cardiac arrhythmias.
Advanced diagnostic tools and interventions often require specialized med-
ical equipment and highly trained personnel, which are not always read-
ily available, particularly in resource-constrained environments such as low-
and middle-income countries[9]. With the expected rise in cardiovascular
disease, there is a growing need for faster, more accurate, and accessible
methods for diagnosing and treating cardiac arrhythmias.

Although many arrhythmias are not life-threatening and may not require
immediate treatment, others pose significant risks and can even lead to sud-
den cardiac death (SCD)[10]. SCD affects approximately 1 in 1,000 people
each year in Western countries, with up to 20% of these cases showing no
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clear structural heart disease[11]. The most common cause of SCD is the fail-
ure of the heart to contract properly due to dangerous arrhythmias, which
disrupt blood flow to vital organs. Early detection and accurate spatiotem-
poral mapping of cardiac arrhythmias are critical for reducing the risk of fatal
events and ensuring timely intervention and treatment.

Currently, the electrocardiogram (ECG) remains the most widely used
non-in-vasive tool for diagnosing and characterizing arrhythmias[12]. It is
a simple and non-invasive test that can be performed on any patient, but
its ability to accurately localize the source of the arrhythmia is limited. For
more precise diagnosis, electrophysiology (EP) studies are often employed.
This invasive procedure involves threading catheters into the heart to intrac-
ardially record electrical activity, making it a reliable method for diagnosing
and treating arrhythmias. However, its invasiveness, radiation exposure and
the need for specialized facilities make it less accessible to all patients. Ad-
ditional imaging techniques, such as echocardiography, computed tomog-
raphy (CT), and magnetic resonance imaging (MRI), are often necessary to
provide detailed anatomical assessments[13]. Echocardiography, using ul-
trasound, offers real-time images of heart structure and function but lacks
detailed electrical information. CT provides high spatial resolution images of
the heart and vessels, but exposes patients to radiation. MRI, while excellent
for soft tissue contrast and avoiding radiation, is time-consuming and costly.
Despite these advances, there is still a significant need for non-invasive, ac-
curate, and efficient imaging technologies to bridge the gap between current
capabilities and clinical demands.

In response to these challenges, Electromechanical Wave Imaging (EWI)
has emerged as a promising, non-invasive imaging modality that builds upon
the principles of echocardiography. EWI provides real-time, high-resolution
2D and 3D maps of the heart’s electromechanical activity by tracking the
mechanical deformations caused by electrical activation in the myocardium.
Unlike traditional imaging methods, EWI captures both electrical and me-
chanical aspects of cardiac function, enabling more precise localization of
arrhythmia origins without the need for invasive procedures[14]. Further-
more, EWI can be performed with standard ultrasound equipment, making
it a cost-effective and accessible tool for diagnosing and managing cardiac ar-
rhythmias. By offering real-time feedback during procedures such as catheter
ablation and cardiac resynchronization therapy, EWI has the potential to im-
prove treatment outcomes and reduce the risks associated with arrhythmia-
related complications.

1.2 Scope and Aims

Building upon the foundational principles of Electromechanical Wave Imag-
ing (EWI), the scope of this thesis encompasses significant improvements
to the existing 3D electromechanical activation map generation algorithm.
These advancements aim to make the system more clinically viable, provid-
ing improved accuracy, flexibility, and ease of use for both researchers and
clinicians. Specifically, the thesis addresses several key research objectives:
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• Algorithm Enhancements and Automation: The first goal is to refine the
current 3D rendering algorithm by automating many of the processes
that were previously manual and time-intensive. This includes elimi-
nating the need for direct code manipulation and integrating steps into
a streamlined workflow, thus reducing the potential for user error and
making the technology more accessible for non-technical users. The al-
gorithm will also be made view-agnostic, allowing for flexible render-
ing of any apical views focused on the left ventricle (LV), which in turn
improves the coverage of under-sampled areas and enhances data rep-
resentation.

• User Interface and Clinical Usability: To make the technology more acces-
sible for widespread clinical use, a graphical user interface (GUI) will
be developed to consolidate all functionalities. This interface will sim-
plify the complex processes involved in EWI, facilitating smoother in-
teractions for users and reducing the time required for data processing.
These upgrades aim to enable users to visualize 3D electromechanical
maps in real time.

• Co-registration of EWI Data with Patient CT Scans: Another central aim
of this thesis is to enhance the anatomical accuracy of the electrome-
chanical activation maps by achieving spatial registration between 3D-
rendered EWI data and patient-specific CT scans. By projecting the
EWI-derived activation data onto the CT-based anatomical shell, this
research introduces a novel technique for integrating electromechani-
cal and anatomical information. This fusion of modalities is expected
to deliver a more personalized and spatially precise representation of
cardiac activity, thereby improving the clinical relevance of the maps in
diagnosing and treating complex arrhythmias.

By addressing these objectives, this thesis aims to not only improve the accu-
racy and efficiency of 3D-rendered EWI rendering but also to position it as a
robust, clinically viable tool for studying and treating various cardiac condi-
tions. Through a combination of algorithmic refinements, enhanced visual-
ization techniques, and user-centered design, the work presented here seeks
to push the boundaries of current EWI technology, making it more adaptable,
reliable, and easier to implement in clinical settings.

1.3 Thesis Outline

This thesis is organized into five chapters to guide the reader through the
research on advancing Electromechanical Wave Imaging (EWI) technology.
It begins with foundational concepts and progressively delves into specific
methodologies, results, and discussions related to two main topics of inves-
tigation.

The Literature Review (Chapter 2) provides an extensive background on
heart anatomy, function, and the clinical significance of arrhythmias. It re-
views current clinical imaging techniques used for arrhythmia localization,
such as electrocardiography, echocardiography, and intracardiac mapping,
as well as research methods like Electrocardiographic Imaging (ECGi) and
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Electromechanical Wave Imaging (EWI). The thesis is then divided into the
two main sections, each focusing on a key area of research.

Chapter 3 discusses the advanced 3D rendering algorithm development
for 2D EWI. A more detailed focus is placed on EWI, describing its prin-
ciples, the physics behind echocardiography, and current methods for 3D
rendering of electromechanical maps, setting the stage for subsequent tech-
nical advancements explored. It outlines the methodology for refining the
3D rendering EWI algorithm to improve accuracy, efficiency, and clinical us-
ability and describes the steps taken to automate manual processes, imple-
ment view-agnostic rendering, and develop a user-friendly graphical inter-
face. The results and discussion section compares improvements in render-
ing performance and usability with the original algorithm and evaluates the
benefits for real-time clinical applications.

Chapter 4 shifts focus to the 3D Registration of EWI and CT Models. This
section explores the spatial integration of electromechanical data from EWI
with patient-specific anatomical models derived from CT scans. The chapter
presents the methodologies used for achieving this registration, including the
Iterative Closest Point (ICP) and Non-Rigid ICP algorithms. It then discusses
the results of the registration process and evaluates its clinical significance,
with a focus on the potential for enhanced anatomical accuracy and person-
alized treatment. Like Chapter 3, it includes dedicated methods, results and
discussion sections.

Finally, in Chapter 5, the Conclusions and Future Work, the thesis pro-
vides an overarching discussion of the findings from both main sections, in-
tegrating the outcomes of the advanced rendering and 3D registration pro-
cesses. This chapter addresses the broader implications of the research, dis-
cusses the limitations encountered during the study, and outlines potential
future directions for further refinement of EWI technology. The chapter con-
cludes by reflecting on the potential impact of these advancements on clinical
practice and the management of cardiac arrhythmias.

1.4 Disclaimer

This work was completed in partial fulfillment of the requirements for the
Master of Science degree in the Translational Engineering in Health & Medi-
cine program, within the School of Electrical and Computer Engineering. The
research and development described in this thesis were conducted in collab-
oration with the Ultrasound and Elasticity Imaging Laboratory at Columbia
University in the City of New York. All work, data, and results presented in
this thesis are the intellectual property of Dr. Elisa Konofagou and Columbia
University in the City of New York. All images used in this thesis were either
created by the author or adapted from external sources. A detailed table of
image sources is provided in Appendix B for reference.
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Chapter 2

Literature Review

2.1 Heart Anatomy and Function

The heart is one of the most vital organs in all living beings, serving as a cen-
tral component of the cardiovascular system. It is a muscular organ respon-
sible for ensuring continuous and efficient circulation of blood throughout
the body. As part of the circulatory system, the heart functions as a pump,
transmitting oxygenated blood to tissues while also receiving deoxygenated
blood for reoxygenation, thus maintaining the cycle of circulation.

In the standard anatomical position (upright body, facing forward, arms
at the sides, and legs parallel), the heart is situated between the lungs be-
neath the sternum, with its lower tip, or apex, pointing slightly to the left.
Here, left and right are referenced in terms of anatomical orientation. Struc-
turally, the heart is divided into four chambers: the upper left and right atria,
and the lower left and right ventricles, all of which are surrounded by ro-
bust muscular walls. A thick wall of muscle named septum separates the
left and right side of the heart. The left atrium communicates with the left
ventricle via the mitral valve, while the right atrium is connected to the right
ventricle through the tricuspid valve. Additional heart valves include the
pulmonary and aortic valves, all of which function as one-way valves to pre-
vent backflow. The left ventricular outflow tract (LVOT), located within the
left ventricle, connects to the aorta and facilitates the flow of oxygenated
blood from the heart to the rest of the body. Several major blood vessels
are directly associated with the heart’s chambers to facilitate circulation, in-
cluding the aorta, pulmonary artery, pulmonary veins, and the superior and
inferior venae cavae. The anatomical positioning of the heart within the tho-
racic cavity and a detailed schematic of its internal structures are shown in
Figure 2.1. The heart muscle, or myocardium, also requires its own oxygen
supply, which is delivered by the coronary arteries.

Several anatomical regions can be identified around the left ventricular
(LV) walls based on their orientation within the thoracic cavity. The posterior
region refers to the area of the LV facing the spine, while the inferior region
lies closest to the sternum. The septal region comprises the walls of the sep-
tum and can be further subdivided into the anteroseptal and posterior septal
segments, based on their proximity to the anterior or posterior aspects of the
heart. Finally, the region towards the patient’s left side is termed the lateral
region. The lateral wall can be further categorized depending on its position
relative to adjacent areas: the anterolateral or posterior lateral regions.

A simplified overview of a normal cardiac cycle is shown in Figure 2.2
and can be described as follows: during a period of relaxation, deoxygenated
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Figure 2.1: (a) Anatomical positioning of the heart relative to the human chest, showing the
ribs and heart location within the thoracic cavity. (b) Detailed schematic of the heart’s key
internal structures, including the left and right ventricles, atria, valves, and major arteries.

blood enters the right atrium via the superior and inferior venae cavae. It
then passes through the tricuspid valve into the right ventricle, which sub-
sequently contracts, pushing blood through the pulmonary valve into the
pulmonary artery, where it is transported to the lungs for oxygenation. Si-
multaneously, oxygenated blood from the lungs returns to the left atrium via
the pulmonary veins. It is then passed through the mitral valve into the left
ventricle, where it is ejected through the aortic valve into the aorta for sys-
temic distribution. This process is continuous, with both sides of the heart
working in tandem. The cyclical nature of cardiac function relies on alter-
nating phases of contraction and relaxation, known as systole and diastole,
respectively. Systole refers to the contraction phase, where blood is actively
ejected from the ventricles, while diastole refers to the relaxation phase, al-
lowing for ventricular filling[15, 16].

The coordinated contraction and relaxation of the heart during systole
and diastole is regulated by a highly precise and timely activation of specific
nodes within the myocardium, composed of specialized cells, the cardiomy-
ocytes. These nodes form part of an intricate electrical conduction system,
which activates with each cardiac cycle to synchronize myocardial contrac-
tions and ensure efficient blood flow between the heart’s four chambers. In
a healthy heart, electrical activity originates in the sinoatrial (SA) node, of-
ten referred to as the heart’s natural pacemaker. The SA node is located in
the upper portion of the right atrial wall and generates an action potential
that initiates an electrical impulse. This impulse travels through the heart’s
conduction pathways, inducing coordinated contraction of the myocardium.
The components of the heart’s electrical conduction system include the SA
node, the atrioventricular (AV) node, the bundle of His, and the Purkinje
fibers. Figure 2.3 illustrates the conduction system, highlighting these key
components.

Once the electrical signal is generated by the SA node, it propagates through
the atria, causing atrial contraction. It then reaches the AV node, located at
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Figure 2.2: Visual representation of the heart’s function during diastole (left) and systole
(right), illustrating key structures with arrows indicating the direction of blood flow.

the junction of the atria and ventricles, where the impulse slows momentar-
ily to allow for the complete transfer of blood from the atria to the ventricles.
The signal then travels through the bundle of His, which divides into the
right and left bundle branches, facilitating the conduction of the impulse to
the ventricles. From here, the signal spreads via the Purkinje fibers, initiating
a coordinated contraction of the ventricles. The distribution of Purkinje fibers
across both ventricles ensures that ventricular contraction occurs at multiple
initiation points, leading to efficient blood ejection[15, 16, 17].

The entire process of electrical conduction can be visualized in a standard
electrocardiogram (ECG). The ECG waveform provides a graphical repre-
sentation of the electrical activity within a single cardiac cycle. This cycle is
reflected in the PQRST complex, a series of distinct deflections corresponding
to different stages of cardiac depolarization and repolarization[18], as shown
in Figure 2.4. The figure illustrates a typical ECG waveform and highlights
the corresponding events per segment during one cardiac cycle. Depolariza-
tion refers to the process by which cardiac cells undergo an electrical change
that triggers muscle contraction, while repolarization is the subsequent re-
turn of the cells to their resting electrical state.

A healthy heart functions under normal sinus rhythm (NSR), in which
the electrical impulses originate from the SA node and follow the previously
described conduction pathway. In NSR, the timing between consecutive
depolarizations of the atria, represented by consistent intervals between P
waves, remains constant. The complete cardiac cycle is typically completed
in approximately 0.8 seconds[17, 18]. However, there are numerous factors
that can impair the proper functioning or conduction of the human heart.
A weakened heart muscle, often leading to heart failure, compromises the
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Figure 2.3: Illustration of the electrical conduction system of the human heart, highlighting
the key components: the sinoatrial (SA) node, atrioventricular (AV) node, bundle of His, and
Purkinje fibers.

Figure 2.4: Electrocardiogram (ECG) displaying a typical PQRST waveform, with corre-
sponding events during one cardiac cycle.
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heart’s ability to pump blood efficiently. Valvular diseases can allow for
the backflow of blood, disrupting normal circulation, while structural and
functional changes in the heart muscle, such as those caused by cardiomy-
opathies or ischemia, can further hinder cardiac performance. Additionally,
arrhythmias—irregular heartbeats resulting from a malfunction in the heart’s
electrical conduction system—pose significant challenges. To diagnose and
plan treatment for these conditions, clinicians commonly rely on a variety of
modalities. These include electrocardiography (ECG) for monitoring electri-
cal activity, computed tomography (CT) for structural assessment, magnetic
resonance imaging (MRI), and echocardiography using ultrasound for func-
tional evaluation. While these tools are vital, new technologies and advance-
ments in the field of cardiology are continually being developed to enhance
diagnosis and treatment.

2.2 Arrhythmias and Their Clinical Importance

An irregular heartbeat—whether it’s too fast, too slow, or has an uneven
rhythm—is classified as an arrhythmia and any disruption to the heart’s con-
ducting system can cause an irregular heartbeat. If the cells producing the
electrical signals do not work properly, if those signals do not follow the nor-
mal conductive route, or if the heartbeat is initiated from any part of the heart
other than the SA node, it can result in an irregular heart beat.

In general, a broad distinction of arrhythmias is based on the heart rate.
Heart rates greater than 100 beats per minute fall into the category of tachy-
cardia, while a heart rate of less than 60 beats per minute is considered brady-
cardia. Depending on the origin of the irregular beat, tachycardia can be fur-
ther categorized into ventricular arrhythmias, if the origin is below the AV
node, or supraventricular arrhythmias (SVTs) (or atrial arrhythmias), if the
origin is above the AV node. Another categorization can be made by the du-
ration of the QRS complex on an ECG. Narrow QRS complex tachycardias
(less than 120 milliseconds) include sinus tachycardia and atrial tachycardia,
while wide QRS complex tachycardias (120 milliseconds or more) are clas-
sified into monomorphic and polymorphic types, including ventricular fib-
rillation[19]. Finally, arrhythmias can be grouped based on their underlying
mechanisms into focal arrhythmias, caused by abnormal impulse formation,
and reentrant arrhythmias, caused by conduction disturbances that result in
circular electrical patterns within the heart[20].

Supraventricular tachycardias affect the upper chambers of the heart and
include conditions like atrial fibrillation (AFib), atrial flutter (AFL), and atrial
tachycardia (AT). In AFib, the chaotic nature of the signals at the upper atria
floods the SA node and leads to an irregular and often very rapid heart
rhythm[21]. AFL and AT are both characterized by a faster-than-normal
heartbeat but differ in their ECG patterns and origins[22]. On the other hand,
ventricular arrhythmias impact the lower chambers of the heart and include
ventricular tachycardia (VT), ventricular fibrillation (VFib), and premature
ventricular contractions (PVCs). Like AFib, VFib is an irregular heartbeat
caused by an electrical malfunction. However, while AFib can persist for
years with manageable symptoms, VFib is far more severe, often leading to
sudden cardiac arrest within minutes if not treated immediately. PVCs occur
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when the electrical signal originates in the ventricles rather than the SA node,
resulting in an abnormal heartbeat.

Heart disorders, like coronary artery disease, heart valve disorders and
heart failure, are among the most common causes of arrhythmias. Some ar-
rhythmias may be caused by anatomical abnormalities present at birth, while
for others no cause can be identified. Changes to the electrical system of the
heart can also occur due to aging as well as drug use, prescription or not.
Heart muscle may also be damaged by many disease processes such as in-
farction, hypertension and pulmonary embolism. Symptoms include dizzi-
ness, fluttering or pounding sensations, shortness of breath, chest pain, and
forceful extra heartbeats. If left untreated, arrhythmias can cause heart, brain,
or other organs damage and can lead to life-threatening stroke, heart failure,
or cardiac arrest[10, 23, 24].

Arrhythmia treatment is dependent upon the underlying cause. Medicine
can treat rapid and irregular heartbeats in many people, but sometimes can
not treat an arrhythmia adequately and more invasive procedures are re-
quired. The most common alternative for arrhythmia treatment is catheter
ablation that uses flexible catheters that reach the heart through the blood
vessels. Some catheters have specialized tips to record and locate the arrhyth-
mogenic site, while others can send radiofrequency (RF) waves, extremely
cold temperatures, or laser light to scar the area and prevent the abnormal
signals from forming. Catheter ablation is an extremely invasive procedure,
and accurate location of the ablation site is important to reduce the procedure
time and maximize the success of the procedure. Another approach is car-
diac resynchronization therapy (CRT), where an implanted device delivers
an electrical pulse to depolarize the myocardium, coordinating the function
of the left and right ventricles through a pacemaker[25].

Understanding the various types of arrhythmias, their causes, and their
symptoms is essential for accurate diagnosis and effective treatment. Pre-
cise localization of arrhythmias is critical for selecting the appropriate clinical
interventions and customizing treatment plans. Advances in imaging tech-
niques have significantly improved our ability to pinpoint arrhythmogenic
sources, facilitating more accurate diagnoses and better patient outcomes.

2.3 Cardiac Imaging Techniques for Arrhythmia Localization

A variety of imaging techniques are used to visualize the heart and pinpoint
areas of abnormal electrical activity. In clinical practice, the most commonly
used methods include electrocardiography, echocardiography, and intracar-
diac mapping. Over time, advanced research techniques have emerged to
provide more detailed insights into the heart’s electromechanical function.
Two notable examples, Electrocardiographic Imaging (ECGi) and Electrome-
chanical Wave Imaging (EWI), are explored further in this chapter. Each of
these techniques has its own advantages and limitations, which are discussed
in detail.
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2.3.1 Clinical Modalities

Electrocardiography (ECG)

The electrocardiogram (ECG), first invented in 1903, remains the primary
noninvasive tool for diagnosing and localizing cardiac arrhythmias[12]. It is
a simple, noninvasive test that can be easily performed on any patient. It
works by recording the heart’s electrical activity through electrodes placed
on specific locations on the body. The ECG captures electrical signals gen-
erated by the depolarization and repolarization of myocytes in the atria and
ventricles, producing distinct waveforms corresponding to different phases
of the cardiac cycle[16].

The standard 12-lead configuration includes nine electrodes placed on the
chest and torso, with the remaining three on the right arm, left arm, and left
ankle. The recorded electrical signals are displayed as voltage over time and
are categorized into three main waveforms: the P wave (representing atrial
depolarization), the QRS complex (ventricular depolarization), and the T
wave (ventricular repolarization). The P wave typically lasts between 80–100
milliseconds, with the QRS complex following approximately 200 millisec-
onds after the onset of the P wave and lasting around 100 milliseconds[16,
18, 26].

Clinicians use ECGs to assess (1) conduction disturbances, (2) myocar-
dial infarction or ischemia, (3) atrial or ventricular hypertrophy, and (4) elec-
trolyte imbalances or drug-induced effects. In particular, ECGs are integral
in diagnosing arrhythmias, ischemic heart disease, and other cardiac con-
ditions. For patients with infrequent or intermittent symptoms, continuous
monitoring through a Holter monitor, which records ECG data over 24 hours
or longer, is often employed[12, 16]. Several key intervals and segments in an
ECG trace are routinely evaluated by clinicians. These include the P-R inter-
val, QRS duration, S-T segment, and Q-T interval. Prolonged P-R intervals
suggest delayed conduction through the atrioventricular (AV) node, while a
wide QRS complex points to delays in ventricular conduction through the
bundle of His and Purkinje fibers. Abnormalities in the S-T segment, such as
elevation or depression, can indicate conditions like myocardial infarction,
coronary artery disease, or pericarditis. Additionally, a prolonged Q-T inter-
val suggests delayed repolarization of the cardiomyocytes[16, 26].

Figure 2.5 illustrates five common ECG irregularities. In cases of second-
degree (partial) block (Figure 2.5a), which occurs when some but not all sig-
nals from the atria fail to reach the ventricles, the P waves are intermittently
not followed by QRS complexes, indicating a disruption in signal transmis-
sion between the atria and ventricles. Atrial fibrillation (Figure 2.5b) is char-
acterized by chaotic electrical activity prior to the QRS complex, resulting in
irregular intervals between ventricular contractions. Ventricular tachycardia
(Figure 2.5c) features an abnormal QRS complex shape, reflecting a rapid, un-
coordinated ventricular rhythm. In ventricular fibrillation (Figure 2.5d), the
absence of organized electrical activity leads to ineffective ventricular con-
tractions and poses a life-threatening risk. Finally, third-degree block (Fig-
ure 2.5e) shows complete dissociation between P waves and QRS complexes,
where the SA node’s signals are blocked at the AV node, causing indepen-
dent atrial and ventricular rhythms. Distinguishing between the different
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wave patterns on the ECG is crucial for diagnosing and differentiating vari-
ous cardiac arrhythmias.

However, ECGs are limited in that they primarily detect electrical dis-
turbances and cannot directly identify structural abnormalities such as ar-
terial blockages and do not always reveal the location origin. Additionally,
ECG interpretation is subject to variability depending on the quality of the
recorded data and the experience of the practitioner analyzing it. Because
the electrodes are placed externally, minimizing patient movement is criti-
cal to reduce signal interference from other sources, such as skeletal muscle
activity. External factors, like obesity, can further complicate the interpre-
tation of ECGs[27]. To assist in arrhythmia localization, various algorithms
have been developed to analyze ECG data and provide clinical insights[16].
While these algorithms demonstrate high accuracy (90-93%)[28, 29, 30, 31]
for detecting accessory pathways and focal atrial tachycardias (ATs), their ef-
fectiveness is lower for ectopic ventricular rhythms, with accuracies ranging
from 72-82%[32, 33, 34]. Despite these advancements, algorithmic perfor-
mance tends to be less reliable in real-world clinical practice due to a variety
of external and patient-specific factors[35].

Echocardiography

Echocardiography is a widely used non-invasive imaging modality that uti-
lizes ultrasound technology to assess cardiac structure and function. First
introduced for cardiovascular diagnosis by Edler and Hertz in 1954, it has
since undergone significant advancements and is now an essential tool in
the diagnosis, management, and follow-up of patients with various heart
diseases. Compared to other imaging modalities, transthoracic echocardiog-
raphy (TTE) remains the most commonly employed due to its non-invasive
nature, absence of risks or side effects, and ability to provide real-time imag-
ing of the heart[36].

The fundamental component of an echocardiography system is the trans-
ducer, which both transmits and receives ultrasound waves. These waves
propagate through the body, interact with various cardiac structures, and re-
turn to the transducer, which are then analyzed to generate images. These
images, known as echocardiograms (or simply "echos"), can be displayed in
two-dimensional (2D) or three-dimensional (3D) formats depending on the
mode of imaging utilized. Several imaging modes exist, each offering unique
advantages. A-mode (Amplitude mode) displays the amplitude of returning
echoes, B-mode (Brightness mode) produces a 2D cross-sectional image of
the heart, while M-mode (Motion mode) visualizes the motion of heart struc-
tures over time, providing valuable temporal data on valve movement and
chamber dynamics. Strain imaging is used to assess myocardial deforma-
tion, offering insights into regional heart function. Contrast echocardiogra-
phy uses contrast agents to enhance visualization of cardiac structures, par-
ticularly when traditional echocardiography produces suboptimal images.

Cardiac sonographers or trained physicians typically perform echocar-
diography using phased-array transducers that operate at frequencies rang-
ing from 2 to 15 megahertz (MHz). These transducers are positioned at spe-
cific anatomical locations on the chest or abdomen, with different angles and
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Figure 2.5: Comparison of five abnormal ECG patterns. (a) Second-degree (partial) block,
showing P waves not consistently followed by QRS and T waves. (b) Atrial fibrillation, with
abnormal electrical activity and increased frequency between QRS complexes. (c) Ventric-
ular tachycardia, characterized by an unusual QRS complex shape. (d) Ventricular fibrilla-
tion, displaying a complete lack of normal electrical activity. (e) Third-degree block, where
P waves are not followed by QRS complexes, indicating that some SA node impulses do not
reach the AV node.
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orientations used to capture various imaging planes. Figure 2.6 illustrates the
placement of the transducer on a human subject during the imaging process,
as well as an example B-mode echocardiographic image showing key cardiac
structures such as the LA, the LV, the RA, and the RV.

Echocardiography can be broadly categorized into three types, each offer-
ing specific insights into cardiac function and anatomy. Transthoracic Echocar-
diography (TTE) is the most commonly performed type of echocardiography.
It is a non-invasive procedure in which the ultrasound transducer is placed
on the chest wall to obtain real-time images of the heart. TTE provides crit-
ical information regarding heart size, function, valve abnormalities, and the
presence of pericardial effusion. The various views obtained during a TTE
exam allow for a thorough assessment of different cardiac structures, such as
the left and right ventricles, atria, and valves. Its ease of use, low cost, and
lack of patient risk make it ideal for routine clinical evaluation.

Transesophageal Echocardiography (TEE) involves placing a specialized
ultrasound probe into the esophagus to obtain clearer images of the heart,
particularly the posterior structures. Figure 2.7a illustrates the TEE proce-
dure, where the probe is positioned near the posterior heart wall for opti-
mal imaging. This technique is especially valuable when TTE images are
suboptimal, such as in patients with obesity or lung disease. TEE provides
detailed imaging of the atria, valves, and thoracic aorta, making it useful
in detecting clots, assessing valve pathologies, and guiding interventional
procedures. However, TEE is more invasive than TTE and requires patient
sedation, which limits its routine use to specific clinical scenarios.

Intracardiac Echocardiography (ICE) is a specialized echocardiographic
technique in which an ultrasound probe is inserted into the heart via a catheter.
Figure 2.7b depicts the ICE procedure, showing the probe being introduced
through the inferior vena cava (IVC) to provide real-time internal imaging
during catheter-based interventions, such as atrial septal defect closure or
ablation therapy for arrhythmias. ICE offers high-resolution images and pre-
cise guidance for procedures that require transseptal punctures or access to
the left atrium[36, 37].

Echocardiography is useful for the management of a wide range of car-
diovascular conditions and allows for the assessment of both anatomical and
functional aspects of the heart. Key clinical applications include evaluation
of cardiac structure like wall thickness, chamber size, and the presence of
congenital defects. It can also assess valve function and is employed pre-
and post-operative evaluations of cardiac surgeries. It is also useful for left
and right ventricular function assessment, detection of pericardial conditions
and guidance of catheter-based interventions during surgery[38]. This infor-
mation is vital not only for diagnosis but also for surveillance, management,
and post-procedural assessment of arrhythmias[36, 39].

Recent advancements in three-dimensional echocardiography (3D echo)
have further enhanced the capabilities of echocardiography by providing
more accurate assessments of heart function and volume, as well as improved
visualization of complex structures, such as the mitral valve and left atrium.
This technology allows for more reproducible measurements compared to
2D echocardiography and is increasingly used in surgical planning and in-
terventions. However, 3D echo requires greater technical expertise and is not
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Figure 2.6: (a) Illustration of a human subject lying down with an echocardiography trans-
ducer placed on the chest, demonstrating the transducer’s movement during the imaging
process. (b) Example B-mode echocardiographic image displaying key cardiac structures,
including the left atrium (LA), left ventricle (LV), right atrium (RA), and right ventricle (RV).

Figure 2.7: (a) Diagram illustrating the procedure of transesophageal echocardiography,
with the probe inserted through the esophagus to position the tip near the posterior heart
wall for imaging. (b) Diagram showing intracardiac mapping, where the probe is introduced
through the inferior vena cava (IVC) and positioned inside the heart, enabling internal scan-
ning of cardiac structures.

as widely available as standard 2D imaging[40].
Overal, echocardiography, and especially TTE, provides real-time images

from the heart. Images can be obtained quickly with the least patient discom-
fort. It is designed to be portable and used as a bedside imaging modality. It
gives comprehensive information regarding the cardiac structure and func-
tion and the hemodynamic flow at a relatively inexpensive cost. Despite its
many advantages, echocardiography image assessment can be affected by
patient factors such as obesity[41], obstructive lung disease, or an inability
to hold their breath, which can lead to suboptimal visualization of cardiac
structures. Additionally, echocardiography is highly operator-dependent, re-
quiring the sonographer to have extensive knowledge of instrumentation,
anatomy, and pathology to obtain accurate and diagnostically useful images.
Artifacts may also arise due to natural barriers such as the rib cage, further
complicating image acquisition[37, 42].
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Intracardiac Mapping

Intracardiac mapping is the foundation in the diagnosis and treatment of car-
diac arrhythmias. This technique involves the use of one or more catheters
with specialized tips, which are inserted into the heart chambers to collect
data directly from the myocardial walls. These catheters are typically equip-
ped with electrodes that can record electrical activity, allowing for precise
mapping of the heart’s conduction system. Intracardiac mapping is fun-
damental in guiding ablation therapies, as it provides critical information
needed to differentiate between healthy myocardium and scar tissue. Fur-
thermore, it enables the creation of 3D activation maps that localize areas of
abnormal electrical activity, which is essential in identifying arrhythmogenic
regions during catheter ablation procedures. Catheter-based mapping can be
classified into two main types: contact and non-contact mapping. In contact
mapping, the catheter makes direct contact with the heart walls, providing
highly localized data. In contrast, non-contact mapping allows for the acqui-
sition of electrograms without direct contact, using methods such as inverse
algorithms to reconstruct the electrical activity. Both techniques have demon-
strated considerable value in localizing arrhythmias, with multiple catheters
often deployed simultaneously to compare signals from different sites and
improve accuracy in identifying the origins of arrhythmic activity. This ca-
pability of simultaneous data collection is particularly useful in pinpointing
the precise locations of abnormal electrical conduction[26, 43, 44].

Intracardiac mapping techniques are often tailored to the specific type
of arrhythmia—whether focal or reentrant—and the pacing maneuvers used
during the procedure. In activation sequence mapping, the arrhythmogenic
site is identified by timing the onset of successive electrograms recorded from
the catheter, relative to a reference signal. For focal arrhythmias, the site ex-
hibiting the earliest electrogram is determined to be the origin of the abnor-
mal rhythm. Pace mapping is another technique, particularly useful for focal
tachycardias. It is based on the principle that stimulating an arrhythmogenic
site will produce a 12-lead ECG identical to spontaneous arrhythmia. This
technique involves pacing different regions of the heart to match the ECG
patterns observed during the arrhythmia, thereby localizing the arrhythmic
source. For reentrant arrhythmias, such as atrial flutter, entrainment map-
ping is widely used. This technique involves pacing maneuvers to "capture"
the tachycardia circuit, allowing clinicians to determine whether the arrhyth-
mia is part of a reentrant loop. This is critical for diagnosing and treating
reentrant arrhythmias, where the abnormal rhythm circulates through a spe-
cific pathway[26, 45, 46].

Modern advances in intracardiac mapping have led to the development of
electroanatomic mapping (EAM) systems, which combine both electrical and
anatomical data to generate detailed 3D models of the heart. These systems
localize catheters in real time and track their movements to create accurate
3D geometry of the heart chambers during a procedure. Some of the most
widely used commercial systems include Carto, EnSite, and Rhythmia, each
utilizing different techniques for catheter localization[26, 46, 47]. Addition-
ally, electrograms recorded from the heart’s surface can be used in inverse
algorithms to reconstruct 3D potential maps. The prerequisite for this pro-
cess is the availability of geometrical data, which can be obtained through
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imaging modalities like CT, MRI, or intracardiac echocardiography (ICE)[44].
ICE is a complementary technique that differs from traditional electrogram-
based mapping. Instead of using electrical data, ICE relies on an ultrasound
catheter to produce real-time anatomical images of the heart. ICE is espe-
cially valuable during catheter ablation procedures, improving both safety
and efficacy by providing real-time feedback on catheter placement. While
ICE primarily focuses on anatomical imaging, it can be used in conjunction
with intracardiac mapping to enhance procedural outcomes.

EAM systems have become a vital tool in the precise diagnosis and treat-
ment of tachycardias, particularly in guiding catheter ablation procedures.
One of the primary benefits of EAM is its ability to localize arrhythmias with
similar success rates to traditional methods, but with reduced radiation ex-
posure and procedure time, making it particularly valuable for managing a
variety of rhythm abnormalities[48, 49, 50]. Despite its advantages, intracar-
diac mapping remains a highly invasive procedure. The insertion of catheters
into the heart carries inherent risks, including infection, bleeding, and poten-
tial damage to the cardiac tissue. Additionally, the specialized equipment
and expertise required to perform EAM come with substantial costs, limiting
its availability in some healthcare settings. Mapping complex arrhythmias
can also be time-intensive, which may prolong the procedure and increase
patient discomfort. While EAM systems provide critical information that im-
proves the precision of arrhythmia localization and treatment, they should
not be used in isolation. Relying solely on EAM could result in inaccurate
diagnoses or incorrect localization of arrhythmic sites. In some cases, this
may lead to the creation of ineffective or misleading activation maps. There-
fore, EAM should be integrated with other diagnostic modalities and clinical
insights to ensure accurate mapping and optimal patient outcomes[51].

2.3.2 Research Techniques

Electrocardiographic Imaging (ECGi)

Electrocardiographic imaging (ECGi) was developed to overcome the lim-
itations of conventional ECG techniques, providing a more comprehensive
assessment of cardiac electrical activity. As a non-invasive, multi-lead, imag-
ing modality, ECGi significantly improves upon the standard 12-lead ECG
by offering a 3D representation of the heart, along with activation maps that
display the timing and location of electrical events. This additional detail
enhances the diagnostic utility of ECGi, making it particularly valuable in
the preoperative planning phase for more invasive procedures such as elec-
trophysiology studies. By providing detailed activation maps, ECGi can ac-
curately pinpoint the origin of arrhythmias like tachycardia, thus guiding
the procedure and improving outcomes. Moreover, ECGi is increasingly em-
ployed in patients undergoing cardiac resynchronization therapy (CRT) to
assess treatment progression, monitor the electrophysiological response, and
assist in selecting candidates and optimizing lead placement[52, 53, 54, 55].

Building on the foundations of the traditional 12-lead ECG, ECGi uses
multi- electrode arrays placed across the body or chest, combined with 3D
imaging techniques such as computed tomography (CT) or magnetic res-
onance imaging (MRI), to reconstruct an electroanatomic map of the heart
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Figure 2.8: Overview of the electrocardiographic imaging (ECGi) procedure. ECGi begins
with recording body surface electrocardiograms (ECGs) using 256 electrodes. Cardiac com-
puted tomography (CT) is then employed to create a patient-specific heart and torso geom-
etry. By combining these data, epicardial potentials are mathematically reconstructed.

(Figure 2.8). This technique is based on the principle that the heart’s electri-
cal activity propagates through the torso, which acts as a passive conductor.
By recording electrical signals from the body surface, clinicians can estimate
the electrical potentials on the heart’s surface, thus reconstructing the epicar-
dial electrical activity from non-invasive measurements. The reconstruction
process relies on anatomical data derived from CT or MRI scans, and sophis-
ticated computational algorithms are used to solve the inverse problem of
electrocardiography—i.e., determining the cardiac electrical source respon-
sible for the observed body-surface potentials. Several models have been
developed to adapt ECGi to different diagnostic requirements. For example,
the Equivalent Double Layer (EDL) model can represent electrical activity in
all four cardiac chambers, including the epicardium and endocardium, while
3D Cardiac Electrical Imaging is primarily focused on the ventricles, offering
3D estimates of electrical activation timing throughout the myocardium [12,
16, 53].

ECGi has been extensively validated through multiple studies involving
both animal and human models. It has been shown to accurately capture
cardiac electrical activity during various conditions, including normal sinus
rhythm, ventricular pacing, and atrial flutter. Unlike standard ECG, ECGi
can provide detailed visualizations of both activation and repolarization pat-
terns[56, 57, 58, 59]. Reported reconstructions offer a spatial accuracy of
approximately 10 mm, providing precise localization of abnormal electrical
sources[52, 54].

Despite its clinical benefits, ECGi presents certain challenges. The method
is highly dependent on the clinical application in question, as different pa-
rameters must be optimized for each case. Additionally, the procedure can
be time-consuming, requiring specialized expertise not only to perform the
imaging but also to interpret the results[55]. Electrode placement, a critical
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factor in the accuracy of ECGi, is often labor-intensive and may extend pro-
cedure times. While some systems utilize pre-constructed electrode vests,
the number of electrodes used can vary significantly, with some manufactur-
ers using up to 300 electrodes to ensure adequate body-surface coverage[60].
Furthermore, the need for CT or MRI imaging, particularly the exposure to
radiation in the case of CT, introduces further complexity and limits ECGi’s
use to well-equipped clinical settings. The development of faster, more user-
friendly systems and the integration of ECGi with other imaging modalities
are crucial steps towards broader adoption and improved accessibility.

Electromechanical Wave Imaging (EWI)

Electromechanical Wave Imaging (EWI) is an ultrasound-based modality ca-
pable of non-invasively generating two-dimensional maps of the heart’s elec-
trical activation in real time. EWI functions by tracking the electromechanical
activity of the myocardium, specifically the mechanical deformations that oc-
cur as a result of electrical activation during the cardiac cycle. These mechan-
ical waves, which follow the propagation of electrical signals throughout the
myocardium and cardiac chambers, can be captured to determine the tim-
ing of electromechanical activation. This activation is defined as the moment
when the myocardial tissue transitions from a relaxed to a contracted state.
By capturing this event at each point along the myocardium, a detailed map
of the electrical activation wave propagation can be constructed[14, 61].

Full 3D EWI can capture the entire heart in three dimensions in a sin-
gle heartbeat, providing a comprehensive picture of the electromechanical
activation however its lower spatial resolution reduces its accuracy in local-
izing arrhythmias, making it spatially less accurate than 2D EWI. Further-
more, to achieve similar temporal resolution as 2D EWI—necessary for ac-
curately capturing the electromechanical wave—full 3D EWI requires four
Vantage 256 ultrasound systems, which drastically increases both cost and
operational complexity. These constraints make bedside use and widespread
clinical adoption challenging. Given these limitations, 3D-rendered EWI has
become a practical alternative for visualizing the complex 3D activation pat-
terns. In 3D-rendered EWI, 2D maps are registered and rendered in space to
create a 3D map, depicting the propagation of the electromechanical wave in
a clear and accessible format[62]. This approach combines the higher spatial
resolution of 2D EWI with the spatial representation of 3D, making it both
practical and effective for clinical use.

The duration of the electromechanical wave is approximately 60 to 100
milliseconds, necessitating the use of echocardiography imaging at very high
frame rates to accurately capture the myocardial activation. EWI achieves the
required spatial and temporal resolution by significantly increasing the ac-
quisition frequency during standard transthoracic echocardiography. High-
frame rate imaging data are then correlated with the patient’s electrocardio-
gram (ECG) signals to produce precise activation maps for each myocardial
wall segment. The radiofrequency data acquired are processed alongside the
ECG data to extract wall displacements, strain patterns, and ultimately, the
electromechanical activation maps. This process is computationally efficient,
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requiring only an ultrasound scanner and a standard computer system, with
data processing times of approximately 10 minutes[14].

EWI offers several key advantages, including real-time feedback, no ra-
diation, and non-invasiveness, while also providing reproducible and angle-
independent electromechanical maps across multiple cardiac cycles, acqui-
sitions, and echocardiography views[63]. Multiple studies in both canine
models and human subjects have demonstrated EWI’s capability to accu-
rately characterize electromechanical activation in all four cardiac chambers,
both during pacing and normal sinus rhythm[64, 65]. Moreover, EWI has
shown sensitivity to detecting and mapping early-stage ischemia and assess-
ing myocardial conduction properties, making it a valuable tool for track-
ing ischemic onset and disease progression without the need for invasive
procedures[66]. Additionally, EWI has demonstrated potential in evaluating
cardiac resynchronization therapy (CRT) patients, providing crucial insights
into ventricular synchronization[67].

EWI also has significant clinical utility in the planning of ablation proce-
dures, offering improved accuracy in identifying arrhythmia origins com-
pared to traditional ECG techniques, even in cases where ECGi may fall
short[68]. EWI can map both single source[69, 70] and chaotic arrhythmias
[71]. Specifically, it has shown enhanced precision in localizing arrhythmias
such as atrial tachycardia (AT), atrial flutter (AFL), premature ventricular
complexes (PVC), and accessory pathways (AP) in Wolff-Parkinson-White
syndrome, prior to catheter ablation[35]. Figure 2.9 provides a detailed ex-
ample of EWI’s effectiveness in localizing arrhythmias before and after a suc-
cessful RF ablation. In Figure 2.9a, the EWI isochrones of a patient’s ven-
tricles before ablation show the earliest activation in the lateral LV, marked
in red. After the catheter ablation, as shown in Figure 2.9b, the earliest ac-
tivation has shifted to the septum, indicating a successful modification of
the abnormal conduction pathway. The 3D-rendered EWI isochrones further
highlight the precise location of the arrhythmia origin and the normalization
of ventricular activation post-ablation. This makes EWI a promising tool for
the non-invasive diagnosis, treatment planning, and follow-up of patients
with arrhythmias or those undergoing pacing therapies, offering a low-cost,
real-time solution even in settings with limited time or resources.
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Figure 2.9: EWI isochrones of a patient before and after successful RF ablation. Red indicates
the earliest activation and blue the latest for all isochrones. (a) (i) Four 2D EWI isochrones of
the ventricles before catheter ablation, showing the earliest activation in the lateral (LAT) LV.
(ii) 3D-rendered EWI isochrone before ablation with an arrow indicating the earliest activa-
tion site. (b) (i) Four 2D EWI isochrones of the ventricles after catheter ablation, showing the
earliest activation now in the septum. (ii) 3D-rendered EWI isochrone after ablation showing
normal ventricular activation, with an arrow marking the earliest activation site.

However, like all echocardiography-based techniques, EWI is subject to
certain limitations. Image quality is highly dependent on patient-specific
factors such as body mass index (BMI), breath-holding ability, and patient
movement during image acquisition. The sonographer’s expertise also plays
a critical role in obtaining accurate images, while anatomical obstacles such
as the lungs and ribs can impede data collection. In the generation of 3D
activation maps, there are additional challenges, including the number of
transthoracic echocardiographic (TTE) views available and maintaining con-
sistent transducer placement on the patient’s chest during imaging[62]. On-
going research aims to further refine EWI technology, with efforts focused
on improving its accuracy and predictive capabilities. Future developments
hold promise for EWI’s role in personalized arrhythmia treatments, with po-
tential adoption in clinical settings as an integral part of non-invasive ar-
rhythmia diagnosis and management. The continued evolution of EWI may
lead to more precise and tailored interventions for individual patients, ad-
vancing the field of cardiac electrophysiology.
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Chapter 3

3D Rendering of Electromechanical
Wave Imaging

3.1 Introduction

The development of accurate and efficient three-dimensional (3D) rendering
algorithms is critical to improving Electromechanical Wave Imaging (EWI) as
a clinical tool for cardiac diagnosis and treatment. The current algorithm for
generating 3D electromechanical activation maps, while functional, is limited
in several key areas. It works only with a small set of predefined echocardio-
graphic views, specifically four apical views centered around the left ven-
tricle (LV), and requires manual manipulation of code for each step of the
process. The dependence on predefined views, combined with the complex-
ity of manual user input, can hinder the broader clinical application of EWI,
especially for non-technical users. As a result, current workflows are both
time-intensive and prone to error, creating significant barriers to its effective
use in real-time clinical settings.

This chapter outlines the efforts made to overcome these limitations by
significantly improving the 3D rendering algorithm. The goal of these ad-
vancements is to create a user-friendly and accessible platform that can be
more easily adopted in clinical environments. Specifically, the enhanced al-
gorithm automates many previously manual processes, making it simpler for
non-specialist users to operate the software. Additionally, it introduces view-
agnostic capabilities that allow for flexible rendering of any combination of
apical views focused on the left ventricle, thus expanding the range of us-
able data and improving spatial coverage, particularly in previously under-
sampled areas. These upgrades are expected to reduce computation times
and streamline the entire workflow, making the system more robust, reliable,
and practical for real-time cardiac imaging.

The methodology section of this chapter delves into the principles be-
hind these improvements. It begins by providing an in-depth overview of
echocardiography, focusing on transthoracic echocardiography (TTE) and
the physical principles it is based upon. This section also reviews the imag-
ing planes and echocardiographic views relevant to EWI, to help with the
later detailed explanation of how EWI functions as a non-invasive tool for
tracking electromechanical activity within the myocardium. Following that,
a series of models demonstrating the improved capabilities of the new algo-
rithm are presented focusing on showcasing the system’s ability to render
3D activation maps from a broader range of apical views, providing greater
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flexibility and data coverage. In addition, comparative metrics between the
original and new algorithms are highlighted to quantify improvements in
accuracy, rendering times, and data representation.

Finally, the outcomes of these advancements, considering their clinical
implications are discussed exploring the strengths and potential limitations
of the new algorithm, as well as its future applications in both research and
clinical practice.

3.2 In-depth overview of Transthoracic Echocardiography

Echocardiography encompasses several methodologies, each offering unique
insights into cardiac anatomy and function. However, this thesis will not
delve into all modalities and techniques. Instead, it will focus specifically
on transthoracic echocardiography (TTE) using B-mode imaging. TTE is a
widely used, non-invasive technique that provides valuable diagnostic in-
formation by utilizing different imaging windows to assess the heart. Each
window reveals distinct cardiac structures, making it critical for a compre-
hensive evaluation of various cardiac conditions.

In this chapter, a detailed overview of TTE will be presented, starting with
foundational principles of echocardiography, covering the relevant physics
and the key imaging planes used to visualize the heart. This will be followed
by an overview of the most commonly used acquisition planes in TTE, with
emphasis on views most relevant to the objectives of this thesis. This under-
standing of TTE image acquisition and generation will serve as an essential
foundation for comprehending the methodology behind Electromechanical
Wave Imaging (EWI), the focus of this research.

3.2.1 Physics Behind Echocardiography

Sound is a form of energy transmitted through a medium via pressure waves.
Ultrasound, which refers to sound waves with frequencies exceeding 15–20
kHz, is inaudible to humans but valuable for imaging applications. These
waves are characterized by several key parameters: wavelength (λ), which
is the distance a wave travels in one cycle; amplitude (A), which describes
the maximum displacement of the wave; frequency (f), the number of cycles
per second (Hertz, Hz); intensity (I), representing the rate of energy flow
through the medium; and period (T), the time required for a complete wave
cycle. The velocity of these sound waves, V, is dependent on the medium
they pass through. For example, ultrasound waves travel at 330 m/s in air
and 1540 m/s in soft tissue[72]. The fundamental relationship governing
wave propagation is:

V = f × λ

Given that the propagation velocity in a specific medium is constant, an
increase in frequency results in a decrease in wavelength and, consequently,
shallower penetration into tissues. Conversely, lower frequencies correspond
to greater penetration but at the cost of reduced resolution (Figure 3.1).
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Figure 3.1: Diagram of a sound wave showing key characteristics: amplitude (A), period
(T), frequency (f), and wavelength (λ).

As a wave, ultrasound can be directed, reflected, refracted, and absorbed
when it encounters different tissues such as skin, chest wall, lung, pericardium,
and blood. When ultrasound strikes a boundary between two mediums, part
of the wave is reflected, while the remaining portion continues through the
medium. Scattering occurs when the wave encounters a boundary between
tissues of varying stiffness, resulting in the random dispersion of a small por-
tion of the beam. If the wave crosses into a medium with differing stiffness,
refraction alters its direction. Some of the wave’s energy is also absorbed,
converting acoustic energy into thermal energy[37, 73]. These interactions
cause the sound wave to lose both intensity and amplitude, a phenomenon
known as attenuation.

The ultrasound probe, or phased-array transducer, is the device that gen-
erates and receives these waves. It contains piezoelectric crystal elements
(PZE), which convert electrical signals into mechanical pressure waves. The
term "phased" refers to the controlled excitation of PZE elements[37, 74, 75].
In clinical use, the transducer alternates between producing and receiving
ultrasound waves, as it cannot perform both functions simultaneously. As
the waves propagate through the body, interactions with various structures
(such as bones and organs) produce reflected waves, or echoes, that return
to the transducer. These echoes provide the data necessary to create two-
dimensional ultrasound images using the pulse-echo method. By analyzing
the round-trip times and amplitudes of these echoes, clinicians can recon-
struct anatomical images[37, 73]. When waves encounter rough or irregular
surfaces, they are scattered in various directions, producing weaker signals
known as backscatter. Not all backscatter returns to the transducer for image
generation; however, it contributes to the granular patterns called speckles,
which can be tracked throughout the imaging cycle. Speckle tracking forms
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the basis for Speckle Tracking Echocardiography (STE), which is used to eval-
uate the motion of cardiac tissues[37, 76].

In brightness mode (B-mode) imaging, the amplitudes of returning echoes
are analyzed to create points of varying brightness along the ultrasound
beam’s path. These points are used to construct a 2D image by combin-
ing multiple B-mode lines. The appearance of these images is influenced by
the interaction between ultrasound waves and tissue boundaries. When the
beam strikes a smooth boundary perpendicularly, strong echoes are gener-
ated and appear as bright, highly reflective structures. However, when irreg-
ular surfaces are encountered, weaker echoes with lower amplitudes appear
as shades of gray. Structures that absorb most of the ultrasound beam, such
as fluid-filled areas, appear echo-free (black) on B-mode images[73].

The wavelength and frequency of the incident echoes influence both the
depth of penetration and the image quality. Amplitude, on the other hand,
determines the brightness of the structures visible on B-mode imaging. When
the ultrasound beam encounters a smooth tissue boundary or interface at a
90-degree angle, most of the waves are reflected directly back to the trans-
ducer. This results in strong echoes, which appear as bright, highly reflective
structures on the image. In contrast, when the ultrasound beam hits rough
or irregular surfaces, it scatters in various directions, causing weaker echoes
and producing lower-amplitude signals. These weaker echoes manifest as
shades of gray on the B-mode image. Structures that absorb most of the ul-
trasound beams, generating minimal or no reflections, appear as echo-free
(black) regions on the display. The appearance of echoes is also influenced
by the travel path of the ultrasound beam. Echoes from surfaces that are
closer to the transducer reflect back sooner, before substantial energy is lost,
and therefore appear brighter on the image. Echoes returning from deeper
tissue levels arrive later and are therefore weaker, resulting in darker areas
on the echocardiogram. Furthermore, there is a relationship between the ve-
locity of the ultrasound beam and the scaling of the image. A higher velocity
of the beam tends to produce an enlarged image on the display[73].

Considering these principles and the interplay between velocity, frequency,
and wavelength, it becomes evident how ultrasound waves of lower fre-
quency penetrate tissues more deeply but offer lower resolution due to longer
wavelengths. This allows them to travel greater distances with less attenu-
ation but compromises their ability to distinguish small structures, resulting
in lower resolution images. On the other hand, higher frequency waves have
shorter wavelengths, providing greater resolution but at the cost of limited
depth penetration due to quicker energy loss[77]. This differentiation be-
tween bright and gray areas forms the fundamental basis of B-mode echocar-
diography.

3.2.2 Imaging Planes in TTE

The heart is composed of four chambers: the left and right atria and ventri-
cles, separated by the septum. Although the two sides share structural sim-
ilarities, the heart is not a fully symmetrical organ. Furthermore, the slight
rotation of the apex, the lower portion of the heart, towards the left creates an
angular disparity between the heart’s major axis, defined by the long axis of
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the left ventricle (LV), and the body’s longitudinal axis. In most adults, this
angle is approximately 60° (Figure 3.2a,b). The long axis of the LV serves as
a critical anatomical reference point for defining standard echocardiographic
imaging planes.

With the cardiac long axis defined, three principal imaging planes are
identified around the heart: the cardiac short axis (SAX), the cardiac long
axis (LAX), and the four-chamber (4C) view, also referred to as the apical
view (Figure 3.2c). In addition to these imaging planes, the transducer can
be placed in different anatomical positions: parasternal (P), apical (A), sub-
costal (SC), or from the suprasternal notch (SSN) (Figure 3.2d). Each echocar-
diographic view is described based on three key components: the trans-
ducer’s position, the imaging plane, and the structures or regions being visu-
alized. For example, views such as the apical four-chamber (A4C) or apical
two-chamber (A2C) are commonly used for comprehensive evaluation of the
heart’s anatomy.

Echocardiographic images are obtained by placing the ultrasound trans-
ducer, with the aid of acoustic coupling gel, on specific points of the chest
or abdominal wall. By manipulating the transducer, the sonographer can vi-
sualize different cross-sections of the heart, ensuring a detailed assessment
of its structure and function. Key transducer movements include sliding, an-
gling, rotating, and tilting. The transducer is equipped with an index mark to
assist with probe positioning and orientation. This mark aids in interpreting
the orientation of the acquired B-mode images. Typically, the American So-
ciety of Echocardiography (ASE) convention is followed, wherein the index
mark corresponds to the right side of the image display, providing consistent
and interpretable anatomical images[37].

During TTE, a variety of standard views are employed to assess the struc-
tural and functional integrity of the heart. Each view offers a unique per-
spective, highlighting specific chambers, valves, and surrounding structures.
While numerous other views and viewing planes exist, such as the paraster-
nal long-axis (PLAX), parasternal short-axis (PSAX), subcostal, and supraster-
nal views, they fall outside the scope of this thesis. For the purpose of this
research, the focus will be on several key apical views and the right ventric-
ular inflow tract (RVIT) view, which are of particular relevance. These views
are essential for understanding the electromechanical properties of the heart
and contribute directly to the methods discussed in subsequent chapters.

The apical views, in particular, are among the most frequently used for
transthoracic imaging and provide critical information about the heart’s ana-
tomy and function. These views are obtained by positioning the transducer
near the true cardiac apex and directing it toward the heart’s base, allowing
for optimal visualization of the chambers and valves (Figure 3.3). Key apical
views that will be explored in detail include:

• Apical Four-Chamber (A4C) View: This is one of the most fundamental
views in echocardiography, providing a comprehensive display of all
four heart chambers (right and left atria and ventricles). The trans-
ducer is positioned at the cardiac apex aimed toward the right shoulder
with the index marker oriented toward the patient’s bed (Figure 3.4).
The A4C view offers a detailed visualization of the mitral and tricuspid
valves, as well as the inferior septum and lateral walls of the ventricles.
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Figure 3.2: (a) Human torso with heart and rib cage, illustrating the transverse plane, long
axis, and left ventricular (LV) long axis, along with the angles between these planes, demon-
strating the heart’s inclined position within the thorax. (b) Anatomical model of the human
body showing the three standard anatomical planes. (c) Heart model depicting three key
cardiac planes—short axis, apical, and medial—and the regions of the heart, including an-
terior, posterior, superior, lateral, medial, and inferior. (d) Human torso with rib cage and
heart, highlighting the echocardiographic imaging windows: parasternal, apical, supraster-
nal, and subcostal views.
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Figure 3.3: (a) Echocardiography transducer with red index marker and arrows illustrating
potential movements, including angling, rotating, and tilting. (b) Diagram showing the lo-
cation of the heart’s true apex. (c) Placement of the transducer near the true apex, aimed
toward the heart’s base to acquire apical views.

This view allows for the evaluation of ventricular size, wall motion, and
atrioventricular valve function.

• Apical Two-Chamber (A2C) View: By rotating the transducer approxi-
mately 60° counterclockwise from the A4C view, the A2C view isolates
the left-sided structures. This view focuses on the left atrium, the mitral
valve, and the left ventricle, particularly the anteroseptal and posterior
walls (Figure 3.5). The A2C view is critical for assessing the function
and morphology of the left ventricle and mitral valve.

• Apical Three-Chamber (A3C) View: Achieved through an additional 60°
counterclockwise rotation from the A2C view, the A3C (or apical long-
axis) view displays both the anterior septum and the posterolateral seg-
ments of the left ventricle, alongside the left ventricular outflow tract
(LVOT) and aortic valve (Figure 3.6). This view resembles the paraster-
nal long-axis (PLAX) view but provides a more comprehensive view of
the apex.

• Apical Five-Chamber (A5C) View: From the A4C view, the A5C view is
obtained by angling the transducer anteriorly until the LVOT and aorta
come into focus. In addition to the four chambers, this view highlights
the aortic valve, often referred to as the “fifth chamber,” making it useful
for assessing left ventricular outflow (Figure 3.7).

• Apical 3.5-Chamber (A3.5C) View: This is an intermediate view between
the A4C and A2C planes, achieved through slight counterclockwise
transducer rotation of 30° from the A4C (Figure 3.8). In this position,
the right chambers are slightly foreshortened compared to A4C. Al-
though not a standard acquisition, it is frequently used to offer a unique
perspective on the heart’s anatomy, providing additional information
about the anterior LV and RV walls and posterior septal wall that may
not be captured in standard views[62, 78].

In addition to these apical views, the Right Ventricular Inflow Tract (RVIT)
View will also be highlighted due to its importance in examining the right
heart’s function.

• Right Ventricular Inflow Tract View (RVIT): To acquire this view, the sono-
grapher begins with the probe positioned with the PLAX view. With
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Figure 3.4: (a) Illustration of the echocardiography probe positioned at the apical four-
chamber view, with a cross-section of the heart showing internal structures and the trans-
ducer marker directed toward the left side of the patient. (b) Example B-mode image of the
apical four-chamber view, with the four heart chambers clearly labeled.

Figure 3.5: (a) Illustration of the echocardiography probe positioned at the apical two-
chamber view, with a cross-section of the heart showing internal structures and the trans-
ducer marker on the left side of the patient, towards the left shoulder. (b) Example B-mode
image of the apical two-chamber view, with the heart chambers clearly labeled.
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Figure 3.6: (a) Illustration of the echocardiography probe positioned at the apical three-
chamber view, with a cross-section of the heart showing internal structures. The transducer
is rotated 60° further counterclockwise. (b) Example B-mode image of the apical three-
chamber view, with the three heart chambers clearly labeled.

Figure 3.7: (a) Illustration of the transducer tilting from the apical four-chamber view to
acquire the apical five-chamber view. (b) Illustration of the echocardiography probe posi-
tioned at the apical three-chamber view, with a cross-section of the heart showing internal
structures. (c) Example B-mode image of the apical five-chamber view, clearly labeling the
four heart chambers and the aorta.

Figure 3.8: (a) Illustration of the echocardiography probe positioned at the apical three and a
half-chamber view, with a cross-section of the heart showing internal structures. The trans-
ducer is rotated 30° clockwise from the apical four-chamber view. (b) Example B-mode
image of the apical three and a half-chamber view, with the three heart chambers clearly
labeled.
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Figure 3.9: (a) Illustration showing the location of the parasternal window in the fourth in-
tercostal space to the left of the sternum on a patient lying on their left side. (b) Illustration
of transducer positioning to achieve the parasternal long-axis (PLAX) view, aimed perpen-
dicularly towards the spine. (c) Cross-sectional view of the heart from the PLAX position,
displaying internal structures from the tip of the ventricle to the aorta. (d) Depiction of the
transducer tilting towards the patient’s right hip to capture the right ventricular inflow tract
(RVIT) view. (e) Example B-mode image of the RVIT view, with the right ventricle and atria
clearly labeled.

the patient lying in a left lateral position with the left arm behind their
head, the acoustic window is located between the 4th and 5th ribs, just
to the left of the breastbone. The transducer is aimed perpendicularly
toward the spine and the ultrasound displays a longitudinal section of
the heart from the tip of the ventricle to the aorta. Keeping the patient’s
position and the transducer’s mark orientation unchanged, the RVIT
view is obtained by tilting the transducer inferiorly toward the patient’s
right hip. Small angular adjustments might be needed for optimal visu-
alization[79, 80]. The RVIT view focuses on examination of the structure
and function of the right heart chambers, including the tricuspid valve
(TV). Portions of the right ventricle with the anterior RV wall positioned
in the upper part and the inferior RV wall in the left. To the lower part
of the acquisition, the RA is visible (Figure 3.9).

The above form the foundation of a comprehensive transthoracic echocar-
diographic examination, ensuring a thorough assessment of cardiac anatomy
and function. However, two of the major obstacles during TTE are the rib
cage and the air-filled lungs. These structures can obstruct the transmission
of the ultrasound beam, making it necessary to utilize alternative viewing
windows that avoid or minimize exposure to those tissues. Depending on
patient anatomy and clinical needs, nonstandard viewing windows may be
required to be explored. From the apical plane, there are a number of differ-
ent views that can be acquired by rotating the probe counterclockwise around
the cardiac long axis. Their orientation is not standard and depends on pa-
tient anatomy and the sonographer’s expertise.
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3.3 Introduction to Electromechanical Wave Imaging

Electromechanical Wave Imaging (EWI) is an innovative, non-invasive ul-
trasound based imaging technique, designed to track the heart’s mechanical
activity in real time. Unlike traditional techniques, which primarily focus
on the electrical conduction of cardiac tissue, EWI enables the direct cap-
ture of the myocardium’s mechanical deformations following electrical exci-
tation. This allows the visualization of the electromechanical wave propaga-
tion throughout the heart, offering insights into the functional and structural
integrity of myocardial tissue.

In this chapter, an in-depth analysis of the technical principles of EWI is
presented, with a focus on the mathematical models and algorithms used in
generating two- and three-dimensional activation maps. Starting with the ul-
trasound acquisition technique, the methodologies for estimating myocardial
displacement and strain are explained, along with the process for calculat-
ing activation timings across the myocardium. Finally, the chapter addresses
the steps involved in creating three-dimensional activation maps, offering
a detailed description of the algorithms used to construct a comprehensive
spatial representation of electromechanical activity.

3.3.1 High Frame Rate Acquisition

With the ultrasound probe coated with ultrasound gel and positioned at the
apical viewing window of the patient, apical echocardiographic views are
acquired with a Verasonics Research Vantage 256 (Verasonics Inc., Kirkland,
WA, USA) and a 2.5 MHz P-4.2 phased array (ALT P4-2, Philips, Andover,
Massachusetts). In standard 2D EWI imaging, these include the A4C, A3C,
and A2C plus the additional non-standard A3.5C view. Using a high frame
rate (2000 frames per second) single diverging wave sequence, with a vir-
tual source focused 10.2 mm behind the 64 transducer elements, ultrasound
radio-frequency signals (RF) are acquired to capture the minute movements
and deformations of the heart walls during a heart cycle. Due to the trade-
offs associated with high frame rate imaging, particularly the lower resolu-
tion and signal-to-noise ratio in B-mode reconstructions, a standard 64-line
B-mode acquisition is performed to facilitate accurate myocardium segmen-
tation. The ECG signals are also acquired synchronously with ultrasound
data.

Retrospective echocardiogram (ECG)-gating is used in order to tempo-
rally align the high frame rate acquisition with the anatomical B-mode ac-
quisition using the R-wave peak signaling the ventricular activation. ECG-
gating is a technique used to combine individual imaged sectors at different
angles over several cardiac cycles into a large field-of-view (FOV) at high
beam density while at the same time attaining high frame rates. The RF
lines of each sector from separate cycles are then combined into a full-view
2D[81]. Combination of the data obtained from each one of the elements is
called beam-forming and is performed during post-processing, resulting in
the reconstruction of one RF frame per transmit. These RF frames contain
phase information that is lost when generating B-mode images. Ultrasound
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RF frames were reconstructed in polar coordinates from the raw signals ob-
tained from the probe elements using a delay-and-sum algorithm[64]. Since
the echo of each source reaches the probe elements from different paths, the
captured signals have a similar waveform but different delays and phases.
These delays can be determined from the speed of sound in the tissue, the
distance between the elements and the distance between the source of the
echo. By applying these delays during beam-forming so that all are in phase,
the final signals can then be summed to obtain the final signal.

3.3.2 Myocardium segmentation and Axial Displacement Estimation

Initial segmentation is manually performed on the first frame of the recon-
structed B-mode image, providing a reference point. To track myocardial
motion throughout the cardiac cycle, a 1D axial RF cross-correlation method
is performed[82]. This involves comparing the reference segmentation win-
dow to other windows from different frames of ultrasound data within a
predefined search range, in this case, a 6.2 mm search window with 90%
shift overlap. The degree of similarity is quantified using a cost function,
and motion is inferred from the temporal or spatial shift between the refer-
ence window and the best-matching window. Subsequently, the computed
displacements are used to track myocardial movement on the anatomical B-
mode throughout one cardiac cycle[61, 64].

3.3.3 Axial Incremental Strain Estimation

Following displacement estimation, 1D axial incremental strains—represent-
ing the change in strain between consecutive frames— are estimated for each
pixel in the myocardium mask using a least-squares estimator with a 5 mm
kernel[83]. Cumulative strain, which reflects the total deformation accumu-
lated over time, is closely linked to incremental strain through its temporal
derivative. A significant aspect of this relationship is that when cumulative
strain reaches its extremum (either a maximum or a minimum), the incre-
mental strain approaches zero. This results in a zero-crossing point, which
may shift from positive-to-negative or negative-to-positive, depending on
the alignment of the heart wall relative to the axial estimation direction.
Radial thinning (negative strain) is associated with longitudinal lengthen-
ing, whereas radial thickening (positive strain) correlates with longitudinal
shortening. The specific zero-crossings of interest also vary with the imaging
perspective. For apical views, positive-to-negative zero-crossings are most
relevant, while in parasternal long-axis views, negative-to-positive crossings
are more pertinent, due to the orientation of the ultrasound beam in relation
to the myocardium[63, 64].

The resulting strains, incremental or cumulative, can be visualized by
color-coding them and layering them on top of the grayscale B-modes with
only the region of interest shown for better interpretation. Healthy apical
contracting tissue can have interframe strains in the order of 10−3 magni-
tude. Since the myocardial wall movement can be tracked throughout the
cycle, this can be visualized for the entire heart cycle. This can also be done
with the previously calculated displacements.
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Figure 3.10: Pipeline flowchart of EWI algorithm: 2-D images of the heart are acquired at a
high frame rate, the axial displacements, and the incremental strains of the myocardium are
estimated; the zero-crossings of the strains indicating the electromechanical activation are
detected for each point in order to generate an activation map.

3.3.4 2D Isochrone Generation

To determine the onset of myocardial contraction, the first positive-to-neg-
ative zero-crossing (negative-to-positive for parasternal long-axis views) fol-
lowing the onset of electrical activation, defined as the start of the QRS com-
plex on the electrocardiogram (ECG), is identified. For atrial contractions,
the origin is defined by the P-wave. A set of representative points on the my-
ocardium are selected, and their zero-crossings (ZC) are manually extracted
from the incremental strain curves. Since manual selection of ZC can be
time consuming and limited by inter-observer variability and operator bias
when dealing with large data populations, more recently an automated tech-
nique for ZC selection has been developed[78]. These points are then used
in a Delaunay triangulation-based cubic interpolation to generate a smooth,
continuous representation of the myocardial surface also known as the 2D
isochrone[63]. This process is repeated for each acquired view. A complete
pipeline flowchart for EWI is shown in Figure 3.10.

3.3.5 3D Rendered Isochrone Generation

The originally developed standard 3D electromechanical activation map gen-
eration algorithm[62], operates under two primary hypotheses: (a) the rela-
tive positions of all four views are organized in a theoretically ideal configu-
ration, adhering to conventional cardiac imaging practices, and (b) the apical
points and median axes of the four different views are aligned and corre-
spond to the apical points within the 3D matrix used for map construction.
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The process begins with tracing the left ventricle (LV) (or left atrium (LA)),
after which the traced points are passed into a computational function de-
signed to fit an ellipsoid shape. The major axis of this fitted ellipsoid is as-
sumed to represent the median axis of the LV, thereby defining the z-axis
direction in the resulting 3D representation. This median axis serves as a
critical reference point for the spatial orientation of the heart within the 3D
mapping space.

Following the establishment of the median axis, the algorithm proceeds
with the extraction of positional and activation time values from the two-
dimensional (2D) isochrone images. This extraction is carried out in polar co-
ordinates for precision and consistency. For each point incrementally along
the z-axis, the radial distance of each wall point is calculated using a per-
pendicular transverse axis. Activation timings are then extracted for each
point (Figure 3.11). These calculated values are stored in a 3D matrix at lo-
cations defined by the polar coordinates: radius, theoretical angle (specific
to each view with a 180-degree difference between opposing walls), and alti-
tude along the z-axis. This sequence is repeated for each of the four views to
ensure comprehensive data coverage.

Upon completion, the 3D matrix is populated with eight theta values, cor-
responding to two values per view, distributed around a 360-degree circle. A
radial interpolation process is applied to these theta values for each radial
position and z-axis position. This interpolation results in a smooth circum-
ferential profile within the 3D matrix, which effectively describes the geome-
try and electromechanical activation times in polar coordinates. These polar
coordinates are subsequently transformed into a Cartesian coordinate sys-
tem to facilitate visualization. Custom MATLAB functions are utilized to
plot these data, allowing for the detailed visualization of the cardiac activa-
tion patterns. The pre-interpolation positions of the four initial echocardio-
graphic views are stored in a separate 3D matrix, which can be visualized as
needed to provide a reference framework.

While the original algorithm was primarily developed to render the ven-
tricles, it was later adapted to include the right ventricular (RV) wall, thus
enabling complete chamber visualization while preserving the integrity of
the matrix format. Although the existing algorithm demonstrates significant
capabilities for generating 3D electromechanical activation maps, its usabil-
ity and effectiveness are limited by several factors.

Firstly, the algorithm is not user-friendly. It requires considerable manual
input and manipulation, necessitating a foundational knowledge of coding
and the ability to manually execute various algorithmic steps. This com-
plexity poses a barrier to adoption for clinicians and researchers who may
not possess advanced programming skills. Additionally, the algorithm is de-
signed to run offline, relying on code that is dispersed across multiple scripts.
This structure demands a thorough understanding of the procedural steps,
making it challenging to use without specialized knowledge.

Secondly, the algorithm’s functionality depends heavily on accurate man-
ual segmentation of the heart chambers. Since the algorithm processes only
full-heart data, users must perform additional segmentation to delineate spe-
cific heart chambers. This requirement increases the workload and intro-
duces the possibility of user-induced variability and errors. Moreover, the
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Figure 3.11: (a) Isochrone maps generated from the four acquisitions for normal rhythm. The
median axis is indicated with a solid line, while the dotted lines correspond to the considered
transverse slice. (b) For the considered slice, in each view, the radial positions of the walls
(e.g., r4L) and the activation time values are extracted and organized in a 3D matrix, in polar
coordinates. (c) A linear interpolation around the circumference yields a smooth map.

algorithm often uses substantial computational resources rendering data that
are ultimately unnecessary and later cropped or excluded during visualiza-
tion. This inefficiency limits the algorithm’s practicality, particularly when
rendering data for multiple patients.

Another significant limitation is the algorithm’s dependency on the A4C
view for accurate positioning and value extraction. This dependency, stem-
ming from how the code was initially structured, does not directly affect the
results or outcomes but limits the algorithm’s versatility. Also, the fixed
view configuration can lead to under-sampling in certain regions, particu-
larly along the anterior RV wall. Such under-sampling may result in gaps or
reduced detail in the representation of cardiac activation patterns, potentially
compromising the comprehensive accuracy of the activation map.

3.4 Methodology

3.4.1 Data Overview

This study utilized data from three human patients and one canine subject
to investigate cardiac function and abnormalities through advanced ultra-
sound acquisition and electromechanical wave imaging (EWI) 3D rendering
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techniques. Each subject presented with distinct cardiac conditions, includ-
ing various forms of ventricular ectopy, cardiomyopathy, and, impaired left
ventricular function. These cases were specifically selected to highlight the
limitations of the current 3D rendering algorithm for EWI, and the advance-
ments of the proposed 3D rendering algorithm with a focus on improving
localization and visualization of abnormal cardiac tissue.

Patient A is a 24-year-old female diagnosed with dilated cardiomyopa-
thy (DCM) and mid-septal fibrosis, which were identified through cardiac
MRI. She presented with a high burden of symptomatic ventricular ectopy
(VE) originating from the right and left ventricular outflow tracts (RVOT and
LVOT). A previous attempt at radiofrequency ablation (RFA) targeting these
ectopic sites was unsuccessful. Given the persistence of her symptoms and
arrhythmias, the patient underwent further diagnostic evaluation, with the
possibility of performing a transvenous ethanol ablation to eliminate the ec-
topic foci. The case of Patient A highlights a common challenge in the treat-
ment of VE in patients with DCM and myocardial fibrosis, where standard
ablation procedures may not fully address the underlying pathology. The
presence of fibrosis in the mid-septum likely contributed to the initiation and
maintenance of abnormal electrical activity, making the patient’s condition
more resistant to conventional therapies.

Patient B is a 61-year-old female with frequent ventricular ectopy, origi-
nating from the RVOT, as revealed by multiple Holter ECG studies, which
recorded between 15% to 31% of her heartbeats as ectopic. Her baseline
ECG suggested arrhythmogenic right ventricular cardiomyopathy (ARVC),
though further imaging, including cardiac MRI and Positron Emission To-
mography - Computed Tomography (PET-CT), did not detect any structural
abnormalities consistent with ARVC. A previous endocardial-only RVOT ab-
lation failed to eliminate the ectopic foci, and she was subsequently evalu-
ated for a combined endo-epicardial radiofrequency ablation procedure. This
patient’s case demonstrates the difficulty in treating high-burden ventricu-
lar ectopy, particularly when imaging fails to reveal structural causes such
as ARVC. The transition from an endocardial-only ablation to a combined
endo-epicardial approach reflects the clinical need to address both surface
and deeper myocardial substrates to achieve therapeutic success.

Patient C is a 27-year-old male with frequent premature ventricular con-
tractions (PVC) and impaired left ventricular function, with an ejection frac-
tion (EF) of 45%. Despite the high PVC burden, his cardiac MRI showed
no evidence of myocardial scarring, and the PVCs were believed to be the
primary cause of his reduced ventricular function. The ectopic activity was
localized to the aortic root and LVOT, areas that often serve as challenging
targets for ablation. The patient underwent a non-contrast CT ECGi study,
which was used to guide the ablation procedure. Patient C’s condition is
indicative of the impact of PVCs on ventricular function in the absence of
structural heart disease, as confirmed by the lack of scarring on MRI. The
impairment in left ventricular function, combined with the high burden of
PVCs, necessitated a precise mapping of the ectopic origin for effective abla-
tion.

A healthy male mongrel canine, weighing 31 kg, was included in this
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study to provide comparative data on cardiac arrhythmia and the applica-
tion of EWI in a non-human full heart model. The data had been previously
acquired for a different study, with approval from the Institutional Animal
Care and Use Committee of Columbia University.

3.4.2 Data Collection and Processing

This section describes the methodology used for ultrasound data acquisition
and electromechanical wave imaging (EWI) processing. It is important to
note that data collection and initial processing had already been carried out,
and the final processed data were provided. The focus here is on explaining
the steps taken in obtaining and preparing the data for analysis.

For motion estimation, the equipment described above was utilized. Ul-
trasound waves were emitted in a circular pattern at a rate of 2000 fps, fol-
lowed by standard B-mode acquisitions to capture detailed images of the
heart’s anatomy. The phased array transducer was placed at the apical win-
dow to acquire multiple ultrasound views by a trained sonographer. These
acquisitions encompassed the four standard apical views—A4C, A3C, A2C,
and A3.5—as well as additional predefined probe rotations around the api-
cal window, which were tailored to each patient. In some cases, the right
ventricular inflow tract (RVIT) view was obtained by positioning the trans-
ducer at the parasternal long-axis window. Multiple images were taken for
each view, with the highest quality acquisitions selected for further analysis.
For the canine subject, EWI whole heart acquisitions were obtained in the
same four standard apical windows under anesthesia so that the heart was
exposed and the data were collected under open-chest conditions following
a lateral thoracotomy.

The next stage involved myocardium segmentation, which was performed
on the first frame of each reconstructed B-mode image prior to systole. In the
canine data, whole heart segmentation was performed, including the atria,
the mitral valve, and the ventricles. In the human subjects, segmentation
was limited to the ventricles. The standard EWI processing steps described
earlier are applied to each acquisition.

For models where several non-standard views were used, a revised nam-
ing convention was implemented to organize and clarify the various apical
views for this thesis. This system assigns the position and orientation of each
view based on the placement of the transducer’s index mark, ensuring con-
sistency across the dataset. The patient was positioned supine, and a clock-
face notation was adopted, with 12 o’clock oriented toward the patient’s head
and 6 o’clock toward the feet. In this framework, all apical plane views are
organized around the long axis of the left ventricle, with their positions de-
fined by corresponding clock-face times. For instance, the baseline A4C view
is set at 3 o’clock, and other views are labeled by their rotation relative to
this reference. In this scheme, the A4C view becomes the "3 o’clock 4Ch,"
while a 12 o’clock 2Ch view corresponds to a 90° rotation from the A4C posi-
tion, showing the posterior and anterior walls of the left ventricle. This new
notation can be better visualized in Figure 3.12.

In the case of the A5C view, which is obtained by tilting the transducer
rather than rotating it, a simplified assumption was made. The A5C view
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Figure 3.12: View from the heart base illustrating the relative positions of the four standard
imaging planes on (a) the currently used, short-axis view, and (b) the new view notation.
Views are named and oriented based on clock face positions, where each hour corresponds
to a specific angular rotation around the LV median axis.

is approximated as a 20° counterclockwise rotation relative to the baseline
A4C view. However, the RVIT view, focused on the median axis of the right
ventricle, is not fully described by the clock-face convention. By default, this
view is positioned vertically relative to the right ventricle.

3.4.3 Advanced 3D Rendering Algorithm Development

Significant upgrades were made, and new functionalities were added to the
existing algorithm for generating 3D electromechanical activation maps to
advance and improve its visualization capabilities. These upgrades focus
on increasing flexibility, automation, and accuracy in the visualization of the
heart’s electromechanical activity, with the aim to enhance the ability to study
various cardiac conditions.

Previously, the algorithm was restricted to four specific apical views, with
predefined locations around the left ventricular (LV) axis, and relied heav-
ily on the 4Ch view for positioning and activation time extraction. The en-
hanced algorithm now allows for greater flexibility, supporting multi-apical
view rendering that is not constrained to these predefined views. Users can
select any combination of views, even in the absence of the 4Ch view, pro-
viding more comprehensive and customizable imaging options (Figure 3.13a
(i)). The only exception to this flexibility occurs when rendering using the
RVIT view, which is discussed later. Additionally, views can now be placed
at any desired position around the LV axis, allowing for tailored visualiza-
tion based on specific clinical or research needs. This capability extends to
rendering specific regions such as the atria or ventricles alone, or a full heart
rendering, unlike the previous version, which was limited to full heart seg-
mentation only. The process followed is similar as the one detailed earlier,
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where the positions and activation information are extracted per view and
stored in a 3D matrix (Figure 3.13b (i)) followed by a circumferential interpo-
lation (Figure 3.14(ii)).

A notable improvement in the upgraded algorithm is the elimination of
the requirement for pre-segmentation on the 2D isochrones. The original
version necessitated user intervention to segment the heart chambers sepa-
rately—if the user wanted to visualize the ventricles, they had to segment the
atria, and vice versa. This additional segmentation step has been removed in
the new implementation, which significantly reduces the need for user in-
put and decreases computation time. The current algorithm reads the data
directly, streamlining the process and making it more user-friendly and ef-
ficient. By bypassing the need for manual segmentation, the algorithm not
only speeds up the analysis but also reduces the likelihood of user-induced
variability and errors.

The method for determining the median axis has also been automated,
enhancing consistency and reducing the potential for user error. Previously,
users had to manually trace the left ventricular (LV) (or left atrial (LA)) cham-
ber on the two-dimensional isochrone for each view. An ellipsoid was then
calculated based on this tracing, with the major axis of the ellipsoid assumed
to coincide with the long axis of each view. The upgraded algorithm auto-
mates this process by detecting the LV (or LA) cavity and selecting points on
the inner wall using a two-dimensional ray-intersection algorithm, modified
specifically for this application. These points are then used to calculate the
ellipsoid. This automation reduces the time required for axis calculation, im-
proves the consistency of axis selection across different users, and eliminates
the need for manual tracing. The algorithm is also capable of automatically
detecting the median axis of the right ventricle (RV).

Enhancements have also been made to the RV rendering capabilities. Pre-
viously, RV rendering was confined to angles between 120 and 240 degrees,
primarily due to the limitations imposed by the four initial input views. The
improved algorithm now allows interpolation beyond these angular con-
straints when required by the data, offering more realistic and flexible RV
and RA shapes. This flexibility accommodates a wider variety of data inputs
and avoids the imposition of artificially symmetrical heart shapes when the
underlying data suggests otherwise.

New functionalities have been incorporated to render the left ventricular
outflow tract (LVOT) effectively. The LVOT, as part of the aorta, is located in
the anteroseptal region of the heart. During acquisition, the LVOT typically
appears in views between 200o − 240o or between 9 and 11 o’clock on the
clock face. Common views that capture the LVOT include the A5C and the
A3C at the 10 and 11 o’clock positions. This feature utilizes an approach simi-
lar to that used for ventricles and atria, where the median axis is defined and
a three-dimensional matrix is constructed. This matrix maintains the same
format as previously but is specifically tailored around the median axis of the
LVOT. The LVOT data are arranged with consistent relative theta positions,
centered around the LVOT median axis (Figure 3.13b (ii)). Positional and acti-
vation values are then extracted along the z-axis and interpolated around the
circumference, creating a detailed visualization (Figure 3.14(ii)). The LVOT
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is automatically positioned on the 3D isochrone, though users have the flexi-
bility to adjust its placement if necessary to suit specific visualization needs.

Further refinements were made to facilitate rendering the right ventric-
ular inflow tract (RVIT). Since RVIT focuses on the RV’s median axis, each
point on the RVIT wall must be defined relative to the LV’s median axis. This
is achieved using simple geometrical relationships between the RVIT and
the standard 4Ch view. For each point along the RVIT’s median axis, new
theta and radial values are assigned relative to the LV’s median axis. Con-
sequently, rather than a single RVIT view or “slice” corresponding to one
position around the LV’s median axis, multiple slices are generated on each
side (posterior and anterior RV), allowing for a more comprehensive repre-
sentation (Figure 3.13a (ii)). These slices, however, contain sparse activation
values, requiring more complex interpolation methods to achieve accurate
circumferential profiles, which slightly increases computation time. Despite
using geometric relationships to position RVIT points, potential mismatches
between the RV and RVIT walls may occur. To address this, the algorithm
provides an option for users to adjust the RVIT data longitudinally before
final rendering, ensuring more accurate alignment and visualization.

There is now support for full heart data rendering, including the mitral
valve walls. Previously, while the algorithm required pre-segmentation on
the 2D iso-chrones, it did not fully support whole-heart rendering. Now, the
left, right, and septum walls are processed and rendered as described earlier,
while the valve region is treated separately and added in its correct position
within the 3D matrix prior to visualization. This allows for more detailed
activation data to be visualized in areas that were previously omitted, con-
tributing to more complete and accurate 3D maps.

Finally, the upgraded algorithm significantly reduces computation times
and optimizes workflow. One innovative approach taken was to treat the
atria as inverted ventricles in the rendering process. This simplification re-
duces the length and complexity of the code, further decreasing computation
times while maintaining accuracy in the visualization. This approach capi-
talizes on the inherent anatomical similarities between atrial and ventricular
structures, allowing the algorithm to generalize across different heart regions
without needing distinct handling procedures for each chamber. By using the
same fundamental code structure for both atria and ventricles, the algorithm
not only becomes more efficient but also reduces the likelihood of errors that
can arise from having multiple, separate code paths. This method also fa-
cilitates easier updates and maintenance of the software, as changes made to
one part of the algorithm automatically propagate to other parts, maintaining
coherence in the visualization output.

3.4.4 Graphical User Interface Development

To ensure that the 3D rendering code is accessible and easy to use, all func-
tionalities were consolidated into a single graphical user interface (GUI) de-
veloped using MATLAB. MATLAB provides an integrated environment for
app development, facilitating the layout of components and programming
of app behavior. The GUI designed for Electromechanical Wave Imaging
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Figure 3.13: (a) (i) Isochrone maps generated from seven apical and one RVIT acquisitions.
The median axis is indicated with a solid red line, while the dotted white lines correspond to
the considered transverse slice. For views where the LVOT is visible, the median axis of the
LVOT is indicated with a dashed yellow line. For the considered slice, in each view, the radial
positions of the walls (e.g., r4L, r’4L, r4R) and the activation time values are extracted and
organized in a 3-D matrix, in polar coordinates. Where the LVOT is visible, radial positions
(e.g., r5L) and activation of the LVOT walls were also extracted. (ii) The polar positions (ri,
θi) of each point (x1, x2) along the RVIT wall are calculated relative to the median axis of the
4Ch. 3 o’clock view. A more detailed view of this figure can be found in Appendix A.
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Figure 3.14: All radial and activation time values extracted are organized into a 3-D matrix.
A linear interpolation around the circumference of the ventricles (i) and the LVOT (ii) yields
smooth activation maps.

(EWI) 3D rendering offers a user-friendly interface that guides users seam-
lessly from the initial data input stage to the final visualization of rendered
models. This approach not only minimizes the need for extensive code han-
dling but also reduces the time required for execution, as all processes are
centralized in one place. A flow chart outlining the GUI’s main functionali-
ties is presented in Figure 3.15. While this app was developed with the aim of
processing 2D EWI maps, it has the ability to render any 2D cardiac imaging
data that follow the input specifications, such as strain maps, or even gener-
ate 3D anatomical models from data without any activation information.

Data Input

The GUI allows users to easily input data by selecting and adding views
for rendering, from a designated directory. Input data, represented as m ×
n matrices in MATLAB, are images depicting the left ventricle (LV) or left
atrium (LA) on the right side and the right ventricle (RV) or right atrium
(RA) on the left side, from the user’s perspective. Each view requires three
specific types of information:

• View Name: This identifier is used to distinguish between different views
during plotting.

• View Position: Defined by minimum and maximum theta values, these
numerical values, which differ by 180 degrees, specify the angular posi-
tioning of each view’s walls around the LV’s median axis. Zero degrees
is defined at the 3 o’clock position, increasing counterclockwise. This
system allows for custom view positioning while retaining the option
to select the four standard, predetermined view positions. The view
positions can be visualized from a top-down perspective, enabling the
user to verify their accuracy. The minimum and maximum theta val-
ues correspond to the left and right sides of the image, separated by the
theoretical median axis of the LV (or LA). Although this axis is not visi-
ble during the setup, it is calculated during rendering. Consistent with
the convention that ventricles are always on the right side of the image,
these theta values may also represent the positions of the septum and
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ventricular walls. If the septum and ventricle walls are not simultane-
ously visible, the left-right notation applies.

• Number of Visible Walls and LVOT Presence: During data loading, the
number of visible walls (excluding the LVOT) and the presence of the
LVOT are determined using MATLAB’s bwskel function, which per-
forms skeletonization to extract the centerline of objects in a 2D binary
image, and the bwconncomp function, which identifies and counts the
connected components in the binary image. While these functions gen-
erally perform well, it is advisable to manually verify results in cases
where data may be “messy” or ambiguous. Knowing the number of
walls helps determine what needs to be rendered and the correspond-
ing theta range, while recognizing the LVOT is crucial—even if it is not
rendered—since its presence must be accounted for to avoid errors.

The GUI includes built-in checks to prevent potential rendering errors
with status cells alongside each view in the table to indicate their presence.
Examples include multiple views with identical theta values or default set-
tings that have not been modified for one or more views.

Rendering Window

Once data input is complete, users can proceed to the rendering window.
Here, they can select the rendering focus (atria, ventricles, or full heart) and
specify whether to include additional structures such as the RVIT and LVOT.
The interface also allows for the use of a previously calculated median axis
if the same axis is desired. Additional options include a correction for dis-
crepancies caused by the conversion from polar to cartesian coordinates and
the separation of structures (LV, RV, and septum) for visualization or other
purposes. While specifying an output path is optional, the rendered files
will default to the data directory specified earlier. Users may also choose to
provide a filename, though a default name will be used if left empty.

Rendering RVIT and LVOT views requires some input from the user, pri-
marily defining the LVOT region, its median axis, and its potential position,
should the user opt for manual placement. These inputs ensure accurate rep-
resentation of the RVIT and LVOT structures within the 3D model.

Visualization Window

The visualization window allows users to open and examine the 3D rendered
output, as well as the 3D matrix that stores the initial view positions before
rendering. It is compatible with models generated using the original algo-
rithm as well and offers various customization options such as color-map
adjustments, mesh visibility, data decimation, transparency, plot titles, axes
labels, limits, grid, color bars, and labels. Additionally, the following features
are available for plotting and saving models:

• Crop levels and planes: Users can define crop levels along the X, Y, and Z
axes which is especially useful for inspecting internal chambers in full
heart models. Crop levels can also be applied to the LVOT segment, and
arbitrary planes can be set to cut models along non-orthogonal sections.



46 Chapter 3. 3D Rendering of Electromechanical Wave Imaging

• Section Visualization: Offers the ability to visualize specific regions like
the LV, RV, or septum.

• Difference Normalized Maps: Visualizes the standard deviation of each
point.

• Binary Maps: Visualizes areas of the model above or below a specific
threshold.

• Saving Options

– Screenshot: Saves the figure exactly as shown on screen.
– Standard Views: Automatically saves eight predefined viewing po-

sitions.
– Model Rotation: Saves a video showing a full 360o rotation of the

model.
– Downward Cropping: Saves a video showing gradual cropping along

the Z-axis to reveal activations inside the myocardial walls.
– Activation Sequence: Saves a video showing the gradual activation

of the model’s walls over time.

• Other

– Model Info: Displays key information such as minimum, maximum,
and mean activation values for the loaded model.

– Bullseye Plot: Generates a bullseye plot of the outer model’s shell
(either for the ventricles or the atria and septum) utilizing the open-
source MATLAB algorithm Universal Ventricular Bullseye Visual-
ization (UNISYS)[84]. UNISYS was developed to present single-
layer 3D ventricular data in a circular bullseye format, which en-
hances the visual comparison of complex three-dimensional inter-
and intra-patient observations. The algorithm transforms 3D sin-
gle layer data into a circular 2D disk ("bullseye") through a series of
translations and rotations, with interpolation to create a standard-
ized, continuous visualization. This algorithm has been adapted
from ECGi epicardial 3D ventricular data to accommodate the 3D
rendered EWI data.

3.4.5 Comparison of Rendering Methods

The proposed advanced 3D rendering algorithm was evaluated through mul-
tiple comparative analyses against the previously developed 3D rendering
method. For each subject, models were generated before and after the appli-
cation of the new algorithm, allowing direct comparisons between the orig-
inal and enhanced models. The new models introduced one or more addi-
tional views that contributed vital data to the original isochrones, enriching
the overall visualization and potentially improving diagnostic accuracy.

A detailed comparison was also performed using the same input data for
both algorithms to quantify their output similarity. This involved calculating
the correlation coefficient between the original and new algorithms, using
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Figure 3.15: Companion app developed for this study, showcasing key features and func-
tionalities, (a) Main Menu, (b) Data Input, (c) Rendering, and (d) Visualization windows.
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the same 100 randomly selected non-zero points within a specified section
of each model. This step ensured that both algorithms produced consistent
and equivalent outputs for identical inputs. Additionally, the models were
assessed for their dimensional accuracy and volumetric consistency.

To confirm the robustness of the updated algorithm and to show that the
automated median axis detection performed the same despite different runs,
it was tested multiple times on the same patient data. More specifically, the
same patient data data was processed twice using the new version of the
algorithm, and the resulting outputs were correlated to validate the relia-
bility and reproducibility of the updated code. Lastly, the entire rendering
process—from data loading to final model output—was timed for each algo-
rithm version, providing a measure of the improvement in rendering times
achieved by the new algorithm.

All rendering processes were performed on a dedicated workstation run-
ning Windows 11. The system was equipped with an Intel(R) Xeon(R) Gold
6230 CPU, operating at 2.10 GHz with 2 processors and a total of 256 GB
of RAM. All algorithms were developed and tested using MATLAB version
2023b[85], utilizing MATLAB’s built-in as well as user created functions from
the MATLAB File Exchange for computational tasks. No GPU acceleration
techniques were employed during the execution of the MATLAB codes. The
consistent use of this hardware and software configuration ensured that the
performance benchmarks and comparisons between different rendering al-
gorithms were conducted under uniform conditions.

3.5 Results and Discussion

3.5.1 Enhanced Spatial Coverage

A major improvement in the advanced 3D rendering algorithm is the inclu-
sion of the apical 5-chamber (A5C) view and the right ventricular inflow tract
(RVIT) views, two key echocardiographic perspectives commonly employed
in transthoracic echocardiography (TTE) exams. The addition of these views
provides enhanced spatial coverage, particularly in the regions of the ante-
rior septum and right ventricle (RV), which were previously under-sampled.
In the original algorithm, the interpolated data in these areas relied solely
on the apical 4-chamber (A4C) and apical 3-chamber (A3C) views. This lim-
ited coverage risked missing significant activation details, especially between
these two views.

Figure 3.16 illustrates a comparison of results for Patient A, highlighting
the effects of the additional A5C view. In Figure 3.16a, the 2D ventricular
isochrones show early activation within the septal wall, clearly visible due to
the integration of the A5C view. Figure 3.16b presents the positional relation-
ships of the views, both before and after the addition of the 5-chamber, with
Figure 3.16c offering a 3D representation of the isochrone data positioned
around the LV median axis. The impact of the A5C view is most evident in
Figure 3.16d, where the 3D-rendered isochrones demonstrate a more precise
localization of early (red) and late (blue) activation zones, particularly along
the septum. In comparison, the 3D model generated from the original four
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apical views provides only vague indications of septal activation. By inte-
grating the A5C view, the model achieves clearer and more defined early ac-
tivation patterns in the septal region, improving the accuracy and reliability
of electromechanical activation mapping.

The advanced algorithm’s ability to incorporate the RVIT view further en-
hances its rendering accuracy and completeness. For Patient B (Figure 3.17),
the inclusion of the RVIT view alongside the standard apical views leads to
improved activation mapping in the anterior wall of the right ventricle (RV).
The 3D plot in Figure 3.17c demonstrates the expanded spatial coverage of-
fered by the advanced algorithm. Without the addition of the extra detail
the RVIT view introduces, the anterior RV wall shows earlier activation to-
wards the base of the ventricle due to the data interpolation from the A4C
to the A3C views (Figure 3.17d (i)). In contrast to the original algorithm, the
additional RVIT view in the advanced algorithm allows for better tracking
of electrical activity, as shown in the 3D-rendered isochrones (Figure 3.17d
(ii)) where compared to the original standard model, activation details shift
closer to the ventricular apex, offering a more realistic representation of the
patient’s activation map.

With the integration of the A5C and RVIT views, the new 3D rendering
algorithm demonstrates significant improvements in spatial coverage, partic-
ularly in regions that were previously under-sampled. These additions have
enhanced the accuracy of electromechanical activation mapping by provid-
ing clearer early activation patterns in both the septal and RV regions. This
improved spatial resolution not only results in more precise localization of
activation zones but also achieves a more comprehensive and detailed repre-
sentation of the heart’s electrical activity.

3.5.2 Integration of Multiple Apical Views and Left Ventricular Outflow
Tract (LVOT)

The advanced 3D rendering algorithm’s ability to incorporate a greater num-
ber of apical views introduces substantial improvements in both anatomical
accuracy and the ability to capture critical regions of electrical activation. Ad-
ditionally, the ability to visualize the LVOT activation pattern in 3D enables
the creation of models with more accurate anatomical and functional details.

In the case of Patient C, the use of seven apical views produces a more
anatomically faithful ventricular model, particularly in depicting signs of
early anteroseptal activation (Figure 3.18d (i)). As seen in Figure 3.18d (ii),
the incorporation of the left ventricular outflow tract (LVOT) into the dataset
adds crucial information to the 3D isochrone. By integrating LVOT data into
the 3D isochrone model, the advanced algorithm provides more precise vi-
sualizations of activation patterns. This improvement is particularly signif-
icant when considering Patient C’s medical history, where ectopic activity
had been previously localized to the aortic root and LVOT. In this context,
the 3D-rendered EWI model not only visualizes this known arrhythmogenic
region but does so with improved accuracy and clarity, as the addition of the
LVOT better represents the true activation onset.
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Figure 3.16: (a) 2D processed ventricular isochrones for Patient A displayed for five stan-
dard apical views: 4-Chamber, 2-Chamber, 3-Chamber, 3.5-Chamber, and 5-Chamber, (b)
Short-axis view diagrams from the heart’s base, illustrating the relative positions of the api-
cal planes around the LV median axis for (i) the original algorithm and (ii) the advanced
algorithm, incorporating the 5-Chamber view, (c) a 3D plot of each model showing the rela-
tive positions of the views before interpolation, (i) using the original algorithm with 4 views
(4-, 3-, 2-, 3.5-Chamber), and (ii) using the advanced algorithm with 5 views (5-, 4-, 3-, 2-,
3.5-Chamber), (d) 3D-rendered isochrones showing activation times for the LV and RV for (i)
the original and (ii) advanced algorithms. Arrows indicate areas of interest with improved
localization. In all figures, red indicates early activation and blue represents late activation
(in milliseconds).
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Figure 3.17: (a) 2D processed ventricular isochrones for Patient B displayed for four stan-
dard apical views: 4-Chamber, 2-Chamber, 3-Chamber, 3.5-Chamber, and one RVIT view,
(b) Short-axis view diagrams from the heart’s base, illustrating the relative positions of the
apical planes around the LV median axis for (i) the original algorithm and (ii) the advanced
algorithm, incorporating the RVIT view, (c) a 3D plot of each model showing the relative
positions of the views before interpolation, (i) using the original algorithm with 4 views
(4-, 3-, 2-, 3.5-Chamber), and (ii) using the advanced algorithm with 5 views (4-, 3-, 2-, 3.5-
Chamber, RVIT), (d) 3D-rendered isochrones showing activation times for the LV and RV
for (i) the original and (ii) advanced algorithms. Arrows indicate areas of interest with im-
proved localization. In all figures, red indicates early activation and blue represents late
activation (in milliseconds).
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This extension from the previous four views to seven enables a more com-
prehensive sampling of the myocardium, filling gaps in spatial coverage and
leading to a more detailed electromechanical activation map.

3.5.3 Full Heart Models and Valve Rendering

The advanced 3D rendering algorithm also introduces the capability to gen-
erate full heart models that not only capture detailed internal structures but
also incorporate 3D activation maps of the mitral valve. This is a significant
enhancement in the level of anatomical and functional detail provided by
the model. Figure 3.19a demonstrates four 2D EWI isochrones for the canine
subject, and their spatial arrangement is depicted in Figure 3.19b. The 3D
model, shown in Figure 3.19c, offers two perspectives—posterior (i) and an-
terior (ii)—of the artichoke-like representation of the heart, illustrating the
precise positioning of each isochrone around the left ventricle (LV). The fi-
nal 3D-rendered EWI activation map is provided in Figure 3.19d, and cross-
sectional geometries are visualized in Figure 3.19e. The mitral valve is iso-
lated in Figure 3.19e (iii).

For the canine subject, which showed healthy heart function with a nor-
mal sinus rhythm, the observed activation sequence aligns with typical phys-
iological patterns: atrial activation is followed by ventricular activation, with
the wave passing through the mitral valve, as observed in early literature[86].
The opening and closing of the mitral valve occurs in synchronization with
the rest of the cardiac cycle. The accompanying color bar, alongside the refer-
ence ECG signal, marks these key events—atrial and ventricular activation,
as well as mitral valve dynamics. In line with the expected cardiac cycle, the
3D-rendered activation maps of both the full heart (Figure 3.19d) and the mi-
tral valve (Figure 3.19e (iii)) display a correct sequence of electrical activation,
closely matching the timing shown in the ECG.

This ability to accurately render the mitral valve and its activation not
only enhances the visual clarity of the model but also provides a more holistic
understanding of cardiac function. The comprehensive visualization of elec-
trical activity makes this model a powerful diagnostic tool, particularly for
evaluating complex arrhythmias that involve multiple regions of the heart.

However, as shown in Figure 3.19c, minor misalignments are occasion-
ally present at the basal points of the LV. These deviations can be attributed
to several factors. First, the registration of 2D EWI isochrones relies only on
the alignment of the apical points, and second, variations in the relative po-
sitioning of the 2D ultrasound images, often due to manual acquisition, may
slightly distort the overall 3D geometry. This can result in small imperfec-
tions, such as gaps or misalignments in the final 3D map. These gaps can
sometimes be resolved successfully by increasing the alpha radius of the al-
pha shape. However, increasing the alpha value too much may lead to the
loss of information in other parts of the rendering.

3.5.4 Accuracy and Performance Comparison

Figure 3.20 provides a comparative analysis of Patient A’s models generated
using the original and advanced algorithms, viewed from multiple angles.
Both models were cropped at the same level to exclude regions inadequately
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Figure 3.18: (a) 2D processed ventricular isochrones for Patient C displayed across seven
apical views, with some including the LVOT. (b) Short-axis view diagrams from the heart’s
base, illustrating the relative positions of the seven apical planes around the LV median axis
using the clock naming convention, (c) a 3D plot of the model showing the relative positions
of the views before interpolation, (i) for the ventricles, and (ii) for the LVOT, (d) 3D-rendered
isochrones showing activation times for the LV and RV for (i) the ventricle only and (ii)
including the LVOT, both generated using the advanced algorithm. Arrows indicate areas
of interest with improved localization. In all figures, red indicates early activation and blue
represents late activation (in milliseconds).
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Figure 3.19: (a) 2D processed full heart isochrones with the mitral valve for the canine subject
displayed for four standard apical views: 4-Chamber, 2-Chamber, 3-Chamber, 3.5-Chamber.
(b) Short-axis view diagram from the heart’s base, illustrating the relative positions of the
apical planes around the LV median axis. (c) a 3D plot showing the relative positions of the
views before interpolation in (i) anterolateral, and (ii) posterolateral view. (d) 3D-rendered
isochrone showing activation times for both ventricles and atria. (e) Internal structures of
the 3D-rendered full heart (i) posterior half, (ii) anterior half, (iii) mitral valve. In all figures,
red indicates early activation and blue represents late activation (in milliseconds).
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rendered by the original algorithm, particularly near the base where data
consistency is unreliable. This issue often arises in cases where the septum
extends beyond the boundaries of the LV or RV walls, creating discrepancies
that the advanced algorithm can now handle effectively. For comparison,
these areas were omitted from both models. Additionally, a uniform alpha
radius of 0.0035 was applied to maintain consistency in the visualization of
alpha shapes.

In the posterior RV walls shown in Figure 3.20a, c, and d (i), an empty
area on the wall surface can be observed. These gaps are due to the inherent
nature of the data, and not deficiencies in the algorithm itself. Typically, these
voids can be filled by increasing the alpha radius value. Although the new
model also exhibits this ’hole,’ the section is filled in by maintaining the same
alpha values for consistency (Figure 3.20a, c, d (ii)).

Although minor variations in shape are present, the overall geometric
consistency between the models remains robust. An area of interest is high-
lighted on the anteroseptal wall (Figure 3.20a), where slight discrepancies
in activation data are noted. These differences are likely superficial, resulting
from the surface interpolation process rather than inherent algorithmic flaws.
To further evaluate the algorithm’s robustness, a cross-sectional analysis was
conducted at three levels—apex, mid, and base—each divided into 16 seg-
ments at 30-degree intervals. The correlation coefficients for each segment
are shown in Figure 3.21, comparing models generated using the original
and new algorithms on identical datasets and median axes. Calculated using
100 random points per segment, the coefficients indicate excellent agreement
between the models.

Figures 3.22 and 3.23 extend this analysis to validate the median axis cal-
culation’s reliability. Figure 3.22 presents correlation coefficients for 16 seg-
ments per cross-section, again using 30-degree intervals. Here, the original
algorithm was run twice on patient A’s data, with manual segmentation for
median axis calculation performed each time. This comparison highlights
how even slight variations in manual segmentation can affect model out-
comes. Figure 3.23 presents coefficients for two models of patient A gen-
erated by the advanced algorithm using automatic median axis calculation.
All coefficients were derived from 100 random points per segment. While
manual segmentation still yields high correlations (most coefficients being
≥ 0.99), the automatic detection consistently produces identical results, un-
derscoring the robustness of the new algorithm.

An essential aspect to consider is the geometric dimensions and overall
volume of the produced models. Table 3.1 provides a comparison of the di-
mensions across each axis and the total volume in cubic meters (m3) for both
models. The consistency across all axes demonstrates that the advanced al-
gorithm preserves the spatial accuracy of the 3D reconstructions generating
models equivalent to the original when provided with the same input data,
thereby validating its reliability.

Finally, Table 3.2 compares the execution times for various processing
stages and total computational time between the original and advanced code
implementations using Patient A’s dataset. A 30% reduction in total process-
ing time is observed, from approximately 8.4 minutes to 5.8 minutes. This
reduction is most notable in the manual pre-segmentation phase, which has
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Figure 3.20: Comparison of Patient’s A model created using the original and advanced algo-
rithms, with each section showing a before (i) and after (ii) view from different perspectives.
(a) Top-down view of the ventricles. (b) View of the lateral wall and the apex. (c) Bottom-up
view from the apex. (d) View of the posterior walls. (e) View of the lateral wall. The same
crop level and alpha radius for the alpha shapes are used in both cases to ensure consistent
comparison of the models’ outputs.
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Figure 3.21: Cross-sectional analysis of the heart at three levels: (a) apex, (b) mid, and (c)
base, each divided into 16 segments at 30-degree intervals. The correlation coefficients are
displayed adjacent to each segment. These coefficients compare two patient A models gen-
erated by the original and new algorithms, using identical datasets and median axes. The
coefficients were calculated using 100 random points per segment.

Figure 3.22: Cross-sectional analysis of the heart at three levels: (a) apex, (b) mid, and (c)
base, each divided into 16 segments at 30-degree intervals. The correlation coefficients are
displayed adjacent to each segment. These coefficients compare the results of running pa-
tient A’s data twice using the original code with manual segmentation for median axis cal-
culation. The coefficients were calculated using 100 random points per segment.

Figure 3.23: Cross-sectional analysis of the heart at three levels: (a) apex, (b) mid, and (c)
base, each divided into 16 segments at 30-degree intervals. The correlation coefficients are
displayed adjacent to each segment. These coefficients compare the results of running pa-
tient A’s data twice using the advanced algorithm with automatic median axis calculation.
The coefficients were calculated using 100 random points per segment.
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Algorithm
Range (m)

Volume (m2)X Y Z
Original 0.1160 0.0799 0.0613 2.9188 · 10−4

New 0.1173 0.0799 0.0613 2.9156 · 10−4

Ratio 0.998 1 1 1.001

Table 3.1: Dimensional comparison of models created using the original and new 3D ren-
dering algorithms

been entirely automated in the new algorithm, eliminating the need for user
intervention and potential errors. An increase in the ’Other’ section of the
table for the new algorithm comes from the additional saving process, as it
stores more data for later visualization purposes. Although a total decrease
of 2.6 minutes may seem marginal for a model with four views, the perfor-
mance gains are substantial when scaling to multiple or full-heart models. It
is also noteworthy that the original algorithm’s execution for patient A was
conducted by an experienced user familiar with the code’s intricacies. For an
inexperienced user, the processing time could be significantly longer, with an
increased likelihood of errors during manual segmentation.

Original Code (sec) Advanced Code (sec) Percentage Change
Manual Pre-Segmentation 93 0 -100%

Median Axes & Wall Detection 35.17 32.25 -8.3%
LV & RV Rendering 355.2 283.67 -20.1%

Other 20.56 35.61 +73.2%
Total ∼504 ∼351 -30.4%

Table 3.2: Comparison of execution times for different sections and total times between the
original and advanced code implementations, using the same dataset.

3.5.5 3D Visualizations of EWI

In this section, examples from different visualization methods are presented
to provide a better understanding of the available plotting options for 3D
rendered EWI models. In addition to standard orthogonal cropping along
the X, Y, or Z axes, as shown in Figures 3.20 and 3.19e(i), alternative methods
offer more flexible approaches. One option involves the intersection of two
orthogonal planes to create 3/4 models, as illustrated in Figure 3.24, which
is particularly useful for full heart models with internal structures. Another
method allows for the use of arbitrarily defined planes in space, enabling
the user to cut the model along planes that are not parallel to the axes. Fig-
ure 3.25 showcases a ventricular model divided into three sections using this
approach, where the user defines three vertices on the model to generate the
cutting plane.
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Figure 3.24: Full heart model cropped using orthogonal planes to show internal structures
like the septum and mitral valve for better visualization.

Figure 3.25: 3D ventricular model cropped into three separate sections using arbitrarily de-
fined planes in space, enabling the user to cut the model along planes that are not parallel to
the axes.

Figure 3.26: Ventricular model with its right ventricular, septal, and left ventricular walls
separated.
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Figure 3.27: Six frames extracted from a downward cropping video of a 3D ventricular EWI
model showing activation details in the myocardium walls.

Figure 3.28: Six frames extracted from an activation sequence video of a 3D ventricular EWI
model showing the propagation of the activation in the myocardium walls.

While the above cropping options offer great flexibility for visualizing dif-
ferent heart walls, a predefined separation option is also available for more
straightforward analysis. The ’LV-RV Separation’ toggle can be selected dur-
ing rendering to automatically divide the RV, septum/apex, and LV walls
into three separate 3D matrices (Figure 3.15c). These can be easily accessed
from the drop-down menu in the visualization window (Figure 3.15d), mak-
ing it easier to inspect the internal chamber walls, especially in cases where
simple visualization might not adequately present these details. Figure 3.26
shows one such ventricular model where the RV, septal, and LV walls are
separated. This works similarly for atrial and full heart models.

Video files of sequential downward cropping on the Z-axis can be gener-
ated, as shown in Figure 3.27, where six frames are presented for reference.
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Figure 3.29: (a) Outer shell extracted from a bi-ventricular EWI model, (b) two-dimensional
bullseye plot in generated from the extracted shell. The myocardium is divided into a total
of 24 segments with three circles to separate the apex, mid, and basal planes. The septum is
marked with a white dotted line on the bullseye plot.

This feature allows for quick visualization of integral activations of the my-
ocardium walls without the need for manually cropping the model at differ-
ent Z levels. Additionally, a video of the sequential activation of the model
can be created and saved, offering a clearer understanding of the propaga-
tion of activation across the myocardial walls. Figure 3.28 displays six frames
from an activation sequence. The user can customize the frames per second
and video duration, providing flexibility to control the level of detail dis-
played in each frame.

Lastly, Figure 3.29a shows the outer shell extracted from a bi-ventricular
EWI model, which was used to generate the two-dimensional bullseye plot
in Figure 3.29b. The myocardium is divided into eight segments with each
segment further split into three regions representing the apex, mid, and basal
planes for a total of 24 segments. The septum is marked with a white dashed
line. Bullseye plots are widely used in clinical cardiology, and because the
algorithm used here is adapted from ECGi data, it enables a more direct com-
parison between 3D EWI and ECGi data. Various statistical parameters, such
as minimum, maximum values, and standard deviation, can be calculated
for each segment. Additionally, given the ability to isolate the septal and left
ventricular walls, a bullseye plot can also be constructed specifically for the
left ventricle, providing further information about the septal region that is
not captured here.
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Chapter 4

3D Registration of EWI with CT
Models

4.1 Introduction

In cardiac imaging, 3D registration plays a critical role in integrating anatom-
ical and functional data from different imaging modalities. By registering
models such as Electromechanical Wave Imaging (EWI) and Computed To-
mography (CT), clinicians can achieve a more accurate visualization of the
heart’s structures and electromechanical function. While CT provides de-
tailed anatomical information, EWI captures functional data related to elec-
trical activity. Fusing these datasets offers a comprehensive view of both the
anatomy and electromechanical behavior of the heart, leading to more pre-
cise diagnosis and treatment planning.

Starting with a literature review of current 3D imaging techniques and
commonly used registration algorithms, this chapter details the methodol-
ogy developed for 3D registration of EWI models with the patient’s anatomi-
cal data from CT scans. The goal of this integration is to enhance arrhythmia
localization by improving the anatomical accuracy of the rendered images.
Finally, results from applying the methodology to data from Patient C are
presented, followed by a discussion of the findings.

4.2 Introduction to 3D Imaging Techniques

In modern medical imaging, multiple modalities are often employed to pro-
vide complementary information for a more comprehensive understanding
of anatomical and physiological structures. Two of the most prominent imag-
ing techniques used for these purposes are Computed Tomography (CT) and
Magnetic Resonance Imaging (MRI). Each modality brings unique strengths
and limitations, particularly in the context of complex procedures like ar-
rhythmia treatment, where high anatomical accuracy is crucial.

Beyond individual imaging modalities, the growing importance of 3D
surface registration techniques enables the fusion of data from multiple sour-
ces to enhance the quality and interpretability of medical images. 3D sur-
face registration aligns point clouds or surfaces derived from different scans,
allowing clinicians to combine structural and functional data from multi-
ple imaging methods. This is particularly relevant in multimodal imaging
(MMI), where registration helps mitigate discrepancies caused by different
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resolutions, imaging techniques, or physiological factors like respiratory mo-
tion. Through techniques like the Iterative Closest Point (ICP) algorithm and
its non-rigid variants, 3D registration ensures the alignment of data sets, en-
abling more precise visualization and better-informed therapeutic decisions,
especially in cardiac imaging.

This section gives an overview of the technical aspects of CT and MRI,
their applications in arrhythmia treatment, and introduces the concept of 3D
surface registration as a crucial step in multimodal medical imaging. This is
a crucial step for understanding how these methods are applied in specific
contexts, such as cardiac imaging, where precision and integration of data
from various modalities are essential for successful outcomes.

4.2.1 Computed Tomography

Computed Tomography (CT) is a well-established and widely utilized imag-
ing modality that generates detailed cross-sectional images of internal body
structures. By acquiring multiple tomographic slices, CT allows for the re-
construction of a 3D representation of the patient’s anatomy. The core prin-
ciple of CT imaging is rooted in conventional X-ray technology. However,
unlike 2D X-rays, where the source is static, in CT the X-ray beam rotates
around the patient, enabling the collection of a comprehensive set of images
as the patient lies inside the scanner. These rotational images are processed
by specialized software to generate 2D tomographic slices, which are subse-
quently assembled to create a 3D model of the region of interest.

During a CT scan, the patient remains stationary on a motorized table that
moves incrementally through the center of a donut-shaped scanner. The X-
ray tube continuously rotates around the body, capturing images in a spiral
pattern as it acquires data along the entire length of the target anatomy. To
ensure clear, motion-free images, the patient must remain completely still
throughout the procedure. Additionally, metallic objects must be removed
to prevent image artifacts caused by their interference with the X-ray beam.

The basic mechanism underlying CT imaging is similar to that of tradi-
tional X-rays. X-rays, a high-energy form of electromagnetic radiation, pass
through the body and interact with tissues of varying densities. Denser
tissues, such as bone, absorb more X-ray energy and consequently appear
brighter (whiter) on the final image, while less dense tissues, like air-filled
cavities, absorb less and appear darker (black). As the X-rays exit the body,
detectors on the opposite side capture the transmitted rays, and these signals
are processed to reconstruct the final tomographic image[87, 88]. Figure 4.1
shows an example thoracic CT scan from three different orthogonal views
where the chest, lungs, spine, and rib cage can be seen.

To enhance the visualization of soft tissues, which often absorb minimal
X-ray energy and may therefore be difficult to discern, contrast agents are
employed. These agents, which absorb a higher amount of X-rays, increase
the visibility of specific anatomical structures, such as blood vessels or soft
tissues. Contrast agents are generally safe for use in humans and can be
administered intravenously, orally, or rectally, depending on the diagnostic
requirement. The choice of contrast agent is determined by the nature of the
examination and the specific area of the body being imaged. Several factors
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Figure 4.1: Three orthogonal views of a patient’s thorax from a CT scan. (a) Transverse view
showing a cross-section of the chest at the level of the lungs. (b) Coronal view displaying a
frontal slice of the thoracic cavity, including the lungs, heart, and spine. (c) Long axis view
providing a side profile of the chest, illustrating the lungs, heart, spine, and rib cage.

can influence CT image quality, including the specifications of the scanner,
the methodology employed for image acquisition and reconstruction, and
the use of contrast media[89].

Advances in CT technology, particularly the significant improvements in
spatial and temporal resolution, have made cardiac CT a valuable tool in clin-
ical cardiology. Modern CT systems enable non-invasive characterization of
coronary arteries, facilitating CT angiography for the diagnosis of coronary
artery disease. Cardiac CT is now utilized for a variety of applications, in-
cluding the anatomical assessment of the heart and surrounding vasculature,
as well as 3D post-processing to extract detailed geometric data for surgical
planning. In cardiac resynchronization therapy, for example, CT imaging
provides high-resolution, 3D maps that assist in the optimal placement of
pacemaker leads, ensuring precise intervention. Additionally, CT aids in the
identification of structural abnormalities, such as tumors, valvular diseases,
or congenital defects[90].

Despite its many advantages, there are several limitations associated with
CT imaging. Since CT relies on X-rays, patients are exposed to a considerable
amount of radiation, making it less suitable for repeated examinations or for
use in certain populations, such as pregnant women. The administration
of contrast agents, particularly those containing iodine, carries the risk of
allergic reactions or, in rare cases, temporary kidney dysfunction. Although
contrast agents are generally safe, their use must be carefully considered in
individuals with pre-existing renal conditions. Additionally, CT imaging is
not uniformly accessible in all regions, and the high cost of the equipment
and associated procedures can be a barrier to widespread adoption in certain
healthcare settings[91, 92].

4.2.2 Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) is a non-invasive imaging technique that
leverages the magnetic properties of atoms within the human body to gener-
ate highly detailed images of internal organs and tissues. Unlike Computed
Tomography (CT), which relies on ionizing radiation, MRI uses powerful
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magnetic fields and radiofrequency (RF) pulses to produce high-contrast im-
ages, especially useful for soft tissue differentiation. This makes MRI par-
ticularly valuable in clinical scenarios where detailed soft tissue contrast is
required, such as the assessment of brain, musculoskeletal structures, or car-
diovascular tissues. MRI scans are capable of imaging any region of the body,
including the head, chest, abdomen, and extremities, and can be performed
in various planes. Like CT, MRI produces 2D slices that can be compiled into
3D models using post-processing software. In cardiovascular medicine, MRI
is particularly beneficial for evaluating conditions like cardiomyopathies, tis-
sue damage, valve dysfunction, and heart muscle diseases, including heart
failure and cardiac tumors[93].

The imaging process is somewhat similar to that of CT, though with key
differences. During an MRI scan, the patient is placed on a table that is
moved into the bore of the scanner. MRI scanning can last from 20 minutes to
over an hour, depending on the area being imaged and the protocol used. As
MRI is highly sensitive to motion, it is critical that the patient remains com-
pletely still throughout the scan to avoid artifacts or blurring. Additionally,
due to the strong magnetic fields involved, it is imperative that patients with
metallic implants or external devices inform their physician, as such devices
can interfere with the magnetic field, degrade image quality, or pose safety
risks[94].

The fundamental principle of MRI lies in the interaction of water mol-
ecules within the body with the magnetic field. The nucleus of hydrogen
atoms (which are abundant in water and fat) contains a single proton, mak-
ing them ideal for MRI. In their natural state, these protons spin around their
axes in random directions. However, when exposed to the strong magnetic
field generated by the MRI machine (typically between 0.5 and 1.5 Tesla,
though higher-field systems are also in use), the protons align along the field.
A radiofrequency (RF) pulse is then applied, causing the protons to momen-
tarily deviate from their alignment. As the RF pulse is turned off, the protons
return to their aligned state, releasing energy in the process. The time it takes
for the protons to realign, and the amount of energy released, differs among
various tissue types, allowing MRI to distinguish between different struc-
tures based on these characteristics[95].

MRI also offers several specialized imaging techniques, which are par-
ticularly useful for cardiac imaging. Cardiac MRI (CMR) can assess cardiac
morphology, tissue composition, and function with high precision, making
it an essential tool for evaluating heart conditions such as arrhythmias, car-
diomyopathies, and ischemic heart disease. Techniques such as prospective
ECG-gating are employed to manage irregular heart rhythms like atrial fib-
rillation, while real-time cine imaging and motion-corrected late gadolinium
enhancement (LGE) help in visualizing myocardial scarring and fibrosis dur-
ing the cardiac cycle. Perfusion MRI can estimate blood flow, while diffusion-
weighted MRI tracks water movement within cells, both of which are highly
useful for assessing cardiac tissue integrity and function[96].

Although MRI is highly advantageous for soft tissue imaging and does
not expose patients to ionizing radiation, it has certain limitations. The pro-
cedure is lengthy and can be uncomfortable, particularly for patients with
claustrophobia, though open MRI systems have been developed to mitigate
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this issue. Additionally, the strong magnetic fields pose safety concerns for
patients with metallic implants, such as pacemakers or metal stents, as these
devices may move, heat, or malfunction in the magnetic environment. MRI is
also associated with loud noise due to the rapid switching of magnetic gra-
dients, though ear protection and panic buttons are typically provided for
patient comfort. Another consideration is the use of contrast agents, such
as gadolinium-based compounds, which enhance image contrast by altering
the magnetic properties of nearby tissues. While generally safe, gadolinium-
based agents can pose risks for individuals with kidney disease and are typ-
ically avoided in pregnant women and dialysis patients. Side effects of con-
trast administration, though rare, may include headaches, nausea, or dizzi-
ness[97]. Lastly, MRI is not as widely available in some regions and is more
expensive than CT, which may limit its accessibility. The high costs arise from
equipment acquisition and staffing expenses. Due to these factors and a lack
of domain expertise, MRI is generally restricted in developing nations[98,
99].

4.3 Introduction to 3D Surface Registration

Many applications nowadays make use of 3D scanning technology. This is
not only limited to medical and biomedical applications but it extends to
other sectors like roads, autonomous vehicles, buildings etc. with different
technologies and software algorithms developed depending on the applica-
tion. These methods result in a set of points that describe the geometry of
an object or scene in three-dimensional space, typically referred to as point
clouds. A point cloud is essentially a collection of data points represented by
their coordinates in a 3D coordinate system (x, y, z). Additional properties
such as color or surface normals can further describe the cloud. Point clouds
are a digital representation of a physical object or environment and can be
transformed into more structured forms such as meshes or surfaces[100].
Common surface reconstruction techniques include Delaunay triangulation
and alpha shapes, which can interpolate a point cloud into a continuous sur-
face without additional information such as surface normals or scanner in-
formation[101].

A single object can be scanned and represented digitally from multiple
different locations or positions in time resulting in several point clouds. The
process of finding a point-to-point correspondence between two or more
point clouds and applying transformations to align one with the other is
called surface registration or simply registration. A transformation can be
either rigid (translation and rotation), or non-rigid (scaling, shearing). Over
time, numerous registration techniques have been developed, including it-
erative methods, feature-based techniques, and more recently, deep learning
algorithms[102].

One of the most commonly used techniques for registration is the Iterative
Closest Point (ICP) algorithm, introduced in 1992. ICP is a general-purpose
method known for its computational efficiency and accuracy in 3D shape reg-
istration. However, ICP is restricted to rigid transformations. The growing
need for locally accurate matching, especially in fields like medical imaging
and autonomous navigation, has driven the development of more flexible
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algorithms such as affine and non-rigid ICP (NRICP) methods. These types
of algorithms have found numerous applications in the automotive industry
with autonomous vehicles, the education and entertainment sector and most
relevant to the medical imaging field with multi modal imaging (MMI). Mul-
timodal refers to the combination of two or more imaging modalities with the
aim of deriving complementary information. In MMI, point clouds obtained
from different imaging modalities—such as CT, MRI, or ultrasound—must
be aligned. MMI poses unique challenges, as point clouds generated by
different imaging technologies can represent the same structure in different
ways due to varying resolutions, imaging techniques or physiological condi-
tions.

This chapter introduces the ICP and NRICP frameworks, with a particular
focus on the optimal step nonrigid ICP algorithm. Additionally, it presents
some of the challenges and applications of MMI, especially in medical con-
texts. This background provides the foundation for later discussion on how
these methods are used to align 3D data from EWI and CT in cardiac imag-
ing.

4.3.1 Iterative Closest Point (ICP)

Given two distinct point clouds, the goal of ICP is to find a translational and
rotational transformation matrix that best aligns the two shapes. Assuming
one surface defines the fixed master set and the other one is the source, the
best transformation matrix is the one that minimizes the distance between
them. Mathematically, given two finite sets M and S that contain NM and NS
points respectively, what is the rigid transformation matrix that minimizes
the distance between the two sets via a mean-square distance metric?

A standard ICP algorithm proceeds iteratively. It begins with an initial
guess of the transformation and refines this guess step by step until an error
metric is minimized. The general ICP algorithm can be broken down into six
distinct steps:

• Selection of some set of points in one or both clouds: A subset of points is
chosen from the source cloud S (or from both S and M) to reduce com-
putational load.

• Matching these points to samples in the other mesh: Each selected point in S
is matched to the nearest point in M based on a chosen distance metric,
typically the Euclidean distance.

• Weighting the corresponding pairs appropriately: Weights are assigned to
each matched pair based on a specific metric, such as the distance be-
tween corresponding points or the confidence in the match. The aim is
to give higher weights to more reliable correspondences, improving the
overall alignment accuracy.

• Rejecting unreliable point pairs: Pairs are rejected based on specific crite-
ria. This often includes removing correspondences where the distance
between matched points exceeds a threshold, as these are likely to rep-
resent outliers or noise.
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• Assigning an error metric based on the point pairs: The error metric is com-
puted. In the basic ICP algorithm, this is typically the mean squared
distance between corresponding points.

• Minimizing the error metric: The rigid transformation (translation and
rotation) is updated iteratively to minimize the computed error. The al-
gorithm continues refining this transformation until the error is reduced
to an acceptable level, or a predefined convergence criterion is satisfied.

While numerous variants exist, all of them operate by modifying one or
more of the six steps outlined above[103, 104].

Although ICP has been widely adopted, it has several limitations. Stan-
dard ICP often exhibits slow convergence, especially when the initial guess of
the transformation is poor. It is also highly sensitive to outliers, incomplete
data, and partial overlaps, which can lead to inaccurate alignments. Sym-
metric surfaces present additional challenges for ICP, as the algorithm may
struggle to identify the correct correspondences, leading to improper align-
ment. Furthermore, ICP is unable to handle non-rigid transformations (e.g.,
scaling or shearing), which limits its applicability in cases where the point
clouds differ in scale. Despite the development of various ICP variants to
address these limitations, many adaptations are designed for specific appli-
cations, resulting in inconsistent performances across different use cases[105,
106].

4.3.2 Non-Rigid Iterative Closest Point (NRICP)

In the field of surface registration, several improvements have been pro-
posed to enhance the traditional Iterative Closest Point (ICP) algorithm. Clas-
sic ICP assumes rigid body transformations, which limits its application in
cases where non-rigid or deformable surfaces are involved. To address this,
Non-Rigid Iterative Closest Point (NRICP) algorithms modify the error min-
imization process to accommodate local deformations and flexible transfor-
mations. Figure 4.2 illustrates an example of non-rigid 2D point cloud reg-
istration, where blue points are progressively registered to red points using
translations, rotations, and affine transformations. The frames demonstrate
the progression of the registration process, with each iteration adjusting the
points to better match the target surface. By allowing for non-linear adjust-
ments, these algorithms better handle the complex geometries often encoun-
tered in medical imaging applications, where anatomical structures like the
heart undergo localized shape changes due to motion or deformation[107].

Numerous variations of NRICP exist, each tailored to specific challenges
in high-dimensional, deformable datasets. For instance, approaches that lever-
age local statistical models can mitigate the high dimensionality problem in
large datasets, improving accuracy in local deformations[108]. Other adap-
tations, such as vertex-level affine transformations and the incorporation of
local smoothness constraints, allow for more realistic modeling of surface de-
formations[109]. Moreover, several non-linear registration algorithms utilize
the ICP framework, essentially reducing the problem to identifying point-to-
point correspondences and applying transformations between surfaces[110].
These advancements have found applications in various domains, including
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facial recognition and biomedical surface registration, each offering distinct
advantages and limitations. One specific algorithm that is highly relevant to
this thesis is the Optimal Step Nonrigid ICP Algorithm[111]. This algorithm
is characterized by several key features that make it ideal for cardiac imaging
applications:

• Non-Rigid Local Deformations: The algorithm allows for flexible, local-
ized transformations of the template surface or point cloud to accom-
modate the deformable nature of cardiac structures.

• Iterative Stiffness Reduction: Initially, the algorithm permits global trans-
formations and gradually refines them to become increasingly local-
ized, which is critical for capturing fine-scale anatomical details.

• Optional Initial Rigid Registration: To enhance robustness, the NRICP
can perform an initial rigid alignment using standard ICP before ap-
plying non-rigid deformations, improving the overall accuracy of the
registration.

• Bi-Directional Distance Metric: By employing a bi-directional distance
metric, the algorithm encourages the template surface to fully cover the
target surface, minimizing unregistered regions.

• Handling Missing Data: The NRICP algorithm is designed to manage
incomplete target surfaces, such as those with missing or corrupted re-
gions, by ignoring points at the boundaries of the target surface.

• Landmark Integration: Optional use of anatomical landmarks allows for
further refinement, making the algorithm adaptable to cases where cer-
tain known reference points can be leveraged for more accurate regis-
tration.

The algorithm operates by iteratively deforming a template surface to
match a target surface. It begins by identifying a preliminary set of corre-
spondences through a nearest-point search. These correspondences are then
used to calculate an optimal deformation for the template. This process is
governed by a stiffness parameter, which gradually decreases as iterations
progress, allowing the template to better conform to the target surface over
time. During each iteration, the algorithm finds corresponding points be-
tween the deformed template and the target by identifying the nearest points
on the target for each vertex of the template. Once the correspondences are
established, the algorithm computes an optimal deformation that minimizes
the distance between corresponding points. This is achieved through a reg-
ularization term that ensures smooth and physically plausible deformations.
The regularization is locally affine, meaning that each vertex in the template
is allowed to undergo an affine transformation (translation, rotation, scaling,
or shearing). Importantly, the algorithm minimizes the difference in trans-
formations between neighboring vertices, ensuring that the deformations re-
main smooth and consistent across the surface. Figure 4.3 shows an such ex-
ample of 3D surface registration, where the red source surface demonstrates
improved alignment post-registration.

In cardiac imaging, the Optimal Step NRICP algorithm is particularly ad-
vantageous because of its ability to handle incomplete or noisy data, which
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Figure 4.2: Example of non-rigid 2D point cloud registration. The blue points are registered
to the red points using a combination of translations, rotations, and affine transformations.
The frames show the progression of the registration process, with i indicating the iteration
number for each frame.

are common in real-world medical scenarios. For instance, surfaces derived
from EWI may contain missing regions or artifacts, and the algorithm can
account for these by ignoring edge correspondences. Furthermore, its opti-
mal step approach makes it more efficient compared to traditional methods,
leading to faster convergence and reduced computational overhead. This ef-
ficiency, combined with its robustness to poor initial alignment, makes this
NRICP method an ideal choice for medical applications where pre-alignment
may be difficult to achieve. The algorithm is readily available, provided
by its authors, and implemented in MATLAB, which allows for easy inte-
gration into the research pipeline. The ability to handle non-rigid defor-
mations is crucial when registering anatomical structures that undergo lo-
cal shape changes, such as different phases of the cardiac cycle or pre- and
post-operative scans. By incorporating non-rigid ICP into the workflow, this
thesis aims to enhance the accuracy of EWI and CT data integration, leading
to more reliable representations of cardiac anatomy and function.

4.3.3 Applications and Challenges of Multimodal Imaging

Multimodal medical imaging registration is a critical tool in clinical practice,
enabling the integration of data from two or more imaging modalities into a
single 2D image or 3D volume. This combination provides more comprehen-
sive information, enhancing the interpretability of the images by leveraging
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Figure 4.3: 3D surface registration example showing pre- and post-registration alignment
of two datasets. The blue surface represents the target, and the red surface represents the
source. (Left) Pre-registration: the source and target surfaces are misaligned. (Right) Post-
registration: the source surface has been aligned with the target, demonstrating improved
surface correspondence.

the strengths of each modality. For instance, CT and MRI can be co-regis-
tered to merge the detailed anatomical structure of bones from CT with soft
tissue information from MRI, providing a more complete representation of
patient anatomy. Such composite images are particularly beneficial for ther-
apy planning, where detailed anatomical and functional insights are neces-
sary for accurate intervention[112]. One key application of multimodal imag-
ing registration is in intracardiac mapping, which aids in guiding catheter
ablation procedures for arrhythmias. By fusing CT or MRI with intracardiac
maps, physicians can access enhanced anatomical detail, which is essential
for complex operative sites. Commercial software solutions, such as Carto-
Merge, provide this capability by supporting multiple registration methods,
including manual selection of corresponding points, the use of Iterative Clos-
est Point (ICP) algorithms to minimize spatial discrepancies, and a hybrid
approach combining both techniques[113]. These technologies offer direct
surgical guidance during procedures, improving the precision of catheter
placement and ablation. Multimodal registration also addresses challenges
related to cardiac imaging, particularly in mitigating the effects of respiratory
motion on the heart. Respiratory motion can introduce spatial inaccuracies
by altering the heart’s size and position. Correcting for this motion ensures
more accurate imaging, which is crucial for diagnostic and therapeutic pur-
poses.

In echocardiography, several fusion techniques have been proposed, par-
ticularly in combination with CT scans. One approach involves acquiring 3D
echocardiographic volumes and registering them with CT data. An example
of this is the registration of a coronary tree from CT with a 3D ultrasound vol-
ume of the left ventricle (LV) endocardial surface to locate coronary stenosis.
This method helps refine the anatomical understanding of coronary patholo-
gies. Similarly, techniques have been developed to align 3D ultrasound data
with CT scans to improve visualization of the heart wall regions, addressing
misalignment issues often encountered in 3D echocardiography. Promising
results have also been shown in real-time alignment and visualization of 3D
echocardiography with cardiac magnetic resonance (CMR) volumes during
live scanning[114, 115, 116]. However, despite these advancements, 3D ultra-
sound imaging remains a specialized technique and has not yet been widely
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adopted, particularly in lower-income countries, where the high cost limits
accessibility.

Further techniques have been developed to align 2D transthoracic echocar-
diography (TTE) images with CT scans. These techniques involve temporally
and spatially synchronizing the two datasets, aiming to match the ultrasound
acquisition of one cardiac cycle with the corresponding phase in the CT data.
While these images can either be fused or displayed side-by-side to provide
additional structural information, they lack the intuitive understanding that
a 3D volume can offer[117]. Although full 3D echocardiography might still
be beyond reach in certain settings, 3D volume reconstruction from multiple
2D echocardiographic images could offer a potential solution.

Machine learning and neural networks are expanding the possibilities in
this domain. For example, the Pix2Vox++ network framework facilitates
single- and multi-view 3D object reconstruction[118]. Recent adaptations
aim to reduce memory usage and computational complexity while enabling
3D anatomical reconstruction from standard 2D cardiac views. These ap-
proaches are making it feasible to generate 3D anatomical models from lim-
ited 2D data[119]. However, several limitations persist in the current meth-
ods. Many of these techniques are either highly specialized, too time-con-
suming, or not applicable to previously acquired datasets. While advances
are continually being made, there is still a need for a more versatile and ro-
bust registration methodology. Ideally, such a method would not only be
easily applicable in clinical settings but would also provide more compre-
hensive insights than simple geometric or spatial relationships, enhancing
the diagnostic and therapeutic potential of multimodal imaging.

4.4 Methodology

A novel method was developed to achieve spatial registration of 3D EWI data
with patient CT scans, allowing for the integration of 3D surface geometries
from both modalities. This method starts by aligning the two 3D point clouds
in space, followed by using a surface registration algorithm to morph the 3D
EWI surface onto the CT scan. After successful registration, the transformed
3D EWI surface can be visualized. This process also allows for transferring
activation data from the EWI onto the CT scan, providing a comprehensive
view of electromechanical activity overlaid on anatomical structures.

4.4.1 Data Collection and Processing

A VTK file containing the segmented endocardium and pericardium from a
previously acquired non-contrast chest CT scan for Patient C was available.
The VTK file was imported into MATLAB for further processing and analy-
sis.

4.4.2 Point Cloud Registration

The registration process assumes that the median axes of the left ventricle
(LV) point clouds from both the 3D EWI data and the CT scans should be
aligned similarly in space. Initially, the median axes of each point cloud are



74 Chapter 4. 3D Registration of EWI with CT Models

Figure 4.4: GUI for LV point extraction for CT model. This interface allows for manual
adjustment of the X, Y, and Z displacements to position the red reference point inside the
LV. The blue point cloud represents the CT scan data, with the red point indicating the ray
origin point. The right-hand slider can be used to crop external structures.

calculated and used as references for registration. Both models are converted
into point clouds for efficient manipulation and transformation in the subse-
quent steps. The CT model is cropped manually at the ventricular annulus, to
remove any external heart structures, like the aorta, and leave only the ven-
tricles (Figure 4.4). The 3D Isochrone model is referred to as the ISO model,
and the CT scan model as the CT model.

If a 3D ellipsoid were to be fitted to the LV points in each point cloud, its
major axis would represent the median axis of the LV. Since both point clouds
define one continuous surface both internally and externally, a technique was
developed to isolate internal LV points. This method extends the approach
used for isolating the LV chamber in 2D isochrones for calculating the median
axis, modified to handle 3D data. An origin point within the LV of each point
cloud is defined, either automatically or manually (Figure 4.4). From this
origin, a custom algorithm, based on the Triangle/Ray Intersection function
in MATLAB[120], is used to extract internal LV points. This algorithm works
by generating a vector (ray) from the origin toward each point in the cloud.
For each triangle in the mesh (defined by its three vertices), the algorithm
checks for intersections with the ray. The distance from the ray’s origin to
the intersection point is calculated, and the closest intersection is selected. To
ensure accurate identification, the algorithm treats the mesh triangles as two-
sided, and the ray’s length is defined to include all relevant points. This step
produces two matrices containing the LV point coordinates for each point
cloud.

Figure 4.5 shows a simplified workflow of the isolation of the LV for both
models. These points are then used with the ellipsoid fitting function from
MATLAB’s File Exchange[121] to fit an ellipsoid to the 3D data. The function
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Figure 4.5: Workflow for LV Isolation. (a) ISO Model: (i) 3D EWI Isochrone of Patient
C showing the full ventricular geometry, (ii) Boundary extracted from the EWI data, (iii)
Extracted boundary with marked LV points identified using the Triangle/Ray intersection
method. (b) CT Model: (i) 3D ventricular geometry extracted from Patient C’s CT scan. (ii)
Cropped CT model isolating the ventricular structures by removing external anatomy. (iii)
Boundary extracted from the CT data. (iv) Cropped bi-ventricular shell showing extracted
LV points marked with yellow dots.

provides key parameters such as the center coordinates and radii of the ellip-
soid, with the largest radius representing the major axis of the LV. This axis is
used as a reference for further registration and morphing processes to ensure
anatomical accuracy.

4.4.3 Surface Registration

After calculating the major axes (long, middle, and short) for each model,
they are aligned using the Iterative Closest Point (ICP) algorithm in MAT-
LAB[122]. This step ensures consistent initial orientation of the models. It is
important to manually scale the ISO model before registration. The transfor-
mation matrix obtained from this process is applied to the major axes and the
ISO model itself for initial alignment. A 180-degree rotation may be neces-
sary to properly align the ventricles, minimizing large-scale misalignments.
If there is any residual misalignment, particularly in the right ventricle (RV),
a custom MATLAB application allows interactive manual adjustments for
fine-tuning (Figure 4.6). Figure 4.7 illustrates a streamlined workflow for the
registration of ellipsoid axes and surfaces between the two models.

Next, a non-rigid ICP transformation is applied with the CT model as the
fixed reference and the ISO model as the source. An initial global deforma-
tion is allowed, followed by iterations with reduced stiffness. After non-rigid
transformation, the activation data from the ISO model is mapped onto the
CT model using nearest-neighbor interpolation, enabling the visualization of
point-wise data across the aligned models. The final registered models, along
with the interpolated data, can then be visualized.
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Figure 4.6: Custom GUI allowing for interactive adjustments to manually fine-tune the
alignment between the 3D isochrone (ISO, in red) and CT scan (in blue) models after the
initial transformation. The user can rotate the models around the center of rotation (black
dot) to achieve better alignment, especially for correcting residual misalignment in the right
ventricle (RV).

Figure 4.7: Workflow for 3D Shell Registration. (a) Both the ISO and CT models’ LV points
are fitted with ellipsoids, and the principal axes are calculated. This is followed by the It-
erative Closest Point (ICP) transformation (Transformation A), aligning the principal axes
of both models for registration. (b) Visualization of the 3D shell registration process, where
the ISO shell (red) is transformed into the CT shell (blue), aligning both models’ ventricular
geometries through Transformation A.
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Figure 4.8: Non-Rigid ICP Transformation and Nearest-Neighbor Interpolation for Shell
Registration. (a) (i) Initial 3D rendered Isochrone for Patient C, (ii) ISO model after ap-
plying the non-rigid ICP transformation. (b) (i) Initial cropped Patient C’s CT model, (ii)
CT model with nearest-neighbor interpolated activation data mapped from the transformed
ISO model.

4.5 Results and Discussion

The registration results for Patient C are displayed in Figure 4.8. The up-
dated geometry of the EWI map is presented in Figure 4.8(a)(ii), and the
corresponding CT model, with interpolated activation data, is shown in Fig-
ure 4.8(b)(ii). This approach has demonstrated improved spatial accuracy in
aligning 3D isochrones with CT data, serving as a promising first step to-
ward multimodal imaging of EWI. Additionally, this method holds potential
for further applications, such as integration with MRI data or intracardiac
CT-based mapping. It is important to note that the CT model for Patient
C reveals an overestimation of the right ventricular (RV) volume compared
to the left ventricle (LV), despite no corresponding evidence in the patient’s
medical history. This discrepancy is likely due to manual segmentation of
a non-contrast-enhanced CT scan, where the RV chamber volume has been
overestimated.
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There are several challenges in accurately registering 3D-rendered iso-
chrones with CT data. The process may require further optimization to en-
sure consistent multimodal imaging integration, particularly as ventricular
and atrial volumes obtained from CT scans may not always serve as reliable
ground truths. Additionally, the manual scaling of the isochrones could be
improved by utilizing scaling factors available in DICOM data, which would
allow for more precise dimensional adjustments. Another limitation involves
the non-rigid ICP algorithm, which was employed without using landmark
points. Incorporating manually selected landmark points at specific loca-
tions, such as the walls of the standard apical 4-chamber view, could enhance
the accuracy of the non-rigid ICP transformation. This refinement would po-
tentially lead to more accurate registrations and better alignment between
the EWI and CT data.

To build on this work, future developments could include integrating ad-
ditional imaging modalities, such as MRI, to provide more comprehensive
insights into cardiac function. Expanding the registration methodology to
intracardiac CT mapping data would also enhance the versatility of this tech-
nique in clinical applications.
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Chapter 5

Conclusions and Future Work

Cardiovascular diseases remain one of the leading causes of death globally.
Arrhythmias are a type of heart condition that disrupt the heart’s conductive
system, leading to abnormal and irregular heart rhythms. There are many
types and classifications of arrhythmias, some of which are more severe than
others and require immediate medical attention. While immediate treatment
may not always be necessary, certain cases demand drug therapies or more
invasive procedures, such as ablation or device implantation. Early detection
and accurate spatiotemporal mapping of arrhythmias are crucial for reducing
the risk of fatal events and ensuring timely treatment.

In clinical practice today, the electrocardiogram (ECG) is the most com-
monly used non-invasive method for diagnosing and localizing arrhythmias,
often supplemented by echocardiography for additional insights into heart
structure and function. However, for more precise diagnosis, invasive elec-
trophysiology (EP) studies are often employed, where catheters are inserted
into the heart with the assistance of radiation imaging, to record intracardiac
electrical activity directly. This approach remains one of the most reliable
methods for diagnosing and treating arrhythmias, but it comes with inher-
ent risks and limitations.

In recent years, pushing toward a non-invasive, widely accessible, and
accurate localization technique, Electromechanical Wave Imaging (EWI) has
emerged as a promising solution, building on the principles of echocardiog-
raphy. EWI provides real-time, high-resolution 2D maps (isochrones) of the
heart’s electromechanical activity by tracking the mechanical deformations
in the myocardium that are caused by electrical activation. Unlike traditional
methods that focus solely on either electrical or mechanical aspects, EWI cap-
tures both, offering a more precise localization of arrhythmia origins without
the need for invasive procedures. These 2D maps can then be combined to
produce a 3D activation map, giving clinicians a more complete understand-
ing of wave propagation across the myocardium.

While 2D EWI offers valuable slice-by-slice data, it has limitations in ob-
serving the continuous propagation of electrical activity. This can obscure
critical patterns, such as the initiation and spread of ectopic beats. The pre-
vious algorithm for generating 3D electromechanical maps also faced lim-
itations, particularly in usability and in being restricted to four predefined
views, which limited the spatial coverage of the heart.

This thesis aimed to address these challenges by advancing the 3D ren-
dering technique for improved arrhythmia localization. An enhanced 3D
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rendering algorithm was developed, which not only overcame the limita-
tion on the number of apical views but also integrated additional perspec-
tives commonly used in echocardiography, such as the apical five chamber
(A5C) and the right ventricular inflow tract (RVIT) views. Furthermore, the
algorithm now supports full heart models, including additional structures
like the mitral valve and the left ventricular outflow tract (LVOT), provid-
ing a more comprehensive and detailed representation of cardiac anatomy
and function. To further refine the anatomical accuracy of these electrome-
chanical maps, a 3D surface registration method was developed to integrate
patient-specific CT geometries with the 3D rendered EWI data, allowing for
a more personalized analysis. Additionally, the entire process has been made
more accessible through the development of a user-friendly graphical inter-
face.

The key findings from this research highlight significant improvements
in spatial coverage and activation mapping accuracy. The resolution in pre-
viously under-sampled areas, such as the anterior septum and right ventri-
cle, has been enhanced, leading to more detailed electromechanical activa-
tion patterns, particularly in complex arrhythmia cases. The ability to render
multiple apical views has allowed for a more comprehensive sampling of
the myocardium, which results in better spatial resolution and more precise
activation maps.

The inclusion of structures such as the LVOT and mitral valve in the 3D
models has provided a more accurate anatomical context, enabling more de-
tailed visualization of their activation patterns. This added complexity could
help clinicians gain a more holistic understanding of cardiac function. The
development of a user-friendly graphical user interface (GUI) played a cru-
cial role in this advancement, making the process more accessible. By inte-
grating the GUI, the workflow for 3D rendering and data analysis has been
streamlined, allowing for easier manipulation and visualization of complex
3D models. The GUI not only simplifies user interactions but also improves
the practicality of this approach in clinical and research environments. Given
that it is not limited to processing only EWI data but can also handle ’empty’
2D datasets to provide a 3D anatomical model, its flexibility extends beyond
EWI. A simplified version of the GUI will be released in the future to provide
additional usability for non-EWI cardiac modeling.

Another important achievement is the enhanced efficiency of the algo-
rithm. The rendering process was simplified, reducing computational de-
mands while maintaining accuracy. This optimization improved both us-
ability and processing speed, allowing for quicker processing of the elec-
tromechanical and anatomical data while still maintaining high levels of pre-
cision in the visualization. The combination of the optimized algorithm and
the GUI further contributes to making this approach more practical for real-
world applications, where time and accuracy are essential.

Finally, the fusion of functional and anatomical data through the 3D reg-
istration of EWI maps with CT-derived models provided a more complete
view of the heart’s electromechanical behavior, improving arrhythmia local-
ization and potentially leading to better treatment outcomes.

While this work made significant advancements, several limitations should
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be acknowledged, which point to areas for future improvement. One inher-
ent limitation of echocardiography-based approaches lies in the variability of
image quality and patient anatomy. Since the accuracy of 3D-rendered local-
ization heavily depends on these factors, the image resolution may some-
times fall short of providing precise spatial details, especially in patients
with complex anatomical variations. The enhanced algorithm also necessi-
tated more sophisticated interpolation techniques to manage sparse activa-
tion data, particularly in the RVIT region. While this refinement improved
spatial resolution, it increased computational time, introducing a challenge
in balancing efficiency with accuracy. Additionally, although the algorithm
successfully incorporates RVIT data, manual adjustments were still required
to correct alignment discrepancies. As a result, the visualization may not al-
ways be robust, and inconsistencies may appear in the final rendering, which
affects the overall clarity of the activation map.

Another issue is minor misalignments in full heart rendering, especially
at the basal points of the LV. These misalignments stem from the method’s
reliance on aligning only the apical points during registration, as well as
from slight distortions caused by manual image acquisition. These factors
can cause imperfections, such as small gaps or misalignments in the final 3D
map and should be addressed in future versions.

In terms of surface registration, accurately aligning 3D-rendered isochrones
with CT scan data presented its own set of challenges. The registration pro-
cess between these modalities sometimes required additional refinement to
achieve consistent, reliable integration of functional and anatomical data.
Lastly, while CT scans provide detailed anatomical models, the volumes of
ventricles and atria they capture may not always serve as reliable ground
truths, potentially introducing discrepancies between anatomical and func-
tional data sets.

To further advance the findings of this thesis, several promising directions
could be explored. First, expanding the dataset to include a more diverse
patient population, featuring varying arrhythmia types and heart geome-
tries, would provide a more comprehensive validation of the algorithm. This
would also allow for assessing its clinical relevance across a broader spec-
trum of cases, including more severe arrhythmias or anatomical abnormali-
ties. Another important step would be refining the interpolation techniques.
Developing more advanced algorithms that enhance spatial resolution, par-
ticularly in regions where data are sparse, while maintaining computational
efficiency, could significantly improve the accuracy of non-invasive activa-
tion mapping. Further, incorporating additional short-axis and out-of-LV
median-axis views into the rendering process could provide an even more
detailed representation of the myocardium, filling gaps in the spatial cover-
age and reducing the likelihood of data interpolation errors.

Future steps also include the development of a similar algorithm tailored
for 3D strain visualization during a single cardiac cycle. This feature will
provide the ability to assess mechanical deformation and strain patterns in
the myocardium, offering valuable insights into myocardial contractility and
dysfunction. Although the initial work has begun, further refinements are
needed to fully integrate strain visualization into the existing GUI framework
and optimize the algorithm for accurate strain mapping.
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Exploring the potential integration of the advanced 3D rendering algo-
rithm with other imaging modalities, such as MRI or intracardiac echocar-
diography (ICE), could offer a more comprehensive understanding of the
heart’s electromechanical function. This multimodal approach may improve
the precision of arrhythmia treatment strategies by combining the strengths
of different imaging techniques. Finally, continuous improvements to the
GUI could enhance user experience and reduce the manual adjustments cur-
rently needed for data alignment, making the algorithm more accessible and
practical in clinical settings.

In conclusion, 3D-rendered EWI is a non-invasive method that provides
an intuitive understanding of spatial relationships within the heart, facilitat-
ing precise localization of arrhythmogenic regions. The advanced 3D render-
ing algorithm proposed significantly enhances the spatial accuracy and effi-
ciency of electromechanical activation mapping, while integrating EWI data
with CT-derived anatomical models helps with accurate geometrical detail.
These improvements offer considerable clinical potential in diagnosing and
treating cardiac arrhythmias. The incorporation of multiple apical views and
the LVOT into the 3D model marks a significant advancement by adding
greater anatomical and functional detail. The model enhances both diagnos-
tic precision and usability, especially in complex cases where conventional
2D methods fall short. Furthermore, the inclusion of mitral valve activation
introduces an additional layer of diagnostic accuracy, allowing for more com-
prehensive assessments of arrhythmogenic regions. Although challenges re-
main, this work represents a pivotal step toward more precise arrhythmia
localization. With further refinements and broader validation, this algorithm
could become a valuable clinical tool, offering deeper insights into arrhyth-
mogenic regions and guiding more effective therapeutic interventions.
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Appendix A

Detailed View of Figure 3.13

This appendix presents magnified sections of Figure 3.13 to offer a clearer
and more detailed view of key areas of interest.

Figure A.1: Zoomed in version of the 4Ch. 3o’clock view. The median axis is indicated
with a solid red line, while the dotted white line corresponds to the considered transverse
slice. The radial positions of the walls (e.g., r4L, r’4L, r4R) and the activation time values are
extracted.

Figure A.2: Zoomed in version of the RVIT view. The median axis is indicated with a solid
red line, while the dotted white line corresponds to the considered transverse slice. The
positions of the walls (e.g., x1, x2) and the activation time values are extracted.
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Figure A.3: Zoomed in version of the 5Ch. view with the LVOT region enlarged. The me-
dian axis is indicated with a solid red line, while the dashed yellow line corresponds to the
median axis of the LVOT. The dotted white lines corresponds to the considered transverse
slices. The radial positions (e.g., r5L) and activation of the LVOT walls are extracted.
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Appendix B

Table of Image Sources

Figure Source Comments
Figure 2.1a BodyParts3D/Anatomography, Heart

near, CC BY-SA 1.0
Cropped and annotated

Figure 2.1b anonymous, Diagram of the human heart
(valves improved), CC BY-SA 3.0

N/A

Figure 2.2 Clker-Free-Vector-Images, Human Heart
Pumping

N/A

Figure 2.3 Madhero88, Conductionsystemofthe-
heart, CC BY 3.0

N/A

Figure 2.4 OpenStax College, 2028 Cardiac Cycle vs
Electrocardiogram, CC BY 3.0

N/A

Figure 2.5 OpenStax College, 2024 Cardiac Arrhyth-
mias, CC BY 3.0

Cropped and annotated

Figure 2.6 [79] Combined
Figure 2.7a [123] N/A
Figure 2.7b [124] N/A
Figure 2.8 [125] Cropped
Figure 2.9 [126] Cropped
Figure 3.1 Created by the author Based on [37]
Figure 3.2a Blausen.com staff (2014). Medical

gallery of Blausen Medical 2014.
WikiJournal of Medicine 1 (2).
DOI:10.15347/wjm/2014.010. ISSN.
2002-4436, Blausen 0467 HeartLocation,
CC BY 3.0

Cropped and annotated

Figure 3.2b Human_anatomy_planes.svg, YassineM-
rabet. This PNG graphic was created
with Inkscape., Human anatomy planes-
ES, CC BY-SA 3.0

Annotated

Figure 3.2c [80] N/A
Figure 3.2d [80] N/A
Figure 3.3 [79] Combined
Figure 3.4a [79] N/A
Figure 3.4b Created by the author N/A
Figure 3.5a [79] N/A
Figure 3.5b Created by the author N/A
Figure 3.6a [79] N/A
Figure 3.6b Created by the author N/A

TABLE B.1: Table of Image Sources

https://commons.wikimedia.org/wiki/File:Heart_near.png
https://commons.wikimedia.org/wiki/File:Heart_near.png
https://creativecommons.org/licenses/by-sa/1.0/legalcode
https://commons.wikimedia.org/wiki/File:Diagram_of_the_human_heart_(valves_improved).svg
https://commons.wikimedia.org/wiki/File:Diagram_of_the_human_heart_(valves_improved).svg
https://creativecommons.org/licenses/by-sa/3.0/legalcode
https://www.needpix.com/photo/32555/human-heart-pumping-care-medicine-cardiology-life-body-concept
https://www.needpix.com/photo/32555/human-heart-pumping-care-medicine-cardiology-life-body-concept
https://commons.wikimedia.org/wiki/User:Madhero88
https://commons.wikimedia.org/wiki/File:Conductionsystemoftheheart.png
https://commons.wikimedia.org/wiki/File:Conductionsystemoftheheart.png
https://creativecommons.org/licenses/by/3.0/legalcode
https://commons.wikimedia.org/wiki/File:2028_Cardiac_Cycle_vs_Electrocardiogram.jpg
https://commons.wikimedia.org/wiki/File:2028_Cardiac_Cycle_vs_Electrocardiogram.jpg
https://creativecommons.org/licenses/by/3.0/legalcode
https://commons.wikimedia.org/wiki/File:2024_Cardiac_Arrhythmias.jpg
https://commons.wikimedia.org/wiki/File:2024_Cardiac_Arrhythmias.jpg
https://creativecommons.org/licenses/by/3.0/legalcode
https://en.wikiversity.org/wiki/WikiJournal_of_Medicine/Medical_gallery_of_Blausen_Medical_2014
https://en.wikiversity.org/wiki/WikiJournal_of_Medicine/Medical_gallery_of_Blausen_Medical_2014
https://en.wikipedia.org/wiki/Digital_object_identifier
https://doi.org/10.15347/wjm/2014.010
https://en.wikipedia.org/wiki/ISSN
https://www.worldcat.org/issn/2002-4436
https://commons.wikimedia.org/wiki/File:Blausen_0467_HeartLocation.png
https://creativecommons.org/licenses/by/3.0/legalcode
/wiki/File:Human_anatomy_planes.svg
https://commons.wikimedia.org/wiki/User:YassineMrabet
https://commons.wikimedia.org/wiki/User:YassineMrabet
https://en.wikipedia.org/wiki/Computer_graphics
https://en.wikipedia.org/wiki/Inkscape
https://commons.wikimedia.org/wiki/File:Human_anatomy_planes-ES.png
https://commons.wikimedia.org/wiki/File:Human_anatomy_planes-ES.png
https://creativecommons.org/licenses/by-sa/3.0/legalcode
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Figure Source Comments
Figure 3.7a [79] N/A
Figure 3.7b [79] N/A
Figure 3.7c Created by the author N/A
Figure 3.8 Created by the author Based on [62]

Figure 3.9a-d [79] Combined
Figure 3.9 Created by the author N/A
Figure 3.10 Created by the author Based on [62]
Figure 3.11 Created by the author Based on [62]
Figure 3.12 Created by the author N/A
Figure 3.13 Created by the author N/A
Figure 3.14 Created by the author N/A
Figure 3.15 Created by the author N/A
Figure 3.16 Created by the author N/A
Figure 3.17 Created by the author N/A
Figure 3.18 Created by the author N/A
Figure 3.19 Created by the author N/A
Figure 3.20 Created by the author N/A
Figure 3.21 Created by the author N/A
Figure 3.22 Created by the author N/A
Figure 3.23 Created by the author N/A
Figure 3.24 Created by the author N/A
Figure 3.25 Created by the author N/A
Figure 3.26 Created by the author N/A
Figure 3.27 Created by the author N/A
Figure 3.28 Created by the author N/A
Figure 3.29 Created by the author N/A
Figure 4.1 Created by the author N/A
Figure 4.2 Dllu, Cpd fish affine, CC BY-SA 3.0 Extracted frames, resized,

and arranged in a grid layout
Figure 4.3 [127] N/A
Figure 4.5 Created by the author N/A
Figure 4.7 Created by the author N/A
Figure 4.8 Created by the author N/A

TABLE B.2: Table of Image Sources (continued)

https://commons.wikimedia.org/wiki/User:Dllu
https://commons.wikimedia.org/wiki/File:Cpd_fish_affine.gif
https://creativecommons.org/licenses/by-sa/3.0/legalcode
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Appendix C

ISBI 2024 Poster

Poster titled "FAST AND ROBUST ALGORITHM FOR 3D RENDERING OF
2D ELECTROMECHANICAL WAVE IMAGING MAPS AND CT REGISTRA-
TION" presented at the 21st IEEE International Symposium on Biomedical
Imaging (ISBI 2024) held in Athens, Greece from May 27 to May 30, 2024. The
key findings emphasized the enhanced spatial accuracy of 3D-rendered elec-
tromechanical maps, improving their clinical adaptability. Additionally, the
registration of 3D-rendered EWI maps with patient CT scans demonstrated
the potential for better multimodal imaging integration, although challenges
in registration consistency remain. This study also highlighted future direc-
tions, including the incorporation of short-axis views and intracardiac CT-
based mapping data.
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Figure C.1: Poster titled "FAST AND ROBUST ALGORITHM FOR 3D RENDERING OF 2D
ELECTROMECHANICAL WAVE IMAGING MAPS AND CT REGISTRATION" presented
at the 21st IEEE International Symposium on Biomedical Imaging (ISBI 2024) held in Athens,
Greece from May 27 to May 30, 2024.
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