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ITepiAndn

H ypron tov urnatopidv yia devtepn o1 o €xel €vay OAOEVI X0l O GNHAVTIXG AvVTIXTUTO
oty Cwn pag, onwg avagépet 1 Bupwndixy Evoon. Ev tw petald, n {fmmon yio cuotiuata
UTATOELY ALEAVETOL porydaio xou aEXETE cuaTAATO Unotaplwy Beloxovtal xovTd 1 €xouy 1o
¢pTdoel 6T0 TéhOC NG TEWTNG Toug Lwng, eved eoxohoviolv va Slatneoly TNV xaveTnTaL Vol
enovodlapgopwdoly yia dhieg yproelg. Tautdypova, dev undpyet éva loyved Thaiolo mou va
%xHloTd TNV ENAVOYENOYLOTIOMNGT) AUTKY TKV UTUTIRIOY E0XONY), AGPUAT XAl ATOBOTIXY.

Avuto odnyel oe mpoPiiuota dnwe vdnhol mapdyovteg xWBUVOU XAT THY OTOGUVIPUOAOYT
oY) TWV UTOTOELWY Xl BUGXOMES GTOV GYEBLAOHO, TNV TEOBAed xou TV Topaxololinem e
amod00NE TV CUCTARATWY pmatapley deltepng {wng. Katd ouvénela, autd Snuoveyel orn-
HOVTIXG EUTOBLAL YIoL T1 CUPHETOYY| EEWTEQIXMY EVOLAPEQOUEVWY ETLYEIPNOEWY NS ahuGBag
a&lag Tne avovxhwone unotaploy. ¢ anotéleoua, ot o neplodo mou yopoxtneileton and T
parySaior adénom e mopaywYTG AMOBARTWY UTATAELOY, TO DUVOLXO YIoL TNV ENAVOLYETOLLOTO-
inon toug yeudvetal, ennpedloviac TOCO TNV ETOVIYENOWOTOMON TWY UTATIPLOY OGO Xot TN
Buwodtnta Tou tepBdihovTtog.

Avth n Bimhwpatiny epyacia aoyoheiton pe tn dnuiovpyio o cloud mhat@dpuas yio T ow-
o 11 Bloyelplon xou ETXOVKVIO TANEOPOPLOY GYETIXG UE CUCTHUOTA unatapLedy dedtepns {wng,
oto mhofolo Tou evpwnaixol épyou Horizon, Battery2Life. Oo ulonowoel douéc Sedopévev
olpgpwva ue o Ineloxd AtaPBatriplo Mrotaploc, anodotixols unyaviopoic arnodixevorng dedo-
HEVWY xou Bor Topéyel aoQahelc xon EVEMXTOUC TEOTOUE ETUXOWVKVING AUTO) TOU EUPEOS CUVOAOU
dedopévewy oe Ghoug Toug wpeholuevous TN ahuotdag a&iag e devtepns {whS TWV UTATAUPLOV.

Y10 Kegdhawo 1, da eetdoouvpe 1o {Amnuo tne didpxetag {ong Twy UmaTopldy tépo ond tny
apywr) Toug yenon xou Yo mopouctdooupe To TR uoc oto €pyo Horizon Battery2Life.
Yo Kegdhato 2, Yo xahOPoUUE TIC CUYXEXPUIEVES AMAUTAHCELS TNG TAATPOpUOC, Vol TopEyou-
pe Aemtouepy| mopadeiypata twv API endpoints xou G nepiypdouye Ty apyitEXTOVIXY TNG
Noong,cuumepthauBavouevmy TV o Tolyelwy TG xot TV oA NAETSpdoey Toug. Xto Kegdhowo
3, Yo oulnTRoOLUE T VAOTIOIRCOUE TNV TAATQOEUN COUPWVAL UE TIC TPOBLOYPAUPES Ok THV Olp-
YLTEXTOVIXY) IOV TEQLYPAPNXOY GTO TEONYOUUEVO XEPdAato, xon B e&nyroouue yiatl emAéEaue
T CUYXEXPWEVES TEYVOAOYIEC xodtdC xou TG TG Blaoppaoaue. Yto Kegdhouo 4, Yo xodo-
plooupe ) pedodoroyio Soxuumy e Thatpdpuas pog, Yo diegdyoupe tig doxiuée, Yo napouat-
dooupe To anoteAéopato xan Yo avahboouue ta Pooixd onuela evdlagpépovtog. Xto Kegdhaio
5, Yo ohoxhnpddooupe authv T BimAwUaTixy epyooia, enonUalvovTag To XUEl CUUTERACUATA
xan mpotelvovtog peAloviiée Bedtiwoelg yia Ty cloud mhatgopua Battery2Life.
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Abstract

The act of utilizing batteries beyond their first life will have an increasingly important
impact on our lives, as stated by the European Union. Meanwhile, the demand for battery
systems is skyrocketing and several battery systems are close or have reached the end of
their first lives while still maintaining the capacity to be reconfigured for other use cases. At
the same time, there is no robust framework that makes the task of reusing these batteries
easy, safe and efficient.

This leads to problems including high risk factors for the disassembly of batteries and
difficulty in designing, predicting/monitoring the performance of 2nd life battery systems.
Consequentially, this poses significant obstacles for the participation of outside stakeholders
in the recycling value chain. As a result, during a time marked by a rapid rise in battery
waste production, the potential for reusing batteries is reduced, affecting both the reuse
aspect of batteries and environmental sustainability.

This thesis takes up the matter of building a cloud platform for the correct management
and communication of information of second life battery systems within the scope of the
European Horizon project Battery2Life. It will implement data structures according to the
Digital Battery Passport, efficient data storing mechanisms and provide secure and flexible
ways of communicating this wide set of data to all the benefactors of the second battery life
value chain.

In Chapter 1, we will explore the issue of battery life beyond initial use and introduce our
segment of the Horizon Battery2Life project. In Chapter 2, we will cover the platform’s
specific requirements, provide detailed examples of the API endpoints, and outline the
solution’s architecture, including the solution components and their interactions. In Chapter
3, we will discuss how we implemented the cloud platform according to the specifications and
architecture outlined in the previous chapter, and explain why we selected the technologies
we did, as well as how we configured them. In Chapter 4, we will establish the testing
methodology for our platform, carry out the tests, present the results, and discuss key focus
areas. In Chapter 5, we will conclude this thesis by highlighting key takeaways and offering
suggestions for future work on the Battery2Life cloud platform.

KEYWORDS — Battery Management, Digital Battery Passport, Cloud, Django, Docker,
Battery 2nd Life, API
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Extevnc Ilepiindm

H ypron tov urnatopidv yia devtepn o1 o €xel €vay OAOEVI X0l O GNHAVTIXG AvVTIXTUTO
oty Cwn pag, onwg avagépet 1 Bupwndixy Evoon. Ev tw petald, n {fmmon yio cuotiuata
UTATOELY ALEAVETOL porydaio xou aEXETE cuaTAATO Unotaplwy Beloxovtal xovTd 1 €xouy 1o
¢pTdoel 6T0 TéhOC NG TEWTNG Toug Lwng, eved eoxohoviolv va Slatneoly TNV xaveTnTaL Vol
enovodlapgopwdoly yia dhieg yproelg. Tautdypova, dev undpyet éva loyved Thaiolo mou va
%xHloTd TNV ENAVOYENOYLOTIOMNGT) AUTKY TKV UTUTIRIOY E0XONY), AGPUAT XAl ATOBOTIXY.

Avuto odnyel oe mpoPiiuota dnwe vdnhol mapdyovteg xWBUVOU XAT THY OTOGUVIPUOAOYT
oY) TWV UTOTOELWY Xl BUGXOMES GTOV GYEBLAOHO, TNV TEOBAed xou TV Topaxololinem e
amod00NE TV CUCTARATWY pmatapley deltepng {wng. Katd ouvénela, autd Snuoveyel orn-
HOVTIXG EUTOBLAL YIoL T1 CUPHETOYY| EEWTEQIXMY EVOLAPEQOUEVWY ETLYEIPNOEWY NS ahuGBag
a&lag Tne avovxhwone unotaploy. ¢ anotéleoua, ot o neplodo mou yopoxtneileton and T
parySaior adénom e mopaywYTG AMOBARTWY UTATAELOY, TO DUVOLXO YIoL TNV ENAVOLYETOLLOTO-
inon toug yeudvetal, ennpedloviac TOCO TNV ETOVIYENOWOTOMON TWY UTATIPLOY OGO Xot TN
Buwodtnta Tou tepBdihovTtog.

Avth n Bimhwpatiny epyacia aoyoheiton pe tn dnuiovpyio o cloud mhat@dpuas yio T ow-
o 11 Bloyelplon xou ETXOVKVIO TANEOPOPLOY GYETIXG UE CUCTHUOTA unatapLedy dedtepns {wng,
oto mhofolo Tou evpwnaixol épyou Horizon, Battery2Life. Oo ulonowoel douéc Sedopévev
olpgpwva ue o Ineloxd AtaPBatriplo Mrotaploc, anodotixols unyaviopoic arnodixevorng dedo-
HEVWY xou Bor Topéyel aoQahelc xon EVEMXTOUC TEOTOUE ETUXOWVKVING AUTO) TOU EUPEOS CUVOAOU
dedopévewy oe Ghoug Toug wpeholuevous TN ahuotdag a&iag e devtepns {whS TWV UTATAUPLOV.

Y10 Kegpdhawo 1, o e€etdoouye cuvontixd to {Rtnua tng didpxetac (oA TV UTatapldy Tépa
and TV apy x| Toug YeRomn xou Yo TapoucldcouUe To TURUe pac oTo €pyo Horizon Battery2Life.

Y10 Kegdhowo 2, Yo xahbouue Tig oUYREXPIEVES AMATACELS TNG TAATPOPUOS OE OYECT| UE TNV
arnohixeuon twyv dedopévwv. “Yotepa, Yo nopéyouue Aentopepy| neptypagy) twv API endpoints
poll pe avohutixd mopadeiypata tou Ya mepiépyouv wia yevixy mepiypoph Tou endpoint, T
pédodo nov yenowonoidnxe, v eloodo/ xopud TOL UTHUNTOC EAV UTHEYEL XL TNV OVOE-
vouevn andvtnorn tou endpoint.téhog, Yo ototolue oty apyttexToviXy TG AUong, cuume-
PLAOUBAVOUEVLY TV GTOYEIWY, TOV AAAAETIORACEMY TOUG XoL TNE YEVIXOTERNS YeNONG TOU
CUCTARATOC HE CUYXEXPLUEVA GEVERLAL YPNoTG.
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Yo Kegdhawo 3, Yo neprypddoupe to nidg vhonoioope thy That@dpuo cOUQWYA UE TIG TEOdLa-
YOUPES XA TNV APYLTEXTOVIXT| TTOL TEPLYPAPTXAY GTO TeoTYolUeVo xe@dhato. Ilo cuyxexpyiéva
Yo avokoouye TN Sour tou xdie pépouc tou cucthuatog xou Yo e&nyfoouue yiatl emAéo-
HE TIC oUYXEXPWEVES TeYVOAOYiEC xorddde xan T LAomotooue Ty Aoon pac. Autd ta uéen
nepthauSdvouy:

o To npwtOXoMa emxowvmvioe (REST, MQTT)

o Tnv avdntuin Twv endpoints (Django, Django Rest Framework)

o v xotorypopr) Twv endpoints (Swagger UT)

o 11 Bdon dedopévev xar Ty napouetponoinon e (PostgreSQL)

e 10 clotnua xataypapic yeyovatwy (Python Loggers)

Baowéc odnyieg yeiong Tou cUCTAUATOS

Y10 Kegdhawo 4, dor WAHOOUYE Y10l TO TS VAOTIOACOUE TOV EAEY YO TN TAXTPOQUOS Xol TOLEG
UETPXES YETOWOTIOLOOUE TROXEWEVOL Va Blacpaiicovye TNy ooty Tou Aertovpyia. o
ouyxexpwéva, Yo xadoploouye TN yedodohoylo BoXIU®Y TNE TAATYOPUAS UAS O OTL APORd. T1
AELTOVEYIXOTNTA Xou TNV ToloTXT| Aettovpyio Tng mhatpdpuoc. Mtnv cuvéyela, VYo diegdyoupe
g doxtpéc xan Yo curAéEoupe ta Bedouéva. Téhog, Yo TUPOUCLACOVYE Tal ATOTEAEGUATO TWV
doxiy xou VYo avaAbooupe o Baoxd onueia eVBLOPECOVTOC PE EUPAOT) GTOUC TOLOTIXOVS
TEPLOPLOHOVE TIOU €youue VECEL TOPUTAVE.

Y10 Kegdhaio 5, Yo ohoxANe®coue authy T SITAWUATIXT EpYAGIA XAVOVTAG Uid avaoXOTNoT)
OYETIXA PE TO TL BEAAUE VoL TETUYOUUE, TL XOTUPEQUUE X0l TS TO XATUPEQOUE ETUONUAUVOVTAS
o xOplar ovumepdopata. Télog, Yo WAHCOUPE VLol TNV ETOWOTNTE TN TAATPOPUOC LIS Yol TNV
Tapary YY) xou Yo avaAbooupe xdmola onueio eVOLaPEEOVTOS Yo LEANOVTINES BEATIOOELS VLol TNV
cloud mhat@opuo Battery2Life.

AéEerg KAerdrd — Awoyelpnon Mrataplodv, Unguaxd Awfatripio Mratopiog, Avocdxhwon
Mratogiodv, API, Cloud, Django, Docker
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Chapter 1

Introduction
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1.1 Problem Statement

Battery utilization has become increasingly significant in today’s world. Batteries vary in
application, shape, and material composition with unique traits especially evident in larger
battery packs.

Currently, about 54 million electric vehicles (EVs) are in use globally[I]. In 2024, EV sales
reached 16 million units, with projections rising up to 20 million by 2025. Furthermore,
the electric truck market is predicted to surpass 1 million units within five years, up from
100,000 units three years ago. Typically, these battery packs carry a warranty ranging from
5 to 10 years, with an annual capacity decline of approximately 2.3%. Consequently, by
2030, around 5 million metric tons of battery modules will have reached the end of their
lifecycle, retaining 70-80% of their original capacity.

Coincidentally, the demand for motive batteries of any kind is set to reach around 50GWh
by 2025. This situation presents a substantial opportunity for reusing these modules in a
second life, albeit with challenges. Notably, the absence of standardized packaging hampers
disassembly efforts posing high costs, safety risks, and potential large scale cell defects.
Additionally, the lack of uniform battery state monitoring coupled with the inherent inability
of knowing how a battery has been used, poses the seemingly insurmountable challenge of
not knowing how a battery can behave in second-use applications. This inevitably will
make its use potentially inefficient and even dangerous. Finally, transferring the Battery
Management System (BMS) to a secondary application is seldom quite complicated, due to
varied BMS specifications.

In this part of the thesis diploma, we are going to attempt to give the reader a general
overview of the aims, goals and objectives of the Battery2Life (B2L) initiative. Then we
are going to do the same with our particular given task (which is the implementation of the
Battery2Life cloud solution) and try to explain how it interacts with all the other compo-
nents of B2L. Then we are going to give a brief and abstract synopsis of the architecture
of our solution with a more detailed description of the RESTful Application Programming
Interface (API) and the Data Management Schema (DMS). We are going to continue with
the testing of the platform and presentation of the results and key points of interest. Finally,
we are going to conclude by summarizing what we have achieved and referring future areas
of improvement.
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1.2 The Battery2Life (B2L) Horizon Project

The Battery2Life project aims to impact the battery industry significantly by introducing
innovative solutions for the second-life of batteries, with a stronger focus on the station-
ary energy storage systems (ESS)[I]. The project will contribute to several key outcomes,
including the development of an open and adaptable cloud-based interface that enables ef-
fortless communication of battery data between 3rd parties and the BMSs, improved safety
and reliability of battery system by monitoring through embedded sensing and State-of-X
(SoX) estimation algorithms, and new system designs that facilitate the disassembly and
reconfiguration of batteries for second-life applications.

The Battery2Life project is designed to have a substantial impact in a variety of fields.
Notably, these advancements are expected to reduce the time and cost of repurposing EV
batteries for second-life use, extend the lifespan of batteries, and enhance their environmen-
tal and economic sustainability. The project also aims to support promoting circularity and
recycling in the battery industry, thereby reducing the carbon footprint of Europe.

1.3 The Battery2Life Cloud Platform

As mentioned above, the challenges that jeopardize the extension of battery use to a second
life are immense. One of the most important ones being the niche properties that current
BMS design present, tailored to the specific needs of the application in use. Therefore, within
the vision of perfect reuse of batteries, an absolutely and unequivocally vital step towards
the right direction is to design data-driven and application-agnostic Battery Management
Systems.

The emerging and long-lasting goal of Battery2Life is to provide the enablers that foster an
ecosystem of solutions which makes the extension of battery life attractive to 3rd parties.
Some components of these solutions that manage to achieve just that and need to be given
special attention, as they directly influence our system design and implementation, include
the embedded sensors that provide data from the battery system (BS), advanced State-
of-X algorithms that provide key analytics for monitoring and assessments, and a new
Electrochemical Impedance Spectroscopy (EIS) implementation (which is integrated straight
into the BMS) that provides some key data about the state of the BS.

We observe that all aspects of the project share a fundamental requirement: data. Conse-
quently, one of the key elements that will fast-track our vision is to work towards holistic
and flexible data formats and models. Moreover, the storage of the data produced by the
aforementioned processes and logistical management of all the levels of abstraction of a
battery ecosystem (from a single cell to a whole module) should become an intuitive and
seamless process. Finally, the importance of well-defined communication protocols for the
coherent interconnection of the systems that will implement the solutions described above
becomes apparent and is of vital importance.

The Battery2Life Cloud Platform comes to fill in that gap by delivering an open and adapt-
able solution to potential beneficiaries. Special focus is given on precisely defining frame-
works and their characteristics. Effective operation and communication with third party
systems is key. This, in turn, will enhance our ability to unambiguously get a better un-
derstanding of the elements that make up the model of our system and precisely pinpoint
areas of improvement that further help the monitoring and analytics of these systems.

Now we will offer an overview of the way that our application will satisfy these requirements.
Firstly, and most importantly, by taking into account the existing battery passport models.
our app will formulate a well-defined yet flexible data model. Secondly, our system will
provide a User Interface (UI) for the bookkeeping of the battery systems. Thirdly, our
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system will provide a RESTful API with several endpoints to be used by algorithms for the
analytics of the system as well as endpoints for the retrieval of data of EIS experiments and
real time measurements. Lastly, the system will provide a publish-subscribe communication
functionality for the insertion of data to the Data Management System (implements the
DMS).

For the scope of this diploma thesis, we will focus on the implementation of the backend
aspect of the system for displaying and updating information to third-party users. Next, we
will develop the backend system for storing data to a DMS of our fabrication. These data will
come as a result of EIS experiments and live timing measurement of system characteristics.
Additionally, we will ensure the implementation of user management, authorization, and
authentication functionalities that will be utilized by the User Interface (UI). Finally, all of
these systems will be implemented, and the appropriate tools will be selected according to
the specifications and requirements set by the project’s earlier work packages.
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Chapter 2

System Model

In this chapter, we are going to get into the specifics of the data management system where
we present the schema of the database as well as the rationale behind it. Then we are
going to continue with the demonstration of the endpoints structure including the expected
behavior and examples. We are going to finish by providing a high-level overview of the
architecture of our system and its components linking it with the use cases for our cloud
platform.
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2.1 Data Management System

2.1.1 Digital Battery Passport

The Digital Battery Passport is defined as an electronic record of an individual battery [2]
(Article 77) and essentially acts as a digital identity. The European Union introduced the
concept of the Digital Battery Passport as part of its new Batteries Regulation, which was
adopted in July 2023[3]. This regulation mandates that, starting from February 18, 2027,
all light means of transport (LMT) batteries, industrial batteries with a capacity greater
than 2kWh, and electric vehicle batteries placed on the EU market must have an electronic
record known as a “battery passport”. Therefore, the need to accurately define the final
blueprint of the DBP becomes of vital importance and is a work in progress.

The Battery Pass Consortium(BPC)Eis actively working on developing the necessary frame-
works and technical standards for the implementation of the battery passport. The BPC
passport content guidance provides us with a wealth of useful information for the design of
the data schema. In particular, the data can be divided into static and dynamic categories[4],
reflecting how frequently they are updated. Static data are updated infrequently, while dy-
namic data are updated more regularly. In addition, essential attributes such as battery
and manufacturer information, compliance and carbon footprint, battery composition, per-
formance, and durability are systematically detailed and utilized in our data model.

The battery passport is designed to enhance transparency and sustainability throughout
the battery value chain. It will document a battery’s entire lifecycle—from raw material
extraction and production to use, reuse, and recycling—by recording data such as carbon
footprint, material composition, information pertinent to recycling/ repurposing and more.
This directive was introduced in order to enhance the sustainability, traceability and ac-
countability in the battery sector.

The description of the DBP though doesn’t come without its restrictions and challenges.
As described in the DBP value assessment[5] several setbacks and obstacles could include:

e The complexity and scope of the data leads to difficulties in collecting, validating and
managing large amounts of data

e The integration of the DBP into existing systems will be a tough challenge due to the
variety in battery management systems

e Coordinating the various stakeholders involved, given the diverse roles and responsi-
bilities they hold across the battery value chain

e The additional cost and resource allocation that are required for its implementation

e The intricate nature of data systems needed to handle the extensive data volume,
while meeting all specifications

Additionally, the standardized data model for the battery passport[0] offers valuable insights
for the structure of our model. Specifically, it outlines a tree structure of nodes consisting of
battery attributes, manufacturing information, usage attributes, and environmental impact
attributes. Furthermore, it includes part nodes that provide detailed insights into the various
components of a battery. The key takeaways of this model are, the modularity and flexibility
that the abstraction of nodes imparts as well as some basic attributes our model could exploit
regarding the use and performance.

The precise framework and technical details of the DBP are still under development. The

1The Battery Pass Consortium is a collaborative effort involving multiple stakeholders, including compa-
nies like BMW, AUDI, and Umicore. It is co-funded by the German Federal Ministry for Economic Affairs
and Climate Action
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Battery Pass Consortium, as well as several 3rd party research, are working on technical
specifications and testing systems, which are anticipated to be finalized by the end of 2025 to
ensure readiness for implementation in 2027. The aims and objectives of the current effort
to describe the DBP though, are in line with the aims and objectives of the B2L project.
More specifically, there is a need to enhance reusability, serve the ever-increasing demands
for the motive power delivery and give consistent, standardized and modular frameworks
for the monitoring and assessment of second life battery systems. The DBP provides well-
organized, crucial information to stakeholders in the battery value chain to support these
objectives. As a result, the assimilation of the DBP to our project (even at its early stage)
by utilizing it to define data formats that are as uniform and meaningful according to the
use cases and specifications of our cloud-platform (that have been extensively described in
section 2.3), is projected to have significant impact and will foster our goals to provide an
open and interoperable second life battery management system.

2.1.2 Database Design Logic

The goals of our data management system, as far as the data structure model is concerned,
is to provide a standardized framework of structured data that minimizes data volume, finds
the right balance of data granularity, facilitates easy and real time data retrieval (for all the
stakeholders of the value chain) and provides flexibility for future extensions.

On the other hand, the goals of our data management system as a whole is to render
communication with any kind of 3rd party system feasible and efficient, ensure the security
and access control of the data, streamline data integrity, control backup and failure recovery
protocols and ensure high percentage of service availability.

For all the reasons that are mentioned above the use of a Database Management System
(DBMS) is the most fitting solution. More on the specifics of it will be laid out in Chapter
3, where we describe the implementation of our solution. Following this, we introduce the
data model we developed based on the specified requirements mentioned above and provide
an explanation of our rationale behind the crucial data design decisions.
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Data Model

The developed data model schema is represented by the relational diagram below. Marked
as "PK” are the primary keys of each entity.

User
id PK integer
password string
username string
firstname string
lastname string
+email string
is_superuser boolean
“"contains"
"made_of"
Material
id PK integer
critical_material ~ boolean

"overviews"
"manages"
Battery
id PK integer
serial_number string
battery_name UK string
weight decimal
capacity integer
original_power_capability integer
expected_EndOfLife date
manufactured_date date .
"overviews" “has"
"has"
SafetyFeature Manufacturer
id PK integer id PK integer
safety_feature string name UK string
email string
Measurement
id PK integer id PK
voltage float status
temperature float event_id
current float frequency
sot float amplitude
phase float phase
soc float current_offset
added_at datetime v_start
v_end
temperature
~added_at

Figure 2.1:

recycled_material boolean
material string

EIS
integer
string
string
float
float
float
float
float
float
float
datetime

"has" "has"
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"manages"
Module
id PK integer
power_module_name string
battery_module_name string

battery_module_energy  decimal
battery_usable_energy decimal
max_output_power decimal
peak_output_power decimal
~nominal_voltage integer
operating_voltage_range integer
communication string
power_module_weight decimal
battery_module_weight  decimal
operating_temperature  float
max_operating_altitude  integer
noise_emission decimal
cell_technology string
created_at datetime
updated_at datetime
"contains"
Cell
id PK integer
cell_name string
nominal_capacity integer
nominal_energy integer
nominal_cycles integer
gravimetric_energy_density integer
volumetric_energy_density integer
industry_standard string
nominal_voltage decimal
operating_voltage decimal
ac_resistance decimal
max_self_discharge_rate decimal
nominal_SOC_at_delivery decimal
cell_weight decimal
cell_charging_temperature decimal
cell_discharging_temperature decimal
"contains"
Chemical
id PK integer
hazardus boolean
extinguising_agent string
chemical_name string

Database Entity-Relationship Diagram

"“manages"



Table logic

Now follows a short description and explanation of the design logic and functionality of each
table.

User:

A User table will be necessary in order to ensure user authentication. Having groups of users
with different privileges will help us give specific authorization to different parts of the data.
As a result, the system administrator will have exclusive authority over data monitoring
and modification rights, therefore maintaining data privacy and consistency.

Battery:

This is the highest level of abstraction of our power module. This table contains aggregate
information such as the weight, dimensions and capacity of the battery. Also, it provides
key values regarding its identification, material composition and manufacturing information
which are essential for the correct monitoring of the Battery System.

Module:

Then we have the model for the individual 2nd hand battery modules that comprise the
battery pack. In this model we identify a wide variety of attributes for the identification
and management of the component and then most attributes regarding its operation.

Cell:

This table focuses on the most fundamental level of abstraction for a functional battery:
the cell. Cells are the basic building blocks, which are grouped together to form modules,
and multiple modules are combined to create a complete battery. The model primarily
includes attributes that define the specifications of the cell, such as nominal_energy and
volumetric_energy_density. Additionally, it incorporates attributes related to the physical
dimensions of the cell and operational characteristics, such as operating_voltage.
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In our work we are following a modular approach, as suggested in the Standardized Data
Model for the Battery Passport[6], we will try to make separate tables that contain all the
attributes that are common from the previous relationships.

Manufacturer:

To enhance the recycling and traceback processes, a dedicated manufacturer table was cre-
ated to store essential information. The manufacturer table is optional and can be utilized
by the model’s Battery, Module and Cell.

Chemical:

This table contains information for the chemicals used by the battery module as a whole
and contains attributes like information about hazardous substances, type of chemical and
extinguishing agent.

SafetyFeature:
The Battery relationship leverages this connection to store critical safety insights specific to
each battery pack.

Material:

This relationship is also leveraged by the battery model to provide users with a com-
prehensive overview of the materials used in their batteries, including details about their
state—such as whether they are recycled or pose any potential hazardsﬂ

Our data management system also accommodates the storage and retrieval of information
generated through experiments and live measurements. This includes enabling the seamless
insertion of experimental data and ensuring efficient access for analysis and further use.

Measurement:
This model defines a structure for the insertion of real time data from a battery cell like
voltage, temperature and state_of_charge.

EIS:
This model defines a data structure to insert Equivalent Impedance Spectroscopy (EIS) data
into the system. Attributes include status, frequency, amplitude, temperature and others.

The exact attributes for each table were selected from the technical specification for the EU
battery passport[7] where more information regarding the description of the fields can be
found.

2These hazards include environmental contamination and human poisoning
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2.2 REST API Endpoint Structure

Our Application Programming Interface(API) is designed to serve as an interoperable plat-
form for managing and analyzing Battery Management System (BMS) data. It is struc-
tured into two core functional categories: Analytics Endpoints and Battery Management
Endpoints.

The Analytics Endpoints are responsible for retrieving real-time data and experimental re-
sults, as well as storing this information in the database for further analysis. The structure
of those endpoints, is illustrated by a specification document we received about the operation
of the onboard BS Wi-Fi modules [8]. On the other hand, the Battery Management End-
points focus on logging and managing operational data, ensuring all relevant information is
captured in alignment with the Data Model outlined in the previous section.

In our system, user authentication/authorization is required to access the API resources at
all times. So, an authentication mechanism and an inclusion of the produced authentication
token is demanded to grant access rights to the API. All the objects in the examples shown
below conform to the data model design.

In the following sections, we will provide a detailed description of each endpoint, including
its purpose, input parameters/body, output and expected behavior with example request-
s/responses.
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2.2.1 Analytics

/api/eis/

Description: Retrieves all the available information about the requested model.
Path Parameters:

APl Endpoint

e No parameters required

Response: Returns an array of objects for the required resource, with HTTP
status code 200 (OK). If no objects are found it returns an empty array, also with
HTTP status code 200 (OK).

Example Request:
HEADERS

GET /api/eis/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Authorization: Bearer <token>
Content-Type: application/json

Example Response:

HEADERS:

allow: GET,POST,HEAD,OPTIONS
connection: keep-alive
content-length: Integer
content-type: application/json
cross-origin-opener-policy: same-origin
date: Date

referrer-policy: same-origin
server: nginx/1.18.0 (Ubuntu)
vary: Accept,origin
x-content-type-options: nosniff
x—-frame-options: DENY

1 [

2 resource_objectl,

3 resource_object2,

4 >
5 resource_objectN

6 ]

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
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APl Endpoint
/api/eis/
Description: Creates a new database entry for the required resource according the
values of the body of the request.
Path Parameters:

e No parameters required

Response: Returns an object with HTTP status code 201 (Created)

Example Request:

HEADERS:

POST /api/eis/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

2 "status": "success",

3 "event_id": "207_1",

A "cell_id": 1,

5 "frequency": 25.11886432,

6 "amplitude": 0.00033255133178403194,
7 "phase": 0.085914587975807,

8 "current_offset": 2,

9 "v_start": 3.5,
10 "v_end": 3.5,

11 "temperature": 25

Example Response:

HEADERS:

allow: GET,POST,HEAD,OPTIONS
connection: keep-alive
content-length: 149552
content-type: application/json
cross—-origin-opener-policy: same-origin
date: Fri,21 Feb 2025 11:07:01 GMT
referrer-policy: same-origin
server: nginx/1.18.0 (Ubuntu)
vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

STATUS CODE:

201
1 {
2 "id": 1001,
3 "status": "success",
4 "event_id": "207_1",

5 "frequency": 25.11886432,
6 "amplitude": 0.00033255133178403194,
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APl Endpoint
7 "phase": 0.085914587975807,

8 "current_offset": 2,

9 "v_start": 3.5,

10 "v_end": 3.5,

11 "temperature": 25,

12 "added_at": "2025-02-26T07:48:08.704086Z",
13 "cell_id": 1

Possible Errors:
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/eis/{id}/
Description: Retrieves a specifc object from the requested resource.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested resource object, with HTTP status code 200 (OK)

Example Request:

HEADERS

GET /api/eis/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

HEADERS

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: Integer

content-type: application/json
cross-origin-opener—-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY
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"field1l": "valuel",
"field2": "value2",

"fieldN": "valueN",

Possible Errors:

e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

| Endpoint

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/eis/{id}/

Description: Replaces the required database entry, with specific id, with the infor-
mation provided by the body JSON object. Doesn’t replace the optional ommited
fields but instead replaces the values that sees that has changed.

Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the request resource changed object that is saved to the
database, with HT'TP status code 200 (OK) or 204 (No Content).

Example Request:

HEADERS

PUT /api/eis/1001/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html

Authorization

: Bearer {token}

12 ¥

"cell_id": 1,

"status": "fail",
"event_id": "207223_1",
"frequency": O,
"amplitude": O,
"phase": O,
"current_offset": O,
"v_start": O,

"v_end": O,

"temperature": 0

Example Response:

HEADERS

access—-control-allow-origin: *
allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
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X . APl Endpoint
connection: keep-alive

content-length: 1000

content-type: application/json
cross-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "id": 1001,

3 "status": "fail",

4 "event_id": "207223_1",
5 "frequency": O,

6 "amplitude": O,

7 "phase": O,

8 "current_offset": O,

9 "v_start": O,

10 "v_end": O,

11 "temperature": O,

12 "added_at": "2025-02-26T07:48:08.704086Z",
13 "cell_id": 1

14 }

Possible Errors:

e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)
e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
/api/eis/{id}/

Description: Provides some fields to be changed for a specific database entry. The
rest of the fields of this entry are not changed in any way. Request body contains
only the fields that we want to change and no more.

Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration
Response: Returns the requested changed object that is saved to the database,
with HTTP status code 200 (OK) or 204 (No Content).

Example Request:
HEADERS
PATCH /api/eis/1001/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/

Accept: application/json, text/html
Authorization: Bearer {token}
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1 {

2 "cell_id": 1,

3 "status": "success",
a "event_id": "207_1",
5 "v_end": 3.5,

6 "temperature": 25

7 ¥

Example Response:

HEADERS

access-control-allow-origin: =*

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: 1000

content-type: application/json
cross-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "id": 1001,

3 "status": "success",
1 "event_id": "207_1",
5 "frequency": O,

6 "amplitude": O,

7 "phase": O,

8 "current_offset": O,
9 "v_start": O,

10 "v_end": 3.5,

11 "temperature": 25,
12 "added_at": "2025-02-26T07:48:08.704086Z",
13 "cell_id": 1

14 }

Possible Errors:

| Endpoint

e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the

request (e.g., due to maintenance or overload)

/api/eis/{id}/

Description: Deletes the database entry with the id given by the parameter id in

the url.
Path Parameters:

31




. . . . . . API Endpoint
e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns HTTP status code 204 (No Content) if successful.

Example Request:

HEADERS

DELETE /api/eis/1001/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

HEADERS

access-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: 0
cross-origin-opener—-policy: same-origin
date: Wed,26 Feb 2025 07:59:08 GMT
referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
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/api/measurements/
Description: Retrieves all of the available information about the requested model.
Path Parameters:

API Endpoint]

e No parameters required

Response: Returns an array of objects for the required resource, with HTTP
status code 200 (OK). If no objects are found it returns an empty array, also with
HTTP status code 200 (OK).

Example Request:
HEADERS

GET /api/measurements/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr
Authorization: Bearer {token}

Example Response:

HEADERS

allow: GET,POST,HEAD,OPTIONS
connection: keep-alive
content-length: Integer
content-type: application/json
cross-origin-opener—-policy: same-origin
date: Date

referrer-policy: same-origin
server: nginx/1.18.0 (Ubuntu)
vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1 [

2 resource_objectl,

3 resource_object2,

4 R ,
5 resource_objectN

6 ]

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/measurements/
Description: Creates a new database entry for the required resource according the
values of the body of the request.
Path Parameters:
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e No parameters required

Response: Returns an object with HTTP status code 201 (Created)

Example Request:

HEADERS

POST /api/measurements/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

APl Endpoint

"cell_ids": [1, 2, 3, 4],

3 "voltage": [3.934999943, 3.950999975,
3.816999912, 3.948999882],

\ "temperature": [18.5, 19.39999962,
17.29999924, 16.60000038],

5 "sot": [1, O, 1, 1],

6 "phase": [ 45, 21, 211, 0],

7 "current": [0, O, O, O],

8 "soc": [69.66569519, 70.92323303,
59.74949265, 70.6905365]

Example Response:

HEADERS

allow: GET,POST,HEAD,OPTIONS
connection: keep-alive
content-length: Integer
content-type: application/json
cross—-origin-opener—-policy: same-origin
date: Date

referrer-policy: same-origin
server: nginx/1.18.0 (Ubuntu)
vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

STATUS CODE:

200
1 {
2 "cell_ids": [
3 1,
A 2P
; 3,
6 4
7 1,
3 "voltage": [
9 3.934999943,
10 3.950999975,
11 3.816999912,
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3.948999882
1
"temperature":

18.5,

19.39999962,

17.29999924,

16.60000038
1
"current": [

0,

0,
0,

0
1
"sot": [

1,

0,
1,

1
1
"phase": [

45,

21,

211,

0
1
"soc": [

69.66569519,

70.92323303,

59.74949265,

70.6905365

Pl Endpoint

Possible Errors:

e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the

request (e.g., due to maintenance or overload)

/api/measurements/{id}/

Description: Retrieves a specifc object from the requested resource.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested resource object, with HTTP status code 200 (OK)

Example Request:

HEADERS

GET /api/measurements/{id}/ HTTP/1.1




Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

6

HEADERS

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: Integer

content-type: application/json
cross-origin-opener—-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

APl Endpoint

{
"fieldl": "valuel",
"field2": "value2",
"fieldN": "valueN",
}

Possible Errors:

401 — Unauthorized: Authentication required

403 — Forbidden: Insufficient permissions

404 — Not Found: Resource not found

500 — Internal Server Error: A generic server error occured

503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/measurements/{id}/

Description: Replaces the required database entry, with specific id, with the infor-
mation provided by the body JSON object. Doesn’t replace the optional ommited
fields but instead replaces the values that sees that has changed.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response:

database, with HTTP status code 200 (OK) or 204 (No Content).

Example Request:

HEADERS

PUT /api/measurements/1001/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}
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Returns the request resource changed object that is saved to the




{
"voltage": O,
"temperature": O,
"current": O,
"sot": O,
"phase": O,
"soc": O,
"cell_id": 42

}

Example Response:

HEADERS

access-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

STATUS CODE:
200

"id": 1001,

"voltage": O,

"temperature": O,

"current": O,

"sot": O,

"phase": O,

"soc": O,

"added_at": "2025-02-21T11:16:37.0511427Z",
"cell_id": 42

Possible Errors:

| Endpoint

e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/measurements/{id}/
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L. . . APl Endpoint
Description: Provides some fields to be changed for a specific database entry. The

rest of the fields of this entry are not changed in any way. Request body contains
only the fields that we want to change and no more.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested changed object that is saved to the database,
with HTTP status code 200 (OK) or 204 (No Content).

Example Request:

HEADERS

PATCH /api/measurements/1001/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

STATUS CODE:
200

1 {
"cell_id": 3
X

Example Response:

HEADERS

access-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross-origin-opener—-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

2 "id": 1001,

3 "voltage": O,

4 "temperature": O,

5 "current": O,

6 "sot": O,

7 "phase": O,

8 "soc": O,

9 "added_at": "2025-02-21T11:16:37.0511427",
10 "cell_id": 3

Possible Errors:
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. . . APl Endpoint
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

D] NP3 /api/measurements/{id}/

Description: Deletes the database entry with the id given by the parameter id in
the url.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns HTTP status code 204 (No Content) if successful.

Example Request:
HEADERS

DELETE /api/measurements/1001/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

HEADERS

access—control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: 0O
cross-origin-opener-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x—-content-type-options: nosniff
x-frame-options: DENY

STATUS CODE:
204

Possible Errors:

e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
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2.2.2 Battery Management

/api/batteries/

Path Parameters:

e No parameters required

HTTP status code 200 (OK).

Example Request:

HEADERS

GET /api/batteries/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr
Authorization: Bearer {token}

Example Response:

HEADERS

access—control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross—-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

APl Endpoint

Description: Retrieves all of the available information about the requested model.

Response: Returns an array of objects for the required resource, with HTTP
status code 200 (OK). If no objects are found it returns an empty array, also with

1 [

2 resource_objectl,

3 resource_object2,

A o
5 resource_objectN

6 ]

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

500 — Internal Server Error: A generic server error occured

request (e.g., due to maintenance or overload)
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APl Endpoint
/api/batteries/

Description: Creates a new database entry for the required resource according the
values of the body of the request.
Path Parameters:

e No parameters required

Response: Returns an object with HTTP status code 201 (Created)

Example Request:
HEADERS

POST /api/batteries/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

1 {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 P

5 "fieldN": "valuel",
6 }

Example Response:

HEADERS

access—-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross—-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 o« e

5 "fieldN": "valuel",
6 }

Possible Errors:
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found
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. APl Endpoint
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/batteries/{id}/
Description: Retrieves a specifc object from the requested resource.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested resource object, with HTTP status code 200 (OK)

Example Request:

HEADERS

GET /api/batteries/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

HEADERS

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: Integer

content-type: application/json
cross-origin-opener-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x—-content-type-options: nosniff
x-frame-options: DENY

) {

2 "fieldl": "valuel",
3 "field2": "value2",
4 -

5 "fieldN": "valueN",
6 }

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
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APl Endpoint
/api/batteries/{id}/
Description: Replaces the required database entry, with specific id, with the infor-
mation provided by the body JSON object. Doesn’t replace the optional ommited
fields but instead replaces the values that sees that has changed.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the request resource changed object that is saved to the
database, with HTTP status code 200 (OK) or 204 (No Content).

Example Request:

HEADERS

PUT /api/batteries/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

! {

2 "field1l": "valuel",
3 "field2": "valuel",
1 ..

5 "fieldN": "valuel",
6 }

Example Response:

HEADERS

access—-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross—-origin-opener—-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 P

5 "fieldN": "valuel",
6 }

Possible Errors:
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required

43




403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

APl Endpoint

e 503 — Service Unavailable: The server is temporarily unable to handle the

request (e.g., due to maintenance or overload)

/api/batteries/{id}/

Description: Provides some fields to be changed for a specific database entry. The
rest of the fields of this entry are not changed in any way. Request body contains

only the fields that we want to change and no more.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested changed object that is saved to the database,

with HTTP status code 200 (OK) or 204 (No Content).

Example Request:
HEADERS

PATCH /api/batteries/{id}/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

1 {

2 "selected_fieldl": "valuel",
3 "selected_field2": "valuel",
4 PR

5 "selected_fieldN": "valuel",
6 ¥

Example Response:

HEADERS

access-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 P

5 "fieldN": "valuel",
¢ }
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. APl Endpoint
Possible Errors:

e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)
e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

pJANJ S /api/batteries/{id}/

Description: Deletes the database entry with the id given by the parameter id in
the url.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns HTTP status code 204 (No Content) if successful.

Example Request:

HEADERS

DELETE /api/batteries/{id}/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

HEADERS

access-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: 0
cross—-origin-opener—-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
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/api/modules/
Description: Retrieves all of the available information about the requested model.
Path Parameters:

API Endpoint]

e No parameters required

Response: Returns an array of objects for the required resource, with HTTP
status code 200 (OK). If no objects are found it returns an empty array, also with
HTTP status code 200 (OK).

Example Request:

HEADERS
GET /api/modules/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr
Authorization: Bearer {token}

Example Response:

1 L

2 resource_objectl,
resource_object2,

4 R s

5 resource_objectN

6 ]

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/modules/
Description: Creates a new database entry for the required resource according the
values of the body of the request.
Path Parameters:

e No parameters required

Response: Returns an object with HTTP status code 201 (Created)

Example Request:

HEADERS

POST /api/modules/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}
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{
"fieldl": "valuel",
"field2": "valuel",
"fieldN": "valuel",
}

Example Response:

1
2
3

1

5

6

{
"field1": "valuel",
"field2": "valuel",
"fieldN": "valuel",
}

Possible Errors:

| Endpoint

e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

Description: Retrieves a specifc object from the requested resource.

/api/modules/{id}/

Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested resource object, with HTTP status code 200 (OK)

Example Request:

HEADERS

GET /api/modules/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

HEADERS

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: Integer

content-type: application/json
cross-origin-opener—-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)
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.. API Endpoint
vary: Accept,origin

x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "fieldl": "valuel",
3 "field2": "value2",
1 PR

5 "fieldN": "valueN",
6 }

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/modules/{id}/
Description: Replaces the required database entry, with specific id, with the infor-
mation provided by the body JSON object. Doesn’t replace the optional ommited
fields but instead replaces the values that sees that has changed.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the request resource changed object that is saved to the
database, with HTTP status code 200 (OK) or 204 (No Content).

Example Request:

HEADERS

PUT /api/modules/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

! {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 ...

5 "fieldN": "valuel",
6 }

Example Response:

HEADERS
access—-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive
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. APl Endpoint
content-length: integer

content-type: application/json
cross-origin-opener—-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

! {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 ..

5 "fieldN": "valuel",
6 }

Possible Errors:
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/modules/{id}/
Description: Provides some fields to be changed for a specific database entry. The
rest of the fields of this entry are not changed in any way. Request body contains
only the fields that we want to change and no more.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested changed object that is saved to the database,
with HT'TP status code 200 (OK) or 204 (No Content).

Example Request:

HEADERS

PATCH /api/modules/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

1 {

2 "selected_fieldl": "valuel",
3 "selected_field2": "valuel",
1 P

5 "selected_fieldN": "valuel",
¢ }
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Example Response:

HEADERS

access—control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x—frame-options: DENY

APl Endpoint

{
"fieldl": "valuel",
"field2": "valuel",
"fieldN": "valuel",
¥

Possible Errors:

the url.

400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

401 — Unauthorized: Authentication required

403 — Forbidden: Insufficient permissions

404 — Not Found: Resource not found

500 — Internal Server Error: A generic server error occured

503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

]R3 /api/modules/{id}/

Description: Deletes the database entry with the id given by the parameter id in

Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns HT'TP status code 204 (No Content) if successful.

Example Request:

HEADERS

DELETE /api/modules/{id}/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:
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HEADERS APl Endpoint

access-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: 0
cross-origin-opener-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

Possible Errors:

401 — Unauthorized: Authentication required

403 — Forbidden: Insufficient permissions

404 — Not Found: Resource not found

500 — Internal Server Error: A generic server error occured

503 — Service Unavailable: The server is temporarily unable to handle the

request (e.g., due to maintenance or overload)

o1




API Endpoint]

/api/cells/

Description: Retrieves all of the available information about the requested model.
Path Parameters:

e No parameters required

Response: Returns an array of objects for the required resource, with HTTP
status code 200 (OK). If no objects are found it returns an empty array, also with
HTTP status code 200 (OK).

Example Request:

HEADERS
GET /api/cells/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr
Authorization: Bearer {token}

Example Response:

1 [

2 resource_objectl,
resource_object2,

4 R s

5 resource_objectN

6 ]

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/cells/
Description: Creates a new database entry for the required resource according the
values of the body of the request.
Path Parameters:

e No parameters required

Response: Returns an object with HTTP status code 201 (Created)

Example Request:

HEADERS

POST /api/cells/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}
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{
"fieldl": "valuel",
"field2": "valuel",
"fieldN": "valuel",
}

Example Response:

1
2
3

1

5

6

{
"field1": "valuel",
"field2": "valuel",
"fieldN": "valuel",
}

Possible Errors:

| Endpoint

e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required

e 403 — Forbidden: Insufficient permissions

e 404 — Not Found: Resource not found

e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

Description: Retrieves a specifc object from the requested resource.

/api/cells/{id}/

Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested resource object, with HTTP status code 200 (OK)

Example Request:

HEADERS

GET /api/cells/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:

HEADERS

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: Integer

content-type: application/json
cross—-origin-opener—-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)
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.. API Endpoint
vary: Accept,origin

x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "field1l": "valuel",
3 "field2": "value2",
1 PR

5 "fieldN": "valueN",
6 }

Possible Errors:
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/cells/{id}/
Description: Replaces the required database entry, with specific id, with the infor-
mation provided by the body JSON object. Doesn’t replace the optional ommited
fields but instead replaces the values that sees that has changed.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the request resource changed object that is saved to the
database, with HTTP status code 200 (OK) or 204 (No Content).

Example Request:

HEADERS

PUT /api/cells/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

! {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 ..

5 "fieldN": "valuel",
6 }

Example Response:

HEADERS
access—control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive
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. APl Endpoint
content-length: integer

content-type: application/json
cross-origin-opener—-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1 {

2 "fieldl": "valuel",
3 "field2": "valuel",
1 e

5 "fieldN": "valuel",
6 }

Possible Errors:
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)
e 401 — Unauthorized: Authentication required
e 403 — Forbidden: Insufficient permissions
e 404 — Not Found: Resource not found
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/cells/{id}/
Description: Provides some fields to be changed for a specific database entry. The
rest of the fields of this entry are not changed in any way. Request body contains
only the fields that we want to change and no more.
Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns the requested changed object that is saved to the database,
with HTTP status code 200 (OK) or 204 (No Content).

Example Request:
HEADERS
PATCH /api/cells/{id}/ HTTP/1.1
Host: https://dev-battery2life.iccs.gr/

Accept: application/json, text/html
Authorization: Bearer {token}

1 {

2 "selected_fieldl": "valuel",
3 "selected_field2": "valuel",
1 P

5 "selected_fieldN": "valuel",
¢ }
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Example Response:

HEADERS

access—control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: integer

content-type: application/json
cross-origin-opener-policy: same-origin
date: date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x—frame-options: DENY

APl Endpoint

{
"fieldl": "valuel",
"field2": "valuel",
"fieldN": "valuel",
¥

Possible Errors:

the url.

400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

401 — Unauthorized: Authentication required

403 — Forbidden: Insufficient permissions

404 — Not Found: Resource not found

500 — Internal Server Error: A generic server error occured

503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)

/api/cells/{id}/

Description: Deletes the database entry with the id given by the parameter id in

Path Parameters:

e id (required:Integer) — Unique identifier for the selected data registration

Response: Returns HT'TP status code 204 (No Content) if successful.

Example Request:

HEADERS

DELETE /api/cells/{id}/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
Accept: application/json, text/html
Authorization: Bearer {token}

Example Response:
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HEADERS APl Endpoint

access-control-allow-origin: *

allow: GET,PUT,PATCH,DELETE,HEAD,OPTIONS
connection: keep-alive

content-length: 0
cross-origin-opener-policy: same-origin
date: Date

referrer-policy: same-origin

server: nginx/1.18.0 (Ubuntu)

vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

Possible Errors:

401 — Unauthorized: Authentication required

403 — Forbidden: Insufficient permissions

404 — Not Found: Resource not found

500 — Internal Server Error: A generic server error occured

503 — Service Unavailable: The server is temporarily unable to handle the

request (e.g., due to maintenance or overload)
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2.2.3 Authentication

/api/token/

Description: Makes a request with authentication credentials and gets back a
JWT(JavaScript Web Token). Essential for accessing all the other endpoints
Path Parameters:

APl Endpoint

e No parameters required

Response: Returns a user object with the JWT authentication token and refresh
token. HTTP status code is 200 (OK) if successful.

Example Request:

HEADERS

POST /api/token/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
accept: application/json

Content-Type: application/json
X-CSRFTOKEN: CSRF-TOKEN

’ {

2 "username": username:String,
3 "password": password:String
1

}

Example Response:

HEADERS

access-control-allow-origin: *
allow: POST,OPTIONS

connection: keep-alive
content-length: Integer
content-type: application/json
cross-origin-opener-policy: same-origin
date: Date

referrer-policy: same-origin
server: nginx/1.18.0 (Ubuntu)
vary: Accept,origin
x-content-type-options: nosniff
x—-frame-options: DENY

1

2 "refresh": refreshToken:String,
3 "access": accessToeken:String
1

Possible Errors:
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)

e 401 — Unauthorized: Authentication required
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. APl Endpoint
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
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APl Endpoint
/api/token/refresh/
Description: Makes a request with the refresh token and gets back a valid JWT.
Path Parameters:

e No parameters required

Response: Returns a JSON object with key:access and value:newValidToken(string)
and HTTP status code 200 (OK) when successful.

Example Request:

HEADERS

POST /api/token/refresh/ HTTP/1.1

Host: https://dev-battery2life.iccs.gr/
accept: application/json

Content-Type: application/json
X-CSRFTOKEN: CSRF-TOKEN

i {

"refresh": refreshToken:String

}

Example Response:

HEADERS

access-control-allow-origin: *
allow: POST,OPTIONS

connection: keep-alive
content-length: Integer
content-type: application/json
cross-origin-opener-policy: same-origin
date: Date

referrer-policy: same-origin
server: nginx/1.18.0 (Ubuntu)
vary: Accept,origin
x-content-type-options: nosniff
x-frame-options: DENY

1
2 "access": accessToken:String
3

Possible Errors:
e 400 — Bad Request: Request structure is wrong (e.g. invalid JSON structure)
e 401 — Unauthorized: Authentication required
e 500 — Internal Server Error: A generic server error occured

e 503 — Service Unavailable: The server is temporarily unable to handle the
request (e.g., due to maintenance or overload)
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The endpoints chemical, material, manufacturers and safety_feature have the same func-
tionality with the batteries endpoint and therefore are ommited for the sake of simplicity
and concisesness
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2.2.4 Endpoints Summary Table

Table 2.1: API Endpoints Summary

Category Endpoint Methods
EIS /api/eis/ GET, POST
/api/eis/{id}/ GET, PUT, PATCH, DELETE
Measurements /api/measurements/ GET, POST
/api/measurements/{id}/ GET, PUT, PATCH, DELETE
Authentication /api/token/ POST
/api/token/refresh/ POST
Battery /api/batteries/ GET, POST
Management
/api/batteries/{id}/ GET, PUT, PATCH, DELETE
Cell Management /api/cells/ GET, POST
/api/cells/{id}/ GET, PUT, PATCH, DELETE
Chemical /api/chemical/ GET, POST
/api/chemical/{id}/ GET, PUT, PATCH, DELETE
Manufacturer /api/manufacturers/ GET, POST
/api/manufacturers/{id}/ GET, PUT, PATCH, DELETE
Material /api/material/ GET, POST
/api/material/{id}/ GET, PUT, PATCH, DELETE
Module /api/modules/ GET, POST
/api/modules/{id}/ GET, PUT, PATCH, DELETE
Safety Features /api/safety_feature/ GET, POST

/api/safety_feature/{id}/

GET, PUT, PATCH, DELETE
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2.3 System Architecture

In this section, we aim to outline the main architectural concepts of our system, providing
readers with a deeper insight into the project and the rationale behind our design choices.
We will begin by detailing our platform’s requirements. Then, we’ll highlight the high-level
components that will facilitate the achievement of our goals. Finally, we will dive deeper
into the usage goals of our system.

2.3.1 System Requirements

Our platform is built on an array of requirements, as defined in the deliverable 2.3 of the
Battery2Life project[9], that can be categorized into the following types: functionaﬂ non-
functionaﬁ and data management requirements of our cloud platform.

1. We need to provide a working system that is as open as possible. In order to achieve this
we integrate open standards. Then, we need to ensure the vendor neutrality for our API
and communication protocols; therefore, using open-source tools will be paramount for this
effort. Also, we need to make sure for our app’s interoperable capabilities by implementing
widely used and mature communication protocols. Our efforts for a holistic solution will
be enhanced by integrating the Digital Battery Passport to our platform that will in turn
provide all the necessary data and in the right format for the effective monitoring of the
Battery System(BS) and traceability for its components.

2. Our platform needs to be developed in a way that will make the scalability aspect of our
project an easy task. The concurrent devices connected and data streams are key parameters
to consider in this effort. At the same time we need to cater for the high fault tolerance
of the platform by implementing load balancing and error detection/correction strategies,
that will in turn ensure high availability of the system.

3. Regarding the data, our platform must ensure their privacy by utilizing authentication
and authorization mechanisms for the endpoints. Then we need to emphasize on establishing
a secure environment that is impervious to outside attacks by implementing functionalities
for the detection and mitigation of malicious actions. Last but not least, we need to take
into account the integrity of the data by checking that all types and values are correct and
the database is up-to-date with all the available data.

3functional: requirements related to the specific low level functions of our system
4non-functional: requirements related to the operation of the system as a whole
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2.3.2 System Components

We will present the component diagram of our cloud platform as was designed per the spec-
ifications of the previous section and then we will delve into the details of every component:

<<component>> q <<component>>  °|
Cloud Platform —Q Client
<<component>> g w
o T — <<component>> -
<<component>> <<component>> "|_| Message Broker | <<component>>
Authentication Router -publish User Interface
% -subscribe ——
o <<component>> g
<<component>> <<component>> i Datab
User Management Controllers ] < -Battery ‘
-Create User -Error Handling -Module ‘
-Delete User -Data Cleaning -Cell
-Change User Permissions -Data Storing -Measurements
-Admin Interface -Authorization -EIS ‘
-Endpoint Implementation -Material
-Chemical
-Manufacturer ‘
Y -SafetyFeature |
\ |
<<component>> 9
Activity Logging i
+Log HTTP Requests()
+Send E-mail On Failure()
+Log Failures/Warnings()
i
REST API Message Broker
—
P <<component>> 4
r/ T~ Battery Systems
<<component>> <<component>> <<component>> 4
Battery System 1 ‘ Battery System 2 // Battery System N
/

Figure 2.2: Battery2Life component diagram

Architecture

We chose a monolithic architecture for our application (client-server) due to the limited
number of services, avoiding unnecessary complexity[I0]. This architecture ensures efficient
communication within the system’s integrated components, minimizing latency and over-
head compared to distributed systems. Additionally, it offers reduced operational costs,
easier maintenance and faster development cycle. The ability to respond to big loads of
requests isn’t hindered at all, since scaling the system horizontally with more servers will

be an easy task.

Communication

Two methods are going to be used for the communication of our app with 3rd party appli-

cations:

1. A publish-subscribe module will be implemented, where the server is going to be sub-
scribed into a topic and get requests like this. This is very useful for maintaining data
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consistency when the server is down, because the messaging broker stores the unprocessed
requests and the application parses them when it resuscitates.

2. A RESTfu]H APIT with the specific endpoints described on Section 2.2 will be implemented.
Therefore, any kind of application connected to the internet can pose HTTP(GET, POST,
GET id, PUT id, PATCH id, DELETE id) requests by sending, receiving and editing the
data that they have the right to take that specific action.

Authentication Module

The authentication module will include a way for the user to provide its credentials and
get a perishable authentication token as a response, which can then by used in the headers
of the HTTP request to gain access to our app resources. The frequent recycling of the
authentication token will further enhance the security of our platform.

User Management Module

The User Management module handles the creation and management of users with different
kind of permissions.

Database Module

The database module is the service that is responsible for the storage and management of
the data. A database with a robust database management system (DBMS) is essential for
our application. Especially since data type integrity/consistency, data access, efficient data
processing and recovery mechanisms are all integrated into it.

Activity Logging

This module is used by the server, database and message broker modules. It is signifi-
cant for the effective troubleshooting of system failures that occurred, or potential future
failures, through the error/warning logs. Also, this module sends an email notifying the
administrators that a service is down, contributing in the swift resolution of an error.

Server Module

This is the most basic module that encompasses the authentication module, the router mod-
ule, the user management module and the controller module. The server is able to receive
requests for getting, creating, deleting and modifying data from an outside client, message
broker or REST API through an HTTP request. The router handles which controller needs
to process the request. The user management and authentication modules are used when
there is a request demanding the use of resources with restricted access. Additionally, the
user management module is responsible for the creation/deletion of users and the assignment
of new access rights to them.

5An API is RESTful when it adheres to the REST(Representational State Transfer) principles[I1]. Such
principles include client-server architecture, statelessness, layered system architecture etc.
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Client Module

This is a user interface where the user is able to inspect, add and modify all the attributes
regarding the specification of the available batteries. This module sends HTTP requests to
the server via the REST API then displays the result for the user in a friendly and well
organized manner.

2.3.3 Use Cases

The proper design of each individual component is crucial, but it’s also important to consider
how they interact with each other. This can be seen by outlining the three primary use cases
for our system. The use cases include:

1. Every function regarding the management of the battery systems. A user can
utilize the user interface (UI) of the client to log into the system, fill in and edit sections
with data about the characteristics of the batteries. These data could include batteries, cells,
manufacturer details and other important information about the bookkeeping aspect of the
system as was described in section 2.1 . The UI, Server, Activity Logging and Database
modules are utilized here.

2. Every function regarding the data ingestion in the system contributed by 3rd parties.
The battery systems share real time data and data regarding experiments with the platform
through the REST API and message broker channels. Then the battery system validates
these data and stores them into the database. All the actions mentioned above require
some sort of authorization in order to be able to use the associated resources. The Server,
Message Broker, Activity Logging and Database modules were employed in this scenario.

3. Every function regarding data sharing. An authorized 3rd party can request certain
parts of or all the dataset, either in JavaScript Object Notation(JSON) format or presented
in the UL These data will be mainly used for running predictive algorithms and monitoring
by 3rd parties.
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Chapter 3

Implementation

The goal for this chapter is to give the reader a basic understanding of how the components
of chapter 2 were implemented and the rationale behind the implementation choices in
terms of software tools. We begin by explaining how the components were implemented,
then continue by presenting some of the key tools that aided the satisfaction of the non-
functional requirements of the project and in the end by providing some basic insights about
the practicalities of our system.
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3.1 Component Communication

Now we are going to explain the two communication protocols that our platform uses.

3.1.1 REST Endpoints

For the communication of the components the main protocol used is HTTP requests. All of
our endpoints implement the GET, POST, PUT, PATCH, DELETE methods as described
in the specification section. For a GET, PUT, PATCH, DELETE request a parameter
named ”id” is used at the end of the URL section of the request in order to conduct the
necessary activities for the specific request. For the POST, PUT and PATCH methods a
body section is required, containing the information that we want to either insert into the
database either modify the values of a specific row in a table or tables. For the body of the
request, the data that needs to be inserted must be described in JavaScript Object Notation
(JSON) format.

Although HTTP requests is the prevalent form of message transmission in our solution,
many of the components are integrated as packages or tools so they implement their own
communication protocols internally. For example, as we are going to see next, the authenti-
cation, user management, viewsets(controllers) and router components are all incorporated
in Django and Django Rest Framework.

Some key aspects of the HT'TP request to consider before developing endpoints that will
implement this protocol is idempotency and safety. More specifically, by idempotency we
mean the repeatability of requests like GET, PUT and DELETE without unwanted side
effects and the consistency of the API. Conversely, methods like POST, PUT, PATCH, and
DELETE alter the database and system state, so it’s crucial to use appropriate tools to
prevent both malicious and inadvertent misuse.

3.1.2 Message Broker - Mosquitto MQTT

We also implemented an alternative way of communication between clients and 3rd parties
with our platform through a deployment and configuration of a Mosquitto Message Queueing
Telemetry Transport (MQTT) broker.

We have created a Mosquitto broker as a docker container with the following parameters
that we mount inside the container as a volume.

listener 1883
listener 9001
allow_anonymous false

persistence true

password_file /mosquitto/config/passwd
persistence_file mosquitto.db
persistence_location /mosquitto/data/
log_dest file /mosquitto/log/mosquitto.log

Listing 3.1: Example Mosquitto Configuration

Our application listens on ports 1883, 9001 and doesn’t allow any messaging without au-
thentication. Furthermore, this configuration allows us to persist messages so that when
a service that had some downtime returns to operation, it receives all the messages that
were sent to it while it was down. This functionality is paramount in order to ensure the
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consistency of the dataset. Last but not least, the Mosquitto MQTT tool gives us options
to encrypt the exchanged messages.

In order to validate that our configuration works, we created a Mosquitto client that runs
also as a docker container. We made the configuration in order for it to subscribe in a certain
topic and can receive messages successfully both from clients outside the docker network
and inside it. Finally, we connected it to the Logging Activity module in order to keep a
record of the status of the service and the messages received.
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3.2 Server - Django/Django Rest Framework

At a high level when a user makes a request for a resource the server gets the request
and then the router matches the URL with the corresponding Viewﬂ Then that view is
responsible for utilizing the right modules to authenticate the user and check that they
have the right permissions to perform the action that they wish to perform. After that the
serializers take action and parse any JSON data that is included in the request. Finally,
the controller performs the actions that the request mandates, returns a result and a code
describing the status of the request. We will now delve into a more detailed explanation of
how these processes occur.

The platform is developed with Django[12] and Django REST Framework(DRF)[I3].

3.2.1 Authentication

In order to make it possible for a user to be authenticated, the user needs to make a POST
request on the /api/token endpoint with their credentials (username, password) into the
body of the request. Then they will get a JSON response with two key-value pairs as shown
below in figure 4.1 . Finally, the client retrieves the access token and includes it in the
request headers to authenticate or users employing software to interact with our API can
manually place it in the headers section of the request.

Figure 3.1: JavaScript Web Token example

In order to be able to implement authentication, we used from simplejwt[14] module the
views. TokenObtainPair View and views. TokenRefrash View and then assign the related URLs
to them in our router. The access tokens are set to be valid for up to an hour and the refresh
tokens for up to a day. Whenever the access tokens are invalid the user can make a POST
request at /api/token/refresh with the refresh token as payload and get a new access token
as a result without providing their credentials anew.

3.2.2 Security

We enhance our app security in ways described in more detail below[I5]:

e Several key configuration parameters are defined in environment variables and not
hardcoded. Such as secret_key and database parameters.

e Host and origin restrictions are implemented. The allowed_hosts environment variables
restricts domains which our application responds to. This functionality is further

1This is the piece of code that parses the request and produces a response. Stated as controller in the
component diagram fig. 2.2
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enhanced with the use of Cross-Site Request Forgery Protection (CSRF). Finally,
Cross-Origin Resource Sharing Protection (CORS) is implemented on the production
server with the CORS_ALLOWED_ORIGINS parameter listing the specific domains
and the corsheaders module used.

e Django REST Framework authorization classes(IsAuthenticated, JWTAuthentication)
enables certain users access rights to certain resources.

e The use of the SecurityMiddleware that adds specific security headers automatically.

e We have implemented password validators that check the length, commonality and
inclusion of special characters of any password that a user defines and urges the user
to make it stronger .

3.2.3 User Management

Django provides us with a very convenient admin interface[I6] that lets us manage the user
creation, management and permission assignment.

A user can log in with their credentials if they have elevated rights as shown below.

Django administration

Username:

admin

Password:

Figure 3.2: Django Admin Interface - Login

After logging in the superuser will be prompted to the main page.
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Django administration ADMIN. VIEWSITE / |

Home > Authentication and Authorization > Users

Start typing to filter
Select user to change
AUTHENTICATION Al
AUTHORIZATION
FILT

Search
Groups + Add @ i

® Show counts
Users + add

Action: | —-------- v/l Go | 0of1selected 1 By staff status

\TTERIES O usernAME 4 EMAIL ADDRESS FIRST NAME LAST NAME STAFF STATUS. All
Yes

Batteries. + add O admin giannismitis@gmail.com ) o
Cells + Add 1 user
1 By superuser status
P
Chenmicals Add Al
ElS + Add Yes
¢ No
Manufacturers + Add
Materials + Add 1 By active
Al
Measurements + Add
Yes
Modules + Add No
Safety features + Add

Figure 3.3: Django Admin Interface - Main Page

They can manage users or groups and assign specific permissions to them such as can ad-
d/change/view/delete model records, can add/change/view/delete user, can add/change/view/delete
permission etc.

Superuser status

Designates that this user has all permissions without explicitly assigning them.

Groups: Available groups @ Chosen groups © +

Q, | Filter Q | Filter

Choose all © @ Remove all

The groups this user belongs to. A user will get all permissions granted to each of their groups. Hold down “Control’, or “Command" on a Mac. to select more than one.

User permissions: Available user permissions @ osen user permissions @
Q  Filter Q  Filter
Administration | log entry | Can add log entry - -

Administration | log entry | Can change log entry
Administration | log entry | Can delete log entry

Administration | log entry | Can view log entry

Authentication and Authorization | group | Can add group
Authentication and Authorization | group | Can change group
Authentication and Authorization | group | Can delete group
Authentication and Authorization | group | Can view group
Authentication and Authorization | permission | Can add permission
Authentication and Authorization | permission | Can change permission
Authentication and Authorization | permission | Can delete permission v -

Choose all © @ Remove all

Specific permissions for this user. Hold down “Control”, or “Command” on a Mac, to select more than one.

Figure 3.4: Django Admin Interface - Assign Permissions

They can also create records for the database models. We achieve this by registering these
models on the admin.py file.
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Django administration WELCOME, ADMIN. VIEW SITE / CHANGE PASSWORD / LOG OUT

Home > Batteries > Safety features

Start typing to filte

'AUTHENTICATION AND AUTHORIZATION

Groups Add Action: | —eeeev v || Go | 00f3selected
Users Add

BATTERIES

)

Batteries
Cells
Chemicals

Els

Materials
Measurements

d
d

g

d

«  Manufacturers Add
d

d

Modules d
d

Safety features

Figure 3.5: Django Admin Interface - Create Database Records

3.2.4 Router

Our platform consists of two applications, the main application which is called battery2life
and the application that contains the API called batteries.

The routing functionality in the main app is seen on figure 3.6 . It includes the routes for
the admin interface, authentication, SWAGGER UI documentation and the routes of the
application batteries.

t path, include
m drf_spectacular.views i ‘t SpectacularAPIView,SpectacularAPIView,
SpectacularRedocView, SpectacularSwaggerView

om rest_framework_simplejwt.views import TokenObtainPairView, TokenRefreshView

urlpattern
path(’

path(’ 1/", TokenObtainPairView.as_view( ), name="t

path(’ q = sh/*, TokenRefreshView.as_wview(), name="

path('a include( 'r _fr ork.urls")),

path(’ , SpectacularAPIView.as view(), name=
path('a r—u , SpectacularSwaggerView.as view
url n: ' name r-ui'),

path(’

name=

path(’ 5

Figure 3.6: Routing - Main App

For the main API the routing is a bit more complex, so we chose to implement it with
the DefaultRouter from the rest_framework module[I7] for the easier management of the
endpoints. Each route is in the format host/api/api_route. In essence, each route defines
which Django ViewSet is going to handle the specific request.
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uters imp

is import

router = DefaultRouter()
router.register(
router.register(
router.register(
router.register(
router.register(
router.register(
router.register(
router.register(

router.register(

urlpatterns = [

path("", include(router.urls))

Figure 3.7: Routing - API

3.2.5 Controllers - ViewSets

One of the main reasons we chose to develop our cloud platform with Django and Django
REST Framework(DRF) is because it makes the implementation of Create, Replace, Update
and Delete (CRUD) endpoints very simple and intuitive when the functionality is quite
rudimentary. Faster and simpler development means much easier maintenance and less
error frequency. This is ensured by utilizing a wide range of modules that are supported
rigorously by the Django large community [I8].

So the way that a ModelViewSet operates when a request is sent to our server is the following.

e the server parses the request
e the router directs the request to the appropriate view
e the view conducts the side effects requested?

e the view returns a response with a HI'TP status code and a body

We have 8 views that have very basic functionality (Chemical ViewSet, SafetyFeature ViewSet,
Material ViewSet, ManufacturerViewSet, BatteriesViewSet, ModuleViewSet, CellViewSet,
EISViewSet) and 1 view that needs some custom code because of the nature of the input
that is delivered to us (MeasurementViewSet). Our views handle the communication with
the database with ORM models which makes the correlation of the attributes of an SQL
table with object in python and the querying of the database an automated task.

2For example getting, deleting or inserting some table records
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For simplicity, we are going to explain the ChemicalViewSet and for reference we attach the
code for it below in figure 4.8 . The ChemicalViewSet inherits from ModelViewSet which
implements all the basic CRUD functionalities and also contains a custom LoggingMixin
that records every incoming and outgoing request in a log file. Now, in order for this view to
return a valid response it firstly checks if the user is authenticated with the IsAuthenticated
class from the DRF module and then checks if the user has valid permissions to obtain the
resource that they are asking with JWTAuthentication class from the simplejwt module. The
next step is to validate the request input and reconstruct it in a python manageable form
with a serializer (as shown in figure 4.9). Finally, the internal logic of the ModelViewSet
handles all the further processing required to complete the request side effects and produce
the necessary response.

queryset = C

serializer clas

permission_classes IsAuthenticated]
authentication_ = [IWTAuthentication]

Figure 3.8: ModelViewSet - Chemical

model =
fields = " all "

Figure 3.9: Serializer - Chemical

The process for the Measurement ViewSet is similar, with the important distinction of need-
ing custom logic to manage the POST request input. Unlike regular ViewSets and Serial-
izers, ModelViewSets and Serializers require us to explicitly define each field and a custom
validation function. The Measurement model fields are arrays containing four values, so
to insert a single row into the database, we need to override the create function|[I9] of the
ModelViewSet and implement the logic ourselves.
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permission_ IsAuthent
authentication_classes = [JWTAuthentication]

elf, request, *ar
serializer 1 alizer(data=request.data)

serializer.is_valid(raise eption=

cell id = serializer.validated data.get
voltage = serializer.validated_data.get
temp tur serializer.validated_dat
current = serializer.validated_data.get(’
sot = serializer.validated data.get(

pha rializer.validated_data.get(

[id],
emperature[id],
urrent[id],
ot[id],
[id],

Figure 3.10: ModelViewSet - Measurements
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Figure 3.11: Serializer - Measurements
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3.3 REST API Documentation - Swagger Ul

For the documentation of our REST API endpoints and for the easier testing of them we
integrated the Swagger Ul module[20] with our solution. When following the https://dev-
battery2life.iccs.gr/api/schema/swagger-ui/ URL we arrive at the landing page of our end-
point documentation (as seen in figure 3.12). Before we are able to use this UI to make
requests to our app to test it we need to authorize. In order to do this we go to the token
endpoints and make a POST request to the /api/token endpoint with our username and
password credentials. If successful, we will get an access and refresh token as a response.
Then we need to click on the ” Authorize” button on the top right, paste the access token
into the tab shown in figure 3.13 and press “Authorize” then close the tab.

Battery2Life AP| €2 &

Initial api

batteries ~
GE /api/batteries/ av
/api/batteries/ & v
/api/batteries/{id}/ 'R%
/api/batteries/{id}/ v
/api/batteries/{id}/ ' B%
‘m /api/batteries/{id}/ av

cells A

Figure 3.12: Swagger Ul - Landing page

Available authorizations

JwtAuth (http, Bearer)

Value

[

Figure 3.13: Swagger Ul - Authorize

3.3.1 Performing HTTP requests

In order to make a request you need to click on a method of an endpoint (as show in picture
3.14) and then hit ”try it out” and then ”execute”. If the request method is POST, you
need to add the body of the request below before trying it out. If the request method is
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a PUT, PATCH or DELETE you also need to provide the ”id” for the record you want to
change.

batteries ~
GE /api/batteries/ &~
Parameters

No parameters

Responses
Code Description Links
200 No links

Media type

application/json v

Controls Accept header.

Example Value | Schema

‘original_power_cap:
"expected_endoflife
"manufactured_date":

safety_features”
‘manufacturer™

Figure 3.14: Swagger Ul - Get request

The result of the previous experiments usually provides us with a response body, a status
code and the response headers as seen in figure 3.15 .

Responses

curl

curl -X "GET
*https://dev-battery21ife.iccs.gr/api/batteries/* \
3 5 o

-H ‘accept: application/json
-H “Authorization: Bearer eyIhbGei0iJIUZIINiTsINRSCCIGIKPXVCIO. eyI0b2t1h100eXB1 105 VINIZXNZ T ui ZXhwT joxNzQuNDIYNDUBLCIpYXQi0 E3NDAGMT gANTQS Inp@aS T6TiRIMI ZhZGMyMZBZDRKM] g5ZDcwY Jdn0Tk3M] 12 ZmE1 TiwidXN1c10p2CT]

Request URL
https://dev-battery2l; cs.gr/api/batters

Server response

Code Details

200 Response body

nufactured_city”
nufactured_street”
nufactured_nunber”
“manufactured_zipcode’
"material’ >
"safety features”: 2,

Response headers

allow: GET,POST,HEAD,OPTIONS
connection: keep-alive

content -lengt!

content -type: application/json
cross-origin-opener-policy: s:
date: Mon,24 Feb 2025 17:50:47
raferrer-policy: same-origin
server: nginx/1.18.8 (Ubuntu)
vary: Accept,orig;
x-contenttype-options: nosniff
x-frame-options: DENY

Figure 3.15: Swagger Ul - Get response
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3.4 Database - PostgreSQL

The database system of our choice is PostgreSQL. One of the many positives of PostgreSQL
includes the Multi-Version Concurrency Control (MVCC) feature [2I]. This functionality
gives us high performance by providing concurrent execution of queries, which leads to low
latency responses that is highly sought after in our system. Furthermore, its Atomicity,
Consistency, Integrity and Durability (ACID)[22] design principles really aids to our goals
to maintain a robust database without any data loss. Last but no least, PostgreSQL is
open-source, which highly contributes to our goal of not having any vendor lock-in risks.

3.4.1 Database Django ORM

The Django ORM gives us a lot of flexibility. It implements SQL database table interpreta-
tions in corresponding python objects while still performing integrity checks with validators,
checking for type matching, implementing foreign key constrains and deletion protocols and
finally handling null/blank values. We chose the Cell model from our database to showcase
the strength of this tool (shown in listing 3.2).

class Cell(models.Model):
cell_name = models.CharField(max_length=255, unique=

True)

# Unit Ah

nominal_capacity = models.IntegerField(blank=True,
null=True, default=1)

# Unit Wh

nominal_energy = models.IntegerField(blank=True, null=
True, default=1)

nominal_cycles = models.IntegerField(blank=True, null=

True, default=1)

# Unit Wh/kg

gravimetric_energy_density = models.IntegerField(blank
=True, null=True, default=1)

# Unit Wh/1

volumetric_energy_density = models.IntegerField(blank=
True, null=True, default=1)

# (ex LFP71173207)

industry_standard = models.CharField(blank=True, null=
True, max_length=255)

# Unit V

nominal_voltage = models.DecimalField(max_digits=8,
decimal_places=2, blank=True, null=True, default
=1.0)

# Unit V

operating_voltage = models.DecimalField (

max_digits=22,

decimal_places=2,

blank=True,

null=True,

validators=[MinValueValidator (0.0),
MaxValueValidator (10.0)1],

)
# Unit Megaohm
ac_resistance = models.DecimalField (

max_digits=22,
decimal_places=2,
blank=True,
null=True,
default=0.1
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)

# Unit % / month

max_self_discharge_rate = models.DecimalField (
max_digits=22, decimal_places=2, blank=True, null=
True, default=1.0)

# Unit ¥

nominal_soc_at_delivery = models .DecimalField(
max_digits=22, decimal_places=2, blank=True, null=
True, default=1.0)

# Unit kg

cell_weight = models.DecimalField(max_digits=22,
decimal_places=2, blank=True, null=True, default
=1.0)

# Unit C

cell_charging_temperature = models.DecimalField(
max_digits=22,
decimal_places=2,
blank=True,
null=True,
validators=[MinValueValidator (0.0),

MaxValueValidator (60.0)1],

)

# Unit C

cell_discharging_temperature = models.DecimalField (
max_digits=22,
decimal_places=2,
blank=True,
null=True,
validators=[MinValueValidator (-30.0),

MaxValueValidator (60.0)1],
)

# cell dimension

# all metrics in mm

height = models.DecimalField(max_digits=6,
decimal_places=2, blank=True, null=True)

width = models.DecimalField(max_digits=6,
decimal_places=2, blank=True, null=True)

length = models.DecimalField(max_digits=6,
decimal_places=2, blank=True, null=True)

cell_chemistry = models.ManyToManyField (Chemical,
blank=True, related_name=’cells’)

module = models.ForeignKey(Module, blank=True, null=
True, on_delete=models.CASCADE, related_name="
cells")

manufacturer = models.ForeignKey (

Manufacturer,
on_delete=models.CASCADE,
blank=True,

null=True,
related_name="cells",

class Meta:
verbose_name_plural = "Cells"

def __str__(self):
return self.cell_name

Listing 3.2: Cell Django ORM Model
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We notice the following:

e A model interpretation of a database table inherits from a base class Model allowing
high reusability and conciseness which enhances maintainability and simplicity of code

e Each model has certain fields types that helps us define different types of data

e Each field has certain attributes that define key characteristics of it. For example
cell_name field defines an attribute of string type that has a max of 255 characters
and each value is unique

e Django ORM defines its own id, when not stated otherwise, that auto-increments.
The thing to keep in mind though is when populating the database manually (within
the docker container and not from the API) this counter doesn’t update on its own

e For foreign keys a one-to-many relationship is defined with the on_delete parameter
stating what is going to happen on the connected values if the parent record is deleted.
For example on_delete=models. CASCADE states that the record of the Cell model is
retained if the record of the foreign model is deleted.

e Several Meta attributes can be defined for the easier management of the tables on the
admin interface. For example the __str__ attribute state the name of the model shown
on the admin interface.

3.4.2 Database Configuration

Now we will talk about the configuration and setup of the database.

Our database operates within a docker network as a docker container. In order
for our database to be created and configured the init.sql script (shown in figure 3.16) is
mounted as a volume on the /docker-entrypoint-initdb.d directory and is executed during
the initialization of the container. Several environment variables including user, password
and db are stated on the parameters of the docker-compose.yaml file which is described in
section 3.7.1 .

The init.sql script configures PostgreSQL settings related to write-ahead logging (WAL),
replication, and user management.

e The ALTER SYSTEM statements modify key parameters to enhance performance,
particularly by reducing WAL-related overhead

o synchronous_commit = ’off’: disables synchronous commits, improving transaction
speed by allowing transactions to be acknowledged before being written to disk, at
the cost of durability

e wal level = 'minimal’: minimizes the amount of WAL data generated, reducing log-
ging overhead, which is ideal for non-replicated setups

o wal_keep_size = 0 and maz_wal_senders = 0 :disable WAL retention and replication,
ensuring WAL files are not retained for standby servers

e archive_mode = off: disables WAL archiving, preventing storage of logs for point-in-

time recovery (PITR)

The script then creates the b2l database, followed by a procedural block (DO $$ ... $$) that
ensures the root role exists. If not found, it creates the role with superuser, login, database
creation, replication, and role creation privileges.
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= 'off';
wal_level = 'minimal';
wal _keep_size = 8;
max_wal_senders = @;

archive_mode = 3

b21;

pg_roles

>

SUPERUSER CREATEDB REPLICATION CREATEROLE;

Figure 3.16: Database - Initialization and Configuration script

3.4.3 Database Migrations

Another highly useful functionality, that Django offers us, is database migrations. When-
ever we make a change to the model of the database, Django creates a new migration file
containing information about how to apply them into the database with the python man-
age.py makemigrations command. Then, in order for these to take effect, we need to actually
apply the migration with the python manage.py migrate command. This gives us a lot of
information about previous database states and allows us to revert to previous versions very
easily if required.

In our implementation such functions happen automatically during the initialization of the
database docker container. Therefore, whenever we need to apply new migrations we have
to stop, delete and restart the db and api containers (we need to maintain the volumes).
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3.5 Activity Logging - Python/Django Loggers

Activity logging is a paramount component of our effort to provide a highly available plat-
form with low fault tolerance by minimizing the downtime and debugging time. We imple-
mented logging for two modules which includes the views of the Server module and for the
Message Broker Client.

3.5.1 Python Logging Setup

A custom Django Mixin[23] was implemented in order to log the HTTP requests and re-
sponses of our cloud platform. Making this feature into a separate component allows us to
reuse it therefore making our code simpler, all the while making our codebase easier to be
maintained and extended as wished.

In order to implement a Django Logging Module we configured the settings.py of the main
application as shown in figure 3.17 .
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"filters"

_debug_true
"django.utils.log.RequireDebugTrue"

"handlers": {
"fi
"level™: "INFO",
"class": "logging.FileHandler",
"filename": os.path.join(BASE_DIR, 'app.log'),
"formatter": "verbose",

sole":

"level EBUG",

"filters": ["require_debug_true"],
"class "logging.StreamHandler",
"formatter": "simple”,

3

"mail_admil

RROR",
: "django.utils.log.AdminEmailHandler",

"loggers": {
"utils":
"handle : ['file', 'console'],
"level": "DEBUG",
"propagate”:

"handlers ["console"],
"level":

Figure 3.17: Logging - ModelViewSets

Two message logging formatters were created with the structure seen above. The filters
were set to log when in Debug mode. Then we have some handlers that state how to
parse potential messages received. Finally, we have the loggers, that is the highest level of
abstraction, incorporating the whole logic that was defined with the specific filters, handlers,
level of logging and hierarchy stated by the attribute propagate.

For the Mosquitto Client a more direct approach was taken. As seen below in figure 3.18 two
loggers has been defined. One for printing logs into the command line and one for printing
logs into a file, ensuring the persistence of the logs. The Mosquitto Client utilizes the logger
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when connecting to specific clients, topics and when receiving a message.

from paho.mgtt import client as mqtt
import os
import logging

logger = logging.getLogger()
logger.setlevel(logging.DEBUG)

formatter = logging.Formatter("

console_handler = logging.StreamHandler()
console_handler.setlevel(logging.DEBUG)
console_handler.setFormatter(formatter)

file_handler = logging.FileHandler( 'mosquitto.log")
file_handler.setlLevel(logging.INFO)
file_handler.setFormatter(formatter)

logger.addHandler(console_handler)
logger.addHandler(file_handler)

logging.basicConfig(
level=logging.DEBUG,
format=" =
handlers=[
logging.FileHandler('./log.txt"'),
logging.StreamHandler

on_connect(mqtt_client, u F , rc):

if re —

logging.debug('Client connected successfully to mosquitto...')
mqtt_client.subscribe('hello/topic')

logging.debug('Subscribed successfully')

else

logging.debug(f'Bad Connection. Code: {rc}')

on_message(m a, msg):
logging.info(f"Got message with payload: {msg.payload} from topic: {msg.topic}")

client = mgtt.Client()

client.on_connect = on_connect

client.on_message = on_message

client.username_pw_set(
os.environ.get("MQTT_USER"),
os.environ.get("MQTT_PASSWORD")

)

client.connect(
host=o0s.environ.get("MQTT_BROKER"),
port=int(os.environ.get("MQTT_PORT")),
keepalive=int(os.environ.get("MQTT_KEEPALIVE"))

client. loop_forever()

Figure 3.18: Logging - Mosquitto Client
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3.6 Development Tools

3.6.1 Execution Environment - Docker Containers

The Docker containers[24] enables us control the environment and configuration of the run-
ning services. Some key benefits include better horizontal scalability, separation of respon-
sibility for different services and seamless deployment to any resource, cloud or local.

Now we are going to describe how we implemented each service as a container and their
main behavior. As seen in listing 3.3 we have 4 services defined, which are:

e api: implements main server of our system
e db: implements the database section
e mosquitto: implements the Mosquitto Broker

e mosquitto-client: which implements the Mosquitto client

In order to be able to create a container first the exact image needs to be specified or the
build section of the specific service. Applications like api and mosquitto-client specifies
custom images with base Linux layers and installation of specific modules useful for their
operation. On the other hand services like db and mosquitto get ready to use images from
the docker hub[25] cloud, stating the specific version (in order to be able to know exactly
if we have a bug which version caused it) of a PostgreSQL and Mosquitto broker. In turn,
this entails that when we want to upgrade the database version we have to do it manually.

Furthermore, we see that containers are configured to restart every time they stop, run
specific commands when initialized, depend on specific ontainers’ initialization before they
themselves begin and belong to a specific network stated as configuration. Port forwarding
is essential for the ability to have these services available from the host machine.

One of the key points of the docker-compose.yaml configuration are the volumes. There
files mounted during the initialization of the container inside the internal file structure of it
mapped from the project directory. Lastly and most importantly, we can see some volumes
like pgdata are managed from the docker daemon. These volumes constitute one of the most
important parts of our applications because when the db service experiences downtime after
it resuscitates the data are persisted and the database is revived entirely in its previous
state.

Listing 3.3: Docker-Compose.yaml Configuration

1 services:
2 api:

3 build: ./battery2life

1 container_name: api

restart: unless-stopped

6 command: >

7 sh -c "_python manage.py makemigrations, —-noinput &&
8 O I O O 1 \pythonumanage .pyHmigrateu&&

9 | LLLLLLLLLLLLLLLLLLLLLLULLLUPY thon, manage . pycreate_admin &&

10 I T I O O I \pythonumanage .pyurunserveruo .0.0.0:8000

1 I |"

2 depends_on:

- db

! ports:

5 - 8000:8000

6 volumes:

7 - ./battery2life:/usr/src/app

8 - ./battery2life/app.log:/usr/src/app/app.log
) env_file:

0 - ./.env.dev
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91 | driver: bridge

3.6.2 Version Control Management - Git

For the efficient management of our project versioning, the git tool[26] coupled with a
GitLab repository was used. Through the use of branches like main, staging, development,
feat/{feature} and bug/{bugFix} we were able to streamline the development, track the
changes of specific features and isolate the specific fixes of a problem. A cloud repository
was necessary when multiple people were working on the same project to ensure the project
version consistency.

More specifically for each branch:

e Main: This is the branch were after rigorous testing on a development environment,
a group of updates are published as releases.

e Staging: This is the branch where functional and unit testing are performed before
publishing a release.

e Development: This is the branch that aggregates the development of entire features
and bug fixes.

e Feature: This branch is created when we want to create a feature that we think
multiple commits are going to be included

e BugFix: This is the branch that encapsulates the whole process of fixing a specific
bug during development.
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3.7 System Practical Instructions

The project is supported by a GitLab repository with scripts and HOWTOs. The rights
for the access of source code are restricted, therefore for getting those right contact the
administrators at vangelis.tsougiannis@iccs.gr and giannismitis @gmail.com

3.7.1 Project file structure

The project file structure is as follows:
/
|  README.md
| battery2life
| Dockerfile
| api_schema.yaml
| _app.log
, batteries
__pycache__
admin.py
api
__pycache__
serializers.py
urls.py
views.py
apps.py
management
migrations/
mixins.py
models.py
tests.py
utils.py
views.py
| battery2life
__init__.py
_-pycache__
app.log
asgi.py
settings.py
urls.py
wsgi.py
| db.sqlite3
, _manage.py
| requirements.txt
L venv
| create necessary_files.sh
| __database
data
database_erd.mmd
dummy_data
batteries_cell_cell chemistry.csv
battery.csv
cell.csv

chemical.csv
dimension.csv
eis.csv
manufacturer.csv
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material.csv
measurement.csv
module.csv
safety_feature.csv

| init.sql

, _pgdata

| _populate_dummy.sql

| docker-compose.yaml

| mosquitto
config
data
log

| mosquitto-client
Dockerfile
mosquitto-client.log
mosquitto_client.py

, node_modules

| startup.sh

| .gitignore

| _testing

| data
invalid_input. json
valid_input. json
valid_output. json

| main.js

, modules
config.js
helpers. js
metrics.js
test.js

| package-lock. json

| package.json

, test_data
invalid_input. json
valid_input. json
valid_output. json

Explanation

For the entire system, the most vital files are:

. docker—ccmpose.yamﬂﬂ This is the most important file and contains the definitions
for all the available services in a format that makes them really easy to deploy.

e .gitignore: The file states which files are to be ignored from tracking their history
by Git.

e create necessary_files.sh: Script to create the files necessary for logging, since
they contain sensitive information and are not tracked by Git.

3The docker-compose defines features like images (exact instructions to deploy each service), container
parameters (host name, environment variables, port forwarding), volumes (maps directories used by the
container) and networks (connecting container with private networks). The entire services stack is managed
by a single command (docker-compose up/down/restart/stop)
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Django App
The entire API resides in the ./battery2life directory. The most important files are:

e Dockerfile: This is the custom Docker image we built to run the application, includ-
ing a base system image and all the appropriate packages.

e manage.py: This is the basic script that allows us to perform database management
actions and create new applications.

e requirements.txt: This file is used for the bookkeeping of the modules used in our
application. The Dockerfile image uses it to install any module necessary inside the
produced docker container.

Main Application:
Our main application is the one in the ./battery2life/battery2life directory. It con-
tains the following crucial files:

e settings.py: Thisis the main settings file containing settings for loggers, the database,
authentication, etc.

e urls.py: This is the main file for URLs (Unified Resource Locators) of our resources.

API Application:
This is the application that implements the main functionalities. It resides in the directory
./battery2life/batteries. It contains the following files and directories:

e admin.py: Includes the definitions for the database models to be used by the admin
control panel.

e api/: This directory includes the application views (they parse the request and send
responses), serializers (they translate the JSON input to a known Python format and
vice versa), and URLs (they match views and endpoints/URLs).

e migrations/: This directory contains the database version history.

e models.py: Defines the Django Object Relational Mapping(ORM) models for the
database.

PostgreSQL Database

The necessary files for the database are located in the ./database directory. The most
important ones are:

e database_erd.mmd: This is the entity-relationship schema of our database done in
Mermaid markup language.

e init.sql: This is the script that is run when the database docker container starts.
Its purpose is to initialize and configure the database.

e pgdata: This is the volume that is mapped by Docker and contains all the data of the
database. This file ensures that all our data is preserved in the event of a database
failure.
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e dummy data/: This is the directory that contains all the mock data useful for testing
the API and the database.

e populate_dummy.sql: This is the script that populates the database with dummy
data.

Mosquitto Broker

The necessary directories for the Mosquitto message broker are located in the ./mosquitto
directory. The most important ones are:

e config/: Contains the mosquitto.conf file, which is the configuration data for the
broker, and the passwd file used for authentication of clients.

e data/: Contains the data that persists when we receive a message.

e log/: Contains the log data from the broker.

Mosquitto Client

The necessary files for the Mosquitto Client are located in the ./mosquitto-client direc-
tory. The most important ones are:

e Dockerfile: The custom image created to enable the client to use a Python logger,
connect to the broker and handle the incoming/outgoing messages.

e mosquitto_client.py: The implementation of the Mosquitto client together with the
client logger.

3.7.2 Basic Usage Instructions

Next follows some basic instructions to download and run the app locally. For more detailed
instructions refer to the administrators for access.

Clone the repository

1 # clone repository
cd ~/
git clone {repository_url}

N

# navigate to the necessary repository
6 git branch -a
7 git checkout -b [BranchName] origin/[BranchName]
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Run the app

1 # run automated creation script
chmod +x create_necessary_files.sh
./create_necessary_files.sh

&

5 # start all of the services
6 cd “/backend
7 docker-compose up -d --build --force-recreate

9 # stop all of the services and remove all containers and
networks

10 cd ~/backend

11 docker-compose down

Test the API

Step 1: Navigate to the API Documentation

e Start the application as described above and go to http://localhost:8000/api/schema/swagger-ui/.

Step 2: Authenticate

Click on the /api/token/ endpoint.

e Make a POST request with your username and password.

Copy the access token from the response of the request.

On the top right corner of the page, click Authorize (green button with a lock).

Paste your access token into the value placeholder.

Click the Authorize button and then press the Close button.

Step 3: Test Endpoints

e Click on an endpoint.

e Click on Try it out.

Fill in the required HTTP method information (e.g., ID, body).

Click on the blue Execute button.

Inspect the response headers, URL, status code, and body below in the Response
section.

Step 4 (Optional): Request Example Payloads
e You can find example payloads for the /api/measurements/ and /api/eis endpoint in

section 2.2.1: REST API Endpoint Structure.

e You can also see example responses to compare if your response was valid.
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Chapter 4

Results

In this chapter, we will begin by explaining the reasoning for the testing, then we are going
to give a high level description of the testing methods applied to the cloud platform and then
we are going to highlight the metrics employed for the validity of the system. Finally, we
are going to close with the presentation and commenting of the results of these experiments.
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4.1 Testing Methodology

4.1.1 Testing philosophy

As we have mentioned in chapter 2, our system is going to be used by BMSs to publish data
and by administrators for the management/bookkeeping of the systenﬂ

Therefore, some key considerations for measuring our system performance and usability
includes:

e Our system needs to be able to process requests at a minimum rate of one request per
second [g]

e Our request needs to adhere to low response times to ensure a basic Quality of Service

(QoS)
e The API endpoints needs to have the expected responses and side effects

e Whenever the system doesn’t behave in the way that it should, there should be mech-
anisms to bring the system back to consistency.

e The Get all HTTP requests are performed once per week by State-of-Warranty algo-
rithms therefore they need to present satisfying Quality of Service (QoS)

4.1.2 Testing Solution

In order to satisfy, to the best of our ability, the aforementioned considerations we devised
a method of testing. This method includes performing a number of HT'TP requests for all
the available methods of the most basic endpoints.

A number of concurrent Virtual Users(VUs) are going to pose these requests in parallel for
a limited amount of time. The endpoints under test include the analytics endpoints (EIS,
Measurements) and the most basic battery management endpoints (Batteries, Modules,
Cells).

Two experiments are going to be conducted, one testing the system under normal load and
one under big load. The key metric that defines how load heavy is the experiments lies on
the number of concurrent Virtual Users. These experiments are going to be conducted two
times each, once with valid inputs and once with invalid inputs. The invalid inputs will
include missing values, wrong value type, out of range values, wrong parameters, duplicate
values for unique fields.

4.1.3 Testing Validity /Performance

For the functionality aspect of the system for each request there is a check routine for
validating if the request was parsed as expected. This routine checks the HTTP status
code, the type of the response body and the contents of the response body to define if the
request has been parsed successfully or not.

For the performance aspect of the API we used a confusion matrix including the parameters:
accuracy, misclassification, precision, sensitivity and specificity. These metrics really helps

1Key physical system information about batteries/modules/cells such as models, components, specifica-
tions etc.
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our testing scheme identify and quantify the positive and negative cases, giving us a good
overview about the areas of improvements and the restrictions of our API[27].

Some key metrics that gives us a good overview about the systems scalability and user
experience are throughput and response time. They show us how good is a system at
processing high volumes of data in the unit of time and showcase the delay factor of the
response of the requests[28].

4.1.4 System Under Test

Our system is deployed in a cloud Virtual Machine(VM) as a network of docker containers.
Below is a table with the specifications of this machine:

Table 4.1: System Specifications
Component | Specifications
Main:
- Model: QEMU
- Space: 16 GB
- Capabilities: Not specified

Memory Secondary:

- Space: 100 GB

- Type: SSD

- Model: QEMU HARDDISK
- Capabilities: 5400 RPM, GPT-1.00 partitioned
- Number: 4

- Cores per CPU: 2

- Processing Speed: 2.49 GHz
- Model: Not specified

- Name: Ubuntu

- Version: 22.04.4 LTS

- Download Speed: 925 Mbps
- Upload Speed: 940 Mbps

CPU

OS

Network
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4.2 Testing Results Presentation

4.2.1 Testing Implementation

For our experiment, we used k6]29] for performing the tests and Grafana[30] for the visual-
ization of metrics. Prior to starting, we generated 1000 records of dummy data for each of
the main endpoints and populated the database.

One full experiment includes several stages. Firstly, we conduct a request to gain the
necessary JWT in order to be able to call the endpoints. After that we iterate over every
endpoint and conduct the same test with 5 valid inputs or 5 invalid inputs. Then we get
the result of the request and conduct checks about the status of the responseEI, the type of
the returned item and the composition of the returned item (all fields are valid). Finally,
we update the metrics necessary to calculate the confusion table at the en(fl

An example of valid and invalid input respectively are shown below.

VALID_INPUT:

"/api/batteries/": {

"GET": null,
"POST": [
{
"serial_number": "zdaz6d51",
"battery_name": "ufwoOsf6",

"weight": 6671.295,

"capacity": 776000,

"original_power_capability":
776000,

"expected_endoflife": "2027-02-15",

"manufactured_date": "2023-02-15",

"height": 3025.14,

"width": 3,
"length": 8888,
"manufactured_city": "string",
"manufactured_street": "string",
"manufactured_number": 2147483647,
"manufactured_zipcode": "string"
}
]
T
"/api/batteries/{id}/": {
"GET": null,
"PUT": [
{
"serial_number": "cmgpObcj",

"battery_name": "wfilgwO1",

"weight": 6400.85,

"capacity": 7850000,

"original power_capability":
7850500,

"expected_endoflife": "2029-03-15",

"manufactured_date": "2022-12-01",

2Successful status codes include: 200, 201, 204

3Includes: True Positive (we have a valid input and successful status), True Negative (we have an invalid
input and unsuccessful status), False Positive (we have an invalid input and successful status), False Negative
(we have a valid input and unsuccessful status)
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}
1,
"PATCH":
{
X
1,

"height": 3100.25,

"width": 5,

"length": 8700,

"manufactured_city": "Chicago",

"manufactured_street": "Lake Shore
Drive",

"manufactured_number": 500,

"manufactured_zipcode": "60611"

[
"serial_number": "fsj67mqgx",
"battery_name": "m9owrafc",

"weight": 6420.12

"DELETE": null

"/api/batteries/": {

}

"POST" :
{

]

[

"serial_number": "zl4xkln9",
"battery_name": "
uwgvizkongdfogdfsngoisdfghdpijj
ghdfsogudfshgpsidfugjsdfhgpudfgd
fhsgipusdf jhipudfsjghdsfipugjhdf
siupgdfsjghdsfuijgkhdsfipugjdkfh
gpifsdujghsdfiughdfiugfdspuidsiy
euwgvizkongdfogdfsngoisdfghdpij
jghdfsogudfshgpsidfugjsdfhgpudfg
dfhsgipusdf jhipudfsjghdsfipugjhd
fsiupgdfsjghdsfuijgkhdsfipugjdkf
hgpifsdujghsdfiughdfiugfdspuidsi
yeuwgvizkongdfogdfsngoisdfghdpi
jjghdfsogudfshgpsidfugjsdfhgpudf
gdfhsgipusdf jhipudfsjghdsfipugjh
dfsiupgdfsjghdsfuijgkhdsfipugjd
kfhgpifsdujghsdfiughdfiu",
"weight": 5000.754353,
"capacity": 650000,
"original_power_capability":
650000,
"expected_endoflife": "2028-06-20",
"manufactured_date": "2022-08-10",
"height": 2800.5,

"width": 5,

"length": 7500,
"manufactured_city": "New York",
"manufactured_street": "5th Avenue"

"manufactured_number": 120,
"manufactured_zipcode": "10001"

api/batteries/{id}/": {
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37 "GET": null,

38 "PUT": [

39 {

40 "serial_number": "zl4xkln9",

41 "battery_name": "

42 vaiuvaipuefgaipuvbaipuuwgv

43 izkongdfogdfsngoisdfghdpijj

44 ghdfsogudfshgpsidfugjsdfhgpudfgd

45 fhsgipusdf jhipudfsjghdsfipugjhdf

46 siupgdfsjghdsfuijgkhdsfipugjdkfh

a7 gpifsdujghsdfiughdfiugfdspuidsiy

48 euwgvizkongdfogdfsngoisdfghdpij

49 jghdfsogudfshgpsidfugjsdfhgpudfg

50 dfhsgipusdf jhipudfsjghdsfipugjhd

51 fsiupgdfsjghdsfuijgkhdsfipugjdkf

52 hgpifsdujghsdfiughdfiugfdspuidsi

53 yeuwgvizkongdfogdfsngoisdfghdpi

54 jjghdfsogudfshgpsidfugjsdfhgpudf

55 gdfhsgipusdf jhipudfsjghdsfipugjh

56 dfsiupgdfsjghdsfuijgkhdsfipugjd

57 kfhgpifsdujghsdfiughdfiu",

58 "weight": 50.754353,

59 "capacity":
65054325342523534254524000,

60 "original _power_capability":
650000,

61 "expected_endoflife": "2028-06-20",

62 "manufactured_date": "2022-08-10",

63 "height": 2800.5,

64 "width": 5,

65 "length": 7500,

66 "manufactured_city": "New York",

67 "manufactured_street": "5th Avenue"

68 "manufactured_number": 120,

69 "manufactured_zipcode": "10001"

70 }

71 ] ]

72 "PATCH": [

73 {

74 "serial_number": "cbaxt2qj",

75 "width": 5,

76 "manufacturer": 200,

77 "battery_name": "n9inbrba",

78 "manufactured_city": "London",

79 "original_power_capability":
7750500

80 }

81 ] ]

82 "DELETE": null

83 }

84 }
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4.2.2 Experiment 1: Normal Load Testing
Methodology

For the first experiment, we tested the system under normal load. More specifically, we
implemented a testing scenario where we had from the get-go 5 concurrently running VUs
and they run 4 stages in total.

During the first stage, for the duration of 1 minute one iteration (full experiment) was going
to be executed every 1 second for every VU. The second stage featured the retention of the
number of VUs but it run 2 iterations for the duration of 2 minutes. The third stage scaled
to 5 iterations per VU (again for the same number of VUs) for a duration of 1 minute.
Finally, for 1 minute we have the stage of ramping-down with no additional requests being
made but ongoing requests are allowed to finish.

An overview of the experiment can be seen below. The orange time series represents the
rate of failed requests (measured in request/s), the blue represents the response time value
(measured in milliseconds), the yellow represents the rate of requests made (requests/s) and
the green represents the number of the available Virtual Users.

15 req/s

10 req/s
2VUs q

1Vus 500 ms

OVUs osf \e - = v = v .o «Oreq/s Oms
10:06:00 10:

- vus = http_reqs == http_req_duration == http_req_failed

Figure 4.1: Experiment 1 - Overview
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Figure 4.2: API - request rate
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Figure 4.3: Batteries endpoint - response time
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Figure 4.4: Modules endpoint - response time
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Figure 4.5: Cells endpoint - response time
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Figure 4.6: EIS endpoint - response time
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Figure 4.7: Measurements endpoint - response time
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Figure 4.8: All endpoints get all method - response time

Experiment 1 Iterations | Concurrent Virtual Users

Input 1 (Valid Input) 5721 5

Input 2 (Invalid Input) 6072 5

Table 4.4: Experiment Parameters

104



API validation confusion matrix Valid Input Invalid Input

Valid output 5354 (True positive — TP) 3 (False positive — FP)

Invalid output 367 (False negative — FN) | 6069 (True negative — TN)

Table 4.2: API Validation Confusion Matrix

Metric Value
Accuracy 96.86%
Misclassification | 3.14%
Precision 99.94%
Sensitivity 93.58%
Specificity 99.95%

Table 4.3: Performance Metrics

4.2.3 Experiment 2: Heavy Load Testing

Methodology

In this experiment, the system is going to be inspected under much heavier than normal use.
Namely, we have two stages where in the first stage the system gradually scales to 25 VUs
over a period of 1 minute. During this period an for every period there is no set number
of iterations, but the VUs conduct as many of them as they can. Then for 2.5 minutes the
system retains the same number of Virtual Users. Finally, the system is given 30 seconds
grace-period to finish all the ongoing requests before it terminates.

An overview of the whole second experiment can be seen below.
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20 req/s
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N o AN ~ o/ M «Oreq/s Oms
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OVUs o
16:51:30  16:51:45  16:52:

vus = http_reqs = http_req_duration = http_req_failed

Figure 4.9: Experiment 2 - Overview
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Figure 4.10: API endpoint - request rate
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Figure 4.11: Batteries endpoint - response time

response time

800 ms
600 ms
400 ms
200 ms

0ms
16:52:50  16:52:55  16:53:00 :53:05  16:53:10 16:53:15  16:53:20  16:53:25  16:53:30  16:53:35 :53:40  16:53:45  16:53:50  16:!

- = hitp_req_duration{endpoint="/api/modules/", method="POST"} == http_req_duration{endpoint="/api/modules/{id}/*, method="DELETE"}

== http_req_duration{endpoint="/api/modules/{id}/", method="GET"} http_req_duration{endpoint="/api/modules/{id}/", method="PATCH"}

== http_req_duration{endpoint="/api/modules/{id}/", method="PUT"}

Figure 4.12: Modules endpoint - response time

106



800 ms

16:52:55 16:53:00 16:53:05 16:53:10 13 5 1 25 16:53:30 16:53: 16:53:45 16:53:50 16:53:55 16:54:00
= hitp_req_duration{endpoint="/api/cells/", method="POST"

= http_req_duration{endpoint="/api/cells/{id}/", method="DELETE"}
= http_req_duration{endpoint="/api/cells/{id}/", method="GET"}

http_req_duration{endpoint="/api/cells/{id}/", method="PATCH"} == http_req_duration{endpoint

"[api/cells/{id}/", methos

Figure 4.13: Cells endpoint - response time
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Figure 4.14: EIS endpoint - response time
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Figure 4.15: Measurements endpoint - response time
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Figure 4.16: All endpoints get all method - response time

Experiment 2 Iterations | Concurrent Virtual Users
Input 1 (Valid Input) 5082 25
Input 2 (Invalid Input) 11789 25

Table 4.5: Experiment Parameters

API validation confusion matrix Valid Input Invalid Input
Valid output 4465 (True positive — TP) 3 (False positive — FP)
Invalid output 617 (False negative — FN) | 11786 (True negative — TN)

Table 4.6: API Validation Confusion Matrix

Metric Value
Accuracy 99.98%
Misclassification | 3.81%
Precision 99.93%
Sensitivity 87.80%
Specificity 99.98%

Table 4.7: Performance Metrics

108



4.2.4 Findings
Confusion Matrix

While looking at the confusion matrix of the two experiments, there is some key takeaways
and things to consider for the future use and development of our platform.

Firstly, we notice that even though accuracy is very high in both cases its is not perfect.
This means that in some cases we expected certain results, but we got wrong ones. By
taking a look at the failed requests, we notice that most failures that stem from POST
requests provide subsequent failures to PATCH, PUT and DELETE methods as our tests
are conducted in a way that any record created by the test must be edited and deleted and
no other ones. And this is not the case for the endpoint measurements, which yields further
errors. Nonetheless, the spike in false negatives is not going to have a big effect on the
utility of our platform, since some data are not going to be available rather than wrong.
Furthermore, we utilized a second way of communication with the Mosquitto Broker and
logging failures with Python loggers so this will make it very easy for us to recover the
loss data and maintain the consistency of the database. We also notice that the True
Positives in the heavy load experiment is comparable to the True Positives of the normal
load experiment. This is because our platform cannot process much more requests at the
same time, therefore it hits a ceiling. But the virtual difference in the accuracy, which is
quite significant (3.12%), is mostly attributed in the failure of the system to live up to the
high demand and since true negative cases are much faster to process and therefore more in
number, it is easier for us to think our platform is more accurate when we get more requests
when that is not the case.

We also notice that the rate of misidentifying an input for an invalid or valid falsely is quite
low, around the 3% mark. One key area to notice is that the mistakenly misinterpretations
of valid inputs as invalid is doubled from experiment 1 to experiment 2. Meanwhile, valid
input interpreted as valid input cases drops on the second experiment. This means that
because of the higher utilization of our resources, the system is unable to process the already
undertaken tasks and makes a lot of error that it wouldn’t make. This points to a load
balancing mechanism being quite beneficial.

As far as precision is concerned in both experiments, it is kept quite high. Meaning, our
system very rarely mistakes an invalid input to a valid one. This is all attributed to the
type checking and validator implementation of the Django ORM which flushes out any
inconsistencies with incorrect data.

We notice that our system is more sensitive by a factor of 5% as the system scales in
concurrent users. This is also attributed to the inability of the system to manage higher loads
of requests and therefore making mistakes with the existing requests because of timeouts as
well.

Finally, our system boasts high specificity marks around the 99,9 percentage. This also
attributes to the fact that the system can flush out easily any wrong information.

Performance Metrics

From an initial perspective of the API request rates of the two experiments (figure 4.2
and figure 4.10) we notice something strange. Even though the high load test experiment
has more VUs than the normal load test, the median requests per second sent appears to
be higher in experiment 1 than in 2. That makes sense if we think that the high volume
of demand for the resources of the system by the 2nd experiment clutters the cloud plat-
form, therefore being unable to process current request or receive request to its maximum
potential.

109



As far as the processing power of our system, we get a better view by comparing the response
time diagrams for each endpoint on both experiments. The first thing that we notice is
that for experiment 1 the average response time function is fairly linear with no visible
trend or frequent big deviations from the average. This is in line with our experiment
structure since we have fairly lower number of VUs therefore a manageable amount of
requests leads it way to the API. More importantly, for the analytics endpoints, we notice
that the average response time is around 250 milliseconds(ms). Meanwhile, for experiment
2 we notice an evident upwards trend for the average response time for most endpoints
with the sole difference of the batteries endpoints were at first the average response time is
fairly uniform with an upwards trend on the second part and a return to uniformity for the
third part. The upwards trend is very well in line with our experiment with is increasingly
putting more weight on the system with the gradual increase of VUs and limitless amount
of iterations per second possible. The response time for the measurements endpoints still
remains in the ballpark of 300 ms and the EIS endpoints is around 1 second.

In comparison, all response times for management endpoints in experiment 2 seem to be
2 to 4 times higher than their counterparts. The measurements endpoint response times
remain pretty much the same while the EIS response times scales up to 5 times higher.

Last but not least, we notice that the most intensive endpoints include all the endpoints
that implement the GET all HTTP method. For up to 5 concurrent users most endpoints
respond within a second while the slowest endpoint (/api/cells) responds in 5 seconds. The
view is totally different when the system scales to 25 concurrent users where responses
vary from 1 second up to 1 minute with the most frequent being around 30 seconds. This
method get all the records of the requested table, therefore it is normal to be that intensive
in processing power and in turn latency.

Key Takeaways

Considering that the main use of our platform is going to include mostly POST requests
to analytics endpoints, with a frequency of 1 request per second, from the Battery Systems
(that amount to a total of 4) and GET requests from 3rd party software systems that run
real time analytic algorithms our system is going to live up to the specifications that are
set.

Our system implements a messaging solution retaining information from the request of the
BS’s that have failed, therefore there is no question that even in the case of our system
recognizing valid inputs as invalid the integrity of the main function of the system will
remain and total consistency of the database can be very easily implemented in the future.

Special attention must be given when it is required by the system to handle larger loads,
since the key points of interest will not be met, leading to an inconsistent state of the system.
This will be remedied easily by the horizontal scaling of the system resources and inclusion
of a load balancer.
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Chapter 5

Conclusions
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5.1 Work Summary

During the course of this thesis, we undertook the task of creating a cloud platform capable
of storing data according to specifications given regarding the consistency and structure of
the data, the response times, security, interoperability and fault tolerance.

We began by stating the problem, analyzing its importance and putting our application into
the perspective of the whole Battery2Life project. Then we laid out the specifications for our
platform regarding the data management, the REST API structure and the architecture of
the whole solution. More specifically, our solution required the interconnection and correct
implementation of the components’ server, database, publish-subscribe broker and activity
logger.

Following that, we proceeded with the implementation of the solution by organizing the data
into data models with the help of Django ORM, organize our server request handlers into
ModelViewSets with the help of Django Rest Framework, documented our API with Swagger
UI, utilized docker container to execute the application in a secluded and stable environment,
implemented system monitoring with Python loggers and set up all the necessary security
protocols including CSRF, CORS, authentication and authorization with the help of various
python modules.

Additionally, we laid out the schemes for the methodical and meaningful testing of our
platform where under normal circumstances we establish a 96.86 percentage of accuracy,
99.94 percentage of precision and response times well below the crucial limit of 1 second.
Ultimately, in order to ensure the Quality of Service(QoS) of our platform we also conducted
a heavy load test with 25 concurrent users where we determined that the accuracy and
precision metrics maintained their values with 99.98% and 99.93% respectively and response
times were kept within QoS acceptable values.

Although our platform works very well under normal circumstances, it isn’t bulletproof to
all scenarios. From the last experiment we deduced that when the number of user scales,
the response times and incorrect responses also have an upwards trend.

5.2 Future Work

Software systems are a dynamic entity and always have a tendency to evolve along with the
system requirements over time.

To name a few possible evolutions, if we consider that our platform will receive at least one
POST request per second and the request will contain data in the ballpark of 500 bytes,
then we can easily deduce that per month the system is going to be required to handle and
store approximately 1.3 terabytes of data. For this reason, further consideration should be
given to the architecture of the application regarding the storage of all of those data as well
as the management of the communication of all of these data with 3rd parties.

When handling such amounts of data, even if the tiniest of probabilities that something’s
is going to go wrong exists, this means that things are going to go wrong quite often. For
this reason, special care needs to be given to implement the handling of HTTP requests
(especially POST) by the Mosquitto broker. Furthermore, several protocols, such as han-
dling failed status of responses with care in order to ensure the consistency of the database,
should be put in place.

For the availability and scaling of the system, a configuration that deploys the services in a
Kubernetes cluster should be considered.
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Furthermore, with the mature and implementation of the Digital Battery Passport admin-
istrators should update and extend the schema of the database with useful information
derived from the real deployment of the system virtually at will.

Last but not least, with the integration of the system into the general solution of Battery2Life
future maintainers should consider real world feedback and enhance the system with features
in an agile way.
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