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Abstract

Artificial Intelligence (AI) has made significant strides, transitioning from research prototypes to large-scale
deployments in healthcare, finance, security, and transportation. Despite their success, Al models often
function as opaque black boxes, raising concerns about trust, adoption, and risk in high-stakes applications.
Explainable AT (XAI) addresses these issues by developing methods to enhance human interpretability of
complex models.

This dissertation focuses on counterfactual explanations, which determine the minimal input modifications
required to alter an Al model’s prediction. A domain-agnostic, black-box framework for counterfactual gen-
eration is introduced, applicable across multiple data modalities, including images, text, and audio. Within
this framework, various algorithmic approaches are explored, including Graph Neural Networks (GNNs) for
structured data and non-neural optimization techniques for counterfactual synthesis.

Beyond generation, this work introduces a novel evaluation methodology for assessing counterfactual optimal-
ity, specifically leveraging a back-translation-inspired approach to verify whether the applied modifications
are truly minimal. This evaluation method provides deeper insights into the balance between the minimality
of edits and their semantic validity, revealing properties of counterfactual generation algorithms that would
otherwise remain obscured.

Additionally, the proposed framework extends beyond traditional XAl applications. It is leveraged for hal-
lucination detection in Large Vision-Language Models (LVLMs) and fine-grained evaluation of generative
models in both image and story generation. Furthermore, Large Language Models (LLM) reasoning capabil-
ities are investigated, particularly in riddle-solving, where counterfactual-based interventions enhance logical
reasoning in large-scale language models. At the same time, through counterexample-based explanations,
the influence of well-known cognitive biases is highlighted, especially when such models are employed as
recommendation systems.

Comprehensive empirical evaluations validate the framework’s effectiveness across diverse domains, demon-
strating its ability to enhance interpretability, robustness, and generalizability in both explainability and
downstream Al applications.

Keywords: Counterfactual Explanations, Explainable AI, NLP, Evaluation
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Chapter 1

Extetoapevn Iepiindn oto EAAN VX

H Teyvntd Nonpootvn (TN) éyel yvopioel eviunwotond, avdntuln to teheutaior xpévia, TepvmvTog omd mhotixd
EPELYNTIXE OTABLOL OE EPUOUOYES UEYIANE XALLXOE TOU 0popoly TNV LYELD, To YENUATOOLXOVOUXE, TNV ACPIAELDL
xou Tig uetopopég. Tlapd to yeyovédg 6T ta cuothAuata TN Soxpivovtar oe ToUelc OTWE 1) Avay VORLOT| EOVKY, 1)
ene€epyaoio QUOAC YADGGOC xou 1 autopatoroipévn An anopdoewy, o ToAOITAOX0C TEOTOG AelTovpyiag Toug
oLy V4 Tapauével acupnc. Auty 1 adlapdvelo UTopel Vo XAOVIGEL TNV EUTLGTOCUVY] TWYV YENOTMOV, Vo XOIUGTERHOEL
v evowpdtwon e TN oe véeg eqopuoyéc xau, o xployeg teplnt®oele, vo eyxuuovel coBopols xvdivoug.
Ye auté to mhaiowo, 1 Erneényrioun Texvnti Nonuootvn (Ezplainable AI, XAI) éyer avodeiydel we xaipio
epeuvnTi xatedduvon, emdidxovTag TNV avdmtugn uedddwy xou epyolelwy mou Bondoldv toug avipwroug va
XOTOVOOUY %Ol VO IAANAETULOEOUY AMOTEAECUOTIXOTERA UE TOADTAOX A LOVTEADL.

Méoa oe autd o epevvnuixd nedio, ov o1 eényrioeis péow avunapaderyudrw v (counterfactual explanations)
gyouv Eeywploet, xodde Tpoc@épouv copl emdva Yot To TOS Eva clotnua TN unogel vo ahhd&el tnv €£086
Tou g@bcov dagoponotnlel xdmoto yopoxTNElo TG T Eloddou. Avtl vo eoTidlouv amoxAEloTIXG oTO “yi-
atl” mpoéxue W cuyrEXEWEVT TEOBAEY, oL avTinapadelypaTiXéS TpoaeY Yioelg avadelxviouy To “twg” urnopel
vor emteuydel pla evadhoxetixy| €xBaom, cuvilne TponomoldvTa TEploplonévo apldud mapouétewy. Autd to
YVopLopo etvor BLdTERa YPNOWO OE EQUOUOYES OLXOVOIXNG o LUTEXNE QPUOEWS, OTOU Ol YEHOTEC UTOPOLY Vv
a&lomoioouv 0dnyiec Timou “Meldhvovtog To UTONOLITO TG TUOTWTXAS XdpTag oug xatd X, uropel vo eyxpriel
T0 ddveld coc” N “Edv 1 nleon tou acdevole yewwvdtay, to anotéleoyo tng Sdyvwone Yo tav dlagopeTind”.

IMopd Tor oéRn Toug, TOAAEC Amd TG ONUEPLVEC TEYVIXES AVTLTOQUDELYUATIXWY EENYHOEWY ETUXEVIOWOVOVTUL OE
YopnA6 eninedo Aentopépeiac, Onwe elvon 1 ahhayh) HELOVOUEVLY exxovooTolyelwy (pixels) oe pio exdva A 7
OVTIXATACTUOY CUYXEXPLUEVWY Aé€ewv ot éva xelpevo. Av xou tétoleg adhayés umopolv va elvon axplBelc, dev
evapuovilovtal TdvTote Ye Tov TpoTo Tou ol dvilpwrol avtihopfBdvovTal xon oAANAETSpo0Y Ye Tov xbopo. T
TOEABELYUAL, YL TOUS TEPLOGOTEPOLS avip®droug elval o QUOIXS Vo TeplYpdPouY Eval avTIXElUEVO W “UdXxLVO”
TaEdL VL aVOADGOUY TOUC dpldUNTIXOUC THES TV YPWUATIXOY Xxavahidyv. Tlapouolng, otov yopo tne encéepyaoctog
xeWévou, ol yproteg cuvntilouv va wAoly o Jéua ¥ ovvaioOnua xon 6yt Yo TOOTOTOACELS OE UEUOVOUEVAL
yeduuorTa 1 ahAdyeS o€ xdmota Slavuopatixny| avamapdotact. Autd To ydoua avaueca oo Bacixd yoeax TNeLoTIXd.
xou ot o agnenuéves, avipdmives évvoles Tpoxahel duoxoiiec oty npoonddeta va Slapoppewdolv eEnyroeic
TOL €lvol TAVTOY POV oxEBElg Xou xaTavonTég.

Iot v avtipetonio tel auth n tedxhnor, €xet apyioet vo xepdilel €dagoc 1 18éa Twv evvoiodoyikdy eneEnynoewy
Héow avtimapaderyudtov (conceptual counterfactuals). Ye autd To mhaiolo, oL ahhayec Sev apopolv UXPOETE-
Bdoelg ot eninedo raw YopoXTNELOTIXDY, UAAG OVWTERES, TLO APNENUEVES XATNYOP(EC TTOU GUVDEOVTAL UE TNV AV-
Yedmvn avtidndn. o topddelyua, o pio exdva, unopel va pog evilagépel av undpyel “euyé potlBo”, “opaipnd
oo’ f “teiywt ven”. Xtov fiyo, evdéyeton va eoTidlouue ot “elpoc cuyvotHtwy’ N “tayd pudud”, evd
070 xelyevo pnopel vo e€etdlouvye “ouvalodnua’, “Oéuo” 7 “Bodud euyévens”. Me tn petdfoon o autés Tic
eLPUTEPEC, EVVOLONOYIXEC DOPES, OL aVTLTORODELY UAUTXES EENYNOELS AvadELXVOOUY T01a APNENUEVOL YUOUXTNELO TIXS
Tpénel va tpontomondoly hate va adlhdEel 1 €€000¢ eVOC UOVTEROU, amOPEDYOVTOC TORIAANAN EXTETOMEVES Xl
duovonteg ahhayéc oe yaunhotepo eninedo.

H noapoboa Sty dievplvel xou evioylel autd T0 TAXCO TV EVVOLOAOYIXDY EMeENYHoewy pEow av-
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nnapaderypdtwy.  Ilpotelver véoug ahyoplduoug, opyitextovixés xou Uetpixée o&lOAOYNONG TOU, GUVONXA,
xatadeviouy TNy evehi&io xan Ty meaxTixy aglal TNG EVVOLOXEVTEIXNC TROGEYYLoNG ot Toxiha eidn dedouévwy,
amd EOVEC X0 PUOLXT YAWCOW Ewe YRApoug xou MNyntixd opyelo. Emnpdoleta, nopoucidlel mig 1 éugaon
OTLC APNENUEVES EVVOLEC EVIOYVEL T CAPHVELL OTNY ENEENYNOY TWV UTOPACEWY EVOC LOVTEAOU, EVE TOUTOHY POV
umopel vor amhomolAcel T dadixacio EVIOTIOUOU ot EQPUPUOYNS OTOYEVUEVRDY TUPEUPBAoewY, BlaTnewvIdaS TO
GLVOAXS VoMU ahGBNTo. TENOC HEAETE TPOEXTACELS TWV TEYVIXWY TOU avamTOYUNXoY XaL G dAAA TEdia, OTWE
1 auTépTy a€LOASY MO X ovory vedRLom AaddyY omd SMuLovpYIXd oo THUTA.
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1.1. IM\alolo nopoywyNe EVOLOROYLXWY ETEENYHOEWY UECW AVTLTOLUDELYUATLY

1.1 ITAaioclo mopaywyYNS EVOLOAOYIXWYV ENEENYHOEWY UECEL OLV-
TIMXEADELY UATW YV

To napdv xepdhoo mopouvatdlet pio uedodoloyia yio tn dnwovpyia ereénynoewy uéow avtimapaderypudtwy Tou
eoTdlouy 0 EVVOLOAOYIXA Xl CNAACLONOYIXA YAUpaxUTNELOTIXE, avTl amhde va YetpllovTal axatépyaota
dedopéva (m.y. pixel, cOuBola xewwévou 1 aprduntixéc Twée). Lpileton o wa Bdon I'vdong, Swtunwuévn oe
Aoywéc Meprypagric (Description Logics, DL), xou o éva Explanation Dataset, mou anodidetr oe xdde delyua
(1. ewdva, Ao f xelpevo) éva chvoho evvoldy xou oxéoewy. MEosw autdy, ol avTinapadelypatixéc eEnyHoelc
anocagnviCouv dyt uévo o e Unopel vo odAEEel 1 TEOBAedn evic poviéhou, odAd xou to yati, putilovtac
g UPmMAoU emimédou oNUACLOAOYIXESC AAAAYEG TTOU TEOXUAOUYV TIC BLlopopOTOLoELS GTNY €€000.

1.1.1 Kivnteo yia eVVOLONOYIXES ENEENYNOELS UECEL AVTLTAUPABELYUATWY

TuuPatixée aviimopadelypotinés uédodol ouyvd Spouv oto uixpoeninedo twv dedouévwy (). odlayéc oe Myo
pixel) xou vou yev metuyaivouv Ty odhay | TedBredng, duwe dev e€nyolv ue avdpodnva xotovontd teémno yati
ouyxexpwéva pixels ypeidlovion tponomoinoy. Avtideta, to xe@dhaio autd TEoTElVEL TN YENON ENEENYoEWY
670 €vvolodoyikd emitedo. I'a mapdderypa, avti n ene€riynomn va elvan Tng pop@nc “GANIEE TIC TWES TOU XOUHLYOU
xavahtol twv pixel”, petaoynuatiletor oe “av To dwudtio fitay okolpo kdkkivo avtl yia Tpdoivo, To LOVTEAO
Yo dAhale npoBredn”. 'Etot, ol emegnyrioeic yivovtar mo xatavontéc xau npooeyyilouv tn guoixr oxédn twy
yenotwv. Emnkéov péow authic g wop@nc twv encé€nyhoeny o ovipthrnog Unopel Vo XaTtavoioeL TO UNyoviopo
Mdne anogdoewy évog cuoTAUNTOC TEYYNTAS VONUooUvng xaL Vo ETovoAdBel tng ahAdyes ywelc 0 yeron twv
ahyoplduwy. T'o mapdderypo av yior éva oOoTA 1) AAAGYY) Wiag XAdong amd “unvodwudtio” oe “xtnviateeto”
mpouno¥étel Ty elooywyl) evoc Lwou, toTe 0 aviptdnog Umopel euxOha vor avTLAELPUEL, Vo EMIXOLVOVAOEL, Vo
doxwdoel o Blog oe véeg emdves auth TV ohhdyn xadde xonw var a&thoyfoel av autd anoterel havdaouévo
%pLTHpLo améPAcTE Yiot TOV TaglvounTy| (OOTE Vo TpooTadfoEL, av YEEloTEL, Vo To emhloel. And tny dikn, o
eninedo pixel autd unopel va elvon wg “xdve To xae pe yowpés yeouués 100 yertovind pixels yiag euxdvag”, dote
vor dwveton 1 eviUeoT evée Lhou oty exdva ota pédtia tou taivopnty (classifier). ITapdho awtd 1 deutépn
eZnynon dev cupPoivel cuoTRATIXG XM TO Ypoua xou To Péyedog évog Ldhou Bev elvar otadepd, npdyuo Tou
unopel v dnurovpyel onuavtixy cOyyvon oto Yeroty, oyxetxd pe ) pédodo amdpaons Tou Tadvounth. Autod
OEV QPHVEL TOV YPHOTH VO XATAVOHCEL TOV TEOTO YE TOV OTolo 0 TaELvounTrg TolpVeL anoPAcELS.

1.1.2 Bdor I'vorng xou Explanation Dataset

‘Eva Ezplanation Dataset omoteheiton and delyparto (exemplars), Snhod nporypotind ¥y cuvietind delypoto (w.y.
eOVEC 1) apyela Hov), Tou GUVOdEVOVTAL OTd:

e Evvoioroyxd Ilegieyopevo: Eva odvoro evvoldv (.. Dog, Bedroom, Cough) xat oyéocwv (r..
depicts, hasSymptom).

o AvTtiocTolylon ota YapaxIneltoTixd Tou proviélou: To exemplar yoptoypageiton oe éva feature
vector mou yenotpwonotel o ta€ivountie.

H evvolohoyxt|) mAinpogopia npoépyeton and wa Bdon I'vdong (evowpoatwpévn oe DL), n onola neptéyet:
e ABox (Assertional Box): Ankdoeic tonou Dog(Lassie), isIn(Lassie, Garden).
¢ TBox (Terminological Box): Iepopyixéc oyéoeic, n.. Dog T Animal, Animal C LivingThing.

Ou ovtohoyixée oyéoels EMTEENOLY TOV 0ploUb NG anuactohoYic arootdons Yetall evvoltdv (m.y. “Cat” xau
“Ant” elvon o amopoxpuopéveg and 6,1 “Cat” xou “Dog”), Bonddvrac otov opiopd xdotouc yia odhayée (edits).

1.1.3 Opiopog Evvolorhoyixedyv AVIITooadely LoTiXwy

Ou ene€nyrioeic péow avtinapodelypdtwy optlovial we onuaciodoyikés eneupdoeg (semantic edits) otnv ABox
avonapdotaon evog exemplar. Av évag TaElvountic xatatdoaoel éva exemplar e otny xAdorn A, ahhd 0Ty 0¢ elvon
N xAdon B, avalnteiton to delypa ¢ To onolo avixel 1dn oty xAdorn B xon anéyel Tnv eAdx10Tn onpuacioAoyikn)
aréotaon and 1o e. Ta edits (n.. aviixatdotoorn Cat — Dog) mou YeTatpénouvy To e 6T0 ¢ GUVLGTOUY TNV TOTUXH
avTinopaderypoter) e€iynon. O hettovpyieg mepthapBdvouy:
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o AVTIXATACTACT) EVVOLOV (epog—sCat)-

o AvTixatdoToct pOA®Y (e 5).

e ITcoo9hxn evvoldy B pOAwY (T cat 1| €T—on)-
o Agaipeoct evvoldy B pOA®V (ecat—T N €onsT)-

I v eupéon tou Belypatog mou améyel TNV eNyLoTn onuoactoloyxy andotoor, Yo meénel va opiotel €va
N 799

kéoTog yio xdde enéuPaon, adlonowwvtac v undpln tou TBox, dote va unohoyileton tdéoo “UeyEAN “uixpen
elvon %dde odhory ).

1.1.4 Tomxég xouw Koadohxég (Global) Eneinyrosic péow avTina-
PABELYUATWY

Tonuxég EEnyroesic: Agopolv évo povo mopdderypor m.. “Av agopoloa tn Cat(b) xou mpdodeta T
Pillow(b), n exdva e; Vo to€nvopoltay and tov tadvount wg Bedroom avti v Veterinarian Office.”

Kadolwxéc EEnynoeic: H déa twv global ene€rynone Pouoiletor 61N cuYXEVTEnan TOAGDY TOTUXOY ov-
Tinapaderyudtwy. Adpoilovtag ta edits yia moAholg exemplars e optopéva XOLvE YapaXTNELOTNTIXE OTWE YLot
TaEdBELY oL OTL apynd avrixouy xAhdomn A xou petofaivouy ot xAdor B, unopolv Vo eVIOTGTOUY Ol TO TUXVES
tpononotfioelc. 'Etol anoxahintovion ouotrpatixés cuoyetioe B tpoxatolfderc tou povtéhou (m.. “H
évvola Animal npootideton cuyvd dtav To poviého adlNdlel and Bedromm oe Veterinarian Office”).

1.1.5 Egoappoy? xouw YAoroinon
To xegpdioo elodyel ahyopliduoug yio:

1. Anuiovpyia yedyou eEnyroewv: Kdalde examplar slvan évag x6pfog, xa ol axuéc cuvdéouv Lebyn
eZéunhdp €POCOV UTOPOUPE VoL TO UETATEEPOUNE TO €val 6To dhho e pio axohoudia edits. To Bdpog
TOV AXUOY AUTO ([COUTE UE TO XOGTOGC TWYV CNUACLOMOYIXMDY dAAAYwVY UeTald Twv duo examplar mou oty
ouvoeel.

2. Troloyiowdg xéctoug petagd duo evvorndv: Tiveton péow e eldyiotng andotaone uetalld
EVVOLOY 1| pOAwV oo Yedpo tne TBox.

3. Yrohoyiopdg xé6cToLg ety duo examplars: Ilpoteivovrar ahydpduol yio Tov vnoroyioud
tou graph edit distance, ypnowonoldvtac dlopopetixd enineda ninpogoplac xdde @opd (m.y. e xphon
HOVO TWV OVTIXEWEVDY Y| TNV ECAYOYT HEPXNG TANEOPOPIUS TWY oXUOY).

Emnmiéov, yéow tou mpotetvopevou mhouciov diveton 1 Suvatodtnta otov yeotn vo opilel avTIXATUGTACELS Ol
omnoleg elvar adbdvato va mpaypatonoundolyv. I'ar mapddetyuo, elvon adivato va yewwdel n niuda evée atdupou.
IMpaxtind, autd LAOTOLEITE UECHK TNE EXYDPENONG ATELPOU XOGTOUS VIOl CUYXEXPUIEVES AVTIXUTAUOTACEL TT.Y. TOU
edit Young — Old. Me autdv tov tpéno eaocparileton 1 napaywyy| feasible avtimapodelyudtwy.

1.1.6 Ilesipdpato

CLEVR-Hans3 (Teyvntd Acsdopéva): 'Eva npdto PAua tne avdhuone elvon 1 allohdynon tov mpo-
TEWOUEVO TAauoiou oe éva eEAeYyOUEVO TEPBAAAOY, OTOU TOCO Ta YUPUXTNENCTIXY Twv examplars, 660 xou To
YopaxTnelo ixd mou eAéyyel o tadvounthc elvar tpoxadopiopéva. I tov oxond autd emhéydnxe to cbvoho
dedopévwy CLEVR-Hans3, 6nou mepiéyel ouvletinég eixoveg omd aviixelyeva Ye Yvwoto oy, péyedog, ven
xon ypouo. Enlong ou tadivountéc mou elvan exnotdeudévol Ye TO CUYXEXPWWEVO GUVOAO BEBOUEVWV TEQLEYOLY
Yvwotéd ot éva biases (npoxatalideic) ta dmown epmhéxovion ot pédodo talvéunone touv. ‘Etol péow tng
aZLONOYNONE OTO GUYXEXEWEVO GUVOAO BeBoUEVKY Blvatal 1) euxaipla var a€lohoyniel 1 amoteheoUaTIXOTNTA TWV
peYOdWY mou mpotelveTal 0T TapoUca SlaTtElBY| Ot Eval EAEYYOUEVO TERLBUANOY.

COCO & Places (ITpaypatixd Ewxoveg): 'Eneta and tny nopdywyn enelnyfoeny ot éva cuvdetind
TepBEANOY GELEG EYEL O TEWPUUATIOUOG HE EVa TpayHoTixd alvoho Sedouévmy, hate vo alohoyniel 1 anoteleo-
HATOTNTA TOU TAcLGiou Tou Tpotdlnxe ot TpayUatixd tpoAuata. ‘Etol yenowonouwdvtag ontologies mou nept-
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1.1. IM\alolo nopoywyNe EVOLOROYLXWY ETEENYHOEWY UECW AVTLTOLUDELYUATLY

yedpouv Tov mpaypotixd xéopo (m.y. WordNet) yia tnv meprypagpn avtixewévwy (“bed”, “cat”, “dining_table”),
xan dedoyuéva and dataset mou @épouv onuacioloyxr) TAngogopia 6mwe to COCO bdivatar 1 duvatdtnTa e€ary-
wYNC ONUACLOAOY XY ENEENYNOEWY PHECH AVTLTUPAUOELYUETWY OE TPOBAAUTA TOU TEUYUATIXOU XOGUOU, OTOU Ta
biases twv tagvountdyv dev elvon Yvwotd ex twv npotépwy. Téhoc otny Bl xateduvorn doxtudotnxe xa n
EQUPUOYT) TOU TUPOVTOE TAULGIOU X0 OE EQUPUOYES OTOU XAVEV ONUACIONOYIXG YUPAXTNELOTIXG BEV CUVODEVEL
Toug examplars ahhd autd eEnydnooy auvtdpata PEow dapdpwy TEXVIXGY eEaywyNc TAnpogoplas dTwe oty
TEPIMTWON TWV EXOVLY CUGTNUATWY EEAYWYNE YRAPWY XNV O EIXOVES.

Tateuxr Awdyveworn COVID-19 (Audio): Téloc Soxpdotnxe xan 1 noporywyr ene&nyoewy o€ cLGTH-
HoLTaL TTOU BEYOVTOL BEBOPEVA 10U CAY ELGOBO XL OE EPAPUOYT) 6oL 1) eTeEnynonuoTnTa elvor Lotnxrg onpaciog.
Suyxexpiuéva ot ohydprdpol doxipdotnxay o tagvountéc ol émolo TpoBAénouy av €va dtouo eivon Yetind oto
COVID-19 pe Bdon to Brya toug.

1.1.7 Kiopgia Yvunepdopata xow MeAhovtixry Epyacio

e Kadopiotixr Inpacia tne Inpacioroyiag: O yprioteg xotavooly mo ebxoha eEnyfoelc mou
OVOUPEPOVTOL TILO APNENUEVAL YoEUXTNENOTLIXG OTwe To “animal” xau “pillow” mapd yia “pixel-level” odhoryéc.

e Evtomiopdg IMpoxatarfdewv: Ye molMamiéc perétec  (CLEVR-Hans3, COVID-19)
anoxohOQUNMAY xpUPEC CTEEBAMOELC, OQELNOUEVES OF UEPXAOC CUCYETIOUEVEC EVVOLEC 1) OTUTIOTIXEG
WOLUTEROTNTES TV BESOUEVEIV.

o Khpaxwoiwpotntou Iopgdho mou n onuaciohoyixy| enclepyasio €xel x60T0¢, N TPOGEYYLON TOU TEO-
Tadnxe emTEENEL TN XENHON TNG OF EQPUPUOYES e UpEia XMoo BEBoUEVWY.

o Eveliiia KboToug: Pululoeig tou xdctoug dlvouv mpoxtixt 6pdon otic e€nyhoels, anogelyovTac un
PEAALOTIXEC 1) AVEPIXTEG OAAAYES.

e I'evixevon oe Ileprocotepa Eidy Acdopévwv: H Bl yedodoroyio pnopel vo epopuoctel oe
xelyevo 1 mivoxeg, apxel va undpyel uiat oyxeTr) ovToAoYia YLl TIC EXAOTOTE £VVOLEC.

Yuvodilovtag, T0 xe@diono auTéd avadexvieL TN SUVOLXY TWV €XYOI0A0YIKDY avTinapadelyudtwy e epyoheio
epunvelac xou evromopol o@ohudtev ¥ mpoxotaliPewy. H petdBacn and ahhayéc younhol emmédou oe mo
AUPMENUEVES O XUTAVONTES EVVOLEC ETUTEEMEL GTOUC EWBWO0C ARG X0t OTOUG TEMXOUC YEHOTES VO EUTIOTEVTOVY
®OAOTEPA TOL LOVTEAQ TEYVNTAG VONOGUVNE X0 VoL Ta BEATLOGOUY OTou owTd xplveTon avayxolo.
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Chapter 1. Extetopévn Ieptindmn ota EAAnvixd

1.2 TIlopaywyr onuoclohoynxoy eRNEENYNOEWY UECEH OAVTLTO-
PABELYUATWY UE YPNOY YEAPWYV

To xepdhano autd eoTidlel OTNY EVOWUATOON TV OXETEwY aVAecH oTic €vvolee (concepts), ye oTtéy0 TN
dnuovpyia oNUUCLONOYXGDY ETEENYHOEWY PESL AVTITOPUDELYHATWY ToU TPooeYYI{ouy e peyohitepn axplBela
TOV TPOTO UE TOV 0molo €val UoVTEND TEXVNTAHS vonuoolvng encéepydletar olvieteg etoddoug. Ilapovaidlovton
800 CUUTANPEWUATIXES TPOCEYYIOELS Yiot TNV EXPETIAAEVCT] TNS TANEOPORIAS TOV AXPMV: 1) TEWTY APopd To TNV
EVOWOUATWOY RERLXNG TANEOPORiag TV AXU®Y OTLE EVVOLEG, TOU UeTUTEEéNEl xdle ouvloThoo
ToU Ypauatog oe “oUvola cUVOAKY” evvolmy, eve 1 deltepn allontotel Ta Nevpwvixd dixtua yedpwy
- Graph Neural Networks (GNNs) ye oxoné 1 Sdwtfenon xa v enedepyaoia e Thipous douhc Tou
yeapruatog yio Thoualdtepes e€nynoelq.

1.2.1 Evooudtwon tAnpopoplog TwV IXUOY CTLE EVVOLEG

"Eva xevtpxd ebpnpa autol Tou xegolalou eivan 6Tt ol tpofAfjuota Ta€véunong 6Tov mpayhotixd x6opo e€opTv-
ToU GUY VA O)L LOVO amtd TO Tola AVTIXEMEVA UTEEY 0LV, OANG Xat TTedS T cuoyeTilovtal. 201600, 0 UTOAOYLOUOS
Tou Thipouc x6oToug tponotoinone evde yeagphuatos (graph edit distance) omotehel unoloyloTxd doxolo
meéPanua (NP-hard), nepiopilovtac onpavtind ) yenouxdtntd tou oe peydho dedopévor.

Tat vor avtipetomiotel autéd to hnua, 1 tpdn wédodoc Tou napovoidleta “evowuatdve” (roll up) xodewd ond
Tig axpéc oTov x6pPo mou TNy nepiéyet. Me dAha Aoy, xdde xouPog epmhoutileton e évvoleg tng woppnc Ir.C,
6mou 1 elvan ot oyéon (.y. “riding”, “on”) o C' wa évvowa (.. Fish). Etot, av évac xéufoc éxel v évvola
Cat xou por e€epyduevn axpr r(Cat, Fish), 161 070 oet ToU %6uPou npootiVeton 1 véo évvola Ir.Fish. 'Etot,
1 Soun TOU YPUPHUATOC UETATRETETOL OE €val 0UVOAO TUVAwY eVVOLGY, xahoTdvTas To TpéPBAnua avalhtnone
avTimopadeELYUdTwy éva {htnua set-edit-distance avti Yl to mhripeg tpdBAnuo graph-edit-distance.

Méow authg TN TEOCEYYLOTNC, Ol AAYOELIUOL Yiol TNV EAUYLOTOTOMNCT] TWY AAAXYWY AVAPESH OE U0 TEPLYPUPES
(set-edit-distance) pmopolv vo EQUPULOCTOUY AMOTENEGUATING, UELOTOUIVTOS TEYVES 6Twe bipartite matching.
Iopdho mou auth 1 wédodog evdéyeton va MopafBAENEL TOALTAOXOTERES OYECELC TOAWY Borduldwy, o xou
Tepilapfdver anoxAeloTixd TNV TAneogopla mou oyetileTon Ye TOUG YEITOVIXOUS xdpfoug.

1.2.2 Xp7Hor Graph Neural Networks (GNNs)

IopdTL 1 EVOWUATWOT TWV UXUMY UELOVEL BpaoTXd TNV TOAUTAOXOTN T, BV TadEL Vot oy VOEL TIEpalTER® BLACUVOE-
oec (multi-hop) ov onolec unopel va eivon xplowes yio tnv epunveio. E36 ewcépyetoan 1 Seltepn nposéyyion,
mou ofonoel Graph Neural Networks (GNNs) dote va Swtnpfioel T mApn dopf| Tou ypaphipotog. Luy-
xexpuéva, exnoudetetan éva Tiapaio (Siamese) GNN nou yoaptoypogel xéde yodgpnuo ot éva eviofo embedding
space, avVIAOYA PE TNV OUOLOTNTE TOu PE Tar uTOAoLnta Ypapruata. Me autdv tov tpémo, avtl va yiveton e€avti-
NTixdc voloylopde e andotaone (graph-edit-distance) pe 6ha ta ypagpruata tou dataset, opxel vo evtomoTel
To o %ovTv6é embedding omd dAAn xhdom, xou xoTéTY Vo YiVEL TPOGEYYIoT TOU ®bGTOUE TpoToToinoNS LOVO
Yot To ouyxexpévo Levyoc.

Méow tou GNN, Swtneolvtar 1660 oL xouBol 660 %ol oL AXUEC € GA0 TO €UPog TOU YPAUPHUAUTOS, EMLTRENOVTOC
Vv avdivon mo cuvietwv dopdv. o mapdderyua, evdéyetar v elvan xplowo va datnendel n TAnpogopla
Bard0tepddv cuoyetioewy YETAED AVTIXEWWEVLY YIoL TNV XAAOTERY) TAUEAYWYY) AVTLTURUBELYUATWY OE Eva TEOBANUAL.
H minpogopior auth) pe tov odydpiduo eVOWUITWoNG TwV axuo)y otoug xoufoug mapaheinetan eviehwg. H
anoTteAeopaTIXOTATA TNE HEVOB0U authc Tapouctdleton exTEVHS TG00 YewpnTnd 660 ot TEOXTIXS.

1.2.3 Xvunepacpate/ITapatnefoetc

Ou 800 pédodol—m EVOWUATWON TWV AXKOY OTOUE XOUPOUC Xd 1 TEOCEYYLON WE
GNN—emfBefoudvouy 6T 1 cupmeplAndm TwV pOAWY XAl TV OYECEWY AVAUECI GTLC EVVOLES BEATLVEL GNHOLV-
TXd Ny gpunvevctudnTe. Me Ty evowudtmon Twyv axpov dlatneeiton éva Tufua TN TAnpo@opioc mou Tig
apopd, ywel va amouteiton TAYENG unoloyiopds tou graph edit distance. Avtiteta, to GNN npoogépel
dlathenom e TATpous Yeapuxrc Sounc, He avTitipo auENUévn UTOAOYLO TLX TOAUTAOXOTNTA, AAAG ol OUTIWBWDS
TAnpéctepn avtiindn Twv oyéoewy.
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1.2. Topoywyr onuactohoynxody enenyRocwy Uéow avTinapadelyUdtony Ye Ypnon Yedpwy

H emhoyn tne pedodou eloptdton amd T anatThoELS TNG EXAOTOTE EQUPHOYTC: TOCO PeYdha elvar to dedouéva,
n660 nepimhoxeg elvon oL oyéaels Tov ouPUETEYOLY (ToANATAGY Paduldwy, ToAhol xéufot x.hr.) xou Tota axp{Beta
epunvelag elvon emduuntr. ‘Oneg xATaBEVIETAL G EQEUVINTIXES XL TEAXTIXES EQUPUOYES, OTOL QaiveTal OTL 1)
eNTH EVOOUETOON NG TANROPOEIE TWV aXUDY AmOXIAITTEL TROXUTUARPELS ToU EWBM WS Vo EuEVaY XPUPES Xa
evioyVEL TNV EUTLOTOOUVY) OTIC amo@docels Tou Yovtéhouv TN.
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Chapter 1. Extetopévn Ieptindmn ota EAAnvixd

1.3 Ilopaywyr sneEnyrocwyV UECH AVILTALAOELYUATWY O OE-
OOUEVA HELUEVWY

To xe@dharo autd emexteivel Tic pedddoug mapaywyhc eneENyNoewy HECW OVTITAUPUBELYUATWY Yiol TEQLTTOOELS
keluévar, BactlOPEVO OTIC dpyES Xol TEXVIXES TIOU TPOUCLAOTIXAY OE TPoNYoUUeva xepdato (13iwe oto Keg. 4).
Evé ota nponyolueva xe@dhoto EEETAGTNXAY XUPLWS CUGTAUTA TOU BEYOVToL oav €(00B0 EXOVES Xl MY NTiXd
deboyeva, 1 mapoucio tadivountidv xeévou (my. yiot avdivon cuvatoYfuotos B Ta&ivéunon depatoloyiog)
oo TA AmoEad TTN TNV AVATTUETN ATOBOTIXMY X0l EAEY YOUEVWY avTLTapadelyUdtwy 6To tedlo tne Encgepyaotiog
Duowfic Thaooog (EPT). Xe avtideon pe tic exdvec/fiyo, dmou éva pixel/éva Selypa nyntixod ofpoartoc dwrtnpeel
otadept| onuacia, ta xewwevixd dedouéva eugavilouv évtovn efdptnon and ta ovugpaldueva. Lto mhaiclo
auTd, 10 xEPIAouo TPOTELVEL pLal xawvoTépo TpocEyylon Tou oflonotel diuepels ypdpous (bipartite graphs) xou
Graph Neural Networks (GNNs) yio. vo. napoy o0y ouvekTikés, eAd 10TES KoL ATOTEAETLATIKES AV TIXATACTAOELS
NEewv.

1.3.1 Kivnteo

Ye avtideon pe edvec/fyo, o Mé&eic anoxtoly vénua pévo péoo and to cuppealduevd Touc. Evd vevpwvixd
HOVTEAD YEVIXOU 600U (TT.). HEYdAa Yhwoowd povtéha - Large Language Models (LLMSs)) unopodv vo mopd-
YOLV YROUUOTIXG eTTUYNUEVES BlopUioEls o €va Xeluevo, auyvd oTepolvion drapdrelas xan akplBols eAéyyou
oToV apttud xon o £ldog Twv ahhaydy. ot autd 0 0TOY0C TOU CUCTAHATKY TAUPAYWYHE AVTLIAUPAUOELYUATWY TOU
oLYXeXpLEVOL xepolalou elvar o TapaxdTw!

e ElaytoTtonoinor tporonotfoewyv: Alayéc oe 600 T0 duvatév Myotepee AéCelc.
o Ynuactoloyixy eyyOTnTo: H xawvolpyla exdoyr npénet va Swatnpel tov Booixd muphva voruaToq.
o Mhwoowxn “poR”: H tehixr] mpdtoaoT Vo TOpaUEVEL EVOVEYVWGTY) XL QUOLXT.

o Khpdixwon/Anodotixotnto: O ypbévoc mou ypeewdleton yior vor dnulovpyndodv autd tor avti-
napadelypoto mpémel vor efvon Sloyelplolog axduT XalL YLoL UEYAAL COUATA XEWEVOU.

Me Bdon autd, To mpotelvduevo Thaiolo poviehonolel Tic aAAayEc AEEewY W GUVBLAOTIXG TEOBANUY BEATIOTNG
avTiotolylong mdve oe Sipepels ypdpous, e€ac@ahiloviog cuYypOVKS amodoTXOTNTA WEow NG Yerons vl
GNN nou npoceyy(let To BéATioTo anotéAeopa.

1.3.2 Movtelonoion Tng QUOLXNAS YAMOOAS WS BLUERN YEPXPO

H Baowr| éo fooileton otn olvdeon AéZewy Tou etoaywYxol xeyévou (xéufol “mnynic”, S) ue x6uBouc-otdyoug
(T) mou anotehovy mdavole vrnoprigiovs avtikataotdtes. H Popdintoa twv axudyv (edge weight) anotundvel
n6co “oxpBn’’ Yewpeltor 1 avixatdotaon wog Aéénc. ‘Etol, n enfhuon tou mpofhiuatoc petatpéneton oe
mpéPAnua avtiotoixions (Linear Assignment), émou emuyeipeiton 1 ehdytotn ddpoiorn Popdy oTic oxués mou
ETUAEYOVTOL.

INo tov unohoylopd Twv Bapyv uvlodetodvtal dUo tpoceyyioels:

1. XpAorn WordNet: Kdbe (edyoc Méewv avtiotouyel oe g diadpour; oto he€ixd WordNet. Autd
emTpénel andéAutn epunvevoipdtnta (transparency) ahhd neplopiletar and Tr oYeTIXd TEREPAUCUEVT YVAOOT
xon avotnen epapyia Tou WordNet.

2. Xphon Evoopatwhoewyv (Embeddings): E3d), n “andéctacn’ opileton ond 1 cvoyétion m.y.
ovuvnuitovou (cosine) oe mpoexnadeupéva daviopoata MEewv. O evowpatmoee (t.x. AnglE, GinaAl)
TElVOUV VOl ATOTUTIOVOUY TLO CPALELXEL T1) ONUACLOAOY XY EYYUTNTY, OAAG OTEROVVTAL TNE EQUNVEVGLLOTNTAS
nou mapéyel To WordNet.

Ye autd o otédlo, tidetar o neplopiopde dtL xdde Al (oto S) unopel va avuistoryniel Tovddyiotor oe pio
mdovh avtixatdotaon (oto T). H avtiotolylon urnopel va eivan ehagede yaraprj (Relaxed Linear Assignment
Problem, RLAP), Sieuxohivovtog Ty eUpect XATIAANAWY AANOLOCEWY GE XEWEVIXE deBoUEVaL.
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1.3. Topoywyr ene€nyhoewy HEcw avTLTOPUDELYUATWY G BEBOUEVA XEWEVLY

1.3.3  Axpiprc Enilvor evavtiov Ilpoceyyion pe Nevpwvixd Aixtua I'pdpwy

Apyade, to mpdPBAnuo tou Linear Assignment (¥, Hungarian algorithm) mpoogéper wor axpifry Ao oto
TEOPANUA ToU PERETETOL, OULE 1 ToAUTAoXGTNTa avépyeTton o O(mnlogn), xou TEdyUa TOU TO XAVEL U1 EQUp-
HOOWO OE MEQITTWOEL; OTOL TO GUVORO Bedopévmv elvar peydho. Avt’ autol, To xe@dlono mPOTelvVEL TNV EX-
nafdevon GNNs yio v npocéyyion e Béltiotne Mone tou RLAP. Exnawdetovtac to GNN oe cuvietxd
ropadely ool Ypapnudtwy (6mou yvewpllovue ex Twv TpoTtépwy TNV eEAELOTN avTioTolyion), To wovtého uadoivel
VoL ETAEYEL oéC (aVTIXATOO TAOELS) X0VTd 6N BEATIOTN M)OT), TUPUXAUTTOVTAS TO UPNAS LTOAOYLo TG X6 TOG,
avelapTATWS To Yéyedog Tou GuVOAOU.

1.3.4 Awduxacio Anpiovpyiog AvTinopadelyrdtwy

H pédodoc opyavdvetar oe tpior otddio. Apyixd, dnwovpyeiton o dnuepic Yedpos otov onolo opilovton moies
Aékas vplotavton evdeyduevn odhayt (xouPol S) xau pe moleg Aé&elg unopotv vor avuxataotodolyv (xéufol 1),
e T Béen Twy oxudy (word similarity /embedding distance). Eneita, egappdletan eite o xhaoixdes ahydprduog
RLAP eite to GNN vy va evtonioel €va cOvolo mdavev s — ¢ avtiotoiyioewy. Téhog, yia v ebpeor tou
BéhtioTou xewévou yenowdonoleiton xar o beam search, o onolog Swogaiiler Ty mapaY YN AEWEVOVY PE TIC
eAdxrotes addayés (m.y. emBohf oplou ahhorydv m.y. 10 Aégewc maz, N éwc 20% TOU XEWEVOL) o TEPUATIONS
HOAc ohhder etixéta 1y e€avtindel To dplo ahhaydv.

1.3.5 IIeipapoatixry ASLoAdoynor xouw AnoTeléopata

H pedodoroyio donpdotnxe oto Ayyhxd oe d0o talwvopntéc: IMDB (cuvaoUnuatixd avdhuorn) xo 20
Newsgroups (tofvéunon depatoroyiag). Iiveton obyxpion tne mpotewduevng pedédou évavtt tov MiCE
(white-box editor) xaw Polyjuice (évac mo yevixde editor pe yerjon LLM). H o&iohéynor nepthauPdver:

o Flip-rate: Iléco cuyvd to wovtého ta€vounong ahhdlel eTxeTa.

o Minimality: Tlocootd Mé€ewv nou avtixadiotavTol.

Semantic closeness: I1.y. uyéow BERTscore.

Fluency: Anéxhon and tn pot| tou npwtotinov (TH-BASE andiewa).
o Xpdvog: Xuvohixy| Bldpxeior EXTENEOTC.

To anotehéopota delyvouv 6Tt 1) Tpotelvdpevn teyvixn (e ) yprion deterministic f GNN RLAP) enituyydvouv
KaAUTEPN €Aax10TOTomoT, KaAUTEPN pon, auykpiomun 1 vPnAétepn petaPoln) etikétag xon, xuplwe, dpaotikd
HikpdTepo xpovo oe oyéon pue MiCE xau Polyjuice. O MiCE cuyvd emituyydver oploxd uvdpnidtepo flip-rate,
Opwe amoutel neplocdtepec alhayéc (Topaiénovtac Ty ehaytotoroinon) xou 20mAEGLo YeGVo UTONOYLOKOV.
Me v o€lonoinon evowuatwoewy (avtl yioo WordNet), emtuyydvovtar axdun mo wxeés ahhoryés xat mo

puoLxog hoYog, BéPoua el Bdpog Tng mhipoug Blagdvelag mou Ttpoogéeel To WordNet.

1.3.6 Avdivorm Enidpacng Juvictwony

H npotewvopevrn pedodoroyia avadexviel apxetéc ouviotwoeg ta onola yeRlouv avdiuong xou 1 emhoyy Toug
umopel Vo ETQEREL ONUAVTIXES TANXYEC OTNY AmOB00T) TWV ahyop(tuwy:

o 'Elevyyoc evavtiov Ehaytototnto: H emPBolr) yauniodv oplwv odlaywdy cuyvd yewdvet to flip-rate
oMAG Braopoiilel mo “uixpés” enepPdoelc.

e Behtiototnta evaviiov TayOtntor Axpfeic odybdprdpol assignment (m.y. Hungarian) xhi-
poaxavovtan duoxolotepa oe cUyxpior e to GNN, To omolo uwe votepel otny elpeon g BEAToTNg
Aoonge.

e Encinynoiwndtnta evavtiov Anédoong: Aloec ye WordNet emitpémouy ohuxt| Stapdvetar (eAéyye-
o 1) tadpopny § — 1), EVEH 0L EVOOUATOOELS Bvouv xoAITEPES, TO EVENXTES ahhaYEC UE MYOTERES MEEELC.
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1.3.7 Xvunepdopata xaw MeAhovtixég Ilpoextdoeig

Yuvdudovtag 0 Aoy TeV BNUERnY YedpnY, Twy Texvixwy Linear Assignment, xau tnv tpocéyyion GNN yia
EMTAYLVOT, OE AUTO TO XEPIANLO TPOTEVETOL WLl XoUVOTOUOS UEY0B0 BnuLovpyiag avTITUPUdELYUdT®Y XEWEVOU,
enapxt 1600 yia To “flip” g enétog oe black-box povtéla 600 xan we epyaheio yevinic enelepyaoiag xelé-
vou. H pédodoc emtuyydver eAdyiotec ohhayée, diatnpel XOVTvi oNpaclohoYxr] ando TaoT), Xo ETLTLVY Y AVEL
ATOB0TIXY EXTEAECT), EENEPVAOVTUC OE TayUTNTO avTaywioTixég pedodoug. Bpoayunpddeoua, elvon equtd
vo evonuatwlody neploottepes e€wtepixéc mnyéc (t.y. ConceptNet) dote vo dievpuvidel To peneptoplo UTOYH-
Prv MEEewY, Vi M Tepantépw Bedtinon twv GNN (dote va minowdlel neplocdtepo v Wavixh Aoon RLAP)
anoteAel enfong wa evdiapépovoa 0d6. Mo axdun uTooyoUEVY xoTELYUVOY) apopd Tov LPBEWXG cuVBLAoUS
YAWOOIXGY UOVTEAWY TAUPAYWYHS XEWEVOLU UE TNV TEOGEYYION TWV ONUEPMY YRAPLY, Yiot oxoun uPnioteen
nototnto enelepyooiog xou woppomia YETAED QUOIXOTNTOC XotL EAEYYOU.
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1.4 AZ&LoAoyYNnomn tTng ToLoOTNTAC TWV ENEENYNCEWY UECEK AVTLTO-
EABELYUATWYV

To moupdy XEPIAUO ETUXEVIPWVETAUL OTNV avdAvon xou afoddynon tne TOLOTNTUC TV CUCTNUATWY TApAY-
wyhic enednyfoeny péow avtnopaderyudtov (editors). Erione, unoypoppileton 1 avdyxn Onapine pedodxdv
HETEIX@Y Yot TNV extiunomn tou xatd moco o editors umopolv vo e€dyouv T eldyiotec enednyfoec. Ot
avTinopaderypatinéc e&nyRoelc—mopepfdoelc Tou avTloTEéPouy TNV apy X TEOBAEd eVOC UOVTENOU UE TIC EA-
Niyroteg ahhayéc—ovodeviovTon KOS XEVTpXO epYahelo eMEENYNOWOTNTIC OE UOVTEND Unyavixhc pdinong,
o) EMTEETOLY OE YPHOTES ol EBIX0UC Var avTihn@doly moto oTotyelo Tou elcarywynol delypoartog eudiveta
yior TV TpoBhenduevn xhdor. Qotdoo, 1 ENkewn twv BérTiotwy Moewy (gold standard) yix tétolou eidouc
ene€nyfoeic xahotd v a€lohdynor nepinhoxn: modS Ynopel xdnotog va xplvel 6TL plar TpoTewvOUeVT eegNynon
anoteel TEdypaTl TNV kaAdtepn Moo, 6Tav dev ueloTaton cuYxexpWEVN BEATIOTY avagpopd, ondTe dev BUvoTaL
7 duvatoTnTa dpeong ovyxplone woli Tou;

Ipoxewévou Vo avTIIETOTLOTEL AUTO TO XEVO, GTO XEPIANLO OUTO TPOTE(VETOL XEQPIAAO WA EMAVUANTTIXT
npoogyyion Tunou feedback loop, péow tng onolug dOveTon 1 SuvatdHTNTH €AY WYNC CUUTECACUETWY TOU
agopoLy TNy BertiotétnTa Tou editor. Xe auth) TV emavoknTey Sladxacia 1 topayouevn €é€odog evée editor
f vy o gloodo z, 1 6moa oupPBohileton we f(x), Tpogpodoteitan ex véou otov (Blo editor f, mopdyovtog wa
dettepn exdoy f(f(x)). H moapoamdve dadacio enavolopfdvetar ovadpommxd yia todomid Bhuate. H déa
ouTY, eumveucuévn and TNy back-translation teyvi yia v a€loAdynon TN UETAPEOON XEWEVOL, EMITEETEL T
peAéTn Tou xotd néoo o editor e€oxolovdel va tnpel TNV cpy N TN edaxioTonoinong ¥ nopoucLdlEL ACUVETELES OE
dladoynd otddion. ot autd mpoTelveTow o Lol Vea UETELXY Yiot TNV aUTOUATY 0ELOAGYNOT| TETOLWY QOULVOUEVLV
7 6now ovopdleton acuvéneia xou vroloyileton oe didpopo Pruato e mopandve avadpouixic dadixactiog -
inc@n, extyud v avénuérn andéotaon mou mpoxVnTEL and Stadoyxd edits xou evtonilel meplntwon Umopéng
povornatiey 1ou o editor napéBiede eved dev Va Empene.

1.4.1 Twati n AZwoAdéynon Twv Aviinopadeltyhdtwy sivor AVoxoln

To xevtpxd (AT oTny aglohoyYNoN oV TLTaEUBELYLUTIXGY eENYNoEWY cuVioTATOL GTO OTL BEV UTHPYEL VAl GOPES
“owoTd” avTimopddelyo tpog alyxpeiorn. Avt autol yenoulomololvTol JdPopes UETEXES, dAhoTe aveldpTnTeg
Tou Tedlov eopuoyric (flip rate, minimality /proximity, sparsity, coverage, feasibility, actionability) xou dhhote
eZedixeupévee otny Tepintwon enelepyaoioc xewévou (n.y. Levenshtein v minimality, perplexity yio fluency,
A1), Qot600, N pEtenon uévo amd pio onTixh dev enapxel yio vo texunpudoel 6t évae editor Peioxel wa
oviwe BédtioTn hoon olte Y vo avadeifel xpupolc meploptopols (). To Qouvouevo tne xadohuic ahhayhc
TOU XELWEVOL).

1.4.2 M Enavainntixy Ilpocéyyion

Opilovue to TEOPANUS poc we eghc: Exouvue évav tolivopnt g ue g : L — [0, 1]C, 6mov L elvon To0 cOvolo
XEWEVWY LG SUYXEXPLEVNS YAWOGooug xou C o optduds twv xhdoewyv. Bewpolue toug counterfactual editors
w¢ ouvvapthoelc f: L — L, ye oxond:

1. To tpononomuévo xeiyevo va tofivoueiton oe dlapopetixy xhdor: argmax g(f(x)) # argmax g(z).

2. Ov adhayég va elvon eAdytoteg Bdoel xdmotag petpixic anéotaong d:
= argmind(x, h(z
f = axg mind(z, h(x))

6mou F elvor 10 6UVORO Twv cuvapThoEwy Yl Tic onoleg arg max g(f(x)) # argmax g(x).
3. To tporonownuévo xeipevo f(z) va elvon guavdyvmoto xat evide tne xatavophc e Yadooac L.

oty 0€loAdYNoN TG CUUHOPPWOTNE HE TA TUROTAVL XELTHELY, ovahDETOL 1) CLUUTERLPOPE Twv editors umod
ouviixeg emavolnmuxic avddpaone, e€etdlovtog ) ouvdptnon f(f(... f(z))) v n enavoridec. Kadoplletan
évag véoc PeTpOC SelxTng Yo TV tocoTxonoinon Tou Seltepou xpltnelou Yéow Tng enavaAnmTixfc dladxasiag,
EVE ToL TEOTA Xt TELTO XELThplal EAEYYOVTOL PECW PETEXAY AmOBOONS O0TO N-00T6 Briua avddpoaong, dnladt
metric@n. H avdlucr emXeEVTPOVETAUL OTIC TWES TOV UETELXOV UETE amd 1 EQUPUOYES TOU f, EVE OL EMOUEVES
evoTNTES eEEBIXEVOUV TG HETPIXES AELOAOYNONG Xl TG OXETMEG UTOUEGELS.
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Suyxexptévae yia Ty oautépatn atohdynon e BeEAToTOTNTAS TNG TPy WY NS AVTLTOPUOELY UATWY, ELGSYETOL (Lot
uédodog mou Eemepvd TNV A yerion UETEWY Yia éva Briua tng e€6dou evog editor. Avti vo ueletdton uévo évog
petaoynuatiopos = — f(x), 1 Wbéa Eyxertar otny avatpopoddtnom tou xeluevou f(z) otov Bio editor, dote va
npoxOdel f(f(x)), xou o0tw xodelhic éwe n popéc. H veoeioayduevn yetpind inc@n (inconsistency) petpd néco
HEYUADVEL 1) amboTaoT) (T.y. wéow Levenshtein) uetoll dwdoyxdv Prudtoy. Av o editor f fArav npoypatixd
“elNdyiotog” ot cuumEplpopd Tou, TOTE Bt Yo €mpene oe EMOUEVO Prpa Vo exTEAEl ahAayEéC pE UeYOAUTERO
“nbotoc” (m.y. 10 ohhayéc) amd autd mou yenowonotiinxe opyixd (m.y. 8 ahhayéc). ‘Etol, av tehnd ugpiotoro
XATOLL VAOTERT TUWT, cLvdyetar OTL UTHEYE €va xahlTeEpo Uovordtt (ue pixpdtepn andotoaon) mou o editor
ayvénoe, dou autde napouctdler acuvéneies (inconsistencies) oyetind pe ) BehtiotétTnTd Tov. Me Bdom
T TOEATAVE AVAALOY), oploTnxe éva TAA(OLO PETEX®Y YLol TNV AUTOUTY o&loAdYNoT TN BEATIOTOTATOC TWV
avTinopadelryudtwy 1 onola ovoudletar acuvenela. H acuvénela unopel va oplotel ye Bdor Sidpopes petpixée,
Ghha 0To xePdAona ouTH avahUeToL 1) To Booixy| XKoL EVEEWS YPNOULOTOLOVUEVY] UETEIXH TNG EAAYLOTOTNTOC 1|
omolat TpoxTixd UeTpdel Ty ambotoon (ot aptdud Aégewv A yapoxtipwv) petad duo deryudtwv d. H petpud
auth) mou e€eTdoTNXE OVOUALETU ACUVETELR EAAYLCTOTNTAS XL JIVETAUL AMd TOV TOEOXATE UoINUOTiXd
ToTO.

3
|
—

inc@Qn(f,z) = inc(fit1(x), fi(x)), (1.4.1)

3~
-
I
=)

omou fo(z) =z xu fi(z) = f(fi-1(2)).

1.4.3 Ileipdpota

To xepdhono emPBefoucdver tic Wéec Tou doxudlovtag Teelc Yvwotolg editors: MIiICE, Polyjuice xou
TextFooler, ndvw oe 300 ouvhdn chvoha dedopévwy: IMDD (ta&ivounon xewévou yio ouvoicOnua) xow News-
groups (20 x\doeic Yepoaroroyiog). Ou editors awtol avTimpoomREVOUY BLAPOPETIXES TEAUXTIXES:

o MiCE, euhéyel tonoteolec 010 XelUEVO XOU TLC CUUTANPOVEL UE EVOL YAWOOLXO LOVTENO, X0 GUYVE ool Tel
white-box npécfaon otov Tagivount.

o Polyjuice, mpotetvel ahhayég e Bdom éva HEYIAO YAWOOXO UOVTEND EXTULDELUUEVO OE BLdpopa GUVORA
dedopévey (ote Vo xoAUPEL 660 PeYahlTERO Qdoua e@opuoydy elvon duvatov. Ta autd o editor autde
Yewpelton yevixov-oxomol, uiog xou dev eEoptdton amd tnv €€odo 1 v task evdg cuyxexpévou Toi-

VoUnT).

o TextFooler, emdudxel vo evtonioel Mé€elc xAewdia oe €va xelpevo xan Tig avtixodotd pe ouvdvupa. ‘Onne
xon o Polyjuice Aettoupyel ywplc va anotel npdofoocn otny eowtepnr] dour Tou Tavounty|, aAAd o
avtideon pe to Polyjuice tov ypeidleton ocav padpo xoutl yio tnv topaywyr (black-box adversarial).

H ¢Z0doc¢ evic editor yio éva ubévo Brga (t.y. Q1 edit), toléc popéc unopel vo 0dnyfoet otnyv e€aywynR Aavdooc-
HEVWY CUUTIERUCUATOY Tol omtola apopoly TNy Aetoupyio Tou. o mapddetypo oplopévol editors 6To mewto Brua
patvetar vo €youv vhnio flip rate ¥ wxpd minimality. Qotéoo, ye v elcoywyn tou feedback loop—oniady
HE TNV elooywyT) TNS €€600uU Tow oTNny €lc080 TOU—TUEATNEOVVTAL BLAPOEI EVOLAPELOVTO (PUVOUEVA OV UTOEEL
VoL EMNEEGLOLY ONUAVTIXG ToL ATOTEAECUATE TOU 6TaY AUTHC EQUPUOCTEL OE TROYUATIXES CUVITXES.

1.4.4 Kipieg Awamiotwoelg xou E@apuoyég

Ta gupruarto uTodnAdvouy 6Tt wa a&lohéynor ywelc To feedback loop twv editors dev apxel yio va amoxoAupoiv
kpugpés aduvauieg 1) mheovextiparta. o topddetypa o editor va gaiveton oA anoteAecpatinds oto va Poloxet
Belypota mou avixouy oe GhAn xAdon xar Ye Ayeg adlayég, oARd vo uny elvon xodohou avextixdg oe dedopéva
extéc xatavounc. Emmiéov, avadenvieton 6TL:

o H ot6yeuon ouyxexpévng xhdone (n.y. MIiCE) evdéyetar vo SUOXOAEVEL TEQLOGOTERO TNV TAPOYWYN
BLoBoy v Eyxupwy avTinapodetyUdTtoy ot TepBdAlov pe modkéc xhdoec otdyouc (T.x. oT0 GUVORO
dedopévwv Newsgroups).

e O editors mou otnpllouv v Aettovpyia Toug ot druovpyixd custiapta (n.y. Polyjuice, MiCE) xdvouv
vevxd mo “euquelc” odNd xar mo ampdfAentes ahhayéc.  Autd xotaypdpeTton Xou OE PETPXEC TUTOUL
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perplexity ¥ grammatical errors: 6mnouv oe endueva Bruata tou feedback loop, eite Beitichvouv to xelpevo
elte yewpotepelouy anpdoUevaL.

e To feedback loop (inc@n x.Ar.) xohotd epueth T “didyvwon” tou av o editor ydvel oplopévee eNdyloteg
Mooeig. M augnuévn tiur inc@n onuaivel 611 o editor avayxdotnxe va xdvet peyahiTtepo apltud ohhay v
and 6Tl Yo EMpETE, dpol UTODEWVUEL TEQITTAOOELS UT) BEATIOTNG CUUTERLPORAS TOL.

o e wa mpaypatxn xenon, A.y. emavokouBavouevng diepebvnong evog xewévou, ot editors mou avtéyouy oe
mohhol¢ emovahnmTinols x0xhoug (Snhady) emttuyydvouy youniéd inc@n) omodetxviovton poxporpddeoyo
TEOTIUNTEOL.

1.4.5 Xvunepdopata xou ITapatneroeig

KatoAfyovtag, oto xepdhaio autéd mapouctdleton wiar veor Ty woll Ye plar HETpXN Ylot TNV autdpatr of-
LOAGYNON TV cUCTNUETLY Topaywyhc aviinapoderypotixdy (editors). H petpwed) auth, 1 onolo ovopdleton
inconsistency, otnpiletar oty mpayuatonoinon evog feedback loop Sdvovtag v é€odo tou editor nlow oty
eloodo tou. Ilewpopoatind gaiveton éti To inconsistency ymopel va evtomioel mepintioelc otic onoleg o editor
CUUTEPLPEPETOL UTO-BEATLOTA 1 AOUVETHE, avadeviovTag Ty avaryxauotnta yia Poditeprn aflohdynon. Ou edi-
tors mou Bdoel TUTIXGY YETEXWOY HoLELouy Wavixol Ue Ypron TwV XUHEPWUEVKY TEYVIXWY agloAGYNONG UTopEl
vo anodety Yoy aotadels 6tov aZloAoYOUVTOL YE TNV TPOTEWVOUEVT] TEXVIXT|, EVE XETOLOL LTO-EXTWNUEVOL GE pio
novo extéleon eupaviovial TUreEnéoTEPOl GE EMAVELANUUEVES EQUPUOYES.

H cupBoin tne mapodoog avdAuong elvor Twg ETLTEETEL GTOUG YEHOTES XL EPEUVNTES VA ETLAEYOUV TOV XUTOAAT-
Motepo editor avdhoyo pe 0 xpHom, avoklovToe ToloTixdTepa ol “Tpo@iN” TAEOVEXTNUETWY /UELOVEXTNUETWY.
Erlone, n pedodoloyia enavatpopoddtnong umopel vo aftonowndel yio tnyv nepoutépw exmaldevorn xou Beitiwon
TV By Ty editors, epdoov Ta BeBouéva TG AVITEOPODHTNONG UTOEOLY Vo YENOWEVCOUV 1 dedouéva Ylo
emniéov exnaidevon tou editor Xto dueco YEARoOV, TEOBAETETOL 1) EMEXTACT TWV ULV LOEWY XU O GAAAL
nedlo (m.y. exdveg, time-series), xadidg xou v eumhoxt] “avlpdnwy” yior TY o&LOAGYNOT TKV ATOTENECUATOV
1660 TNC TPOTEWOUEVNG PETEXAC 600 XL Twv Blwy twyv editor, dote va avaderydoldy Tuydv cucyetioels g
HETPWXTNE ME TNV TpoTiunon Twv avipedtwy.
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1.5 EneEnyrown Metewxry yia tnv Ontuxornoinon lotopidv
HE€ow AvTinopadelyuatixwy EEnyrnoswy

1.5.1 Ewcaywyn

To clyypova TopaywYxd poviéha exovae, énwe to Generative Adversarial Networks (GANSs), o povtéha
didyvone (diffusion models) xar ou apyttextovixéc nov Bacilovion oe petaoynuatiotéc (transformers), €youv
EMTOYEL EVIUTWOLAXY) TEO0BO GTNV TPy WYY PEAAMCTIXGY ot LPNiic Towdtntag ewdvewy. o’ dha awtd, 7
a&10Adynon v anoTENEOUATOY TOUS Topaével dUoxoAn. Ot dnuogileic yetpinéc, dnwe to Inception Score (IS)
xou to Fréchet Inception Distance (FID), emixevtpdvovtar xatd x0pto AGY0 GE YapoxTnolotixd Yoapuniol emnédou
(pixel-level ¥ otatiotxole Seixtec), ue anotéAeopa var TapoBAETOUY ONUAVTIXES €VV010A0YIKES TANPOYPOPIES OTIC
Topoyouevee ewdvee. Ilapdhhnha, 1 cpunvevoydtnta (explainability) oto yevwntnd povtélo eivar Aydtepo
QVETTUYUEVN OE UYXELON UE Ta oVTEAD TodLvOUNang, OToL TEXVIXES OTLS oL YdpTes Tpocoytc (saliency maps)
Ol ToL TOTUXE LOVTEND avTxotdotaoTc elvor amd xoupd xoepwpéves.

To xepdhoo avtd emyelpel vo xahlel autd tor xevd, mpotelvovtoe éva povtélo aoddynons mov Baoiletar o€
évvoieg (concept-based), to onolo eivon ave&dptnto and 1 douh Tou exdoTote yEVVNTIXoU Yoviéiou (model-
agnostic). To xhewi eivon 1 anotinwon moie evvolohoyd otouyela (avtixeipeva, W6TNTES, GYEOEK) EUTER-
EYOVTaL OTIC POy GUEVES EWXOVES, CUYXELTIXG UE Tal oTolyela Tou avapévovtay Bdoel tng npotponhc (prompt)
7 Twv dedopévmv ohndeiog (ground truth). H obyxpeion yiveton ye évov cagr| unyaviopsd eUnvevouévo and v
pédodoc mapaywyhc avumapaderyudtwy (counterfactual explanations) mou €yel mopouctactel. O unyovioude
autoc hettovpyel mpoodlopilovtag Tic eNdYLOTESC EVVOLONOYLXES dAhaYES o YpetdlovTol (HOTE OL TPy OUEVES
EXOVEC Vol EVHUYPOPULO TOUY EVVOLOAOYIXA UE TNV EXFCTOTE TPOTEOTY,.

1.5.2 EZaywy?h Evvoldy xou XOyxpeion

Ye avtideon pe Tic xhaoixéc aflONOYHOELS TOU TpayUaTOToUVTHL ot ENinedo exovootolyelwy (pixels), n tpo-

TEWVOUEVY) TPOCEYYLOT YopToYpapel xdUe mopoyOUeEVN EXOVA GE €val OUVOAO €rvoidy. LTV TERITTWOY TOU O

yefotng Bivel xeluevo we TPOTEOTY, AUTO UETATEENETAL GE €VOL OUYOA0-0TOX0 €vvoidy, To onolo cupfolileto

wc T. Y11 cuvéyela, éva WOVTEAD aviyVEUOTC AVTIXEWEV®Y 1) YORUXTNEIO TV EQPApUOleTol GTNY TTAUPAYOUEVT,

ELXOVa, TaPdYoVTAS Wiat oUvodo-tnyr) €vvoidy, To onolo cuufoliloupe we S. Ot évvoleg autée umopel vor apopolv
YREN1Y YA ENY

avTelpeva (.. “oxdhoc”, “avtoxivito”) f Widtntee (“prhe”, “xuxhixd”) A axdpa xou To clvdetee ovidTnTeS
(“peydin pmhe ogaipa’).

1.5.3 Avtinopadeiypata xow Suvtaxtixo tTov Encfepyaciov Evvolny

I v petpricoupe 660 xovTd 1) Toc0 poaxpld Beloxetar o S and to T, opllouyue éva eddxioto oUvodo mpdEewy
ene€epyaoiag mov unopolv Vo PeTAoYNUATIooUY TNy cUVORO-TNYN 6To cUvoho-cTéyo. Ol mpdéelc autée elvan
(opolwe pe To avutd Tou napouctdotnxay oto Kepdhoo 1.1.3):

o Ewcaywy® (Insertion, I): Ewcoywyn pioc évvolac oto S, av aut Aeiner xon undpyel oto T
o Araypapy (Deletion, D): Awrypoapy| pioc emnhéov évvolac and to S, av dev undpyel oto T.

o Avtixatdotact (Replacement, R): Avuxatdotaon piog havioouévne évvolag tou S pe Ty owot,
wote vo touptdel oto T

T xardepion omd autée i evépyeles opiletan éva kéotos, cuyvd Bactopévo oe xdmowa petpwl andotaong d(-, -)
avdyeoa ot dvo évvoleg. T'a mopddetypa, 1 avVTIXATAGTHOT TNE €VvoLlag “ydta” Ye TNy €vvola “oxviog” unopel vo
elvan UnvoTERN amd TNV avTixatdoTtaon “ydta” pe “autoxivnto”, epocov oL 500 TEMTES AVAXOUY GTNY EUPUTERN
xoTnyoplo “Caa’”.

Opiloupe ™ Zuvtaxtikr) Andotaon Xvvédov Evvoidy (Concept Set Edit Distance, CSED) e tov nopoxdtw
TpbdTO!

CSED=D(S—T) = min) > d(s1), (1.5.1)

s€S opse{I,D,R
sSpop { }
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6mov 1o d(s,t) exppdler To xboToc TN amapaltnTng oAhoyAc Yo vor HETOBOOPE amd TNV EVVolo S GTNY EVvold
t. Ltc nepuntdoelg etooywyhc 1 Sorypopnic, uropel vo Angdel unddn xou n andotaon and pla yevur pia (m.y.
“entity” oe wo Bdon yvoone omwe to WordNet).

1.5.4 Omrntuxonoinor Iotopdv (Story Visualization)

Yo mpéfAnua Tne ontixonoinone wtoptdv (SV), xeholpaote vo mopdyoupe wo akodovdia exbvev {Ix}E_ |,
xardeplo omé Tic omolec avtioTtolyel oe évar Tuhua Tne totoplac {ck th_,. Avadlovton dlo PBaoixée petpixéc:

Story Loss (SL). Tty k-0t eméva, opiloupe 10 6Ovoho evwoltdv Sk (6Twe aviyveletal autdporTa) Xt 1o
olOvoho-otéyo Tj, (and to k-0016 tphpa e agrynone). O vroloyioude e andotaorg enelepyacioc (CSED)
avdyeoo ota 800 auTd cUVoAa elvar:

CSEDy, = D(Sk, Th)-

To ddpotopa twv CSED oe 6o ta xopé Blvel tov oploud tou Story Loss:

L
SL = CSEDj.

k=1

‘Oco peyahltepn eivor 1 T tou SL, 1600 mo eleypotixn elvar 1 anédocn ToU LOVTENOU GTNY TGTH Avo-
TapdioTaoT Tou oevopiov oe xdle xopE.

Consistency Loss (CL). Extéc and v opdf anddoor xdde xopé ywpelotd, to goviého npénet vo dotnpel
ourérea (consistency) oe avuxeiueva ) 186TNTES TOL KN EPavioTxay. Opilovue Tic Evvoleg Tou aviyvedovTo
070 k-00t6 xopé wg Si. Tote n petpixry CL unohoyilel mowvég yia avemdbunteg odhoryég petald Saboyixdv
HORE:

L
CL =Y D(Sk, Sk-1),
k=2
6mov D(-, ) ebvor 7 B Aoy andotaone enelepyaocioc evvoidv. Meydho CL unodexviel acUVEYELES, T.Y.
agaipeon evoe avuxewwévou mou Yo €npene vo moapapeivel 1 Tpooten/alhay| Yvwplopdtwy ywelc vo To ut-
ayopeleL 1 aphynon.

1.5.5 Tlapaywyh Exnvodv (Scene Generation)

Ye wa anhodotepn mepintwon, {ntolue and to Hovtélo va mopdyel pia exdvo Bdoel evog xewévou c. And to
xelpevo e€dyetat To oUVORo evvoudv-atoyoc T, eved and Ty mopaydpevn edva éva aivoho-tnynR S. O tehixde
otoyoc eivoan 1 CSED, dnhadh) n andotaon D(S — T). H Swpopd avdyesa ota 800 GUVOAA QUVEPOVEL TOLES
ELOAYWYES, BlotypaPES 1| AvTIXATACTACELS YPetdlovTal WOTE Vo TAEWEEEL 1 oxXNVH 6T0 {NTOVUEVO TEPLEYOUEVO.

1.5.6 Tomxég Encgrnyroeic (Local Explanations)

Kdélde exdvo nov mopdyeton (¥ xopé ot o totopla) divel éva eNdytoto povondtl petaoynuatiopod and S oe T.
I mopddetypa, “avtixatdotnoe to ‘rubber’ ue ‘metallic’ ” ¥ “Bidypae To ‘car”’ edv 1 1otopio dev avépepe xavéva
autoxivito. To cuVolxd K6OTOS AMOTUTVEL TNV TOLOTNTA TN TOEAYOUEVNS EXOVIS WE TEOS THY TUOTOTNTA
oTNV TROTEOTY/XelUevo. LUVETHS, 1 Tomxy| enclhynon avadewxviel e oxpifeia mov axpBic amotuyydver To
HOVTENO xou mdS pmopel vor StopBwiel.

1.5.7 Tevixéc Enegnyroeig (Global Explanations)

H avdhuon 6hwv Twv Tomxmy eneénynoeny ot £va OVONO BEBOUEVKV ETITEETEL TNV EEAYWYT EVPEWY KaVOVwY.
Tt topddelypo, pe xovévee cuoyétione (m.y. oiydprduoc Apriori), unopolue va dolue 6Tl o poviého ouxrd
unepdevel xdmoto oyfua (T.y. “cylinder” avti yio “sphere”) ¥ arotvyydrer cuoTnuaTIXd GE YLt XOTNYOPiot OIS
To “rubber” vs “metallic”. Auth 1 yevixeupévn e€nynon Bonddel oto va evtonicoupe miovéc mpoxatodfdels
“Tuhd onpela” Tou TaPAYWYLXOU LOVTEAOU.
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1.5.8 TIleipopatind AnoTeAECUAT

Yty nopoloo evOTNTO TEPLYPAPOUUE CUVOTTXG Tol Booixd TELPUTA TOU TpoyHaToToLunXay, To oUVoAa de-
Bopévwv Tou emhEydnxay, Ta LOVTERA TPAY WY NS EXOVKY TIOL YENOLULOTOLAUNMOY X0t 0pLoPEVa amd To XUPLOTEROL
eunelpixd anoteAéoparta. Katapyde, yia ) Siepedvnon tne anddoons ot HETATEOTH XEWEVKDY o ahknhouyieg
eévwy (Story Visualization), yenowonomidnxe wo Topahhoyh Touv yvwotol cuvdrou dedopévwy CLEVR
(ovopdleton CLEVR-SV). 311 poppn aut, to CLEVR nepilapufBdvel Swoboyixd xoapé (frames), mouv xéde xopé
AVTIOTOLYEl OE WLoL Py NOT-TEOTAOT) Xol TEOC TIVEVTAUL CTAUBLOXA VEO OVTIXEUEVOL UE CGUYXEXPLUEVOL YUPOXTNPLO-
Td (my. yedua, oyfua, uéyedoc, uhxd). Kdéde nelpapa oto CLEVR-SV Siepeuvd 1o xotd néco €va povtéro
UTOPEL VO AMOTUTOOEL WA TA YL HOVO TS EVVOLES EVOG UEUOVWUEVOU XUPE GAAG XAl T1) CUVEYELE TOUG AVAUETOL
o€ BLOPOPETING XOQE.

INo va a&lohoyniel 1 amodotxdTNTa TV HOVIEAWY OTN ONULoUYid UELOVWUEVOY EXOVWY OO TEQLYPUPIXES
Aelévtee (Scene Generation), éyive ypriom evig peydhou cuvélou dedouévmy Tou Tpogpyeton and To MS-COCO.
Y10 COCO, xdie embdva cuvodeleton amd SLEPopes XeWWEVIXES TEpLYpaéS (captions), Tou avopépouy Tol avTixel-
peva, TN dpdom 1 To Thalolo TN oxnvic. BTNy TEAET, Yol T TERGUATY UG, ECTIACUUE TNV TepinTwaor dmou
dlveton wiar meptypapy) o xoheltan To Yovtélo vo mopdyel gl exova cupfat pe autrv. H nepoutépw avdiuon
otnpiydnxe oty e€oywyn evvoldy and to xeluevo (m.y. «cary, «streety, «persony) xou GTOV CUCYETIOUS TOUS
HE TLC EVVOLES TIOU TEAYHTiXd e@ovi{oVToL OTNY TOROY GUEVY] ELXOVOL.

Ye 6,71 agopd To Tapay wYLxd LoVTEND, yenotporotinxay téoo napadoctoxés apyttextovixéc GAN boo xou mo
npbogota diffusion models (6nwe Stable Diffusion xou mopaihayéc Protogen). Ta GAN exnawdetovton ydpn
otV oAnhenidpaom evéc yevvitopa (generator) xou evic daywploth-xplth (discriminator), eved ta diffusion
models Baoctlovton oe pio draduxacta avtiotpopne didyuone YoplBou. Xto mewpdpata @dvnxe 6t ta diffusion
models €youv 11 BUVITOTNTA VoL TUEAYOLY THO PEOMOTIXES XL CUVEXTIXEC ELXOVEC OE MOANEC TEQITTAOOELS, OV
xat x&de Tpocéyyion napouctdlel dlapopeTiné aduvauies 1 uepoindies.

To emduevo Prua Arav 1 e@opuoyh oviyveutdv avixelwévewy (object detectors) émwe 1o YOLO-v8 xau to
YOLOS o1ic nopayOUeVES EIXOVES, (OOTE VoL EVTOTLOTOUV TUYOV TUPOUGLULOUEVOL AVTIXEUEVOL 1] XORUXTNELOTIXA.
Hapddhnha, and tic neptypapéc-otdyoug e€dyovtan enlong hoteg evvoltdv. Xe autd To mhaiclo, 1 agloAdynom
yivetar cuyxplvovtag Tic 800 Aoteg, dnhadn To «mapayPéVo GOVOAD EVVOLMVY UE TO «GTOY 0¥, xal utohoyilovtag
TooES eloaywyée, daypagpéc 1 avtxatactdoels yperdlovtan (Concept Set Edit Distance) yio vo undipel mhipng
TAOTLON.

To anoteléopota €deav 6Tt o amAég MEPINTWOELS TO YOVTEAO Umopel var elvan apxetd oxpiBés, edxd av 1
Teplypa@r) TEQLAUUPBAVEL avTIXEUEVOL Yol YAPAXTNELOTIXG TOU €Y0uV exTpocwTNUEl EMUEXOC OTNV EXTTAUBELGT).
Qotéoo, oe mo ovvieteg oxnvée, cuyvd evtomileton avdyxn vo «Sloptwdoivy modkéc évvolec. o napdderyya,
oe oplopévo diffusion models nopotnpeiton 1 CUCTUUTIXH ELCAYOYT| ETLTAEOV AVTIXEWEVWY (T.Y. TEPLOGHTEPN
dropa an’ 6, Tl TEPLYPEPOVTUL GTNV TPAYHATIXOTNTO), EVE OE GAAEC TEPITTMOELS Ol EXOVES BelyVOUY havdaouévoug
TOTOUC avTXEWEVLY (T.y. «cary avtl v «busy). Yto CLEVR-SV, énou anateiton xou cuvénela ond xopé oe
xopé, mapatnefinxe ot pepxéc apyrttextovixéc GAN Eeyvolv 7 avuxodiotolv nponyolueva avuxelpeva, Ue
amotéheopa vPnhotepn T Consistency Loss.

Yuvohixd, To Telpduota ovadevbouy to laltepa TAeovex THaTa TG Letddou Tou Booileton oe avdhuom evvolmy:
dev peTpd pévo My ot totdtTa (6nwe yivetaw e to FID), ahhd eotidlel ot0 av 10 oloTnua «xotavénoe»
Ta {nrodpeva avtixeipeva xar tor oamexovioe owotd. Tlopdhinha, 1 eneliynon Twv anoTEAEOUATOY UECW TOV
avunapoderypdtwy (my. «avti va undpyel autéd To avtixeluevo, Yo Enpene vo eupdvile xdtt dAhoy) xatotd
eugpavy) Ta onpeior 6mou xdde povtéro duoxoieleTton oTomtepd — €va otolyelo WldTepa YEHOWO Yior UEAAOVTIXES
BeATUOOELS Xl AmMOQUYT| ETAVONUBAVOUEVLY Ao Y.

1.5.9 Xvunepdopata xar MeAhoviixég Kateudivoelg

To xepdhao moapovoidlel éva povtédlo abioddynons Paciopévo otis évvoieg, aflonoldVTaC avTinapadeiy-
pater (counterfactuals) yio va yetprioer kar vo ene€nyfoel Ty andBoon TwV YEVVNTIXMY HOVTEADY EXOVIS.
Ipoc avuxotdotacn e xodopd ELXOVOCTOLYEIWTASC TEOoEYYLoNg, 1 Hédodoc eAEyyel pnTd av To Tapory dUEVaL
avTixelgeva xot ol ILOTNTEC Toug avTanoxplvovTon oTic anauthoelc. Eminkéov, dnulovpyel ebxola epunvedoluoug
deiuteg, 1600 TomXd avd Selypo 600 xau yevixeupéva avd chvoho Bedopévwy, putilovtag «adlvopa onueiay 1
npoxotalfELS TOL HOVTENOU.
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1.5. Ene&nyrown Metpiy yia tnv Ontixonoinon Iotopiddv péow Avtinapaderypotixody EEnyfoewy

MeMovtixd, duvatétnteg Pedtivwone nepthaufdvouy:

o Xpron movoidtepwr Pdoewy yvaong yio ueyahitepn axp(Beia atny evvolohoy x| lepapyia xon T avdluon
ATOCTAGEWY.

o Enéxtoon oty aviyvevon oxéocwrv (n.y. “avixeiyevo A miow and avtxeiyevo B”) vy axpiBéotepn
oELOAGYNOT) TOAUTAOXOTEPWY OXNVEY.

e Egopuoyt tov Buwy apyxtdv o oaxdun mo odvietes yevwnuxée epyaoies (dnwe napaywyr Bivieo), wote
VoL XOAOTTETOL XAl 1) DLAGTAUOY) TOU YPOVOL.

Yuvohixd, 1 pedodoroylo autr cuvioTd €va Briua mpog mo epunveloun, aviyveloiun xo. eneEnynoyun ofi-
ONOYNON TWV YEVYNTIXMY CUCTNUAT®Y, ovadeXvOovTAS Oyl WOVo TNV mo1dtnTa Te TEAAC EdVog oAAE o
TOUG AGYoUS Yo Toug omoloug To HovTélo mopexxAlvel ¥ evduypoppiletar ye Tic exdoTOTE TROBLAYPAPES.
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1.6 EneEnyrowun Metpuxn yia tnv Aviyvevorn YeudawicUroswy
otnyv Avtopatn Ilepiypaprn Euxxoveyv

H obyxhion bpoone unohoyiotdv xou eneepyooiog guoic yhwooos (NLP) éyer odnyfoer oty dnuoveyia
povtéhwy Vision-Language (VL) wavd vo nopdyouv heldvtee (captions) yia edvee. Iopd Tic eviunmotaxée
eTUBOOELS TOUG, T HOVTENX aUTH TEoYoUV cuYV amd To auvouevo twv ‘“hallucination” (toapowodIfoewy),
OTIOL TO TOPAYOUEVO XE(PEVO TEPLEYEL avapopés oe avimopxTa avixelyeva 1 o Aoavdaopéves oyéoelc yetalld
TEOYHOTIXOY avTIXEWEVKDY. To pauvéuevo autd éxel cofopd avtixtuno oty aloToTia AUTMY TWV CUCTNUATWY,
ewxd oe evaioUnTa oevdpla 6w N LTy amelxdvion 1) ol BoninTixéc teyvoloyieg yio dTopa pe TpoBAfuoTo
bpaoMC.

Ye autd 1o xe@dhato, Tapovotdloupe éva emeénynoipo thololo aloAdYNONG TWV TUPUCUACEWY GTY| AHUTOUOTY
TEQLYPUPY| EXOVWY, TPOCupUolovTag T UeUOd0UC TMAPAYWYNG AVTINARASELYUATWY ENEENYHOEWY
(counterfactual explanations) nou elofydnooav ota nponyolueva xepdhao (Keg. 4 xou 5). H pedodoroyia
poe evtomilel mds xan mov mpoxinTouv ol Ttapac¥ioels oe Eva xelUevo, xoL TEOTEIVEL TIC EASYLOTES SUVATEC
TpoToTOOEL Yl TV aalpeot 1) Subépdwaon touc. Xdpn oty epapyind yvoon (n.y. WordNet), Swogoiilouue
6t oL dlopdvoelg dev elvan audalpetes, aAAE onuaciodoyikd kovTivég xan AoyYIxd AnodEXTES.

1.6.1 MeYodoroyia

O maponc¥noec otny €€080 HOVTEAWY TEYVNTAC VONUOCUVNS €YOUV OTUCYOAACEL XUPIWS TNV XOLVOTNTO TOU
NLP (n.y. oe Meydha Mwoowd Movtéda). 2ot600, N LEAETY] TOLUE ©0TO NEdiO TNG TOAUTEOTUXAS
nAneogopiog (emdvotxeiuevo) Peloxeton axdua oe mpdWo oTddlo. Xta cLOTAUATO TEPLYPOUPAS EXOVLV
(image captioning), ot ntopactfioeic eugavilovton v Peudelc avagopés oe avtixelueva Tou dev LTdpyoLY 1 WG
avoxp{Belec oTic oyoElg AvAPETH OE LTIOEXTE avTIXE(UEVAL.

Ta tpéyovta povtéha napaywyhc Aeldvtac, énwe too BLIP, BLIP-2, GiT x.d., ntetuyoaivouv upniéc Boduohoyieg
oe napadootaxole yhwoowoie deixtec (BLEU, ROUGE, CIDEr), ahlé unopel va tapaBAérouy tov xplowo
d€ova e motéTnTag mMPog To ONTIKG TEPEXYOUEr0. AuTo To XEVO dnuiovpyel TNV avdyXn YL HETEIXES TIOU
eotdlouv eldind oTic Toponcdfioels xou elvon emeEnyrjonpeg.

H Boow déa e npotevopevne uedodou éyxettar ot xpfon ouvddwy evvody (concept sets) téoo and to
XEWEVO 6GO XU UTO TNV ELXOVAL

e Yet mnyAc S: Avuotowel oe évvolee (avtixelpeva B oyéoelg) mou e&dyoupe omd TNV APy OUEVY
Aeldvro.

e 3T otoyouL T Avriotolyel o EVVoleg 1) OYETELC TIOU G¥TwG UTHEYOLY TN OXNVH TNE ELXOVAC, TS
TpoxOTTOLVY amnd dedopéva eddpouc akfdeloc (annotations).

T opdderypo, av 1 Aeldvta avagéper “a dog next to a man”, téte S = {dog, man, (dog-next to-man)}.

Edv 1 mpaypoatin exdva delyver évav dvdpa pe éva Adnton (laptop) nédve ota yévatd tou, t6te T Yo elvon
{man, laptop, (laptop-on-man)}.

1.6.2 Baowxég Tpononowoeic (Edit Operations)

O tpononoiioeic yio T petatpont) Tou S oe T' opilovton we &g (opolwe ue v culhoyiloTtixy mou axoloudridnxe
oto Kegdhrawo 1.1.3):

o Avtixatdotact (Replacement, R): Avuxatdotaon piog évvolag s € S and pa owot évvown t € T.

o Arvaypapy (Deletion, D): Agaipeon piog évvolag s mou dev €yel aviiotoryo oty ewdva (Peudhc
oVaLPORE).

e Ewcaywy® (Insertion, I): IlpooOixn yiac évvolac ¢ mou undpyel oty ewdve ahhd Aelmel and T
Aeldvo.
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1.6. Eme&nynowrn Metpw yio tnv Aviyveuon Vevdouolfoewy otnv Auvtopotn Ieptypopr) Exdvwv

H ocuvoluy| andotaon evvoiodoyikdy oet (Concept Set Edit Distance, CSED) opiletar we¢ to ddpoloya tov
elaxioTwy ®x6GTOUC TEOTOTOCEWY YL TNV TATEN petatpony| Tou S oto 1

CSED(S = T) = min Y _ d(s,1), (1.6.1)
edits

6mou d(-, -) wa onuactohoyix andotact, T.y. 1 eNdytotn dadpour| ot epopyia 6w To WordNet.

1.6.3 Evtomowog Ilapawcfoeswy o Avtixeipeva

‘Eotw 6n n Aeldvta nephaufBdvel |S| avuxelyeva. Edv éva avtixelyevo dev undpyel otnv emxdvol, TEETEL Vot
dorypopel (pawvéuevo hallucination). ITapdhinha, €dv éva avtixeluevo oty mporypatixétnTo elvon dhho (m.y.
“dog” avtl “laptop”), arouteitor avtikatdotaon (R). Opllouye:

Hallucinations(S,T) = |D(S,T)| + |R(S,T)| + |O(S,T)|,
6mou O (Over-specialization) avtovexhd Ty TepinTwon ToU TO HOVTENO PAETEL EVOL TTLO CUYKEXPUIEVO AVTIXEIPEVO
and autéd Tou umdpyel (T.y. Aéel “woman” eved eivon “girl”), xou to T Jelyver dhho onpactoloyixd xépfo.

H avaroyio:
Hallucinations(.S, T')
|5

exppdlel To0 T0CO0TO AVTIXELWEVKY ot AeldvTa Tou elvor Toponciroelc.

HalRate(S,T) =

1.6.4 Evtomopog IMopacOfcewy o Xyéoeig (Roles)

Exté¢ and to (B to avtixelpeva, e€etdlovpe mids ocuoyetilovton petadd toug oto xelyevo. Iapovoidlovtar oe
wop@t Temhév: (85, 1, ;). Optlouue avtiotouya éva oet oyéoewv S and ) Aeldvto xou T and to annotations
e ewdvac. O Bieg tpononoioes (I, D, R) egoapuélovtar, pe Baocixd péhnuo topa Ty aAlayr tov pripatog
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1} g mpdeong (m.y. “next to” avti “on”).

To Graph Edit Distance (GED) eni twv S™,T" xotaypdgper noec (xou néoec) oyéoeic eivar Aavdaopéves
(hallucinated) W rapareindueres.

1.6.5 IIeipdpota

Xenoworotolpe dedopéva and 1o Microsoft COCO xa and to Visual Genome (VG). Ta avtictouyo poviéha
helévtac (BLIP, GiT x.An.) mopdyouv Aeldvtee yio Tic exdvee, eved to ground-truth annotations npocpépouy

2,77

“arndvd” avtixelpeva/oyéoeic. Axohovdwe, cuyxpivoupe to oet nnyris (S, S™) ye to get atéyov (T,T7).

IMopadeiypato IMoporcOAcewy

Tuyvé epgavileton to garvouevo vo “Brénel” to povtého emmiéov avuxeiuevo (Deletion needed) # va unepdetet
tonoug avtxeévoy (Replacement). Ye xdnolo nopdderypa, 1 Aeldvta prdet yio “dog next to a man”, eved
urdpyel “laptop on man’s lap”. H avdiuorn unodeucviel:

R(“dog” — “laptop”), R(“next to” — “on”),

WS TIC ENAYLOTES AmApalTHTEC TPOTONOLATELG.

Evpruata

1. Eninedo Qeuddv avTiXEWhEVODV: Y OpIOUEVES TEPLTTOOELS, Ews Xt 30% TWY AVTIXEWEVWY WO
heldvtag mpoxinTouy Peudi.

2. Xyéoeic-pérot (role hallucinations): Avew tou 50% twv mpotdocwy nepEyel AMbog oyéoels, LBL-
altepat 6TaY UTAEYOUV TERITAOXES OXNVEC.

3. Aocvpgovia pe yAwoowxolg deixteg: O xadepwpévee yetpnéc (BLEU, ROUGE) 8ev cuoyeti-
Covtan amopaitnTa pe YaunAdtepa tocootd naponcifioewy. Mropel éva povtého va éxet udymhé BLEU ahhd
va “egevploxel” avtixelpeva.
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1.6.6 Xvuncpdopata xar MeAhoviinég Kateudivoelg
Me tnv mpotetvopevr pedodoroylo avtemroupikdy emeEnynoewy, eMTUY YAVOUUE:

e Evtoniopnd cuyxexpipévwy Aadov: nowa aviixelyeve/pohol dev GUPPEOVOULY UE TNV TEAYHOTIXN
ELXOVaL.

o ITpbTaom eldytoTwy dropBwoewy: mol évvola Tpénel vo agoupedel, avtixatactodel xTh.

e Movtého-ayvwotixf tpocéyyion: Acy anuteiton eowtepnt] tpdofouocr (white-box) oto poviého
Aelavrog, doo epapudleton eviata o didpopa VL yovtéla.

H perétn twv napaodioewy oTny Teptypapt| EXOVOY avadeVOEL TNV ovayXTn YIol o €£nYNoiLes UETEIXES XAl
ahyoplduoug. Xto yéhhov, evbelevuton:

o Enéxtaocy oe emnmAéov mopoug yvwone: Evowupdtwon ConceptNet, word embeddings
(Word2Vec, BERT) Yl eVTOTUOWUS TLO AETTOV OTUAGIONOYIXGY AoDOV.

e E@oppoyr oc noAunhaicia dedowéva: Video captioning 1 duadoyikd oevdpla, 6mou ol mapoucdr-
o€l UTopel Vol EPPAVICTOOY BLoBdoyixd.

o Puduioeig exnaidevong: Xpron tou CSED ¥ GED w¢ npdoieto loss term, dhote 10 poviého va
Twpelton 4ty EMVOEL Ur) UTOEXTE AV TIXElUEVOL

2 UVORLXA, TO TOEOV XEQAAALO CHLoYPAUPEL EVary VEO €£nyrjonpio TROTO YId VoL UETEAUE TNV TOLOTNTO ot aAnYopAaveLa
OE CUCTAUATY TEPLYPUPHC EXOVGY, avTHETWTILoVTaS TO TEOBANUA TV TapUcVACENY OE ERIMEBO EVVOLLY %ol
ovoyetioewy. H Suvatdtnta gagotls Sidplimwong towv Aaddv (to “nie” Sopddveton xdtt) unepBaivel Ty amht
Bordporoynon xon mtpowdel Tn BlopEVELd XU TNV EUTLC TOCUVY] GTOL LOVTEAX TNE TEYYNTNAG YONUOGUYNS.
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1.7. Xpron Avunopadetypdtwy yio T Bektinon twv Ixavotitwy Yukhoyiopod twv Movtéhwy Meydiwy
IMwoodv

1.7 Xenon Avtinopadelyudtoyv vio T BeAtiworn twv Ixov-
OTHTWV XUVANOYLOoUOU Twyv Moviéhwy MevydAwyv 'hwoowy

O npdogatee e&erileic oto Meydha Iwoowd Movtéha (LLMs) énwe 1o GPT-3 xaw to GPT-4 éyouv
anoxahOel onuavTixés BuvaToTNTEC GUANOYLOUOU Gt ELEL Qdopa Tedlwy. AV xou Ta LOVTEAA aUTE €YoV ETLTOYEL
afloonueintes Tpoddouc otov mapaywyxd (deductive) culhoylopd, BUSHKOAEVOVTOL OE TEPLTTWOELS TOU
amoutovvton inductive hoyixég delidtnreg.

Y10 Kegdhowo autd, mapoucidleton €va oyrua Talvounong to onolo eoTldlel xupltg otn Yvwo Ty dladuaction xau
Ti¢ anoutolueveg Se€lotnteg Yo TNy enfAuoT «puzzler-tinou TeEoBANUdTeY, oVl Vol ETUXEVTPMVETOL ATOXAELTTIXG
oY TUTIKY xaTnyoplonoinot pe Bdomn tn poper tne epdnomne (m.., tohhanhfc emhoyc, clvToung andvinong)
i To eldoc Tou cUNOYLOPOU (TapayYIXOS, EmAYWYIXOS, TopaywYxdc e elalpeon x.Aw.). Do mopdderyyo,
yelgpol onwe ta Sudoku 1 ta oTavporela otnpilovial 6 Kavdves xou omoUTOOY GTEATNYIXES TOU GELOTOLOVY
CUYXEXPWEVES XIVACELS P€oo OE auoTnped oplopéro ywpo xotdotaong. And v dAAYN, oL TEOoYEoUUATIoTIXO
yeigpol (Programming Puzzles) 1 mpoPMjuota mou aZlomololy evpltepn «xowvf Yvohony (commonsense) xou
emnhéov hoyixéc depyaoieg dev Poaoilovion oe mpoxaoplouévouc xavovee ohhd TNy IXOVOTNTA TOU HOVTEAOU
VoL eoipU6lEL EVPUTERES YVWOTIXEC DEELOTNTES.

I awtd, Togovoidletan o talivéunon mallk, Ywplolévemy avdloyo e to av tpobnodétouv avotnpd formal rules
1 Teptoo6tepo evéhiktn-edetlepn (rule-less) oxédm, delyvovtog ) Swapopetinh OO TV NoYIXDY TPOXAACEWY
nou mpoxVntouv. To mopdv xepdioto mpayuateleTol WS oL Yplpol mou dnulovpyolvTal WS avTinapadelyUoTa
(counterfactual) propodv va BEATIOCOUY TEPAUTERE TLE IXAVOTNTES SUANOYIoKOU Twv LLMs, eotidlovtac xupling
oe riddle-solving tasks. Me éugaorn otnyv napaywyy “evahhaxtixwy’ yelgpwy Ue (8lo cUAAOYLOTIXG TUpTVOL AAAG
olarypévo mhadoto (context), avodewvieTton 1 a&iol TOL VoL amoxToly Ta HOVTEAS Sla@opeTikéS onTikéS Tou (Blou

vontol pot{Bou, BEATIOVOVTIUC TIC YEVIXEC TOUC IXAVOTNTES AOYIXHAC XL TTPOCUPUOCTIXOTNTIC.

1.7.1 Xpnon LLMs yia tnv EntAvon IpoBAnudtwy I'eipwy

Me v evowpdtwon twv LLMs oe tpoAfuota enthuong yelpwy, 1 epeuvnuint| xovdtnta €xel avantugel Tey Vixég
oL BEATIOVOLY TIC IXAVOTNTES AOYIXNG, T.Y. U€ow prompling, neuro-symbolic mpoceyyioewy, xadde xou ye
xenfon fine-tuning oe eZeWdixevyéva oet dedopévwy. Audgopec uédodol prompting (n.. Chain-of-Thought, Self-
Consistency, Tree-of-Thought) diatundvouy didueoes eneényrjoes (reasoning steps), anodewviovtog Beti-
wpévn axelfBela o hoywég dicpyaoieg. QQoto600, oxdua xal oL xoAUTERES UNOTIOACELS Topopévouy euaiodnteg
OTNV TOI6TNTA %o TNV TOIKIAL TwY TopadELYUdToVY Tou TapéyovTot we in-context (few-shot) evdeilelc.

1.7.2  Anuwovpyia I'plpwy péow Aviinapadetyudtwmy

H ypron (counterfactual) yio tny xatovénon xot Ty evioyuot Ty duvatotAtwy Twv cuctnudtwy TN, anotehel
Boaowxr wéo oty Pihoypapia XAI (Explainable AI). Me napépoo oxentixd, n napoywyh counterfactual rid-
dles otoyebel ot dnuovpyia evaAdaktikdy Yplpwy mou anoutody TNy Bl hoyxy| Sladpoun aAld Yétouy éva
Sagopetind mAaiono (context). Iopbuotol bpol, bnwe context-reconstructed riddles ¥ alternative puzzles, ypnot-
ponoovtan ot Bihoypapio. ‘Otav to poviéra extidevion 1600 6T0 aulevTixd 66O XoL OTO AVUXATUCHEVAUO-
MEVO TAPABELYUN, EVIOYUETOL N XAvOTNTS TOUC va xatavooLy Baditepa To reasoning pattern — ovti vo oamhdg
mpocapuélovtal oTo emLpavelaxd (semantic) yopoxTeloTiXd Tou TpwTéTUTou delyuatos.

1.7.3 MeYodoloyia

Eotw évag mpwtotunog yelpoe “Supiletar kdOe uépa, aAdd ta yévia tov mapapévouvy uaxpid”, ye omdvinom
“koupéag” (barber). T vo dnulovpyficoupe €va avaxataoxeLaouévo (contest-reconstructed) yelpo, unopolue
v aAAG€oupe to mAalolo Sltnewvtag TNy Bl Aoyikr) tou odnyel oty andvinon: “Ilaiprer ovvexds uétpa
polxwy, pa bev éxer moté dikd tov...” (tUmov “pdetng”). Imuacia éyel 6T 1 ouAloyoTIKY Sradpour) —n
elpwvixt| 1) Tapddoln TTuy— Topauével 1) Bua, eved To Vépa (context) petaBdiheTan.

1.7.4 H Médodoc RISCORE

H pédodoc RISCORE (RIddle Solving with CO-ntext RE-construction) elodyel avakataokevaouéroug ypi-
poug oTn dladuacta few-shot prompting. Yuyxexpyéva:
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o Apyix? emhoy? nopadetyudtoy (exemplars): Tivetow cuvidwe pe dpoleg teyvinée (m.. semantic
similarity).

o AVUXATACKELY] EPWTINONG XA CWOTAG ANAVTNONG: Lo xdie emAeyuévo napddelypa, Topdyeto
évac context-reconstructed ypipoc nou aionotel Ty Bl hoywr|, ahhd oe evolhoxtind nhaiolo (context).

o Anpiovpyio Aavdacpéveyv emthoyav: Ipootidevion nopamhavnuxée emhoyée (distractors) nou
elvon AavOaouéves ah\d Teiotikés, wote va evioyudel 1 Suoxohlo.

o Audtalr (prompting): Tehixd, otov prompt Topéyovial 1660 To apYkod GC0 Xl TO UVIXATUCHEUNC-
HEVO TaPABELYUA, UE OTOYO Vo avadely Vel 1 %oV GUANOYIO TY BLadpopn xou vor BeATiwdel 1 yevixeuon.

H Swdwaoio napayoyhc €xel d0o PAuoato: mpdTov @Tidyveton o véog yplpoc-andvinon (ywelc distractors),
Uotepa dnpovpyovvtar xotddnia distractors (Aovdoouévee emhovéc) oe oyfua molhomifc emhoyhc. T
dataset pe mapaywyicés (creative) anavtioeic, aflonoteiton 1 txavétnta Tou LLM vo petagpépel tTny dior 13éa oe
Sagopetind context, eveé yio datasets pe povorextinéc anavtioels (.. RiddleSense) uiodetodvion Sopopetinés
xatnyopiec tonov (food, person, object, animal, nature, time, place, concept) yio vo e€oo@oiicovpe 6TL oL
distractors avixouv oe dAN xatnyopia and ™ CLWOTA.

1.7.5 TIleipdpato

INo va aglohoyniel 1 anoteheopotixdtnta tne pedddou RISCORE, emhéydnxav 80o clvola dedopévwv to
BrainTeaser xou to RiddleSense.

e BrainTeaser: Enxevtpdveton oe lateral (mhevpixri) oxéipn bmou ot ypigol anontolv SNovpyxdTnTo xou
«dhgartor hoyihe», ue 4 emhoyéc andvinone (n teheutala “None of the above”). Emniéov, nepihopfdve
manually crafted avtiotouya context-reconstructed delypoarto, ta omolo YENOUOTOLAUMUAY (I AV TATO
6pto cOYxpLomne (upper bound) nowdtntoc.

o RiddleSense: Avtideta, cotidlet xupine ot vertical reasoning yplpouc (aAdntouyies Loyikdy Pnudrwr).
Aev diadétel reconstructions, onoTe EQUEUOCTNUE ATOXAELS TIXE. 1) AUTOUATOTONUEVT PEV0BOC TOPUYWYTNG
VO ATUOXEVUCHUEVLY TOPADELY UATWY.

Emmhéov, doxudotnxoay morhanhéc texvixéc prompting:
1. Zero-shot (ZS): Me f ywplc napdtpuvor “Let’s think step-by-step” (CoT ZS).

2. Few-shot (FS): Me 2, 4, 8 mopadeiypota, emheyuéva tuyaio (Rand) ¥ ye Bdon semantic similarity
(Sim).

3. CoT FS: 'Onou ta nopadelypota ouvodetovtar and avolutixée enelnyfoeic (chain-of-thought) ot 6noteg
€youv dnuovpyniel yewpoxivnta.

4. RISCORE (automated & manual): Xuvdudler N/2 avdevtind mopadelypoto + N/2 context-
reconstructed, diatnedvtoag To (Blo cuvokixd mAdoc N. ‘Omou undpyouy Blard€oiuo aVOXATACHEVAOUE VL
and avdpodnoue (manual reconstructions), owtd npooépouv upper bound anoteréopata (RISCORE,,).

Xenowonodnxay Sdpopa povtéla, énwe Llama3 (8B, 70B), Mistral (7B, 8x7B), Qwen2-7B, oc black-box
ouvifxeg.

Anoteléopata

BrainTeaser Ou doxéc €deillav 61t RISCORE,, (yepoxivntec reconstructions) cuotnuotind Behtiddver
T emdodoelc evavt e Pooxic pedddou few-shot.  Axdpo xou dtav ta 2/4 emmhéov mopadelyyato ETAE-
yovto Oyt Béhtiota, to contertual reconstructions «dopdwvouvy TN cuvidn aotddela Tou epaviletol oty
emhoyT mopadelyudtwy. Emmiéov, oxduo xou 1) dUTOUATY) TOQOYWYT] AVUXUTACHEVUCUEVWY YElpwY HEow NG
RISCORE, epgavilel onuavtikés BeAticdoers oe oyéon ye tumixd 4-shot ¥ 8-shot prompts. I'ia napdderyyo, ue
Llama3-70B, ané 0.783 (8-shot F'S Sim) ¢tévouue 0.808 (8-shot RISCORE), Selyvovtoag T yenotoTnTo Tev
QVOXATUOUEVACUEVLY YRlpwY ot yelpoug mou anoutoly lateral thinking ixavétnteg yior Ty enfhuor Touc.
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RiddleSense Kolde to RiddleSense dev meplelye avaxotaxocvaouévous yeigoug amd avipmnoug, yenot-
ponotinxe amoxieloTind 1 avtopatomomuévn exdoyy RISCORE. Kou €8¢ nopatnehdnxe Bektiwon oe oyéon
e to xhaowxd 8-shot FIS Sim, napd to yeyovic 6t n uedodoroyia Pasiotnxe ot muxpdtepo (N/2) nhidoc xavov-
v napadetyudtwy. Emmiéov, Swmotdinxe ot ta vertical reasoning tasks elvar euxoldtepa yia wixpdtepa
povtéla (m.. Llama3-8B), ta onolo anédiday enapxde oTo otddlo tne napaynyhc (context-reconstruction) xou
Behtiwoav ta TeEMxd oxop Toug.

IMTowétnta ITapayopevoy Ielipowyv  Opoyévo Inthuata mpoéxudoy xupiws oto BrainTeaser, 6mou o
uxpdtepoc Llama3d-8B aduvatovoe va mapdyer mowotixée Q-A pairs oe lateral puzzles. Qotdoo, n Unopdn
PLNTEAPIOUATOC XoU XAVOVWY ToLoTNToG €éaipedar yaunihe towdtntag delyuarta, e€acpoiilovtog 6Tl TEMXE Yenot-
poTololUE pdvo vPnAris Toidtntag avakataokevaouévovs ypipovs. Lto RiddleSense (vertical reasoning), ovti-
V€T, 0 (Blog uxpdTepoC LOVTEAD AMEBWOE LXAVOTONTIXA.

1.7.6 Yvunepdopato

To napdv xepdhono avéluoe pio pédodo (RISCORE) yio TV mopary oy avoxoTaoXEVAoUEVGDY Yelpwy, dnhadt
enavaoynuatiopévwy Tapaderyudtwy Tou dlatneoly TNy (Bl AoYi-cUANOYLIOTIXY Topelol OE BlaPORETIXG con-
text. H pédodog auth evidooetan oe few-shot prompting pudploeic xou otoyelel otn Bedtinon Twy ixavoTATwy
ouvhloylopol Twv Meydhwyv I'wooxdv Movtédwy.

e X datasets 6nwe to BrainTeaser, 6mou undpyouvv manually crafted reconstructions, n RISCORE;,
npooeyyilel vdnhéc emdooelc xaw cUYVE LTEPEYEL TwY Topadootaxdy strategies (m.. 8-shot FS Sim).

e ‘Onov dev dartidevton avaxataoxevaspévol yelpol and avipanoue (n.. RiddleSense), n autdportn uédodoc
napaywyhc Toug RISCORE biapoppiver emmiéov napadelypata counterfactual riddles dnuiovpydvtog
a&iohoyn Bertioon.

o H noidtnta twv napayduevey yeiponv elvar xadoplotixr. Anaite{tor XoUtdAANAO GIATEEOIOMA Kol TEYVIXES
eMAOYNS TAUPABELYUATOY Yo Vo amogeuy Vel 1 eloaywyT Gopifou.

o Téhog, emonpalveton 6T To context reconstruction evioylel tn yevikevon twv LLMs oe ypipoug pe
TEOUOLO CUANOYLOTIXG TURTiVOL OARGL BlapopoTolNUEVO YAWOOLXS TeplBdAhov.

Luvohixd, N mapoywYH Xou 1) XeRoT avaxaTacxeLaouEvwY Yeipwy (counterfactual riddles) otny eloodo cuviotd
Lol OTOTERECUATIXY) TPOGEYYLOT YLoL TNV TMEPAUTEP® avATTLEY TNe cuAAoyIoTIkT)S 1kavdTntag Twv LLMs, npoo-
pépovtoc evaAlakTikés onTikés Tou (Blou hoyxol yotifou xal odnywvtoac ot Pektiwpéveg emdooelc oe lateral
xou vertical reasoning tasks. Ou pelhoviixée emextdoelc umopolv vo dlepeuviicouy to Twe 1 pédodog auth
epopubletar oe axdun o nohdnhoxa puzzles (w.. stochastic Y| multi-step games).

1.8 Eneinyroeic péow Aviimopadelyudtowyv yia tn X0oTnon
ITeoovtwy péow Meydhwy I'h\woowxwy MovigAwy

To xe@dharo Eexvdel pe TNV emoxdTNoN e Tapadootoxic yerone Tewv aviimopaderypatixdy (counterfactual)
enednyNoeny ot unyavin udinon. LuvAdne, ou Texvinéc autés emo TpatedovTal Yo Vo Xatadeifouv tie Yo
unopoloe vo ahhdZel 1 €€0doc evic povtéhou tadvounong (T.y. éyxptomn Y andppudn davelov) edv petofBdhhoviay
CUYXEXQWEVA YUpaXTNRIoTIXA El06B0L. 201600, N cuyypapxy ouddo meoteiver dTL 1 (Bl Aoyixn ene€nyrn-
potixic mopéuBaone unopel va tpooapuootel xou o Meydha Ihwoowxd Movtého (LLMs), byt anhéde yia va
EPUNYEVTOULE TS TPOTACELS TEOLOVTWV TOU THPAYOUV, AAAS X0 YOl VO TG €TNPECOOUUE UE GTOYEVUEVO TPOTO.

Ye avtideon ye o TEPLOCOTEPA GUGTHUAT TPOTAGEWY TOU GTOYEVOUY AMAWE GTNV IXavoTolinom tou yeNotn, 1
oultnon eoTidleton O UEAETY TOU TG UXpEC TPOTOTOOELC 0Ta XelUeVa TEpLYpaPphS TEOLOVTWY UTopolY Vo
odhotdoouy TNy opatdtnte (visibility) xou T oelpd xaTdTHENG QUTOY TV TPOIGVTWY oTiC TpoTdoels evée LLM.
H éugaon divetow 6Ny epunveiol TV OTOTEAECUATOV QUT®Y, UE TO EMTEAOCUETO GPeROC OTL TAPAUTNEEITUL XU TO
TS avTLBEd To (810 To HOVTEND OTIC AexTxés TopeUfdoelc.
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1.8.1 TI'vwotuxég Ilpoxatalndeic wg Xrtpatnyixeg Enideong oe LLMs

H xevtpwd c0lndn tou xegaraiov Boaocileton oty adlonoinon yvwotixodv npoxatolidewy (cognitive biases),
Bardhd pllwuévev oty avdpdnvr Puyoloyia, Bdote va evepyHoouv we «addpuBecy emeTixéc TEYVIXES YLoL TNV
nopomAdynon twv LLM. Eb®, amkéc gedoeic onwe «llepiocdtepol and 10.000 ayopaotéc enéielov autd to
Tpot6v Tov Teheutaio whvay (social proof) ¥ « AmoxheloTind yio amonTnToUS Yphotesy (exclusivity) eiodyovtal
(QUOLONOYIXE GTO XE(UEVO TWV TEPLYPAP®Y. X avtiieon e Tic Topadootaxés emUECELS TOU ELGEYOUV aXUTOUVOY-
ToUC 1) TUYAOUC YORUXTHRES, Ol CUYXEXPWEVES Tapepfdoelc potdlouy ue cuvnhouéves TeowINTXES QPEACELS TOU
MAEXETIVYX.

To xepdhoo meptypdpel Vo Baoixée pedbédoug:

1. Enegepyaciec andé Ewdiuxolc (Expert-Crafted Edits): Xuvonuxéc, ctoycuuévee mpotdoels
npootidevtan yewpoxivnto and enayyehpoties tou wdpxetvyx (m.y. «Ilpoiév pe tn yeyahdtepn dnuogpihia
oty xotnyopla Touy ).

2. Avutdopoarteg I'evvioeig Hepiypapdv (Generated Edits): O éxhnen 1 neplypagn avacuvtdooce-
tou a6 éva LLM (6nwe o Claude 3.5 Sonnet) dote 1 mpoxotdindn va evoopatwmiel afiacta 6o xeipevo.
'Etot, to tehind anotéleopa eypaviletal mo Quotxd, EAXYLOTOTOLOVTOS TOV XiVOUVO EVTOTUGHOV.

Augdtepec ol tpoceyyioelc atoyebouv otny avaBdiuion 1 unoBdduion e Héong evog TpoldvTog oTIC TROTATELS,
EXPETOMNEVOPEVES TNV eVOEYOUEVY «Tpodiddeon» evdéc LLM oe cuyxexpluévee AeXTxéC BLUTUTOOELS.

1.9 Ileipopotinny Awdtaln xot Asdopéva

Yuvdetixd Acdouéva  Apyxd, 1 avdhuon Baciotnxe oe pxpd, eleyyduevo ohvola teoidvtwy (m.y. 10
xapetiépes, 10 xduepes, 10 Bifhia), dote va texunpuwdel n enidpoon xdde mhayioppfione oe cuviixes ywpic
«opuPor. Xenowwomotodvion eAdyLoTec UETOPBANTEC —bvoua, Ty, Boduohoyia, teplypapn— €Tol wote va elvan
Eexddapo 6Tl TuY OV olhayéc oto LLM mpoxaholvtan atyde omd TG AEXTIXES TPOTOTOOELS.

Acdopévo And Amazon I vo anodeiydel 6TL ol (Bieg Teyvinég emBpolv xau oe ahndivd tepiBdihovia, To
xepdiato petoPoivel ot mparyotinés Aloteg Tpotéviwy and To Amazon Reviews. Edw, ol nepiypapés elvan cuyvd
EXTEVETTEPES XAl EYUTAOUTILOVTOL UE TEYVIXE YOPUXTNELOTIXE, 10T EVOOUUTWHUEVO SLOPNULC TIXA GTOLYEld, ETUOT-
pdvoelg a&tohdynong x.Am. o’ 6N autd, 1 eloaymYr YvooTixdy Thaylopuioewy datneel auodntd avtixtumo
oTN CUYVOTNTA ERPAVIoT Xt 1 Yéom Tou Aafdvel xdide TEoldv 6T TPOTICELS.
LLMs Ta neipdporo Siegdyovtar o ot Towdhia LOVTENWY:

e Open-source: Adypopec exdboeic Llama (8B, 70B, 405B).

o Klaotov kdowka: Claude 3.5 Sonnet xou Mistral 2 large.

H Swpopornolnon oe xhionxa, apyttextovixy) xou exmaldeucy Pondd vo damotwiel xatd néco 1 eunddeia ota
hexTixd «tpwe» elvon xouv og oo tat LLMs.

Mezpuxég xaw MéBodor AZwohdynone Alo Paouée petpinéc Eeywpilouv:

1. ZBuyvétnrta Ybotaorne (Recommendation Frequency): Iléco cuyvd mpoteiveton évo ouy-
XEXPWEVO TROLOV (O TOMNATAES EXTEAECELS).

2. ®éor otn Alota (Ranking Position) & MRR: O péooc 6poc tne xatdralne (ue éugoon otnv
emdve Yéom), xadde xou 160 BEATIOVETAL 1} YEWOTEPEVEL OE OYEOT UE To apyLxd Ddedopéva.

‘Etot, av 1 nopeuBolf wag @pdone tomou discount framing (n.y. «Ilpoogopd 25%!») xdver o npoidv vo ep-
povileton and v néunty otn debtepn Véor, xataypdpeTton onuavixy Vet ahhay.
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1.10. Amoteléopota xou BUUTERIOUAUTA

1.10 AmoteAéopata xol UUNEQACUATA

Ioyxveéc Oetixég IMpoxatarfiderc Social Proof xou Discount Framing avadeixviovtor we ot 8o
LOYVEOTERES OTRATNYLXES YIa TNV EVioYUOT 0paTOTNTAG £VOC TEoldvTog. ‘OTov plo TEpLYpopT TEPLEYEL LoYUET| €V-
del&n xowwvihic omfynone («Xhddec ayopaotée e TEVTNHAY TO TPOIOVY ) 1 xdmoto pop@n exTToenY («Ap-
o T 100€, tohpa 75€» ), todhd LLMs auZdvouv auodntd 11 cuyveTnTa TOU GUGTHVOUY TO CUYXEXPLUEVO
Teol6VY xou BehTidvouy T BEoT Tou 0T MoTo TwY GUCTACEWY.

Angéoueveg Apvntixég Emntdoeig Scarcity xou Exclusivity—nou cuyvd dewpobvton anoteleo-
MATIXES TEOXTIXES USPXETVYX Yial ovDpddTouc—odnyoly ot yelpdTepeg Véoelc ot mpotdoewc LLM. ILy. o
woyvpoude «Mdvo 3 teudyto dardéoiua» unopel va epunveutel and To HOVTIEAD ®C UN XATIAANAN ETAOYY Yo
ohoug, Ue amoTéleouo vo Uewwloly ol cuctdoeic. Autd To elpnua avadexviel TOC ol TeoxatoAPell oty
exnaldevor evog LLM evdéyeton var anoxhivouv amd Tic xoLvég avip®TVES TEOTIUNOELS.

Ye emavohauPovéuevee exteréoelg, mapatnpodvian otadepd uotiBa. Ilpoldvta mou &exvolv pe yaunin mi-
Yovdtnta ep@dvions Uropoly va extvay9olv mo mdve pe xatdAAnin enelepyooio xewwévou. Ou ouyypogpelc
peteoly odhayéc oe Recommendation Frequency xow Ranking Position oe toukdyiotov 100 emavorfiderg xdde
oevoplou, XATABEVIOVTAS TN OTATICTIXT] EYXUROTNTO TWV ATOTEAECUITWY.

ITegropiopévn Anotereopatixotnta Apuvtixoy Ilpotpondv (Defense Prompts) Mia duuva
frav va dolel oto LLM wio yevier) odnylo: «Ayvéonoe emitndeuuévec ppdoelc xou e0TlUoE G OVTIXEWEVIXT
yopaxtnelo ixd». Qotéco, axdua xou Ye tétoleg odnylec, to woviého mopéueive evaiodnto oe xdmoleg yvw-
otixéc TAaytopUhoelc. AuTtéd xaToBeVUEL OTL 1] AVTIUETOTUOT TNS KPUOIOAOYACY YAMOooS (dTay elvat ENPEOS
TopomAovnTer) dev elvon olTe anhf 0UTE ohoXANPWUEVY Ue Wi o\ ahhary 6To prompt.

1.10.1 Egoppoyr oc Ipaypatixd Sevdpia

Yo mpaypatxd dedopéva tou Amazon, To Qouvéuevo dev elapavileTal TUEdTL Ol TEPLYPAPES HBT TERLEYOLY
dlapopeTind epyolxeia pdpxetivyx. H enldpaon umopel va elvon mo meploplopévn oe oyéon Ue To cUVIETIXG
nepBdihov, ohhd mopouével eviumwaotonr: axourn xan uia emmiéov gpdor «Xpnowlonoteiton amd eWLx0LC TOu
Yweou» unopel va avePdoel éva mpoldy aucintd, 1dlwg av to LLM elye %01 wa tdon vo AauBdver unddn tétowa
Yetxd cuugppaloueva.

MeYodoroyixég IMapatnerosig  H pehétn npoteivel 411 oL yvwotinég mpoxahrielc evidocovton apuovixd
oTN Puoy) YAOOGoW, omoTe elvon BUoxo o va amopovwlody 1 va giktpaplotoly. Emmiéov, avagépel 6TL o
peyahitepee exdooeic v poviéhwy (.. Llama-405B) cuyvé eugdvicay evtovdtepn eundidein, iowe eneldt
€youv exmadevtel oe neplocdtepa mopadelyuata epnopxic YAdoooc. H yperion t6co enldéoewv and eldixoic
070 YWpo - 660 xou xou ané LLMs @wtilel to yeyovde ot plar gouvouevind xowvy gedon 1 agiynon urnopel va
onpLovpYHoeL ducavdhoyn enidpaoy 6T CUOTACELS.

Evpltepeg IIpoextdoeis  To xepdiaio emonuoiver 6tL oL eundideteg autég Sev mepioptlovTton povo GTo Nhex-
Tpovd eundplo. Kdle yprion pueydhov yAwooix®y woviéhwy mou emBdriel xatdtoln, ebpeon 1 cuumeplingn
TEPLEY OUEVOU—OTIWG ELBNCEOYPUPIUES CUYXEVTRMOGELS 1) a€LOAOYNOELS EPELVTIXWY dplpwv—Uunopel Vo Bloc Tpe-
Brwiel péow tétoiwv teyvixdyv. Emnione yenlel perétne n mdavr) olvdeorn tov npoxahiPewv ye tn Sloomnopd
TAUEATANEOPOENONE 1) TNE EVIoYLONE XEUEVWY TOU «UAVOUVY LUTER WIIG OTTIXAC, ATAGE TEOCVETOVTAC TOPOUOLES,
TEOTNES PEACELS.

Ye mpoxtnd eninedo, dideton Eupacy ot HEANOVTIXY EpEuval Yo

o E&elpeon auvrvtikdy otpatnyikdy nou pnopoly vo daxpivouy petald aindoic mhnpogoplac (T.y. oviwe
HEYEAN BAoT YeNoTOV) %ol CTREVKV DNAMCEWY TOU GTOYXEVOUY OE UOVTENA.

o Aietipuron tov tOnwy tpoxatolfdewy (). storytelling, anchoring), étor wote vo evtomotel éva gu-
eUTERO Qdoua BUVNTIXGY TapaBidoewy.

o Yuumepipopikn} avdAvon PEYIAWY YAWOOXOY HOVTEAWY, DOTE Vo pavepwdoly ol eviellelc mou o xdvouy
o gudhwto ot TéTola AexTixd epedloyorta.
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1.11 Xvurnépacua

To xepdhono xatadexviel TS oL avTimapadelrypotixés eneényroelc unopolv vo enextadoly mépay g omhic
epunvelag xau va ypnowwonomdolv we «Omhay yiol Vo peTonvicouy toug ahyoplduoug mpotdoewy LLM mpog
ouyxexpévee xatevdivoelc. Aflonoldvtoc avlp®dniveg YVOoTnéG TAAYLopUNoELS, oL cuyypagelc delyvouv 6T
oaxoun xan évag AOYog pdpxeTivyx mou golveton odtdoc umopel vo anodelyVel toyuede LoyAog dlaudepnong
TPOTACEWV.

Ou nepopatiopol avadexviouy ) onuacio tou va dnwovpyndody mo avdextixd (robust) povtého mou dev
napaclpovTol edXola and mopduoles prTopixéc otpatnyixés. Koldde ohoéva xau nepiocdtepes epapuoyés npo-
yweolv oe LLMs yio e€atouixeudéves TpoTAOELS, 1) XATOVONOT QUTGY TWV TeWTOV onuelny eivon egalpetixd
onpovTixy yior var dtapuiaydel 1 Bixanoclivn, n alomio Tlal Xl 1) IXEPALOTNTA TWY CUCTNUATWY AUTEOV.
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Chapter 2

Introduction

Artificial intelligence (AI) has been undergoing a rapid transformation, evolving from conceptual proto-
types to high-stakes applications across healthcare, finance, security, transportation, and more. Although Al
systems have demonstrated remarkable performance in tasks such as image recognition, natural language un-
derstanding, and autonomous decision-making, their complexity often renders their internal decision-making
processes opaque. This opaqueness can erode trust, hamper adoptability, and, in certain safety-critical con-
texts, introduce risk. The field of Explainable AT (XAI) has therefore emerged as a critical area of research,
aimed at developing methods, frameworks, and tools to help users understand, trust, and effectively interact
with these models.

Within the broader landscape of XAI, counterfactual explanations have risen to prominence because they offer
actionable insights into how a model’s output might change given slight adjustments to its input. Instead
of merely stating why a specific outcome was produced, counterfactual explanations demonstrate how to
arrive at an alternative outcome—often by modifying a small subset of input features. This is especially
compelling in real-world applications (e.g., finance or medical domains), where end-users can interpret and
act upon suggestions such as “If you reduce your credit card debt by X amount, your loan application might
be approved,” or “If a patient’s blood pressure were lower, the predicted diagnosis would be different.”

Despite the potential of counterfactual explanations, existing methods often work at a low level, focusing on
raw input features like individual pixels in an image or the exact words in a text. This level of granularity,
while precise, is not always aligned with how humans conceptualize and communicate ideas. The notion
of a “red color” in an image, for example, is more intuitive than a specific numerical pixel value in a red
color channel. In text processing, a user might reason about sentiment or topic, rather than about a specific
word embedding or letter substitution. This gap between raw features and human-understandable concepts
presents a central challenge in building explanations that are both accurate and interpretable.

A rapidly growing area in counterfactual research seeks to address this challenge by introducing con-
ceptual counterfactual explanations. Conceptual counterfactuals operate at higher levels of abstrac-
tion—corresponding to semantically meaningful units such as attributes, categories, or symbolic concepts.
These “concepts” might describe visual attributes (e.g., “presence of stripes,” “round shape,” “furry texture”),
audio features (e.g., “high pitch,” “rapid tempo”), or even textual properties (e.g.,“sentiment,” “topic,” “polite-
ness”’)—all more naturally aligned with how humans reason about and describe the world. The overarching
goal is to produce actionable insights that inform what needs to change conceptually to alter a model’s
decision, rather than just enumerating low-level perturbations that may be perplexing to a lay user.

This thesis aims to extend and deepen the theoretical and practical foundations of conceptual counterfactual
explanations. We propose novel algorithms, frameworks, and metrics that, together, showcase the power,
flexibility, and real-world applicability of conceptual counterfactuals across multiple data modalities (images,
text, graphs, audio) and tasks (classification, generation, and more). We offer evidence that shifting to
a concept-centric view not only boosts interpretability but can also streamline the computational process,
leading to efficient and targeted edits that preserve semantic coherence.
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2.1 Thesis Overview

This thesis is structured to guide the reader progressively from foundational ideas in XAI and counterfactual
explanations to advanced, domain-specific methods for conceptual counterfactuals. We begin by setting the
stage in Chapter 2 with a thorough review of the theoretical underpinnings of Explainable AI and relevant
literature on counterfactual explanations. We then build upon these concepts step-by-step, delving into
practical implementations of conceptual counterfactuals in various settings. Below is a high-level outline of
the chapters and the core contributions they provide.

2.1.1 Framework for Computing Conceptual Counterfactual Explanations

The thesis begins its core contributions in Chapter 3 by presenting a unified framework for conceptual
counterfactual explanations. Traditional counterfactual explanation techniques in the literature typically
operate at the raw-feature level (e.g., image pixels, numerical input features, or tokens in text). While this
granular focus allows for precise optimization—like minimizing the total pixel change—it often suffers from
low human interpretability. Users, especially those who are not domain experts in machine learning, can find
it difficult to parse why a specific set of pixel intensities would need to be changed.

To address this gap, we introduce the notion of an explanation dataset, comprised of high-level concepts that
align with human cognition and domain knowledge. These concepts might be manually curated or learned in
a data~driven manner (for instance, by clustering feature embeddings). We show how working at the concept
level allows for:

e Actionable Edits: Instead of telling a user to adjust a large matrix of raw data, we tell them to add
or remove clearly defined attributes (e.g., “add more warmth in color” or “reduce background noise”),
which is far more intuitive.

e Semantic Coherence: Concepts ensure that the set of changes remains internally consistent and
meaningful. Editing a single concept, such as “color,” will systematically affect a related set of pixels
or audio frequencies.

e Reduced Dimensionality: In certain scenarios, conceptual editing significantly reduces the search
space for valid counterfactuals, increasing computational efficiency and interpretability simultaneously.

Chapter 3 also offers a detailed algorithmic perspective, outlining how conceptual counterfactuals can be
computed by systematically identifying which concepts to change, by how much, and in which combination
to achieve a target outcome shift.

2.1.2 Counterfactual Explanations using Concepts

Chapter 3 introduces the framework; subsequent chapters—particularly the latter sections of Chapter 3 and
onwards—show how these concepts translate into practical examples in a variety of domains. We describe in
detail how high-level concepts can represent visual features in images, such as texture, shape, and color, as
well as auditory characteristics, such as pitch range and harmonic structure. By abstracting away from raw
data to these more interpretable building blocks, the entire model explanation pipeline becomes clearer and
more aligned with human intuition.

For instance, if an image classification model labels an image of a cat as a “dog,” a conceptual counterfactual
might highlight changes in the “fur pattern” or “ear shape” concepts that would reclassify the image correctly.
Similarly, in audio classification, the conceptual counterfactual might focus on altering “beat regularity” or
“frequency band energy” to switch from one class to another. These high-level edits let end-users quickly
understand why a misclassification occurred and what conceptual changes could rectify it.

In addition, we demonstrate how the principle of minimality—making the smallest conceptual edits necessary
to achieve a different prediction—can ensure that the explanations are concise, meaningful, and easy to
interpret. Collectively, these insights pave the way for a more user-friendly generation of counterfactual
explanations in practical Al applications.
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2.1.3 Conceptual Counterfactuals using Graphs

Following this, Chapter 4 delves into the realm of graph-structured data. Graphs arise in numerous real-
world contexts—ranging from social networks and knowledge graphs to biological networks (e.g., molecules,
protein interactions) and sensor networks. In these domains, each node or subgraph can represent a concept
or cluster of features (such as a functional group in a molecule), and edges may capture relationships between
these concepts.

Within this chapter, we propose a method to decompose the graph into conceptual units that might reflect
structural or semantic properties (e.g., presence of a specific substructure in a molecule, or a particular
community structure in a social network). By adjusting these conceptual units—rather than just randomly
removing or adding edges—our counterfactual explanations can be significantly more interpretable and re-
latable to domain experts. For instance, a chemist investigating why a molecule was predicted to be toxic
might learn that the presence of a particular substructure or functional group was the crucial factor—and
that removing or altering it leads to a non-toxic classification.

Central to this chapter is the use of Graph Neural Networks (GNNs), which leverage graph topology and
node/edge feature embeddings to make predictions. We provide a mechanism to search through relevant
substructures and identify minimal conceptual changes within the graph that alter the GNN’s output. We
further show how domain experts can leverage these conceptual substructures to gain deeper insights into
complex graph-based Al applications, including molecular property prediction, fraud detection in financial
networks, or misinformation detection in social networks.

2.1.4 Optimal and Efficient Text Counterfactuals using GNN

Moving from images, audio, and graphs to the domain of natural language processing (NLP), Chapter 5
details how to generate optimal and efficient text counterfactuals using specialized graph constructs. Text-
based applications often require the ability to handle subtle changes, as a single word substitution can
significantly alter the meaning or sentiment of a sentence. However, not all word substitutions are equal:
some preserve semantic coherence, while others result in nonsensical or misleading statements.

Here, we introduce a bipartite graph structure that connects words in the original text with candidate
synonyms or paraphrases. We then utilize GNN-based techniques to optimize a multi-objective criterion: (1)
flipping the label of the classifier, (2) preserving semantic coherence, (3) maintaining grammatical correctness,
and (4) ensuring minimal total edits. By using GNNs to propagate signals about plausible word substitutions,
we prune the search space intelligently, identifying only those substitutions that are both valid and impactful.

This chapter highlights the importance of conceptual thinking even in text generation. Although we focus on
word-level changes, these words can be seen as “concept placeholders,” especially when they represent domain-
specific jargon, sentiment-laden terms, or other high-level semantic indicators. Moreover, we discuss potential
applications in fairness and bias mitigation, demonstrating how text counterfactuals can help identify and
fix model behaviors that disproportionately affect particular demographic groups.

2.1.5 Evaluation of Counterfactual Explanations

The strength of any XAI method—and especially counterfactual explanations—ultimately hinges on robust
evaluation metrics that can gauge the explanations’ quality, consistency, and utility. Chapter 6 addresses
this crucial topic by:

e Introducing domain-agnostic metrics (e.g., proximity, sparsity, plausibility, actionability) that can
be applied uniformly across multiple data modalities and tasks.

e Highlighting domain-specific considerations, such as ensuring grammatical correctness in text-
based counterfactuals or preserving physically plausible changes in image- or audio-based ones.

e Discussing the inconsistency problem in counterfactual explanations, where multiple distinct sets
of minimal changes may produce the same outcome shift. In some cases, this can be valuable—since it
presents different “paths” to the same goal—but it can also generate confusion if the user lacks a clear
ranking or prioritization of these alternatives.
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We also introduce new metrics specific to conceptual counterfactuals, such as whether the chosen concepts
align with human intuition and how effectively the user can implement or act upon the recommended concep-
tual changes. The chapter concludes with methodologies for systematically testing these metrics in large-scale
experiments.

Chapters 7 and 8 then offer specialized evaluation methods, applying conceptual counterfactuals to generative
tasks such as story visualization and image captioning. These chapters illustrate how conceptual edits can
identify and rectify problems like “hallucinations” (when a model inserts details that are not present in the
input) and other generative inaccuracies. By framing generative evaluation around conceptual counterfactu-
als, we show how developers and practitioners can gain deeper insights into why a generative model fails and
how to steer it toward producing more coherent and trustworthy outputs.

Explanaible Metric for Story Visualization through Counterfactual Explanations

Chapter 8 applies conceptual counterfactuals to story visualization, where models generate image sequences
from textual narratives. This task poses interpretability challenges because each textual segment can trigger
changes in the generated scenes, risking hallucinations (fabricated details) or omissions of crucial elements. By
framing these errors through conceptual edits—e.g., adding or removing objects, attributes, or characters—we
reveal how the generative model responds to specific narrative concepts.

e Conceptual Edits: We define high-level visual concepts (e.g., “character X,” “blue hat,” “mountain
background”) based on the story text. By altering these concepts, we track how the model’s outputs
change, highlighting dependencies between textual cues and visual content.

e Evaluation: Through quantitative and qualitative analysis, we show how conceptual counterfactuals
help diagnose generative inaccuracies, reduce unwarranted hallucinations, and improve coherence across
sequential images. This approach offers a more precise and intuitive means to refine and control story
visualization models compared to pixel-level or purely textual interventions.

Explainable Metric for Hallucination Detection in Image Captioning

Chapter 9 extends the idea of conceptual counterfactuals to image captioning, a domain where Al models
risk describing nonexistent objects or mislabeling attributes. By focusing on a set of visual concepts (e.g.,
“dog,” “table,” “red color”) derived from the image, we can remove or replace these concepts and observe
whether the model’s textual output changes accordingly. When the caption persists in mentioning a concept
that was removed, we identify a hallucination.

e Conceptual Consistency: We introduce a new metric assessing alignment between detected im-
age concepts and captioned concepts, providing clearer insights than traditional metrics (e.g., BLEU,
CIDEr) for detecting fabricated elements.

e Applications: Beyond just detecting hallucinations, these conceptual edits enable interactive correc-
tion. By systematically identifying and removing unreliable concepts, we can fine-tune the model to
generate more trustworthy and faithful captions.

Counterfactual Generation for Improving Reasoning Abilities of LLMs

Chapter 10 introduces a novel approach for enhancing the reasoning capabilities of LLMs) through the
generation and usage of counterfactual riddles. By producing pairs of analogous riddles set in different
contexts—yet tied together by the same logical pathways—this technique (dubbed RISCORE) improves
generalization and performance across diverse puzzle-solving tasks. Notably, experimental findings on both
lateral and vertical reasoning benchmarks indicate that providing these context-reconstructed exemplars in
a few-shot setup significantly outperforms standard prompting methods, highlighting the value of focusing
on consistent reasoning structures rather than superficial semantic cues.

Counterfactuals in LLM-Driven Product Recommendations

Lastly, in the field of LLMs, Chapter 11 demonstrates how counterfactual explanations can provide valuable
insights into the decision-making processes of different LLMs when they function as product recommenders.
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Specifically, this chapter delves into how subtle manipulations in product descriptions—particularly those
employing psychological biases—can exert a surprisingly strong influence on how LLMs rank and recommend
items. Traditionally, counterfactual explanations have focused on classification tasks, but here they are
repurposed to introduce strategic edits in descriptions that exploit human cognitive tendencies such as social
proof, discount framing, scarcity, and exclusivity. Through both expert-crafted and automatically generated
text modifications, the authors show that these seemingly innocuous insertions can significantly elevate or
diminish a product’s visibility within LLM-based recommendation lists.

The experiments employ small synthetic datasets (e.g., coffee machines, cameras, books) alongside real-world
Amazon product data to assess consistency of the effects. Across multiple LLMs—from open-source (Llama)
to proprietary (Claude, Mistral)—biases like social proof and discount framing consistently boost a product’s
ranking, while scarcity or exclusivity often prove detrimental. Attempts to counteract these attacks by in-
structing models to ignore persuasive language only modestly reduce their influence. The findings underscore
the need for more rigorous defenses: as LLMs become integral to personalized e-commerce and information
systems, subtle adversarial wording can undercut fairness and reliability in Al-driven recommendations.

2.2 Structure of the Thesis

Bringing all these ideas together, the thesis is organized as follows:

e Chapter 3 — Background Material: A comprehensive review of Explainable AI, the fundamentals of
counterfactual explanations, and existing metrics for evaluating them. This chapter lays the theoretical
groundwork for the subsequent chapters.

e Chapter 4 — Framework for Computing Conceptual Counterfactual Fxplanations: The first core con-
tribution, presenting our overarching framework for conceptual counterfactuals. We introduce the ex-
planation dataset, define key concepts, and detail an algorithm for computing counterfactuals entirely
at the concept level.

e Chapter 5 — Conceptual Counterfactuals using Graphs: We adapt the conceptual counterfactual
paradigm to graph-structured data, proposing methods to leverage GNNs for interpretable edits on
subgraph concepts.

e Chapter 6 — Optimal and Efficient Text Counterfactuals using GNN: A foray into natural language
processing, showing how bipartite graphs and GNNs can be used to generate minimal text edits that
shift a classifier’s prediction while preserving semantic and grammatical integrity.

e Chapter 7 — Evaluation of Counterfactual Explanations: An in-depth look at metrics and method-
ologies for assessing the quality of counterfactual explanations, including domain-agnostic and domain-
specific measures. We discuss the inconsistency of counterfactual methods and introduce novel ap-
proaches to mitigate and interpret multiple solution paths.

e Chapter 8 — FExplainable Metric for Story Visualization through Counterfactual Explanations: We
demonstrate how conceptual counterfactuals can serve as an explanatory tool in generative tasks like
story visualization, detecting and revising problematic generative outputs.

e Chapter 9 — Explainable Metric for Hallucination Detection in Image Captioning: Extending the gen-
erative analysis further, we develop a conceptual counterfactual-based framework to identify, measure,
and address hallucinations in image captioning systems.

e Chapter 10 — Counterfactual Generation for Improving Reasoning Abilities of LLMs: Building on
previous chapters, we propose a novel strategy that uses counterfactual riddles to improve large language
models’ consistency, adaptability, and overall reasoning performance.

e Chapter 11 — Counterfactuals in LLM-Driven Product Recommendations: Counterfactual explana-
tions, repurposed from their traditional role in classification, demonstrate in this chapter how mini-
mal, bias-driven edits to product descriptions can significantly manipulate LLM-based recommendation
rankings.
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e Chapter 12 — Conclusion: A concise reflection on the thesis contributions, insights gained, and an
outlook on future research directions. We highlight how conceptual counterfactuals can be extended or
combined with other emerging topics, including causal inference, reinforcement learning, and federated
settings.

In sum, this thesis presents an thorough exploration of conceptual counterfactual explanations, elucidating
how these methods enhance interpretability, actionability, and trust in Al systems. By consolidating theoret-
ical foundations with practical algorithms and robust evaluation protocols, we illustrate the versatility and
impact of conceptual thinking in the ongoing quest to make AI models more understandable. Our contribu-
tions signify a meaningful step toward bridging the gap between how models compute and how humans think,
ultimately fostering more symbiotic and responsible relationships between Al technologies and the societies
they serve.
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Chapter 3

Background Material

In this chapter, the focus is on providing a comprehensive overview of the background material relating
to eXplainable AI (XAI), especially focusing at the role of counterfactual explanations. The discussion
will explore the relationship between semantics and counterfactual explanations, emphasizing how semantics
enhance the interpretability of Al models. Furthermore, it addresses the challenges associated with evaluating
these methods, with a focus on key concepts crucial to the framework. As required, any additional background
material deemed necessary will be provided at the beginning of each subsequent chapter.

3.1 Explainable Al

Public concerns about biases in machine learning (ML) models have heightened the demand for transparent
AT [107, 12]. End users are increasingly recognizing that reliable AI outputs must be accompanied by clear
explanations to foster trust. This trust is crucial for organizations, governments, and professionals to con-
fidently integrate AI tools into their workflows. However, traditional means of explaining and establishing
trust in software, such as code inspection, understanding program logic, or thorough testing, are not feasible
with complex Al systems, necessitating alternatives like self-explanatory Al systems or external Al audits
[56, 60, 83]. The “black box” problem, which became widely recognized with the spread of ML tools to
end-users, has long been a challenge for researchers in the deep learning field [4]. Large language models
(LLMSs) [340, 263, 7, 345] and Large Vision Languge Models [51, 403], for example, are often used as black
boxes by many, emphasizing the necessity for increased transparency. This has made the need for explain-
able AI (XAI) crucial to render these processes transparent and understandable in human-AT interactions.
Furthermore, explanations not only help in identifying errors but also provide opportunities for enhancing Al
systems, leading to the emergence of Explanation Engineering, a field focused on integrating explainability
systematically into Al designs.

Despite its importance, explainability remains a vague term without a formal, universally accepted definition,
largely because it is investigated from various perspectives each time and across various domains. Authors
often use the term broadly, leaving its specific interpretation to the reader’s intended use. While satisfactory
explanations vary by scenario, certain aspects consistently appear across most definitions [12].

Audience The explanation for any Al system must be tailored to its specific audience, which can vary
widely. For instance, consider a cancer detection model that detects and classifies the stages of cancer in an
X-ray [151]. Each audience requires a different type of explanation:

e Al Engineer: A “good explanation” for an Al engineer would involve technical details, such as a cancer
being identified because an area in the image shows abnormal brightness compared to the surrounding
areas.

e Domain Specialist (Oncologist): For an oncologist, the explanation might focus on medical specifics,
such as a cancer being identified due to “calcification,” which refers to the accumulation of calcium
deposits within tissues, appearing as a bright blob on the X-ray.
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e End User (Patient): Patients, who need to feel confident in the diagnosis, are generally not concerned
with the technical workings of the model or the specific terminology used to describe features in the
X-ray. Therefore, the explanation for them should focus on how accurately the system has performed
in similar cases.

e Lawmakers, Insurance Companies, and Hospitals: Decision-makers in the healthcare system,
such as lawmakers, insurance companies, and hospitals that are considering using the model clinically,
will want to know if the AI system’s decision-making aligns with that of doctors in general [336, 274].

Each explanation is crafted to meet the needs and understanding of different stakeholders involved in the use
and impact of the AI system.

Level of Explanation Explanations in this context are generally divided into two main types: global and
local. Global explanations are designed to illuminate the model’s decision-making process as a whole. They
provide a comprehensive view of the model’s operations across the entire dataset and assess the relative
importance of different variables. For example, global explanations can reveal how significantly each feature
influences the model’s predictions across all data, potentially uncovering unwanted biases. This approach
is particularly valuable for understanding the model’s overall behavior and for communicating insights to
stakeholders. Conversely, local explanations focus on individual predictions. They explore the reasons behind
a specific prediction made by the model. Local explanations are essential when it is important to understand
particular outcomes, such as in scenarios involving medical diagnoses or loan approvals. In general, global
explanations offer a macro-level perspective of the model’s functionality, while local explanations provide a
micro-level view of specific predictions. It is worth noting that these types of explanations are not mutually
exclusive, as there are cases where the local behavior can be interpreted using global explanations and vice
versa. Our proposed algorithms also provide a method for calculating global explanations using a set of local
ones.

Access to model The differences in model access can lead to diverse methods of retrieving explanations.
“White box” explainability methods necessitate access to the model’s internals, such as the weights of the
neural network [100, 348]. However, the applicability of such algorithms is somewhat restricted as they
are typically confined to proprietary models. Moreover, these algorithms generally lack the flexibility to be
transferable across different models, domains, or modalities. On the other hand, “black box” explainability
methods aim to decipher the decision-making of a model by analyzing only the input-output relationships.
This type of explanation is inherently adaptable and can be transferred across a variety of problems. Nev-
ertheless, a significant drawback of "black box" explanations is that they might yield misleading insights, as
they do not consider the model’s internal mechanisms [50, 307]. From our perspective, accessing the weights
of a proprietary model poses a formidable object, whereas enhancing “black box” explainability methods may
offer a more feasible solution. Thus, our framework is dedicated to crafting explanations strictly from a “black
box” approach.

Forms of Explanations XAI employs a range of explanation types to make AI decisions both understand-
able and interpretable. Among these, “counterfactual explanations” stand out by illustrating the minimal
changes required in the input to alter a decision, effectively showing how small adjustments can lead to
different outcomes. Additionally, “rule-based” explanations articulate the decision-making process through
a set of human-readable rules, often derived from decision trees or rule extraction algorithms. Another in-
sightful approach within XAI involves the use of prototypes [239]—representative examples from the dataset
that exemplify the key characteristics of specific decisions or output classes. These “prototypes”’ act as ex-
emplars, simplifying complex models by showcasing typical instances that influence the model’s predictions.
In our research, we explore these diverse forms to assess their effectiveness and relevance. Nonetheless, our
proposed framework primarily focuses on generating counterfactual explanations. This choice is influenced
by their philosophical roots and their alignment with counterfactual thinking—a natural human cognitive
process [30]. By considering alternative realities, counterfactual explanations help us intuitively grasp how
decisions are made, thereby playing a vital role in XAI.
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3.2 Counterfactual Explanations

Counterfactual explanations have their roots in philosophy [97] where counterfactual thinking [30] involves
considering alternative realities and outcomes that are different from the actual ones. Counterfactual expla-
nations are a specialized type of explanation in the realm of machine learning that provide insightful “what
if” scenarios. Specifically, they illustrate how the output of a machine learning model would change if an
input data point were modified from its original value x to a new value x’, consequently altering the model’s
prediction from y to y’. This form of explanation is particularly valued for its intuitiveness and clarity,
making complex model behaviors more accessible and understandable to users.

A practical example, inspired by GDPR regulations, involves querying a bank’s Al system that has denied a
loan application with the question, “What would need to change for my loan to be approved?” This inquiry
can yield a range of possible answer combinations. The algorithm aims to identify the solution that requires
the smallest adjustments, tailored specifically to the situation, while remaining practical and actionable in
real-world scenarios[277]. A critical aspect of counterfactual explanations is their reliance on concepts of
distance and similarity.

However, the similarity may not always be clear and understandable to an end-user, as it could potentially
constitute an adversarial example that is indistinguishable from the original data sample. Instead, recent
ideas suggest that the notion of minimality in the context of counterfactuals should refer to the semantics of
the data sample rather than the feature space [354]. Numeric representations of real-world phenomena based
on low-level features, such as pixel brightness or sound frequency, are not helpful or trustworthy to humans
[307]. Humans prefer intuitive, high-level criteria when describing the factors that direct their decisions. For
example, how “furry” a dog is or how “dry” a cough sounds when determining a dog breed or a respiratory
issue, respectively. Low-level features may be useful information for machine predictions, but not for human-
readable explanations. However, there is no mathematical difference between a vector representing low-level
characteristics (e.g., pixel values) and one representing ally rich features [27]. This makes it feasible to
create systems that provide counterfactual explanations in terms of semantic features instead of low-level
characteristics. This argument has been grounded both theoretically and practically by the community. [27]
demonstrates the equivalence between counterexamples and adversarial examples in cases where higher-level
semantics are not employed.

Furthermore, recent research has explored diverse approaches to provide explanations that incorporate the
semantic aspects of input data. For example, [100] utilize the intermediate output of a classifier to capture
higher-level information concerning the input image. |[8], on the other hand, infer an image’s semantic
concepts (referred to as "xconcepts") by clustering the outputs of these features, assuming that elements
within the same cluster share semantic similarities. Meanwhile, [348] employ an external neural network to
generate semantic embeddings of these features, with the notion that proximate embeddings signify semantic
equivalence. All of these algorithms employ distinct methodologies to estimate the semantic relationships
among the elements depicted in images.

Counterfactual Explanations in Visual Classification also involve methods of pixel-level editing aimed at
identifying and modifying key areas of an image that significantly influence the predictions of the model [100,
348, 13]. These methods, some of which incorporate sophisticated generative technologies, serve as a critical
component in understanding and adjusting the decision-making processes of visual classifiers.

In contrast to other counterfactual methods that extract features, the Counterfactual Visual Explanations
(CVE) proposed by [348] are distinguished by their focus on ensuring semantic consistency during the ex-
change of local regions. This is achieved through an auxiliary component that assesses semantic similarity,
enhancing the relevance and accuracy of pixel-level comparisons. This semantically oriented strategy not
only establishes a standard for pixel-level evaluation but also sets it apart from methodologies that require
direct access to classifiers, highlighting a key differentiation from our own approach. Additionally, a separate
line of research delves into the modification of human-understandable concepts to generate Counterfactual
Explanations (CEs). This approach prioritizes the clarity and interpretability of the edits, aiming to bridge
the gap between machine learning outputs and human cognitive processes.

The aforementioned approaches have the capability to generate local counterfactual explanations by lever-
aging the semantic attributes of input instances. However, these methodologies exhibit certain limitations.
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Chapter 3. Background Material

Firstly, they require “white-box” access to the classifier, a condition that is exceptionally uncommon and
applicable primarily within a developer-centric context.

Secondly, their applicability is constrained to specific model types, predominantly Convolutional Neural
Networks (CNNs), and is restricted to a particular input domain, namely images. Thirdly, these methods
do not permit users to specify the features they deem as meaningful for the explanations. In the realm of
explainability, it is crucial to acknowledge that different users possess distinct terminologies and expectations
regarding the depth of abstraction in explanations, as it is already discussed in 3.1. Consequently, the choice
of data used for explanation generation should encompass semantic information tailored to the requisite level
of abstraction, aligning with the specific use-case at hand.

Additional techniques that have been proposed [277] describe these explanations as “feasible paths” within
the data that adhere to the data’s distribution and meet both feasibility and actionability requirements. [415]
use a text-to-image generative adversarial network to create counterfactual visual explanations, a method
that also incorporates external knowledge rather than relying solely on a model’s predefined features and
classes. For numeric tabular data, [98] have devised a heuristic approach to identify the smallest necessary
changes for altering a classifier’s prediction, complemented by a visualization tool for users.

It’s important to note that these techniques are not actively employed in NLP, a domain where the capacity
to easily generate high-quality data has greatly enhanced the development of counterfactual explanations. In
this context, most methodologies are geared towards producing new counterfactual instances, going beyond
mere explanations to actually modify elements of the text to illustrate alternative outcomes [302, 31, 375,
133, 183, 304, 41].

For instance, tools like MiCE [302] and DoCoGen [31] focus on optimizing text modifications based on the
output of a specific predictor, g(). They achieve this by pseudo-randomly masking words and optimizing the
suggested replacements to alter ¢g’s output. In contrast, tools like Polyjuice [375] target generic text pertur-
bations that shift the semantic meaning of sentences without being tied to any particular predictor. These
are considered general-purpose counterfactuals and are versatile, used for everything from data augmentation
to generating counterfactual explanations or tailoring to specific tasks or datasets.

Additionally, a significant group of editors is dedicated to creating adversarial examples, which are designed to
uncover and highlight vulnerabilities in classifiers. Unlike other counterfactual editors, these do not necessarily
strive for minimal or fluent edits and may introduce noise among other changes. Notable examples within
the NLP field include TextFooler [133] and Bert-Attack [183], both integrated into the TextAttack framework
[251]. These methods typically use gradient descent on text instances to modify the class prediction of a
model while optimizing other metrics.

Rather than generating random permutations to create counterexamples, some editors focus only on modi-
fying key features of a text. The importance of these features is determined in various ways, such as training
a classifier to detect correlations between terms and tasks, assessing the impact of feature deletion on pre-
dictions, or leveraging a predictor’s attention mechanisms. Important terms may then be replaced with
synonyms, antonyms, significant terms from other tasks, or through the use of pre-trained seq2seq models
[229, 302, 375, 79].

3.3 Evaluation of AI Counterfactual Methods

The primary goal of counterfactual explanations is to identify what specific aspects of the input data would
need to be different to achieve an alternative outcome. This process not only sheds light on the sensitivity of
the model’s output to various inputs but also helps in debugging and refining the model by understanding
pivotal input factors. In essence, these explanations provide a minimal set of changes required to a given
data sample that, if applied, would change the model’s output. This minimalism helps in pinpointing the
most influential data features, simplifying the often complex interplay of variables in data-driven models.

Such explanations play a crucial role in areas where understanding the decision-making process of Al systems
is essential, such as in credit scoring, healthcare diagnostics, and other high-stakes environments. By enabling
a clearer view of how different inputs affect outputs, counterfactual explanations foster greater trust and
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transparency in Al systems. They allow stakeholders to make more informed decisions about deploying Al
systems in real-world scenarios, ensuring that these systems operate fairly and effectively [106].
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Chapter 4

Framework for Computing Conceptual
Counterfactual Explanations

4.1 Introduction

The effectiveness of Conceptual XAI methods is significantly influenced by the semantic context within which
the data is interpreted [148]. This implies that the meaningfulness and interpretability of the data are crucial
for these AI methodologies to function properly. Highlighting the importance of semantics [27] emphasize
that “there is no explanation without semantics.” They further solidify this viewpoint by providing a formal
proof, which establishes that the presence of semantic elements is what distinctly separates counterfactual
explanations from adversarial examples. This distinction is critical because while both counterfactual ex-
planations and adversarial examples modify inputs to alter Al outputs, counterfactual explanations aim to
provide insights into the decision-making process by illustrating how changes in input can lead to different
outcomes, whereas adversarial examples typically aim to deceive the AI system. Thus, understanding and
integrating the semantic context is essential for developing effective Conceptual XAI strategies.

Semantics adds crucial information to instances, but acquiring this data can be challenging. For example, in
systems that identify cancer through X-rays, semantic information is only obtained after doctors annotate
the images. The importance of annotations in creating conceptual counterfactual explanations was first
emphasized in [84, 58, 59], which introduced the concept of an “Explanation Dataset.” This dataset comprises
instances accompanied by semantic annotations and serves as a foundation for generating various explanations
for models, such as rule-based explanations [193|, counterfactual explanations, and others. The concept and
utility of the Explanation Dataset have been extensively discussed in [84, 58|, including a brief overview of
its background and the formalization process used.

The Explanation Dataset was introduced within the formalism of Description Logics (DLs) [14]. It establishes
specific assumptions regarding the structure of Description Logics (DL) knowledge bases. To elaborate, it
defines a vocabulary ¥V = (CN,RN,IN), where CN,RN,IN are finite, mutually exclusive sets encompassing
concept, role, and individual names. Within this context, one conceives K = (A, T) as a knowledge base,
where the ABox A consists of assertions in the form of C(a) and r(a,b), with C € CN, r € RN, and a,b € IN.
Simultaneously, the TBox T comprises terminological axioms, taking the form of C & D with C,D € CN
or r C s with ;s € RN. Here, the symbol ‘C’ signifies inclusion or subsumption. For instance, within this
framework, a concept name (in CN) could be denoted as Dog, an individual name (in IN) might represent a
specific dog, such as Lassie, and a role name (in RN) could define a relation, such as “eating”. Consequently,
an ABox could contain an assertion like Dog(Lassie), signifying that Lassie is characterized as a Dog, while a
TBox could include the axiom Dog C Animal, conveying that all dogs are categorized as animals (with Animal
also being a concept name in CN).

In such a knowledge base, both the ABox and the TBox can be represented as labeled graphs. To elaborate,
an ABox A can be denoted as the graph (V| E, ¢y, £g) (referred to as an “ABox graph”). In this context,
V' = IN represents the set of nodes, E = {{a,b) | r(a,b) € A} C IN x IN signifies the collection of labeled

61



Chapter 4. Framework for Computing Conceptual Counterfactual Explanations

edges, fy : V — 2N with ¢y (a) = {C | C(a) € A} serves as the node labeling function, and ¢ : E — 28N
with ¢g(a,b) = {r | r(a,b) € A} functions as the edge labeling function.

Meanwhile, a TBox T that exclusively contains hierarchies of concepts and roles can be represented as a
directed graph (V, E) (referred to as a "TBox graph"). In this scenario, V.= CNURN U {T} constitutes
the set of nodes. The set of edges E encompasses an edge for each axiom in the TBox, in addition to edges
originating from atoms that solely appear on the right side of subsumption axioms and atoms that do not
appear in the TBox, all leading to the T node. More formally, this is expressed as:

E={{ab) |l aCbeT}tU{{(a, T)|[cCaeTAaCLdgZTANc,de CNURN}U{(a,T) |a ¢&sig(T)}.

It’s important to note that this notation employs an overloaded symbol T, which represents both the universal
concept and the universal role. Lastly, we define classifiers as functions F' : D — C, where D denotes the
domain of the classifier, and C comprises the set of class names.

The initial step in attempting to comprehend a black box system involves the crucial decision of selecting
the data to input into it. In this study, we delve into the advantages of supplying it with data that is
enriched by information readily available in a knowledge base. This data is represented as what we refer to as
"exemplars," which are essentially individuals described within the underlying knowledge and can be mapped
to the feature space used by the classifier. Gathering this semantic information to characterize exemplars
can be accomplished through various means: it can be sourced from publicly available knowledge graphs
on the internet (such as WordNet [243]), extracted using knowledge extraction techniques (like scene graph
generation), or ideally, provided by domain experts.

To illustrate, consider a motivating example where a collection of X-ray images has been meticulously an-
notated by medical professionals. These annotations, using standardized medical terminology, have been
translated into a description logics knowledge base. Possessing such a set of exemplars empowers us to fur-
nish explanations grounded in the underlying knowledge rather than being confined solely to the classifier’s
features.

In this study, we delve into the advantages of supplying it with data that is enriched by information readily
available in a knowledge base. This data is represented as what we refer to as "exemplars," which are
essentially individuals described within the underlying knowledge and can be mapped to the feature space
used by the classifier. Gathering this semantic information to characterize exemplars can be accomplished
through various means: it can be sourced from publicly available knowledge graphs on the internet (such as
WordNet [243]), extracted using knowledge extraction techniques (like scene graph generation), or ideally,
provided by domain experts.

Thus, the definition of the Explanation Dataset as presented in [84, 58] is the following:

Definition 1 (Explanation Dataset [84, 58]). Let D be a domain of item feature data, C a set of classes, and
VY = (IN,CN, RN) a vocabulary such that C U {Exemplar} C CN. Let also EN C IN be a set of exemplars. An
explanation dataset £ in terms of D, C, V is a tuple € = (M, K), where M : EN — D is a mapping from the
exemplars to the item feature data, and K = (T, A) is a DL knowledge base over V such that Exemplar(a) € A
iff a € EN, the elements of C do not appear in IC, and Exemplar and the elements of EN do not appear in T .

In this chapter, we introduce an efficient algorithm that builds upon these definitions and offers counterfactual
explanations within the context of knowledge graphs. Within this framework, we also present an algorithm
for generating such explanations, making certain assumptions about the underlying knowledge.

4.2 Counterfactual Explanations in Terms of the Explanation
Dataset

Intuitively, an explanation dataset comprises items for which we possess readily available semantic informa-
tion, coupled with a feature representation suitable for input to the classifier. To distinguish these individuals
that can be mapped by M to the classifier’s domain, we introduce the concept name Exemplar. Notably,
Exemplar is deliberately excluded from the TBox to prevent potential complexities that could arise from
reasoning processes. Given that counterfactual explanations aim to address the question of “What changes
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are necessary for a data sample to be classified into class B rather than class A,” they often manifest in the
form of “input edits.” Within this context, counterfactual explanations take on the shape of what we refer
to as “semantic edits”, which are employed on an ABox linked to an explanation dataset. To clarify, when
we have an exemplar and a target class in mind, our objective is to identify a series of modifications that,
when implemented on the ABox, result in the exemplar becoming indistinguishable from any other exemplar
classified within the desired class.

Definition 2 (Counterfactual Explanation [58]). Let F': D — C be a classifier and (M, K) an explanation
dataset where M : EN — D is a mapping function, EN is a set of exemplars and K = (A, T) is a knowledge
base. A counterfactual explanation for an exemplar a € EN and class C' € C is a tuple {(c, E) where ¢ € EN
and F(M(c)) = C, and E is a set of edit operations that when applied on the connected component of a on
the ABox graph make it equal to the connected component of c. An edit operation on an ABox can be any of:

e Replacement of assertion D(a) with E(a), symbolized ep_, g

e Replacement of r(a,b) with s(a,b), symbolized e,

e Deletion of D(a) or r(a,b), symbolized ep_,1 or e,_7

e Insertion of D(a) or r(a,b), symbolized eT_,p or eT_,,
where D, E € CN and r,s € RN.

For example, consider an image classifier F' that classifies to the classes C = {WildAnimal, DomesticAnimal},
and two exemplars ey, ez each classified to a different class: F'(e;) = WildAnimal and F(ez) = DomesticAnimal.
The connected components of each exemplar in the ABox graph might be:

A., = {Exemplar(e;), depicts(ey, a), depicts(ey, b), isIn(a, b), Animal(a), Forest(b) }

A, = {Exemplar(ez), depicts(ez, c), depicts(ez, d), isIn(c, d), Animal(c), Bedroom(d) }

Then an explanation for exemplar e; and class DomesticAnimal would be the replacement of assertion Forest(b)
with Bedroom(b), which would be symbolized (es, {€Forest—Bedroom }) and it would be interpreted by a user
as “If image e; depicted animal a in a Bedroom instead of a Forest, then the image would be classified as a
DomesticAnimal”. Of course there is no way to know if the image e; with the Forest replaced with a Bedroom
would be classified to the target class, because we do not have a way to edit the pixels of the image and feed
it to the classifier. The explanation however provides useful information to the user and can potentially aid
in the detection of biases of the classifier. For example, after viewing this explanation, the user might choose
to feed the classifier images depicting wild animals in bedrooms to see whether or not they are misclassified
as domestic animals.

Global Edits

To offer the end user more comprehensive insights, we can aggregate counterfactual explanations for multiple
exemplars aiming to transition to a desired class. This allows us to present statistical information regarding
the alterations that tend to influence the classifier’s prediction, constituting a sort of “global” explanation.

For example, one could ask “What are the most common semantic edits that when applied on exemplars
depicting bedrooms lead to them to be classified as wild animals?”. To achieve this, we begin by computing
the multiset G, which comprises all counterfactual explanations derived from each exemplar within the source
subset transitioning to the target class. Subsequently, we present the user with the importance of each atom
in terms of its impact on changing the prediction from the source exemplars to the target class.

This importance is quantified as follows:

{eay € G} = Heyoa € G
4

Importance(y) =

where ,z,y € CN, or z,y € RN.
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Here, z and y can both belong to either CN (concept names) or RN (role names), and the formula calculates
the significance of each atom based on the frequency of transitions from z to y compared to transitions from
y to z, normalized by the size of the multiset G.

In essence, the significance of an atom reflects the frequency with which it is incorporated into semantic edits
within a collection of counterfactual explanations. A negative significance would suggest that the atom tends
to be omitted, either through replacement or by the deletion of assertions.

For instance, one can assemble a group of exemplars classified as WildAnimal and their respective counterfac-
tual explanations aimed at transitioning to the target class DomesticAnimal. From this, we can calculate the
significance of the presence (or absence) of a concept or a role, shedding light on their role in distinguishing
between these two classes.

Mathematically, the above procedure can be expressed by introducing the following definitions.

Definition 3 (Regional of Explanation Dataset). Let CN be a set of concept names, Q be a set of concepts
Q C CN, and D = {z;,C;} be an explanation dataset. A region of D with description Q is the subset
Rgo C D of the explanation dataset for which: (z;,C;) € Rg <= Ve¢1 € Q,3ca € Ci:ca C ¢y

A region within an explanation dataset represents a subset that meets specific constraints, functioning essen-
tially as a query. For instance, consider a region description C = {Animal}; then the region Rg will include
any samples (x;, C;) from the explanation dataset where their semantic description C; contains any concept
c that falls under the category Animal as defined by the TBox.

Global counterfactual explanations are then derived as statistical measures across all optimal local counter-
factual explanations from the elements within a region. These explanations specifically assess the frequency
of concept introduction (through replacement or insertion) and calculate the frequency of their removal.

Definition 4 (Global Counterfactual Explanation). Let Rg be a region of an explanation dataset, and
Er, be the multi set containing the labels of optimal local counterfactual explanations from each element
of Rg to the desired class. Given a set of concepts C C CN, a global counterfactual explanation is

an assignment of importance to every concept C € C, where the importance of a concept C is defined as:

ex—cEER —|{ecs+€ER
Itermc RQL‘%QL‘{ e RQH, where x € CN

Consider an explanation dataset for a classifier that decides whether an image depicts a bedroom or
a veterinarian’s office. A segment of this dataset, described by {Animal}, includes three elements:
(x1,{Cat, Dog}), (w2, {Insect}), (z3, {Human, Sofa}). The classifier identifies the first image as a “veterinar-
ian’s office” and the other two as bedrooms. The optimal local counterfactual explanations for each el-

ement to the class veterinarian’s office might be: E; = ) (since x; is already classified as desired),
E5 = {€THuman, €insect—Cat }> and F3 = {€Human—Cat; €sofa—sT ;- The collection Fr., which contains all labels
from the optimal counterfactual explanations, will be Er, = {€T_Human, €insect—Cats EHuman—sCats €Sofa—sT J-

Consequently, a generalized counterfactual explanation for this segment would be: a) Cat with importance
%, b) Insect and Sofa with importance —%, and ¢) Human with importance 0. A negative importance implies
that the concept is usually removed, whereas a positive importance indicates its introduction.

4.3 Algorithm for Computing Conceptual Counterfactual Explana-
tions using only Concepts

Unfortunately, computing the graph edit distance is NP-hard [401], and even though there are optimized
algorithms for its computation [3], it will not be feasible for explanation datasets with a large number of
exemplars. Therefore, the first approximation we propose to efficiently calculate semantic counterfactual
explanations is to remove the information on the edges and transform the problem from calculating the
graph edit distance to calculating the simpler set edit distance. Thus, an instance that contains a Cat on a
Couch will be described only by the objects Cat and Couch.

Additionally, to generate the proposed counterfactual explanations in a practical setting, the use of a classifier
denoted as F', an explanation dataset D, and a TBox T are required. The process of computing explanations
involves three key steps. Initially, a graph, as defined in Definition 1, is constructed. Subsequently, suitable
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paths within this graph are identified, and finally, for generalized counterfactual explanations, these paths are
aggregated to calculate their importance based on Definition 8. An overview of the graph creation process is
depicted in Algorithm 1.

The concept distance between two concepts is determined by identifying the shortest path on an undirected
TBox graph. This calculation employs Dijkstra’s algorithm, which operates with a complexity of O(|CN| +
|T'|log |CNY).

In calculating the Concept Set Edit Distance, as outlined in Definition 4, from a set of concepts A to a set
of concepts B, common elements are first removed from both sets. A bipartite graph is then established in
O(]A||B]) time, where each element of A is connected to all elements of B with edges weighted by their concept
distances. The minimum weight full matching of this bipartite graph is computed using an implementation
of Karp’s algorithm, achieving a time complexity of O(|.A||B|log|B|).

The graph required for generating counterfactual explanations is created using Algorithm 1, with the total
time for creation being O((n + tlogn)m*k?logm), where n represents the size of |CN|, m the maximum
cardinality of a set of concepts, k the size of the explanation dataset, and ¢ the size of the TBox. This graph
creation is performed only once per explanation dataset and TBox.

For the computation of local counterfactual explanations as per Definition 6, the already constructed graph,
inclusive of edge costs and labels, is utilized. Dijkstra’s algorithm is again employed to ascertain the shortest
path.

To effectively tackle the edit distance problem, it is critical first to ascertain the cost associated with each
modification. Our primary goal is to develop counterfactual explanations that not only retain but closely
mirror the original exemplars in terms of semantic content. This necessitates that the cost of an edit accurately
represents the extent of semantic alteration inflicted upon the exemplar post-edit. Moreover, it is paramount
that these edits maintain a level of transparency, ensuring that explanations provided to users are both
comprehensive and easily comprehensible. For example, while the proximity of concepts might be quantifiable
through their embedded representations within a word embedding system or a graph neural network, such
metrics may fail to clarify the rationale behind the perceived closeness or distance of these concepts. Thus,
the methodologies employed in these calculations should be explicit and clear.

In our approach, we harness the informational capacity of the TBox. Specifically, when addressing the first
type of ABox edits, which involve replacing one concept assertion with another e4_, g, we determine the cost
of substituting concept A for concept B based on their proximity within the TBox graph. This calculation is
done without considering the directionality of the edges in the graph. For instance, if we consider a specific
TBox setup:

T = {Cat C Mammal, Dog C Mammal, Ant C Insect, Mammal C Animal, Insect C Animal}

the cost of replacing a Cat(a) assertion with Mammal(a) would be 1, the cost of replacing Cat(a) with Dog(a)
would be 2, and the cost of replacing Cat(a) with Ant(a) would be 4. Similarly, the cost of replacing a role
assertion r(a,b) with s(a,b) (symbolized e,_,) is assigned as the shortest path distance on the undirected
TBox graph from r to s. It is important to note that this may not necessarily be the optimal method for
computing semantic similarities of concepts and roles, as other measures exist in the literature [49].

In the process of adding/removing concept, represented by the notation et_,,, costs are determined based
on how far the inserted atom (a concept or a role) is from the T node within the TBox graph. This structure
implies that inserting atoms that are more specific incurs a higher cost compared to those that are more
general. Similarly, when removing atoms, as denoted by e,_, T, the cost also depends on the proximity of
the concept or role being deleted to the T node in the undirected TBox graph. Thus, the deletion of more
specific concepts and roles is more costly.

Moreover, the system allows for the manual adjustment of costs by users, which can be particularly useful in
applications where certain modifications are impractical or impossible in real-life scenarios. For instance, in
cases where exemplars represent individuals and concepts symbolize their age groups, such as Young and Old,
the edit eold—young might be deemed unrealistic, as it would necessitate an impossible reversal of time. This
type of constraint is commonly referred to as an “actionability constraint” [322, 237]. In such scenarios, an
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Algorithm 1: Explanation Graph Construction

Data: A classifier F', an explanation dataset D, an undirected TBox Graph Gr
Result: Explanation Graph Gg
//the explanation graph will have a node for each element in the explanation dataset
Initialize Directed Graph Gg = (Vg = D, Eg = 0);
foreach (z;,C;) € D do
foreach (z;,C;) € D\ {(z;,C;)} do
Initialize Graph G¢ = (Vo = C; UGy, Ec = 0);
foreach k € C; do
foreach [ € C; do
//Compute concept distance using TBox graph
dr(k,1) = |ShortestPath(Gr, k, )]
//Add an edge to G¢ with weight dr
Ec=FEcU {(k), l dT)}
end
end
//Compute minimum weight full matching of the bipartite graph G¢
{(¢m,cn)}, w = MinFullMatch(Gc¢)
//Concept Set Edit Distance
DT(C’Z'7 C]) =w
//Compute inverse significance
1 _  Dr(C;,Cy)
o(i,3) — [F(zi)—F(zj)]
//Add an edge to the explanation graph Gg with weight % and as a label the edits corresponding to the
minimum weight full match
Ep = Ep U{(vi,v), 55757 {€em—cn 1)}
end

end
return Gg

infinite cost may be assigned to discourage or prohibit specific edits. This ability to flexibly assign costs adds
a practical layer of adaptability to the model. It ensures that the model can accommodate specific real-world
constraints and requirements, guaranteeing that all generated edits remain actionable.

Additional Criteria for Good Counterfactuals

In the context of this framework, the simplest counterfactual explanation for an exemplar e and a target
class C' would be the exemplar z (along with the edits) that is the closest with respect to edit distance to
e while considering exemplars that are classified to C. If we have access to the output probabilities of the
classifier for each class, then we can utilize this information and provide additional criteria to determine
which counterfactual explanations to show to a user.

Target Significance

The first additional criterion, defined as significance in [84], is to find the exemplar = that maximizes the
fraction:

Pc(x)

target significance = — .
get _signif edit_distance(e, z)

(4.3.1)

, where Po(z) is the probability for exemplar = to be classified to target class C. Intuitively, we are searching
for a small set of low-cost edits (minimize edit _distance) that largely effect the output of the classifier for the
desired class C' (maximize Po(z)).
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Source-Target Significance

Another option for a criterion would be to also take under consideration the prediction probability for the
class that the original exemplar is classified to. Similarly to before, a counterfactual for exemplar e would be
exemplar x (along with the edits) that maximizes the fraction:

Po(x) — Pp(x)
edit_distance(e, x)

source _target significance = (4.3.2)

, where D is the class that e is classified to. Counterfactual explanations are supposed to answer the question
“Why class D and not class C?”, and while the previous criteria emphasize the “...and not class C” part of
the question, intuitively source-target significance puts more weight on the “Why class D” part.

Entropy

A final criterion we explore in this work is to consider the confidence of the classifier for classifying an
exemplar to the target class C'. As a measure of confidence we use the entropy at the output of the classifier,
where a lower value indicates a more confident prediction. To do this, we find exemplar = that is classified
to target class C' and maximizes the fraction:

2icc Pi(x)log P;(x)
edit_distance(e, z)

entropy = (4.3.3)

, where C is the set of classes of the classifier.

4.4 Evaluation

Our research is dedicated to exploring counterfactual explanations with the aim of uncovering biases in
classifiers across various domains. To demonstrate the versatility and broad applicability of our proposed
methodology, we plan to expand our study into two distinct domains: image classification and audio classi-
fication. In the realm of image classification, we seek to refine the interpretability of visual data processing.
More critically, in the domain of audio classification, we intend to focus on medical applications where the
provision of precise and reliable explanations is essential. By extending our methodology to these areas, we
aim to enhance the understanding and reliability of classifier decisions in fields where accuracy is paramount.

4.4.1 Evaluation in Image

In the domain of image classification, we began our evaluation process by leveraging the CLEVR-Hans3
dataset [331], which provides a controlled environment with known inherent biases. During this initial phase,
we trained a classifier on images where a “grey cube” appeared consistently within a specific class. Our
objective was to ascertain whether the classifier would recommend adding a “grey cube” to an image to cate-
gorize it accordingly, thereby uncovering any intrinsic biases. The results confirmed that our counterfactual
algorithm successfully identified these biases. Subsequently, we demonstrated the practical application of
our framework on a black-box classifier trained with the Places dataset [419]. For this demonstration, we
utilized semantic information from multiple sources, including COCO [198], and WordNet [75]. This aspect
of our research illustrated how our approach could intelligently navigate and make sense of complex datasets
by integrating various semantic inputs. This integration enhances the transparency and comprehensibility of
the AI’s classification decisions, highlighting the robustness and adaptability of our methodology in practical
scenarios.

Explaining a CLEVR-Hans3 Classifier

Setting Our experimental approach begins with highly controlled datasets and progressively incorporates
scenarios that mirror real-world complexities. In this vein, we utilized the CLEVR-Hans3 dataset, featuring
images of colored 3D geometrical objects categorized into three distinct classes. Each image in this dataset
provides detailed information about the objects present, including their shape (Sphere, Cube, Cylinder), size
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(Large, Small), material (Metallic, Rubber), and color (Blue, Yellow, Brown, Grey, Green, Purple, Cyan,
Red). The dataset delineates classes based on specific combinations of these attributes:

e Class A: includes a Large Grey Cube and a Large Cylinder,
e Class B: comprises a Small Metal Cube and a Small Sphere,
e Class C: contains a Large Blue Sphere and a Small Yellow Sphere.

Importantly, the first two classes exhibit intentional biases in the training set, where, for example, the Large
Cube in Class A is always Grey, and the material of the Small Sphere in Class B is always Metal, though
these attributes vary randomly in the test set.

To evaluate our enriched counterfactual analysis system against the FACE algorithm, which calculates con-
ceptual counterfactuals with a focus on actionability and feasibility constraints [322] and operates exclusively
on training set images, we created two distinct explanation datasets. The first is restricted to training set
images to facilitate this comparison, while the second includes test set images to detect biases ingrained
during training. For our classifier, we employed a ResNet34 model [113], which achieved 99% accuracy on the
confounded training set but showed diminished performance on the test set, particularly in the confounded
classes (F1 scores were Class A: 0.27, Class B: 0.54, Class C: 0.92), as anticipated.

To enhance our explanation capability, we defined a concept for each combination of shape, size, material,
and color (including the absence of any attribute), resulting in a total of 324 distinct concepts. We further
developed a terminological box (TBox), adding an inclusion axiom from each concept to any other concept
sharing a similar description but missing one element. For instance, the concept GrayCube is subsumed by
Gray and Cube. This ontological structure allows us to assign concept sets to each element in the dataset,
drawing on the detailed descriptions provided in the corresponding JSON files. This comprehensive ap-
proach underscores our commitment to advancing the transparency and accuracy of Al classifiers through
sophisticated counterfactual explanations.

Results

Local Counterfactuals In Figure 4.4.1, we present local counterfactual explanations for three images
randomly selected from those originally classified in Class B (featuring a Small Metal Cube and Small
Sphere, where the Small Sphere is consistently Metal in the training set), targeting reclassification into
Class A (characterized by a Large Cube and Large Cylinder, with the Large Cube consistently Grey in the
training set). The second column of the figure displays suggestions from the FACE algorithm, and the third
column shows suggestions from our algorithm. At first glance, the results from both algorithms may not
seem particularly intuitive. We believe this stems from the nature of the explanations, which are sequences
of samples from the training set.

Upon closer examination, it becomes evident that our method typically maintains a consistent number of
objects per image. This consistency is largely due to the high costs associated with adding or removing
concepts, as opposed to merely replacing them. In contrast, FACE, which is based on the overall distribution
of the dataset and operates at the pixel level without recognizing the objects, tends to suggest transitions to
images that include a larger number of objects.

Global Counterfactuals For our initial global counterfactual explanation, we focused on images from the
CLEVR-Hans3 test set that were classified as Class B. We analyzed the modifications our system recom-
mended to reclassify these images as Class A. We identified that frequently recurring changes carry significant
weight in delineating the transition between these classes, serving as indicators of key class characteristics.
Positive importance in our analysis suggests the addition of features, whereas negative importance implies
their removal.

Our findings promptly highlighted the classifier’s bias towards the confounded Class A. As previously dis-
cussed, a notable bias in Class A is that the Large Cube is invariably Grey in the training set. This bias
was evident in our results, particularly seen in the first three bars of figure 4.4.2, where the most critical
insertions included the concepts: (Gray, GrayLargeCube, GrayLarge), rather than simply (LargeCube).
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Source Image FACE

--

Figure 4.4.1: Counterfactuals for 3 images (first column) which classified in class B with target class A,
using FACE (second column) and our proposed method (thlrd column). The first column shows the source
images, the second column shows the results from FACE and the third column the results of our method.

Explaining a Places Classifier

Setting In the context of the study, it was determined that the exploration of more intuitive and realistic
example was necessary; hence, the COCO dataset [199] was utilized. This dataset, comprising real-world
images annotated with objects, allowed for the automatic linking of these objects to external knowledge bases
such as WordNet.

During the analytical phase where COCO’s labels were scrutinized to determine a class transformation
strategy that would effectively utilize them, it was concluded by the researchers that the images should be
categorized primarily into two classes: those related to “Restaurants” and those associated with “Bedrooms”.
For the restaurant-related category, the following subsets of images were collected from the COCO dataset:

1. Images featuring the combination of {dining table, person, pizza}, exceeding 1000 images.
2. Images displaying {dining table, person, wine glass}, totaling over 1200 images.

In the bedroom-related category, images were grouped based on the presence of specific labels:
1. {bed, person}, encompassing approximately 1300 images.
2. {bed, book}, with around 800 images.
3. {bed, teddy bear}, including about 300 images.

Additionally, a selection of potentially confusing images for the classifier was included. These images featured
unusual combinations of COCO labels:

1. {bed, fork}, consisting of 10 images.
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Figure 4.4.2: Global explanation for the subset of CLEVR-Hans3 which is classified in class B, with target
class A.

2. {bed, spoon}, with 20 images.

3. {bed, wine glass}, also 20 images.

4. {bed, pizza}, including 10 images.

5. {dining table, bed}, which included 170 images.

For each image, a description of the objects present was provided. These descriptions were linked to WordNet
synsets using the NLTK Python package'. WordNet synsets served as the set of concept names CN, and
the hierarchical structure of hyponyms and hypernyms was utilized as a TBox in the study. A pre-trained
image classifier from the PLACES dataset [420], provided by the dataset creators?, was employed for scene
classification. Predictions were then made on the aforementioned subsets of COCO images. This classifier
functioned as the black-box model for which explanations were provided in the study.

Results

Local Counterfactuals As depicted in the first row of Figure 4.4.3, a counterfactual explanation is pro-
vided for an image initially classified as a “Bedroom.” To alter its classification to the target class “Playhouse,”
only one conceptual edit is necessary, specifically the addition of a Child (e1_chiig). This scenario is par-
ticularly intriguing as the prediction of “Playhouse” is incorrect, revealing a potential classifier bias. The
classifier’s tendency to categorize a “Bedroom” with a Child as a “Playhouse” suggests an erroneous asso-
ciative bias. In the second row of Figure 4.4.3, another local counterfactual explanation demonstrates the
transformation of an image from “Bedroom” to “Veterinarian’s Office.” This transformation is achieved by
the addition of a Cat. The resultant image classification as a “Veterinarian’s Office” is also incorrect, further
highlighting possible biases in the classifier’s training or logic.

1
2
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Figure 4.4.3: Counterfactual explanation for changing the prediction of the image on the left from
“Bedroom” to “Playhouse” is simply to add a child (eT_,chiid) (top) and from “Bedroom” to “veterinarians
office” is simply to add a cat (eT_cat) (bottom).

Figure 4.4.4 presents a counterfactual explanation involving a more complex transition, with a two-step path
on the graph. The original classification of the source image is a “Bedroom,” with the target classification
being a “Computer Room.” The transformation is smoothly executed by initially adding a person (noting
that the source image already contains two laptops). Subsequent additions include two more individuals and
two additional laptops, effectively transforming the scene into a “Computer Room.”

Global Counterfactuals In Figures 4.4.5 and 4.4.6, we observe two instances of generalized counterfac-
tual explanations within the COCO dataset. In these figures, the numerical values on each bar indicate
the significance of either inserting (positive values) or removing (negative values) certain concepts, aiding
the transition from a source region within an explanation dataset to a designated target class. The exact
source regions and target classes are not specified, yet they can be inferred from the most frequent concept
modifications.

In the first example, Figure 4.4.5, the most frequent removals from the source images include concepts such as
{furniture, bed, animal, carnivore, dog}, while the primary additions feature {home appliance, refrigerator,
white goods, consumer goods}. These modifications suggest that the source region predominantly contains
images of bedrooms, possibly with a pet presence, transitioning to images of kitchens. Indeed, the initial and
target classes were confirmed to be “bedroom” and “kitchen,” respectively.

The second example, Figure 5.2.4, illustrates that the most common removals are related to {instrumentality,
artifact, electronic, furniture, telecommunications, TV, broadcasting, kitchen}, and the additions focus on
{carnivore, animal, mammal, feline, cat, dog}. Given the classification context of rooms and places, one
might initially speculate the source as a kitchen and the target as a location associated with domestic animals.
However, the actual classifications were from “bedroom” to “veterinarian.” This discrepancy prompts a notable
observation: “kitchen” elements appear rather than “bed” due to the inclusion of studio-apartment bedroom
images that feature partial kitchen views, which are typically absent in veterinarian offices.

It is important to highlight that these examples were not selectively chosen; rather, during our experiments,
it was often possible to deduce the source region and target class by examining the frequency of edits. One
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Figure 4.4.4: Counterfactual explanation for changing the prediction of the image on the left from
“Bedroom” to “Computer Room”, which requires two steps.

intriguing case involved the target class “computer room,” where the explanation frequently suggested adding
people but not laptops or computers. Upon further investigation, it was revealed that many images labeled
as “computer room” in our dataset featured people in settings resembling labs, with no computers visible.
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Figure 4.4.5: Global Counterfactual Explanations Figure 4.4.6: Global Counterfactual Explanations
using as the explanation dataset the COCO which using as the explanation dataset the COCO which
is classified as “bedroom”, with the target class is classified as “bedroom”, with target class
being “kitchen”. “veterinarian”.

4.4.2 Evaluation in Audio
COVID-19 Classification

Our final experiment serves as a critical extension of our analytical framework into the audio domain, em-
phasizing its broad applicability, particularly in high-stakes environments such as medical diagnostics. In
this case, the focus is on the diagnosis of COVID-19—an area where the consequences of decisions can signif-
icantly impact patient outcomes and public health. The importance of explainability in medical applications
cannot be overstated. It ensures that the decision-making processes of Al systems are transparent, allowing
healthcare professionals to understand the basis of automated recommendations. This transparency is crucial
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for building trust between these technologies and their human users, facilitating a more informed and ethical
integration of Al in healthcare. Explainability in medical diagnostics aids in identifying and correcting biases,
as well as in verifying the clinical relevance of the features used by Al systems. By understanding the “why”
and ‘how” behind a diagnosis, medical professionals can make better-informed decisions, potentially catching
errors before they affect patient care. Moreover, explainable AT (XAI) supports compliance with regulatory
requirements that are increasingly demanding transparency in automated systems used in healthcare settings.

The aim of this experiment was not only to test our framework’s efficacy in a new domain but also to
demonstrate its domain-agnostic and modality-agnostic nature. These attributes highlight the flexibility and
scalability of our method, showcasing its capability to generalize across different modalities beyond visual
data. By applying our framework to audio inputs—specifically, to the sounds of coughing—we illustrate how
it can adapt to different types of data and extract meaningful insights that are critical in a clinical context.
In doing so, we conducted our study using a classifier trained on the Coswara Dataset [320], a collection
recognized for its role in a major IEEE COVID-19 sensor informatics challenge . The classifier evaluates
audio files containing cough sounds to assess the probability of COVID-19 infection.

The explanation system utilizes the richly annotated audio database of the Smarty4covid dataset [398] to
elucidate the classifier’s decision-making process by highlighting significant audio features, such as cough
characteristics and other respiratory symptoms.

Despite achieving a commendable c-statistic of up to 0.764 4+ 0.038 in a 5-fold evaluation with the Coswara
dataset, the classifier’s performance deteriorated (with a c-statistic of less than 0.50) when tested on the
Smarty4covid dataset [398]. This notable decline suggests the presence of potential biases in the dataset or
the classifier’s methodology, underscoring the importance of further analysis and adaptation in diverse data
environments.

This exploration into the audio domain underscores the method’s robustness and its potential to assist in
diverse medical scenarios, from routine diagnostics to pandemic responses. It establishes a precedent for
applying XAI in varied settings, reinforcing the adaptability and crucial role of explainability in ensuring
that Al-driven tools enhance, rather than hinder, medical diagnostics. Through this initiative, we contribute
to the broader discourse on the necessity of robust, transparent, and accountable Al systems in healthcare,
paving the way for future innovations that adhere to both scientific rigor and ethical standards.

Setting In this experiment, we utilize explanations to interpret the decisions of a classifier that was trained
using a segment of the Coswara Dataset [320]. For the classifier we selected the winning entry in the IEEE
COVID-19 sensor informatics challenge. The classifier’s task is to analyze audio recordings of coughs and
determine the likelihood of a COVID-19 infection in the individual. The classifier employs a sophisticated
model using 2D Convolutional Neural Networks (CNN) [191] that processes audio segments converted into
Mel spectrograms. These spectrograms are utilized as inputs to determine the likelihood of the sounds being
coughs, breaths, or voices. The Mel spectrogram representation of the audio segments is particularly detailed,
with the frequency axis having a fixed size of 128 units. The time axis size, denoted as d, is adjustable and
was optimized using a grid search technique. This search ranged from 128 to 1024, corresponding to audio
lengths of approximately 1 to 10 seconds, respectively. Each CNN within the system comprises several stacked
blocks, each containing [ convolutional layers. These layers are followed by a 2 x 2 max pooling layer and a
dropout layer, with the dropout probability set to the standard rate of 0.5.

In each convolutional block, the layers are equipped with k 3 x 3 kernels activated by the ReLU function
and utilize identical padding to maintain dimension consistency across inputs and outputs. The output from
the last convolutional layer is then flattened and passed to a fully connected layer that includes 3 softmax-
activated neurons, effectively categorizing the input into cough, breath, or voice. Hyperparameter tuning was
rigorously performed through a grid search to find optimal settings for [ (ranging from 1 to 3), k (ranging from
64 to 128), and b (ranging from 3 to log,(d)). For this purpose, 80% of the development dataset, equating to
5,855 audio recordings, was utilized for training, while the remaining 20% (1,465 recordings) served as the
validation set. The architecture of the classifier, which significantly influences its accuracy and efficiency, is
depicted in Figure 4.4.7.

Shttps://healthcaresummit.ieee.org/data-hackathon/
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Figure 4.4.7: Overview of the classifier used to categorize audio clips into coughs, voices, and breathing
sounds [398]. Both single-scale and multi-scale methodologies are depicted.

The selection of an explanation dataset is crucial for medical applications, particularly when the dataset is
expected to contribute significantly to medical diagnostics and research. There is a notable scarcity of datasets
that encompass both granular data, such as images, and high-level semantic information, such as symptoms.
To address this gap, we sourced our explanation dataset from the Smarty4covid platform?, resulting in the
creation of the Smarty4covid dataset [398]. This dataset includes a curated collection of audio samples that
are crucial for our analyses.

To facilitate the integration of data from diverse sources, including Coughvid [265], COVID-19 Sounds [380],
and Coswara, a sophisticated web-ontology language (OWL) knowledge base® was developed. The develop-
ment of this knowledge base was essential for performing complex queries aimed at identifying users with
specific attributes. The processes of crowd-sourcing, meticulous data cleaning, and systematic data labeling
were integral to the creation of the smarty4covid OWL knowledge base, which is meticulously maintained
alongside the associated data records within the same Zenodo Repository.

These efforts ensure that our explanation dataset is not only comprehensive and rich in both low-level and
high-level information but also structured in a manner that supports advanced data analysis and research in
the medical field.

The smarty4covid OWL knowledge base utilizes a structured vocabulary divided into concept names (CN),
role names (RN), and individual names (IN), which are distinctly separate from each other. This architecture
allows for the construction of two main components within the knowledge base: the Assertional Database
(ABox) and the Terminology Database (TBox). The ABox comprises assertions of the form C(a), r(a,b)
where C' is a concept from CN, r is a role from RN, and a, b are individuals from IN. The TBox, on the
other hand, contains terminological axioms formatted as C' C D, where C' and D are concepts from CN,
and relational hierarchies such as r C s where r and s are roles from RN. These axioms are foundational
for establishing the hierarchies of concepts and roles within the TBox, structuring the ontology to reflect the
complex relationships and characteristics of the data.

The set of individual names (IN) in the smarty4covid OWL knowledge base is meticulously curated to include
unique identifiers for each participant, their questionnaires, audio files, and the healthcare professionals
involved in the labeling process, along with detailed characterizations of the audio records. Additionally, IN
encompasses unique identifiers for each reported symptom, COVID-19 test result, and pre-existing medical
condition, directly linked to the corresponding participant and their questionnaire.

These individuals are interconnected through well-defined roles that are crucial for the operational integrity
of the knowledge base. The hierarchy of these role names (RN) and their relationships are detailed in Figure
4.4.8. FEach role is defined with a specific domain and range that delineate the types of entities that can
be linked through these roles. For example, the role “hasCharacterization” connects audio files to their
respective characterizations as labeled by healthcare professionals. Conversely, “characterizedBy” establishes

4https://www.smartydcovid.org
Shttps://www.w3.org/OWL
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links from these characterizations back to the healthcare professionals themselves. The role “hasAudio” and its
subsidiary roles create links between questionnaires and corresponding audio files. The roles “hasCovidTest”
and “hasSymptom” connect questionnaires to instances of COVID-19 tests and self-reported symptoms, as
well as vaccination statuses, respectively. Furthermore, the role “hasPreexistingCondition” forms connections
between participants and their reported pre-existing conditions, while “hasUserInstance” links participants
to their submitted questionnaires. Through such structured relationships and a clear hierarchical system,
the Smarty4covid OWL knowledge base serves as a critical tool for researchers and healthcare providers to
navigate and utilize the rich dataset effectively, supporting advanced studies and interventions in the field of
COVID-19 and respiratory illnesses. To enhance the quality of the data, multiple crowd-sourced campaigns
were conducted. These efforts were aimed at ensuring the quality of the audio files and annotated results, as
well as enriching the data through expert contributions.

These samples are further enriched with annotations such as gender, symptoms, and medical history, struc-
tured within an ontology to provide a comprehensive understanding of each case. It is important to highlight
that in our study, we focused exclusively on audio-relevant features, intentionally omitting unrelated factors
like vaccination status or travel history, to maintain a clear focus on audible symptoms.

Results The analysis of global counterfactuals, transitioning classifications from “COVID-19 Negative” to
“COVID-19 Positive” (referenced in Table 4.1), revealed that the most significant addition was the concept
“Symptom”. This concept acts as an umbrella term encompassing all symptoms cataloged in our knowledge
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Concept Importance ‘ Concept Importance
Symptom -1.298 Runny Nose -0.22
Respiratory -1.278 Dry Cough -0.19
Female 0.25 Cough -0.189
Male -0.254 Sore Throat -0.13

Table 4.1: Global counterfactual transitions from “COVID-19 Negative” to “COVID-19 Positive” based on a
classifier trained using Coswara Dataset cough audio, with explanations derived from Smarty4covid dataset.

base. However, not all symptoms contribute equally to altering the classifier’s predictions. Notably, the
concept “Respiratory”, which is a subset of “Symptom” and a precursor to specific respiratory symptoms (like
“Dry Cough”, “Runny Nose”, and “Cough”), is frequently added, highlighting its relevance in the diagnosis of
COVID-19.

A particularly significant finding from our experiment was the identification of an unwanted bias within
the classifier, which correlated the likelihood of COVID-19 positivity with the user’s gender. This bias was
uncovered through an analysis that revealed changes in the gender of the subjects as a common modification in
our counterfactuals. Further investigation into the training data—specifically the Coswara dataset—revealed
a disproportionate representation of COVID-19 positivity rates: 42% of the females tested were positive,
compared to 27% for males. This discrepancy likely led the classifier to develop an erroneous association
between gender and COVID-19 status, which we identified as a critical issue needing correction to avoid
reinforcing gender-based biases in medical diagnostic processes.

This experiment underscores the importance of explainability in Al-driven healthcare applications, particu-
larly in ensuring that machine learning models do not perpetuate existing biases and that they adhere closely
to medical relevance rather than spurious correlations found in training data.

4.5 Conclusion

The experiments conducted have yielded intriguing results, demonstrating that both local and generalized
counterfactual explanations are informative, understandable, and practical for application. Particularly in
the CLEVR-Hans3 scenario, pre-existing biases within the classifier were successfully identified. In contrast,
the exploration within the COCO dataset revealed previously unrecognized biases. For instance, it was noted
that the depiction of people significantly outweighed the presence of laptops in images classified under the
“computer room” category. This insight was unexpected and emphasized an assumption by the classifier that
veterinarian offices would frequently depict beds among other items. Such findings underscore the potential
of using high-level external terminology for explanations, which has shown to be more intuitive and relatable
compared to low-level feature-based explanations, as seen when juxtaposed with the FACE algorithm. Finally,
the exact same algorithm was also successfully applied in the audio domain, revealing a bias in the winning
classifier of the IEEE COVID-19 challenge.

Despite the promising results, the proposed framework relies heavily on the availability of semantically
annotated data, which is not widely available across all domains. To address this limitation, future efforts
will focus on two main strategies. The first involves the automatic semantic annotation of data using advanced
information extraction techniques such as object detection for images (see also Section 5.2.1) or linking textual
content to encyclopedic knowledge [241]. The second strategy, particularly relevant for critical domains like
medicine, involves investing in manually annotated and curated explanation datasets by domain experts,
which could enhance the reliability and user trust in generated explanations.

Looking ahead, the framework will be further developed to incorporate Description Logics, including roles
and individuals, and to accommodate more complex axioms within the TBox. This expansion is expected
to enrich the theoretical and practical outcomes of the counterfactual explanations generated. Experiments
will also extend to different types of data, including text and tabular data, with the potential incorporation
of human evaluators to enhance the assessment process.

Future research will delve into the properties of explanation datasets as defined within the current framework
and as explored in related works [192, 57]. An exploration into the effects of the size of an explanation dataset,
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such as utilizing the entire COCO dataset, is planned. Additionally, the use of the same explanation dataset
linked to alternative TBoxes (for example, ConceptNet instead of WordNet) will be explored, necessitating
further experiments on different conceptual or semantic distances.

Further investigation will explore the application of the proposed method in diverse setups beyond exporting
counterfactual explanations. Notably, this method could be employed to assess the efficacy of generative
systems, such as those converting text to images. Additionally, the utility of this approach in story generation
systems is noteworthy [270, 346, 218], where it can be used to measure the consistency between generated
narratives and corresponding visual outputs. The accuracy of this alignment can be quantitatively assessed
using the proposed methodology. Furthermore, the reciprocal relationship between image and text generation
systems warrants examination. This includes measuring the frequency of inaccuracies in image comprehension
or text production by evaluating the rate of hallucinations [103, 268, 94] within these systems, facilitated by
an explanatory dataset.
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Chapter 5

Conceptual Counterfactuals using
Graphs

5.1 Introduction

Understanding a classifier solely through isolated concepts often proves inadequate, as the relationships or
actions linking these concepts are crucial for effective classification. Consider the classifier used in the camera
system of an autonomous vehicle, which is designed to detect the presence of pedestrians. This example
underscores the difficulty in distinguishing between categories such as “driver”, “pedestrian”, “motorbike”,
“bicycle”, and “person” without an understanding of the interactions between the person and the vehicle.
The incorporation of edge information is essential; omitting it can lead to an incomplete assessment of the
classifier’s biases, particularly if the classifier focuses its attention on the edges, yet this data is not included

in our analysis. Therefore, it is imperative to utilize the information from the edges along with the concepts.

In this chapter, we introduce two distinct methodologies that utilize the framework presented in Chapter
4 and the “Explanation Dataset" to compute counterfactuals while preserving the relationships between
the concepts present in the instances. These approaches ensure that the interconnectedness of concepts is
not overlooked, thereby maintaining the integrity and context of the counterfactual explanations. This is
essential for developing a deeper understanding of the underlying models and for enhancing the robustness
of decision-making processes influenced by Al systems.

5.2 Transforming Graph into a Set of Concepts

As previously noted, computing the graph edit distance is an NP-hard problem [401]. Although there are
optimized algorithms designed to compute it [3], they are not feasible for explanation datasets containing a
large number of exemplars.

One way to overcome the complexity is to simplify the problem and work again with sets instead of graphs,
which will allow us to use an algorithm similar to the one presented in Section 4.3 for the computation
of explanations [84]. Of course, converting a graph into a set without losing information is not generally
possible. In this work, we convert the connected components of exemplars on the ABox graph into sets of
sets of concepts by rolling up the roles into concepts. Specifically, we add information about outgoing edges
to the label of each node in the ABox graph by defining new concepts 3r.C for each pair of role name r and
concept name C' and then adding 3r.C to the label of a node a if r(a, b), C'(b) € A for any b € IN. Then every
exemplar of the explanation dataset is represented as the set of labels of nodes that are part of the connected
component of the exemplar on the ABox. For instance, an exemplar e with a connected component:

A = {Exemplar(e), depicts(e, a), depicts(e, b), depicts(e, ¢), Cat(a),
eating(a, b), Fish(b), in(b, ¢), Water(c) }

79



Chapter 5. Conceptual Counterfactuals using Graphs

would be represented as the set of labels (ignoring the Exemplar node):
{{Cat, Jeating.Fish}, {Fish, Jin.Water}, {Water}}.

Now, to compute counterfactual explanations, we have to solve a set edit distance problem between concept
set descriptions of exemplars.

More specifically, the process of generating counterfactual explanations typically unfolds in two distinct
phases. Initially, the preprocessing phase involves calculating the edit paths between each pair of examples
within an explanation dataset. This step also includes gathering the classifier’s predictions for all examples,
incorporating prediction probabilities when they are available. Following this, the second phase aims to
identify, from the set of examples, the one that not only shares the minimal edit distance but also belongs to
the designated target class. This selection process additionally focuses on either maximizing or minimizing
a specific criterion, which is detailed in Section 25.

As for the computational complexity involved, the method relies on a graph-based framework, which inher-
ently presents challenges due to the computational intensity of calculating graph edit distances—a problem
classified as NP-Hard. Consequently, this computation must be executed |EN|? times. In our experimental
setup, we employ a depth-first graph edit distance algorithm as outlined in [3]. This particular algorithm is
facilitated by the NetworkX [110] Python package, a choice that underscores its computational efficacy and
suitability for handling complex graph-related tasks.

In the process of describing concept sets, we begin by identifying the connected components among the
exemplars in the ABox graph. This involves analyzing the relationships and connections between various
nodes, which represent different concepts. Once these connections are established, we enhance the nodes’
labels with concepts of the form 3r.C. This is done for any node a where there is a relationship r(a,b) and
a concept C'(b) present in the ABox.

To quantify the difference between two sets of node labels, ¢, and ¢;,, where each label consists of a collection
of concepts (either basic atomic concepts or more complex forms like 3r.C'), we construct a bipartite graph.
In this graph, each concept in ¢, is linked to every concept in £,. The connections between these concepts are
assigned a cost based on definitions from the TBox 7, as detailed in Section 4.3. When focusing on concept
set descriptions rather than traditional graphs, where roles are integrated into 3r.C' concepts, the costs for
adding or removing an 3r.C' concept to or from a set correspond to those of inserting or deleting both a role
assertion r(a,b) and a concept assertion C(b). Therefore, the overall cost is the aggregate of the costs for
eT—, and eT_¢. In scenarios where a concept C' is replaced with Ir.D, a two-step modification is required:
the concept C' must first be deleted (ec—, 1), followed by the insertion of 3Ir.D (et_ 3, p). Conversely, when
replacing Ir.C with 3s.D (e3,.c—3s.p), the process is akin to changing a role assertion from r(a,b) to s(a,b)
and switching a concept assertion from C'(b) to D(b), leading to a total cost derived from the combined
changes in roles and concepts (e,_s and ec_p).

To find the optimal transformation from one set of labels to another—effectively minimizing the “edit distance”
between them—we employ Karp’s algorithm, a method outlined in [143]. This algorithm helps us determine
the least costly series of edits required to match one set of concepts to another.

Further, to calculate the edit distance between two more complex structures, L; and L, where each is a
set of sets of concepts, we follow a multi-step approach. Initially, the edit distance for each individual label
in Ly is calculated against every label in Lo using the method described earlier. This involves a detailed
computation for each label pair, which we perform |L;||Ls| times to cover all possible combinations. The
overall edit distance between L; and Ls is then determined by applying the same bipartite graph approach,
but this time we adjust the edge weights in the graph based on the previously calculated set edit distances.

Lastly, after processing the explanation dataset and recording the necessary edit paths, generating an expla-
nation for these edit distances can be accomplished with a time complexity of O(|EN|). This optimization
ensures that the explanation generation process is both efficient and scalable, allowing for quick and clear
understanding of how different sets of concepts differ from one another.
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5.2.1 Evaluation

We conducted four experiments to validate our proposed framework, each with a distinct objective. The first
was a comparative user study that evaluated our framework against a state-of-the-art image counterfactual
method [348], utilizing the CUB dataset [355].

The second demonstrated a practical scenario where our framework clarified the decision-making process of a
black-box classifier trained on the Places dataset [419]. For this, we incorporated semantic data from COCO
[198], the Visual Genome [161]|, and WordNet, assessing how the choice of dataset influenced the clarity of
the explanations. Additionally, another part of our evaluation addressed a critical aspect of classification
tasks that emphasized the importance of edge detection and involved the use of a scene graph generator to
provide semantic insights when no relevant semantic information was previously available.

Human Evaluation on the CUB Dataset

Setting To evaluate the effectiveness of the proposed methodology compared to state-of-the-art results
[348], we conducted a human study, utilizing the same source images and tasks as described in prior research.

The CUB dataset [355] initially comes without ground truth scene graphs, presenting a challenge for detailed
graphical representations. To address this, we devised a method to construct a graph representation by
capitalizing on the available structured annotations. We initiated this process by creating a central node to
symbolize the bird, which serves as the focal point of our graph. From this central node, we established “has”
edges that connect to various parts of the bird, such as wings, beak, and feathers. Each of these parts is
further connected to its specific attributes through edges that are labeled according to the type of feature
they represent, such as color, shape, and size. This method of linking not only allows for a clear depiction of
the bird’s characteristics in a structured graph form but also enhances the dataset’s utility for more complex
analytical tasks that require detailed and organized visual information.

Due to the lack of a universally accepted metric for assessing the semantic consistency of visual counterfac-
tuals, this approach was necessary. We employed the Label Studio platform for the human survey ', which
offers considerable flexibility and functionality for setting up studies. A screenshot of the annotation interface
is shown in the accompanying Figure 5.2.2. Thirty-three participants, primarily graduate students and PhD
candidates in computer science, volunteered for this study without compensation. They received only the
call for participation and instructions for the labeling process, and the study was conducted online.

Firstly, an information sheet detailing the objectives and phases of the human surveys was initially distributed
to the participants. It was made clear that their participation would be voluntary and uncompensated. Ad-
ditionally, a consent form in the form of a checklist was distributed to obtain the annotators’ consent (see
Figure 5.2.1). This form was employed in all human surveys conducted throughout this thesis. Ultimately,
the thirty-three individuals who participated were identified as young adults, aged between 19 and 25, en-
compassing both male and female participants, with no prior knowledge of bird species. The human survey
conducted was entirely anonymous, with no personal data being collected from the annotators.

For the technical setup, we acquired two pre-trained classifiers, a VGG-16 [324] and a ResNet-50 [114], to
make predictions on the CUB test set. These classifiers were selected because they utilize the same pretrained
weights as those used in the research by [348]. This dataset served as our “explanation dataset’, with the
annotations of the images encoded in a deep learning knowledge base.

Following the methodology outlined in [348], we selected several bird images from the CUB dataset and
retrieved the closest counterfactual image for each, ensuring that the counterfactual did not belong to the
same bird species as the source. Our algorithm replicated this task with the original source images.

In Figure 5.2.2, a screenshot of the platform provided to our evaluators for the comparative user survey is
displayed. To enhance the visibility of the images and their intricate details, we have equipped the platform
with user-friendly tools such as “zoom-in”/“zoom-out” capabilities, alongside options to “pan” and “move”
within the image. These features ensure that evaluators can examine each image thoroughly before making
their selections.

Thttps://labelstud.io/
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| confirm that | have read and understand the information sheet for the above
research. | have had the opportunity to consider the information, ask questions

and have had these answered satisfactorily.

I understand that my participation is voluntary without compensation and that |
am free to withdraw at any point, without giving any reason.

| understand who will have access to personal data provided, how the data will
be stored and what will happen to the data at the end of the project.

| understand that | will not be identifiable from any publications or
organisations.

| agree to take part.

Figure 5.2.1: This image shows the consent form used for human evaluation. Annotators are required to
complete this form prior to beginning their annotation tasks.

| ResNet-50 | VGG-16

SO.TA. [348] | 14.65% | 13.68%
Ours 34.93% 23.65%
Can’t Tell 50.42% 62.67%

Table 5.1: Human evaluation results on which of the two counterfactual bird images is semantically closer
to the source image.

On this screen, the source image is positioned on the left, while two comparative options are displayed in
the center and rightmost columns. These options consist of an image generated by our method versus a
counterfactual image produced using the [348] method. To maintain impartiality and prevent any bias, the
placement of these images is randomized for each sample.

For each annotation task, the annotator is presented with three choices: “Image 1”7, “Image 2", or “Can’t
tell”. They are required to select one, indicating their judgment on which image most closely matches or
represents the source image’s context, based on the visual and contextual cues provided. This structured
approach allows for a systematic assessment of the effectiveness and relevance of the counterfactual images
in comparison to the original, ensuring a fair and unbiased evaluation process.

Results The comparison between the two image retrieval methods (see Figure 5.2.3) showed that they
produced highly similar, and at times identical, results. This similarity led to challenges for the evaluators in
distinguishing between the counterfactual images generated by each method, as reflected in their similar per-
formance documented in Table 5.1. However the results of our method are improved showed both qualitative
and quantitative. By carefully investigating the results in Figure 5.2.3 we can see that in the most cases the
image returned from our method is semantically closer to the one returned by [348]. For instance, in the final
entry of the left column, it is evident that the original bird and the one identified by our algorithm belong
to the same class, suggesting that our result may represent a misclassification by the algorithm. Conversely,
the result provided by [348], while closely resembling the species of the original image, actually pertains to
a different class, distinguished by noticeable variations such as the coloration on the head. Nevertheless,
the images generated by both algorithms bear a striking resemblance to the original, and at first glance,
they appear nearly identical. This similarity is even more pronounced in the first entry of the right column,
where there are no noticeable semantic differences between the birds in the original image and those in both
counterfactual instances.

Notably, our algorithm operates without internal access to the model, unlike the state-of-the-art (SOTA)
algorithm, which does have such access. Our method successfully matched the SOTA’s results by leverag-
ing only the semantic information associated with the CUB images, without requiring direct access to the
underlying classifiers.
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Instructions

Based on the original image, choose which of the following two photos is closest to the original. The similarity must be based
solely on the semantic similarity of the birds, i.e., if the original and one of the two images depict birds with a white belly or a small
beak. In addition, it should not be based on factors such as whether the original and any of the subsequent ones have a bird in the
same pose (e.g., both flying) or if they are in the same environment (e.g., both in water).

Images
Image 1 Image 2

Source Image

Image 10
Image 212

Can't Tell®¥

Figure 5.2.2: A screenshot from the annotating platform. The first image always depicts a source image,
whereas the second and the third are randomly the counterexample produced by [348] method and the
proposed one.

Original Image  [Vandenhende et al., 2022] Original Image  [Vandenhende et al., 2022] Ours

Figure 5.2.3: The first column shows the original image, the second one [348]’s retrieved image and the
third one the image retrieved by our algorithm.
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Explaining a Places Classifier

At this point, a pivotal query arises: How can we determine the origin of the biases revealed by our system?
While we hypothesize that these biases stem from the classifier, it is conceivable that a biased explanation
dataset might also produce similar outcomes. To investigate this, we can implement the same analytical task
using a different dataset, which would allow us to compare and contrast the findings with those obtained
previously.

More specifically, in the previous section (Section 4.4.1), we explored the use of the COCO dataset, which
exclusively contains annotated objects without addressing the relationships between these objects in our
classifier explanations. This section aims to extend this approach by incorporating the relational information
between the objects and investigating the importance of the explanation dataset by comparing the results
on the same classifier using a different explanation dataset. More specifically in this experiment, the Visual
Genome dataset [161] will be utilized as the “explanation dataset.” For this purpose, we have selected the
Visual Genome dataset as our cross-checking tool. Visual Genome, like COCO, is among the select few
datasets that include annotated images, making it ideal for our comparative study. The Visual Genome
dataset is a rich visual resource that offers detailed annotations of images. Unlike the COCO dataset, which
primarily focuses on object annotations, Visual Genome includes annotations for both objects and their
interrelationships.

Setting For this experiment, we employed the same image classifier trained specifically for scene classifica-
tion on the PLACES dataset 2, that was used in Chapter 4.4.1. This classifier was then utilized to perform
classifications on a selected subset of images from the COCO dataset, which also appear in the Visual Genome
dataset. This approach allowed us to examine the variations in explanatory outputs when different algorithms
and datasets are used in conjunction.

Each image’s object descriptions were linked to WordNet synsets through the NLTK Python library . These
synsets served as concept names (CN) and were used in conjunction with the hyponym-hypernym structure
of WordNet as a TBox. This structured approach aids in understanding how various contexts and dataset
structures affect the explanatory capabilities of our classifier.

Results

The findings obtained from the Visual Genome, as shown in Figure 5.2.5, are set side by side with those from
the COCO dataset, depicted in Figure 5.2.4. These results highlight the classifier’s remarkably consistent
performance across both datasets. Such consistency reinforces the argument that the biases observed are more
likely attributes of the classifier’s architecture rather than a result of any biased distribution in the datasets
employed for these analyses. Nonetheless, significant variations in dataset distribution could lead to differing
interpretations, underlining the critical need for meticulous selection of the dataset used for explanations.
This point is extensively discussed and analyzed in several works, including [57, 58, 59].

Evaluating the Significance of Roles

In the previous experiment, it was observed that the distinguishing features between classes could often be
attributed solely to individual concepts, such as the presence of a bed or a dog. However, there are numerous
cases where this approach proves insufficient, and the roles and interactions between elements must be
considered. For example, distinguishing between the “driver” and “pedestrian” categories in images containing
“motorbike”; “bicycle”, and “person” cannot be accurately achieved without recognizing the relationships
between the person and the vehicle. The roles “rides” or “on” are indicative of the former category, whereas
the absence of these roles or the presence of the role “next to” suggests the latter. In this experiment, the
effectiveness and relevance of roles were tested, with the classification of driver versus pedestrian serving as
the selected task.

Setting The main challenge faced in this experiment was the scarcity of datasets that pair images with
their semantic descriptions, a vital component for the functionality of our system. While Visual Genome does

2http://places2.csail.mit.edu/index.html
Shttps://www.nltk.org/howto/wordnet.html
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Figure 5.2.4: Global explanation for the subset of Figure 5.2.5: Global explanation for the subset of
COCO which is classified as “bedroom”, with target Visual Genome which is classified as “bedroom”,
class “veterinarian” with target class “vet”

include roles, their availability is sporadic and inconsistent, appearing in some images but absent in others
that are visually similar. Additionally, most real-world scenarios lack accompanying semantic information
with their image datasets. To address this issue, we opted to employ a Scene Graph Generator [46] capable of
extracting both concepts and roles from images. This integration into our pipeline enables experimentation
with any image dataset or the creation of custom datasets using images sourced from the internet, thereby
greatly expanding our research capabilities. Following dataset assembly, we extract semantic descriptions
using the scene graph generator. The resulting knowledge graphs are generally accurate, although there are
occasional discrepancies, such as a person walking a bicycle being mistakenly classified as “riding” it. As our
Scene Graph Generator (SGG) we employed “RelTR: Relation Transformer for Scene Graph Generation” [47]
and executed it on Google Colab, utilizing the default settings for the model parameters. The model predicted
among the 150 entity classes and 50 relationship classes from the Visual Genome dataset. Additionally, a

prediction was deemed acceptable if its confidence level exceeded 0.3. An example of the generation of the
semantic description is shown in Figure 5.2.6.

The initial phase involves scouring the internet for images that meet our specific criteria, categorizing them
into two groups: “driver” and “pedestrian”. This categorization is specifically applied to individuals on
motorbikes and bicycles to prevent the role descriptor from coinciding with the class label, such as in “person
driving car”. We utilize search engines like Google, Bing, and Yahoo to compile images based on keywords

like “people”, “motorbikes”, and “bicycles”, securing creative commons images which are then manually
sorted into two classes:

1. driver class: comprising 63 images of people on bicycles and 127 images of people on motorbikes

2. pedestrian class: including 31 images of people next to parked motorbikes and 38 images of people
beside parked bicycles.

With a comprehensive explanation dataset now in hand, containing images and their corresponding knowl-

edge, we proceed to evaluate the dataset through our counterfactual system and analyze the explanations
generated for the two defined classes.

Results

Local Explanations In Figure 5.2.7, we observe three instances of local counterfactual explanations ap-
plied to a dataset analyzed with the Scene Graph Generator. The images on the left represent the “Pedestrian”
class, while those on the right correspond to the “Driver” class. The adjustments suggested for transform-
ing the first image from the “Pedestrian” to the “Driver” class involve adding the concept “ride”bicycle”
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helmet on head boy wearing helmet boy wearing shirt boy riding bike

wheel on bike boy on bike boy has head

Figure 5.2.6: Example of the Scene graph Generation process for an image from the dataset.

(Tride.bicycle) to two men in the background, and altering the gender of the individual carrying the bag
from female to male. It’s important to note that the “ride~bicycle” notation signifies the insertion of this
specific role to enhance the classification. The same applies to the transitions illustrated in the second row,
where the primary modifications involved altering the gender and incorporating the role “ride”bicycle”. In
the transition depicted in the last row, the modification involves changing the entity label from dog to man
(epog— Man), and including the concept “ride~bicycle” with the entities labeled as man and woman. This
change is not only necessary for aligning the image more closely with the “Driver” class but also adds depth
to the scene’s contextual understanding.

Furthermore, additional adjustments for another “Pedestrian” image include inserting the “riding” role be-
tween the person and the bicycle and similarly altering the cyclist’s gender. These modifications are strate-
gically chosen to provide minimal yet effective shifts towards the intended classification. The interventions
across each pair of images are designed to be both sensible and minimal, maintaining consistency with mod-
ifications observed in other datasets. This approach ensures that the counterfactual explanations are not
only practical but also maintain a logical connection to the underlying visual elements and their semantic
interpretations.

Global Explanations The global counterfactual explanations that facilitate the transition from the
“pedestrian” to “driver” classification are illustrated in Figure 5.2.8 through descriptions of concept sets,
which include both concepts and their associated roles. The most significant addition, overwhelmingly, is
“ride”wheeled _wvehicle”. This concept serves as an umbrella term, encapsulating both “ride”bicycle” and
“ride”motorbike”, indicating its broader, parent role in the hierarchy of concepts. Subsequent additions in-
clude “wearing”helmet”, highlighting a critical safety element in driving scenarios. Interestingly, the concept
of “helmet”’alone also appears, but less frequently. This may be because, in some images within the driver
category, helmets are depicted on the handlebars rather than being worn, indicating a nuanced interpretation
of the rider’s immediate context and readiness.

Furthermore, the removal of “wear”hat” (a subset of “wear”clothing”) complements the introduction of
“wear” helmet”, suggesting a shift from less protective headwear to more safety-focused attire in the driving
context. Additionally, “have”seat” is eliminated from the descriptions, reflecting the fact that bicycle seats are
often not visible when the bikes are in use, thus aligning with the dynamic nature of the “driver” classification.

While other edits are present, they are minimal and their contributions might be less significant, potentially
representing noise within the data. Although these could be rationalized, their sparse occurrence suggests they
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Figure 5.2.7: Three examples, shifting from “pedestrians”’(left) to “drivers”’(right). The main edits are
additions of “ride~bicycle”, along with some gender changes and an edit of a dog to a man (epog— Man) in
the last row.
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Figure 5.2.8: Flipping class form “pedestrian”’to “driver”, the most important changes are: the addition of
“ride”wheeled vehicle”, “wear “helmet”’and the removal of “wear~hat”.

may not consistently impact the overall classification transition. This analysis underscores the complexity and
depth of understanding required to interpret and utilize counterfactual explanations effectively, demonstrating
how subtle changes in concept and role descriptions can significantly alter the perceived context of an image.

5.3 Conceptual Counterfactuals using GNNs

While we simplify the problem by aggregating the edges into concepts and tackling a more sophisticated set
edit problem to identify the nearest counterfactual instance, some information embedded in the edges, partic-
ularly relationships between objects beyond a single hop, continues to be overlooked. Take, for instance, an
image that shows a person on a motorbike in a store and another motorbike on the street. A scene graph might
easily suggest that the setting is a dealership, with the person testing the motorbike without actually riding
it. However, all the previous methods encode this information using labels such as person, riding motorbike,
motorbike,in” store, and motorbike, on"road might not clearly differentiate which motorbike the person is
actually using, potentially leading to inaccurate explanations. Despite these challenges, using graph-based
information can significantly enhance our ability to draw precise conclusions, which is particularly vital in
areas like Explainable Artificial Intelligence (XAI).

This emphasis on utilizing graph-based methodologies to enhance the precision of interpretations in XAI
demonstrates the critical need to advance these technologies. As we transition from theoretical frameworks
to practical applications, the connection between conceptual models and graph theory becomes increasingly
vital. The process of identifying and comparing instances from different classes using graph methodologies
not only illuminates the complexity involved but also underlines the importance of sophisticated tools for
managing and interpreting this complexity. As we delve deeper, the integration of Graph Neural Networks
(GNNs) offers a promising solution to navigate these challenges efficiently, proving essential in applying these
theories to real-world tasks effectively.
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Methodology

Given a query instance [ 4) from class A, the task involves identifying a different image I { B) from class B,
which is not class A, aiming to minimize the shortest edit path between I(4) and I E B)" Although various
metrics exist for measuring distances between images, we adopt a conceptual approach using scene graphs
to depict objects and their interactions within images. Consequently, the challenge of image similarity boils
down to one of graph similarity.

Graph modifications (such as insertions, deletions, and substitutions) are used to measure deterministically
the similarity between two graphs G (4) and G’( B)- However, determining these edits is an NP-hard problem.
Optimal edit paths can be determined using tree search algorithms, though this approach requires exponential
time. In situations where a counterfactual graph to G(4) needs to be identified from a set of N graphs, the
graph edit distance (GED) must be computed N — 1 times.

To reduce computational demands, we employ lightweight Graph Neural Networks (GNNs) that enhance
the graph proximity evaluation by mapping all N graphs into a consistent embedding space [65]. Here,
the closest instance is determined without losing any information, unlike previous methods. By locating the
nearest embedding to G4 from a different class B, GED calculations are required only once per query during
retrieval. Specifically, we address the following optimization problem for semantic graphs derived from any
input modality:

GED(min|G 4y, G{(p)), such that A# B (5.3.1)

More specifically, we construct a definitive ground truth by establishing an absolute similarity metric between
graph pairs using GED, despite its computational intensity. To enhance the efficiency of GED calculations,
we employ a suboptimal algorithm that utilizes a bipartite heuristic to speed up an existing LSAP-based
algorithm [140, 74]. Additionally, we refine the graph edits by assigning operation costs based on conceptual
distances within the WordNet hierarchy. It is important to note that our methodology is not tied exclusively
to the ground truth, and other metrics can be utilized within the current framework. However, we have
chosen GED as the primary ground truth metric mainly because previous methods [84, 58] also attempt to
approximate GED.

Training "For efficient graph comparison, we deploy a Siamese Graph Neural Network (GNN) architec-
ture that extracts graph embeddings through a combination of different GNN layers. More specifically, for
embedding generation, we use stacked GNN layers, described by either GCN [154], GAT [352], or GIN [384].
These embeddings are pooled to generate global graph embeddings, formalized by the equation:

n

he =+ S Y wkh (5.3.2)

n
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where u; is the representation of node i, N(4) is the neighborhood of i, n is the number of nodes for G and
K is the number of GCN layers. The embeddings undergo dimensionality reduction to ensure consistency
and the model is trained to minimize the loss function:

2
L= ]E(H(h(;(cm) . h%y))H2 ~ GED(G(0,),Cc,))) (5.3.3)

Upon generating embeddings, they are compared using cosine similarity to rank and retrieve the most suitable
counterfactual graph instance, ensuring the instance selected from class B differs from class A and optimizes
the graph edit distance, thereby enhancing the explanatory power of these instances for more precise Al
explanations.

Once graph embeddings have been extracted, they are compared using cosine similarity to produce rankings.
For each query image I(4) and subsequently its scene graph G(4), we obtain the instance G’( B) with the
highest rank given the constraint that I(’B) is classified in B # A. IéB) is proposed as a CE of [ 4) since it
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constitutes the instance with the minimum graph edit path from it, classified in a different target category
B. Specifically, we retrieve a scene graph G’( B as:

haa
)if B# A (5.3.4)
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where i = 1,..., N. Selecting target class B is correlated with the characteristics of the dataset in use and the
goal of the explanation itself. Precisely, if the data instances have ground truth labels, the target class can be
defined as the most commonly confused compared to the source image class [348]. Another valid choice is to
arbitrarily pick B to facilitate a particular application, i.e. explanation of classifier mistakes, in which case
B is the true class of the query image [2]. We choose the first approach when ground truth class labels are
available; otherwise, we define the target class as the one with the most highly ranked instance not classified
as A.

5.3.1 Evaluation

Our evaluation approach encompasses both quantitative metrics and human-centered experiments to ensure
a comprehensive analysis of our methods. The quantitative aspect of our evaluation employs a detailed com-
parison between the rankings derived from our graph embeddings and the established ground truth rankings
provided by GED. We utilize several metrics to gauge the effectiveness and accuracy of our embeddings:

1. Average Precision@k (P@k): This metric considers all results within the top-k ranks retrieved by GED
as relevant, offering a broad measure of precision.

2. Binary P@k and Binary NDCG@k: These focus on the precision and ranking quality of the top-
most GED result, emphasizing its position within the retrieved ranks through Normalized Discounted
Cumulative Gain (NDCG).

3. Awverage number of edits: We calculate the average number of node and edge modifications—insertions,
deletions, and substitutions with different concepts. These calculations are performed post-hoc using
GED to ensure a fair and consistent basis for comparison.

The choice of GED as the benchmark for evaluation draws on prior research and is justified by several of its
intrinsic features:

e [ts semantic richness, which allows for a deep understanding of the conceptual changes between graphs,

e Its completeness in representing distances owing to its reliance on graphs that accurately encapsulate
both objects and their relationships,

e Its deterministic nature, making it a reliable standard across various modalities and levels of granu-
larity within evaluated techniques. This universality is critical, particularly when baseline methods
may interpret units of information differently, such as pixel-based techniques that consider significant
rectangular areas versus those that focus on abstract concepts.

In addition to quantitative metrics, our evaluation includes human-in-the-loop experiments designed to vali-
date and enrich our understanding of the generated counterfactual explanations.

Human evaluators participate in a test designed to assess the effectiveness of our counterfactual explanations.
They are involved in a direct comparison task, similar to the one presented in Section 5.2.1 in which they
select between two counterfactual explanations for a specific query image: one created using a Graph Neural
Network (GNN) and the other using one of two algorithms. The first algorithm is the set-based counter-
factuals (SC) approach for calculating semantic counterfactuals, detailed in Section 5.2 and referred to as
SC. The second is those proposed by [348], referred to as SVE (Semantic Visual Counterfactuals). The first
comparative analysis aims to explore the impact of information loss on the quality of explanations, particu-
larly focusing on how the removal of relationships between objects that are distanced by two or more edges
affects the quality of the generated counterfactuals. The second study aims to investigate human prefer-
ences between the results from the GNN and the state-of-the-art visual counterfactual that also necessitates
white-box access to the classifier.
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The results presented in this section primarily involve the utilization of approximately p ~ N/2 training graph
pairs. Unless specified otherwise, these results are achieved using the Graph Convolutional Network (GCN)
variant [155]. The selection of training pairs and the GCN model choice are pivotal in ensuring that our
analysis is both robust and representative of the average performance of our frameworks under typical usage
conditions. The use of half of the available N graph pairs provides a substantial but manageable dataset,
facilitating detailed statistical analysis and model training while maintaining computational efficiency.

Human Evaluation on the CUB Dataset

Setting The experimental setup described here mirrors the framework initially outlined in Section 5.2.1.
More specifically, we utilize the same two pre-trained neural network models: VGG-16 [324] and ResNet-50
[114]. These models are employed to process and generate predictions on the test set of the CUB dataset,
which we have designated as our explanation dataset after incorporating image annotations into a DL knowl-
edge base. Referencing the approach detailed by [348], a subset of bird images from the CUB dataset was
selected for analysis. Each chosen image was paired with a counterfactual counterpart from the same dataset,
ensuring that the counterpart did not share the same avian species (or label) as the original image.

Building on this established framework, our research integrates these methodologies into a human evaluation
survey. In this survey, following the procedure outlined in Section 5.2.1, evaluators were tasked with identify-
ing which of two counterfactual images bore a closer semantic resemblance to the original bird depicted. This
assessment explicitly required evaluators to disregard the bird’s posture or background elements, focusing
solely on semantic similarities. The procedure followed by the annotators remained consistent, including
the consent form and the structured layout of the page. The only difference lay in the methods that were
compared. In each instance, one of the counterfactual images was generated using the GNN-based method,
while the second counterfactual image was randomly selected between the SC and the CVE method.

Results From the analysis of the data in the comparative human survey (Table 5.2), it becomes evident
that counterfactual explanations that effectively utilize the complete informational content of the graph edges,
are significantly more preferable to humans compared to the other two methods under review. Our method
showed nearly double the preference rate compared to the CVE approach, which operates at the pixel level
and requires white-box access to the model. Even against with SE, which aggregates edge data into sets
thereby losing detailed connectivity information, the GNN approach was favored 2.6 times more frequently,
despite a higher number of undecided responses.

The distinct advantage of the GNN method stems from its comprehensive use of graph data—capturing
the full spectrum of node and edge relationships—enabling more nuanced and accessible explanations. This
fundamental difference in data utilization makes our approach intrinsically more intuitive to users.

Moreover, a chi-square test was conducted to statistically analyze the differences in user preferences. This
test highlighted significant disparities, indicating a robust preference for the GNN method over both the SE
(p-value = 0.003), and over the SVE techniques (p-value = 9.21e-08). These results not only illustrate a
notable deviation from the expected response distribution but also strongly affirm the superior interpretability
of our graph-based counterfactual explanations. This statistical validation confirms that our methodology’s
emphasis on maintaining the integrity of the entire graph structure—utilizing all available information on
the edges—significantly enhances the clarity and effectiveness of the generated explanations.

Ours ‘ Win% Lose% Tie%
SC 48.86 19.32 31.82
CVE | 48.42 26.27 25.31

Table 5.2: This table shows the percentages reflecting human preferences: Win% indicates the percentage
GNN method was favored, Lose% represents the opposite, and Tie% denotes instances of no preference.
Bold highlights the method with the highest preference rate.

GED-based Quantitative Analysis The agreement between the counterfactuals I { B) retrieved by each method

(CVE, SC, and their approach) and the ground truth GED is examined. It is observed that their method
surpasses CVE across all ranking metrics (referenced in Table 5.3). Regarding SC, metrics are applicable
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only for kK = 1, as this method generates a single CE rather than a ranked list. Consequently, the precision
at 1 (P@1) for SC is recorded at 0.02, significantly lower than that achieved by their method.

Furthermore, it is noted that their approach results in the fewest overall edits. As detailed in Table 5.4,
their method produces approximately 1 and 2 fewer edits on average compared to SC and CVE respectively,
reinforcing the assertion that their counterfactual explanations (CEs) involve the minimum number of edits
necessary.

Additionally, their CEs are characterized by minimal-cost edits; specifically, the resulting Graph Edit Dis-
tance (GED) between the query and the retrieved counterfactual scene graph shows lower GED scores when
compared to both CVE and SC.

PQ@kt P@k (binary)t NCDGQk (bin.)t
k=1 k=4 | k=1 k=4 k=1 k=4
CVE | 0.02 0.10 | 0.02 0.11 0.11 0.26
Ours | 0.19 0.34 | 0.19 0.49 0.23 0.36

Table 5.3: Comparative analysis of counterfactual retrieval outcomes against the benchmark GED rankings
on CUB. Bold indicates the highest-performing results.

| Node | Edge | Total |
CVE | 843 4.70 13.13
sc 8.07 3.66 11.73
Ours | 6.16 4.34 10.5

Table 5.4: Mean edits for nodes, edges, and overall on CUB. Bolded values indicate the best outcomes
(minimum edits).

Local Explanations Local explanations for the CUB dataset are showcased in Figure 5.3.1, where three
images from the class A (Rusty Blackbird) are analyzed. Each image is explored in terms of the necessary
edits and Graph Edit Distance (GED) required to transition them to class B (Brewer Blackbird). Notably,
our methodology results in the smallest number of concept edits compared to competing approaches.

The SE method demonstrates some significant drawbacks, as seen in the examples where it either introduces
additional birds that do not belong to the initial class (SC, left) or displays only a partial view of the bird
(SC, middle). These errors lead to costly and unnecessary deletions and additions of elements, detracting
from the efficiency and relevance of the explanations. On the other hand, our approach employs a graph-
based framework where each concept instance is distinctly linked to graph nodes. This unique linkage, along
with the strong interconnections between nodes, robustly guides the graph similarity assessments conducted
through GED. Consequently, our method provides a more precise and expressive measurement of distance,
offering clear advantages over approaches that rely on simpler, unstructured data sets.

The CVE technique, while avoiding some of the overt errors seen in SC’s results, also struggles to find
counterfactuals conceptually similar to the original query I(4). This is evidenced by the higher GED and
increased number of edits required. Although CVE considers visual features such as zoom, which helps
mitigate some mistakes by focusing on finer image details, it lacks the semantic depth provided by our
GED-based approach. This semantic depth is crucial as it ensures that the explanations not only visually
resemble the query but are also conceptually coherent, preserving the underlying biological and categorical
characteristics that define each bird class.

In essence, our GNN-based approach integrates a comprehensive understanding of both the visual and struc-
tural aspects of data. By mapping each bird to a graph where nodes represent significant features and edges
define the relationships between these features, our model achieves a balance of visual accuracy and semantic
richness. This integration enables more intuitive and contextually appropriate transformations, which are
essential for producing practical and informative counterfactual explanations in real-world applications.
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Figure 5.3.1: The results for transitioning from Rusty Blackbird to Brewer Blackbird are presented as
follows: The first row displays the original image. The second row showcases the results from CVE method.
The third row features the explanations generated by CE. Lastly, the explanations produced by the GNN
approach are displayed in the final row. Bold denotes best results (lowest number of edits and GED scores).
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(a) Source image (b) Top-1 retrieved by CVE [348]. (c) Top-1 retrieved using GNN

Figure 5.3.2: A counterfactual explanation example.

The GNN based algorithm is capable to retrieve counterfactuals that respects not only the semantics of nodes
and edges but also the overall geometry of the graph. This capability is manifested in its precision in focusing
on semantic details pertinent to bird species, while effectively minimizing distractions caused by irrelevant
features such as the background. Such an attribute is a promising aspect of the counterfactuals provided by
the framework, contributing towards the development of more robust explanations, despite this particular
element not being extensively analyzed within the current study. Initially, a qualitative example is presented
to substantiate this claim. In Figure 5.3.2, the most similar image to 5.3.2a is sought using both the CVE
method and the framework’s own method. It becomes apparent from Figures 5.3.2b and 5.3.2c¢ that both
counterfactual images bear a visual resemblance.

The effectiveness of scene graphs in representing data is highlighted effectively in this context. It is observed
that the most similar scene graphs, according to different methods, show distinct characteristics in how they
represent the data. Particularly, the method developed by the framework is adept at retrieving graphs that
more accurately respect the geometric configuration of the original image’s scene graph.

Additionally, it is noted that the framework’s approach manages to retrieve an image that excludes certain
concepts such as “leg”’or “tail.” This exclusion results in a representation that more closely mirrors the
original source image. This structural similarity, therefore, leads to better semantic consistency. This aspect
emphasizes the framework’s ability to deliver precise and meaningful counterfactual explanations, showcasing
its potential to provide deeper insights and more reliable interpretations in the analysis of visual data.

Global Counterfactuals Global Counterfactual Explanations entail adjustments within a structured
framework using standardized units. In our analysis, these units are primarily graph triples formatted as
(concept-edge-concept) or simpler concept edits within these triples. Both approaches aim to compile local
edits to craft a comprehensive explanation of the classifier’s behavior from a broader, macro perspective.
Utilizing the CUB dataset as a case study, it becomes evident that global CEs align closely with human
perceptual understanding.

For example, during the classification shift from Parakeet Auklet to Least Auklet, notable features such
as the triplet ("beak”, "shape", "specialized") are removed to de-emphasize characteristics of the original
class. Concurrently, features representative of the target class, such as the triplet ("beak”, "shape”, "cone"),
are introduced to mirror the new class accurately. This method of aggregating edits from multiple images
across the dataset allows for the extraction of global edits. These edits collectively delineate the necessary
modifications across the dataset to elucidate the transition between classes. While these modifications are
most effectively represented as graph triples, it is also feasible to detail changes in concepts or relationships.

In support of this, Figure 5.3.3a illustrates the specific triple edits that facilitate the counterfactual transi-
tion from Parakeet Auklet to Least Auklet. Additionally, Figure 5.3.3b displays the global edits related to
concepts observed in the CUB dataset images. The correspondence of these results with human perception
further validates the effectiveness and relevance of global Counterfactual Explanations in understanding and
interpreting Al classifier decisions within a complex dataset.
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Figure 5.3.3: Edits involving triples (a) and concepts (b) (insertions, deletions, substitutions) necessary for
transitioning from Parakeet Auklet to Least Auklet.

Explaining a Places Classifier

In this section, we have directed our focus towards conceptual counterfactuals, particularly in light of the
previous sections which highlighted their clear advantages over the state-of-the-art (SotA) pixel-level method
employed by CVE. Following the experimental of Section 5.2.1, we utilize the Visual Genome (VG) dataset
[161], which comprises over 108,000 human-annotated scene graphs. These graphs intricately detail scenes
featuring multiple objects and their interactions.

Setting To facilitate manageable experimentation, we have constructed two subsets of 500 scene graphs
each, yielding approximately 125,000 potential training graph pairs for our Graph Neural Networks (GNNs).
The first subset, referred to as VG-RANDOM, consists of randomly selected scene graphs. The second
subset, termed VG-DENSE, is specifically curated to include graphs with higher densities and fewer isolated
nodes, emphasizing the significance of object interconnections.

In Table 5.5, we provide supplementary statistical information about these two datasets, detailing both the
maximum and minimum nodes. The datasets VG-DENSE and VG-RANDOM each comprise 500 graphs in
total.

When analyzing the results in the experimental section, it is crucial to take into account the size and density
of the input data, as these factors can significantly influence the outcomes of the study.

A notable challenge within the VG dataset is the absence of ground truth classification labels, which presents
a unique opportunity to evaluate our counterfactual retrieval method in scenarios devoid of predefined target
classes. To address this, we employ the same pre-trained Places365 classifier [419], using a ResNet50 archi-
tecture. This classifier helps us determine counterfactual classes based on the closest rankings, thus allowing
an effective evaluation of our method’s capability in identifying relevant counterfactual explanations across
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| VG-DENSE | VG-RANDOM

density 0.20 0.06

edges 9.04 8.77

Mean nodes 7.25 14.57

isolated nodes 0.47 3.37

density 0.47 0.67
edges 36 27
Max nodes 15 20
isolated nodes 3 12

density 0.14 0.01
. edges 5 5
Min nodes 6 4
isolated nodes 0 0

Table 5.5: Detailed statistical data for the VG-DENSE and VG-RANDOM graph datasets.

diverse and complex visual scenes.

Results Initially, we assessed the average number of edits between our method and the SC approach, as
documented in Table 5.6. At first glance, the numerical outcomes from both methods appear comparable.
However, a detailed analysis, coupled with the average GED outcomes from Table 5.7, clearly showcases
the superiority of the GNN approach. It is important to note that the VG dataset features a much wider
diversity of concepts compared to CUB, and despite the stringent knowledge-based constraints applied during
GED computation, a higher edit distance between concepts is anticipated. Interestingly, this increase in edit
distance does not apply to mean GED, as CUB records a higher number of average edits.

Furthermore, the GNN method consistently achieves lower GED across all scenarios, even in cases where the
number of edits is higher, such as with VG-RANDOM.

VG-DENSE VG-RANDOM
Node] Edge|l Totall | Node] Edge|l Total|
SC 4.91 7.29 12.2 12.15 7.52 19.67
Ours 4.95 7.15 12.11 12.18 7.54 19.72

Table 5.6: Average number of node, edge & total edits on VG. Bold denotes best results (lowest number of
edits).

| VG-DENSE | | VG-RANDOM |
128.67 186.77
122.41 180.67

SC

Ours

Table 5.7: Average top-1 GED (VG) for CEs when methods disagree. Bold for best (lowest) GED scores
for each dataset split.

Local Explanations By analyzing the counterfactual images retrieved for VG-DENSE as shown in Figure
5.3.4 (left), it becomes evident that our method yields results that are significantly more detail-oriented.
For instance, in the first column, not only does our approach successfully retrieve an image incorporating
the concepts “man’, “board’, and “water’, but it also captures the intricate relation of “man on board’. In
contrast, in the third column, while the GNN manages to retrieve a pizza by considering the specific toppings
involved, the SC approach merely retrieves an image featuring similar but less connected concepts, such as
“bun” and “bread” or “meat” and “sausage’.
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Figure 5.3.4: Qualitative outcomes (optimal metrics highlighted in bold): VG-DENSE (first three columns
on the left) and VG-RANDOM (last three columns on the right).

Similarly, the results for VG-RANDOM depicted in Figure 5.3.4 (right) adhere to this same nuanced approach.
In columns four and five, GNN emphasizes the relational dynamics, retrieving images that focus on the
interactions between trees and other objects. However, given the sparsity of the underlying graphs in some
instances, as observed in the sixth column, the prominence of certain concepts occasionally overshadows the
structural connections. This discrepancy is reflected in the increased number of edits associated with our
method for VG-RANDOM. Despite this, the Graph Edit Distance (GED) does not always align with this
increase, highlighting yet again the critical role of semantic context in evaluating these images.

Evaluating the Significance of Roles

We have undertaken a replication of the experiment presented in 5.2.1, which involves explaining the classifi-
cation of web-crawled creative-commons images into “driver” and “pedestrian” categories. In this experiment,
the images were manually classified, leading to the use of a non-neural classifier to explain the classifica-
tions. Utilizing the state-of-the-art scene graph generator (SGG) by [47], we extracted global edits from the
generated graphs to facilitate the transition from “pedestrian” to “driver”, as depicted in Figure 5.3.5 (left).

The relevance of these edits is corroborated by intuitive reasoning; for instance, the addition of relationships
such as (helmet, on, head) and (man, on, bike) align with the common understanding that people wear
helmets when riding bikes. Similarly, the deletion of (seat, on, bike) reflects the observation that the bike
seat is obscured when a person is riding. These intuitive edits illustrate the practical application of common
sense in refining scene graph outputs.

To assess the robustness of our methodology across different annotation techniques, we substituted the original
SGG with a combined pipeline involving image captioning using BLIP [181] followed by graph parsing through
Unified VSE [373]. This replacement was tested to see if the semantic integrity of the edits is maintained
across different technological approaches. The results, shown in Figure 5.3.5 (right), confirm that the edits
generated through this new pipeline closely resemble those produced by the original SGG method.

The comparison reveals that more precise local edits can be achieved by carefully considering the multiplicity
of objects and their interrelations. However, it is also evident that generic triple edits can occur due to
inaccuracies within the automatic annotation pipeline, underscoring the necessity for diligent curation of
explanation datasets. This curation is crucial to minimize errors and enhance the quality of explanations
provided by automated systems.
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Figure 5.3.5: Modifications of graph triples (insertions/deletions) to transition from “pedestrian” to “driver”.
Edge and node labels within a triple are highlighted in yellow for clarity.

Evaluation in Audio - COVID-19 Classification

As the algorithms presented in the previous sections, the method described here is also model-agnostic and
modality-agnostic. Thus, we can use the same framework to explain a classifier across different modalities.
In this instance, we utilized the Smarty4covid dataset [398], notable for its use in the IEEE COVID-19
sensor informatics competition 4, which identifies COVID-19 from cough sounds. This extension into audio
classification aligns our findings with those derived from the SC method, particularly in highlighting frequent
concept edits related to respiratory symptoms and the exposure of an existing gender bias within the data.

This dataset, characterized primarily by its conceptual nature and minimal interconnections, did not yield
new insights beyond those previously established, reaffirming the importance of the nature and density
of annotations. Nonetheless, it confirmed that our method performs comparably to SC, even in this less
conventional application.

The methodology for generating Smarty4covid graphs for this dataset involved several adaptations from our
standard procedures. Each user or patient was directly linked to their symptoms and characteristics, which
were discernible audibly to some degree. The analysis of symptoms occasionally required categorizing certain
symptoms as sub-symptoms based on the hierarchical structure outlined in [398, 58] Smarty4covid hierarchy,
deviating from our usual practice of using WordNet [243] to calculate node edit costs. Due to the simplicity
of edge types within this dataset, the strategy for modifying edges was streamlined, treating edge swaps and
the addition or deletion of edges as significant alterations.

To refine the accuracy of these adaptations, we incorporated custom BioBert embeddings [170] for the GNN
similarity component, recognizing the unique linguistic characteristics of the medical field. This choice
marked a departure from our previous reliance on simpler Glove embeddings [275], aiming to better capture
the specific semantic nuances of medical terminology.

Comprehensive details of global edits are documented in Table 5.8, which includes triple edits encompassing
edge edits and adjacent concepts. For clarity, the structure of the triples has been simplified in the table,
omitting the head and predicate where all heads are labeled as the“User’concept, and predicates represent
symptoms or sub-symptoms. The latter part of Table 5.8 focuses on node edits independently of the edges.
This detailed examination not only confirms previous findings but also reveals additional insights, such as the
reported gender bias and an emerging correlation between COVID-19 positivity and younger demographics,
expanding our understanding of the dataset’s complexities.

4https://healthcaresummit.ieee.org/data-hackathon/ieee-covid-19-sensor-informatics-challenge/

98



5.4. Assessing the Importance of Conceptual Explanations

Concept Edits Normalized Counts ‘ Triple Edits Normalized Counts
“Sneezing” 1.0 “Sneezing” 1.0
“RunnyNose” 0.78 “RunnyNose” 0.73
“DryThroat” 0.35 ("Male’ “Female”) 0.68
“Fever” 0.34 “DryThroat” 0.36
“Dizziness” 0.31 “Fever” 0.35
“Fatigue” 0.22 “Dizziness” 0.31
“Respiratory” 0.22 (“Fourties”, “Twenties”) 0.29
“DryCough” 0.21 “DryCough” 0.23
“TasteLoss” 0.21 “Fatigue” 0.23
“Cough” 0.16 “Respiratory” 0.23

Table 5.8: Comprehensive edits for transitioning from COVID-19 Negative to Positive status, displayed
through concepts and triples.

5.4 Assessing the Importance of Conceptual Explanations

In the previous Sections, we explored various algorithms for calculating Semantic Counterfactual Explana-
tions. Initially, the incorporation of semantics appears to be a logical approach to unravel the decision-making
processes of opaque systems, often referred to as “black boxes.” This perspective is supported by recent schol-
arly works which suggest that the primary distinction between counterfactual explanations and adversarial
attacks lies in the presence of semantic coherence [27]. However, the validity of this assumption requires
empirical verification. Specifically, our research aims to test the following hypothesis: “Does the use of ap-
propriate semantics actually aid users in comprehending the decision-making process of a black box?” Here,
the term “appropriate semantics” implies that the explanations provided are congruent with the seman-
tic decision-making process inherent to the system being analyzed. For instance, in scenarios such as the
pedestrian versus driver classification, it would be misguided to analyze the decision-making process without
considering the relational data provided by edges within the graph. If the semantic level employed by the
black box is known, then the highest level of relevant information should be utilized. In such cases, a Graph
Neural Network (GNN) approach may be more appropriate than a set-based counterfactual explanation,
particularly if the impact of relationships between edges on the classifier’s decisions is unclear.

To empirically test this hypothesis, we plan to conduct a series of human surveys incorporating elements
of machine teaching. Specifically, we will adapt the CVE’s machine-teaching experiment outlined [348], but
restructured to incorporate our graph-based explanations. This experiment will be divided into three phases:
pre-learning, learning, and testing, with participants split into two distinct groups to experience different
learning conditions. The first group will participate in a “visually-informed” session, where they will be
presented with both images and their corresponding scene graphs. The second group, referred to as the
“blind” group, will receive only the scene graph pairs and edits, without any visual context.

This dual-method approach will enable us to evaluate how effectively humans can grasp and utilize graph-
based concepts when visual aids are absent, introducing a new application of this evaluation technique.
We anticipate that this study will illuminate the relative influence of visual versus conceptual information
on human understanding and decision-making in complex tasks like image classification, thereby providing
deeper insights into the efficacy of semantic counterfactual explanations.

5.4.1 Setting of the Experiment

This experiment aimed to delve deeper into the understandability of both the traditional and our novel
methodologies by replicating the machine-teaching human experiment described in [348], using the CUB
dataset with the same classes and procedure as reported in Section 5.2.1, with the only modifications to
incorporate the graph-based explanations. We maintained the structured stages of pre-learning, learning,
and testing, and divided our annotators into two separate groups to follow different learning protocols:
“visually-informed” and “blind”. Unique to our study, the “blind” variant provided annotators solely with
scene graph pairs and graph edits, omitting any visual images. This innovative approach was designed
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Instructions
This test consists of 3 stages (Pre-Leaming, Learning, Testing). The objective s to teach the subject how to classify bird images into their ground truth categories, which are abstracted here to ‘class A and ‘class B
Prelearning Phase

In this stage you are going to get familiarized with the bird categories you will review. You are required to choose whether each bird belongs in Class A, ‘Class B' or you 'Donit Know'. It is expected that the reader chooses the last option, since they
have no prior knowledge

Class Al Class B2 Don't Know®!

Figure 5.4.1: Initial instructions for the CUB machine teaching experiment during the Pre-Learning phase.
Participants can select from “Class A”, “Class B”, or “I don’t know”.

to uniquely assess the extent to which individuals rely on graph-based concepts over visual imagery to
comprehend the reasoning behind classifications. This method, offers valuable insights into the cognitive
processes involved in understanding complex data representations and enhances our understanding of the
effectiveness of explanatory models in Al

The same platform used for the prior human experiment is employed once again. However, in this iteration,
each annotator is restricted to evaluating only one single sample. This limitation is imposed to more clearly
assess the contribution of the learning phase, avoiding scenarios where an annotator might become more
“competent” after multiple exposures to the learning phase. The experimental workflow, as outlined by [348],
is adopted, thus incorporating all three stages: pre-learning, learning, and testing.

Pre-learning stage During the pre-learning stage, unlabeled images from the test set are presented to
the users so that they can become acquainted with the types of images they will be required to classify
later. Figure 5.4.1 serves as an illustration of the pre-learning screen. It is made clear to the annotators
that classification into the anonymized classes A and B cannot be performed without progressing through
the learning stage, and thus, selecting "I don’t know" is the anticipated response. In Figure 5.4.1, the three
available options for image classification are explicitly displayed: “Class A”, “Class B”, or “I don’t know”. It
is stipulated that only one option can be selected at any given time, consistent with the procedures outlined
in [348].

Learning stage The learning stage constitutes the core of this human experiment. As detailed in the
main paper, two variants are conducted to assess the extent to which concepts influence human perception.
It is stipulated that a participant engages in either the “visually-informed” or the “blind” experiment, but
not both, to preclude the evaluation of the same data sample in both experiments and thereby prevent any
potential knowledge transfer between the two variants. Participants are divided into equal subgroups, with
seventeen in the “visually-informed” variant and sixteen in the “blind” one.

In the visually-informed variant, training images from anonymized classes A and B are presented to
annotators, accompanied by their scene graphs, as depicted in Figure 5.4.2. To ensure no overlap between
training and test images, various tools such as “zoom-in”/“zoom-out”, “pan”, and “move” are provided to
annotators to facilitate navigation within the images and the corresponding scene graphs.

In the described setup, images positioned on the left are invariably assigned to class A, whereas those on
the right are categorized under class B. Scene graphs displayed on the right elucidate the edits required for
the A — B transition; green nodes symbolize concept additions, blue nodes indicate concept substitutions
(showing both the source and target concepts), and red nodes mark concept deletions. Nodes of other colors
suggest that the associated concepts remain unchanged across the two classes.
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Figure 5.4.2: Example of the visually-informed learning stage.

During the training phase, it is observed that a user’s attention is naturally drawn to the most frequent
insertions, substitutions, and deletions. This focus aids in identifying the discriminative features between
class A and class B. The association of such concepts with corresponding images facilitates the mapping of
graph edits to visual differences, enabling users to distinguish between classes both visually and conceptually.

In the “blind” variant of the learning stage, participants are provided only with scene graphs, devoid of
any training images, and the graph edits are demonstrated through colored nodes. This approach mirrors
the machine-teaching learning stage presented in [348]|, where only discriminative regions of the images
are highlighted, and the rest of the image is obscured. Thus, annotators are required to learn from these
explanations alone, mentally associating the explained concepts with visual regions in the test images. In
this scenario, the explanations are linked to graph edits, and annotators must recognize the discriminative
concepts that are added, substituted, or deleted for the A — B transition.

However, given that this learning environment lacks visual cues, it is considered to be more challenging than
the learning stage implemented by Vandenhende et al. Here, annotators must bridge concepts with image
regions, engaging in cross-modal grounding to identify discriminative features. Throughout this blind learning
stage, the extent to which annotators rely on concepts over pixels to classify images from unknown classes
is measured. This experiment is crucial in demonstrating how conceptual explanations can significantly aid
humans in approximating a zero-shot classification setting, highlighting the importance and informativeness
of such explanations.

Testing Stage In the testing stage, the same images as in the pre-learning stage are provided to the users,
but no scene graphs are included. Based on the knowledge acquired in the previous stage, annotators are
expected to have grasped the visual and conceptual differences between the classes; hence, they are required
to assign an appropriate class to each test image by choosing either “class A” or “class B” for each one. In
contrast to the pre-learning stage, the option “I don’t know” is not available. Following this stage, an accuracy
score for each user is calculated based on their correct choices during the testing stage.
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Figure 5.4.3: Variability in test accuracy across human evaluation experiments in machine teaching.

5.4.2 Results

The accuracy of the GNN approach in the visually-informed trials significantly exceeds the scores reported
in CVE, underscoring the enhanced effectiveness of semantic counterfactual explanations in leading humans
to comprehend the distinguishing concepts between classes, as opposed to the more basic pixel-level CEs
that lack conceptual depth. The results from the “blind” experiment reveal a predictable decline in accuracy
compared to the visually-informed outcomes, yet they still surpass the performance noted in CVE. This
greater accuracy in concept-based explanations as opposed to purely visual ones confirms the importance
that humans attribute to higher-level features in classification tasks.

Human experiment ‘ Test accuracy %7
GNN - visually-informed 93.88
GNN - blind 89.28
CVE 82.1

Table 5.9: Accuracy scores of human participants for accurately classifying samples into classes A and B.
The highest score is highlighted in bold.

The average accuracy for the visually-informed experiment stands at 93.88%, suggesting that users are
generally highly adept at identifying the key concepts that distinguish the two bird classes and associating
them with visual information. The average accuracy for the blind experiment is noted at 89.28%. This figure,
being quite close to that of the visually-informed experiment, allows us to conclude that concepts alone are
sufficiently robust for teaching discriminative characteristics to humans, even in the absence of direct visual
context. The accuracy scores for both the visually-informed and blind experiments significantly surpass those
reported in CVE, indicating that conceptual explanations are more meaningful and informative to humans
compared to pixel-level explanations.

Figure 5.4.3 offers a detailed breakdown of the accuracy scores attained by participants in the testing phase
of the machine teaching experiment. It is evident that the scores predominantly reach highs of 0.9 and
1.0, indicating that the explanations generated by our method are highly interpretable for humans and
advantageous for executing classification tasks. A comparison of the “visually-informed” and “blind” results
indicates a gradual reduction in test accuracy when visual aids are absent.
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Applicability of Machine-Teaching Experiment

The machine-teaching experiment is deliberately conducted using only the CUB dataset. This decision
serves to underscore the advantages of the learning phase: since annotators initially lack knowledge about
bird species, they stand to greatly benefit from acquiring distinctive bird characteristics during the learning
phase, which they can then utilize in the testing phase. For instance, before the experiment, none of the
annotators can distinguish between a Parakeet Auklet and a Least Auklet. However, after participating in
the learning stage, they gain the ability to identify key discriminative features, aiding them in accurately
classifying birds during the test phase.

Conversely, the Visual Genome dataset, which comprises images of common everyday scenes, does not lend
itself well to a similar experiment. For example, most people already understand the fundamental differences
between a kitchen and a bedroom, making a learning phase unnecessary in these contexts, even if the scene
labels are hidden. This situation can be likened to an instance of data leakage.

Additionally, there is a potential issue with misleading concepts. In some instances, certain concepts might
lead visual classifiers to develop biases, a problem typically not encountered by humans. Take, for instance,
the presence of a TV, which could be found in both kitchens and bedrooms. If, hypothetically, the selected
images of bedrooms all featured T'Vs while those of kitchens did not, the explanatory graphs might overly
emphasize the addition of “add TV” nodes. Consequently, a human might be expected to classify any image
with a TV as a bedroom and any without as a kitchen, mirroring the potential bias of a visual classifier
trained on such data. Yet, when faced with actual test images, humans are unlikely to be swayed by the
presence or absence of TVs, instead relying on common sense for classification. Therefore, not only would
the learning stage prove superfluous, but any overt bias, such as “add TV,” would fail to influence human
judgment in the final classification, rendering the counterfactual explanation largely irrelevant to human
users.

5.5 Conclusion

In this chpater we have developed a novel explainability framework that leverages the robustness of knowledge
graphs for generating counterfactual explanations using the relational information between the objects. This
framework ensures that the explanations are not only valid and feasible—always reflecting edits towards real
data points—but also minimal, due to the incorporation of edit distance computations. Furthermore, the
explanations are actionable, thanks to the manual assignment of edit costs. Our human study indicates that
these counterfactual explanations are understandable and meet the satisfaction of end-users.

The framework, however, relies heavily on the dataset used for explanations, which should ideally be curated
by domain experts. In critical fields like medicine, the investment in expert curation is justified by the
benefits. For less critical applications, we have demonstrated that utilizing semantically rich datasets such
as the Visual Genome, or employing automatic knowledge extraction methods like scene graph generation,
can also yield valuable explanations.

Additionally, we introduced a model-agnostic approach for computing counterfactuals using the expressive
capabilities of semantic graphs. This involved the innovative use of a GNN-based similarity model to facilitate
the GED calculation, which accelerates the typically NP-hard process of retrieving counterfactuals across all
input graph pairs. Our evaluations indicate that our model not only ensures minimal and actionable edits
but also enhances human interpretability, particularly in scenarios where concept interactions are densely
packed. Additionally, it outperformed a state-of-the-art algorithm in calculating semantic counterfactuals for
images in a white-box manner, as evidenced by user preferences and human understandability in a series of
human surveys.

Looking ahead, there is considerable potential for advancing this research. We plan to enrich the framework
with more comprehensive knowledge and incorporate theoretical insights from description logics and reason-
ing. Furthermore, we are exploring the use of generative models capable of applying semantic edits to a data
sample to produce new samples that can be evaluated by the classifier. We also aim to address potential
limitations related to the robustness of counterfactual explanation methods and the impact of low-quality
annotations. Enhancing efficiency through unsupervised GNN methods represents another promising avenue
for future work. This comprehensive approach will continue to refine the applicability and effectiveness of
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our framework across various datasets and conditions. Finally, as part of our next steps, we plan to extend
the human-machine teaching experiment to different datasets, such as those in the audio domain, in order to
further validate the hypothesis that semantic explanations enhance human understanding.
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Chapter 6

Optimal and Efficient Text
Counterfactuals using GNN

6.1 Introduction

In the preceding chapters, a framework and algorithms for retrieving counterfactual explanations in a
modality-aware manner within a black box setting have been demonstrated. Emphasis has been placed
on image and audio classifiers, yet the prevalence of classifiers in the text domain underscores the pressing
necessity to modify the proposed framework to better accommodate textual modalities.

A significant challenge has been identified due to the presence of highly advanced language models capable
of generating high-quality counterfactual explanations with ease. The existing framework, which does not
generate new instances but rather searches within a dataset to find the semantically closest instance, is
notably limited. This limitation is further exacerbated in the text modality for several reasons. First, the
transformation of text into a graph format poses a significant challenge [339]. Furthermore, the meaning of
a word in text is highly dependent on its surrounding words, a constraint not applicable to scene graphs,
where the interpretation of objects remains constant regardless of proximity to other items.

Inspired by the shortcomings of the current framework, in this chapter we propose an efficient algorithm for
generating optimal text counterfactuals using GNNs [222]. This method can be specifically targeted to a
classifier or employed in general-purpose scenarios without any classifier, using only a dataset. The results
from the experiments have indicated that this method outperforms state-of-the-art classifiers in four critical
metrics—minimality, fluency, closeness, and runtime—across two distinct datasets. Remarkably, it achieves
these results in less than 2% and 20% of the time required by its two competitors, demonstrating both
superior efficacy and efliciency.

6.2 Realated work

Since the introduction of the Transformer model [350], the field of NLP has witnessed a significant expansion in
its capabilities, addressing a wide array of linguistic tasks. Interest in explainability [9, 53] and interpretability
[230] has surged, focusing on identifying biases and spurious correlations that affect the generalization of
state-of-the-art models. Additionally, adversarial attacks [407] have shed light on the inner workings of these
models, enhancing post-hoc interpretability by triggering alternate outcomes.

A number of studies have explored adversarially perturbed inputs aimed at label flipping [240, 252, 182,
303], while others have attempted more generalized approaches to perturbation [305, 374]. These methods,
despite producing linguistically promising results, are often computationally intensive and slow, with some
requiring over 47 hours to process 1,000 samples (see Table 6.1) [303]. Furthermore, the transition from
generalized text manipulation to targeted interpretability necessitates a more controlled generation process,
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as the opacity of general-purpose editing tools based on large language models (LLMs) frequently results in
suboptimal substitutions [80].

Research on exposing vulnerabilities in state-of-the-art models through adversarial or counterfactual inputs
remains robust, with perturbations ranging from the character [69] to the word [91, 295] and sentence levels
[128]. Our project focuses on semantic changes at the word level, adhering to established norms for word-level
perturbations.

The manual and automated creation of adversarial examples has been pursued [90, 147, 254], with early meth-
ods using paraphrasing [127] and more recent approaches employing masked language modeling techniques
[177, 303, 182]. Techniques leveraging similarity-driven substitutions based on word embedding distances
[132, 424] optimize local accuracy for classification tasks while ensuring the controllability of adversarials
[252]. These model-specific methods partially align with our approach but are limited in scope.

General-purpose counterfactual generators that fine-tune LLMs to offer diverse perturbations applicable at
multiple levels of granularity [374, 96, 305] open new avenues for textual counterfactuals. However, these
methods often compromise on explainability due to the unpredictable nature of LLM decision-making [42,
309]. Conversely, recent advances in graph-related optimization strategies [396, 220] showcase promising
results, balancing performance, explainability, and computational efficiency in linguistic interventions.

To enhance the transparency and utility of adversarial examples, integrating hybrid approaches that combine
the interpretive strengths of graph-based methods with the generative capabilities of LLMs could offer a more
nuanced and effective means of generating adversarial texts. This innovative direction could lead to more
reliable and comprehensible adversarial inputs, narrowing the gap between current limitations and the ideal
of fully transparent NLP models.

In the current study, we explore the impact of altering specific words on the performance of textual classi-
fiers through what we refer to as word-level counterfactual interventions. Our methodology is defined by a
structured framework with key attributes aimed at optimizing these interventions. Each substitution should
achieve or closely approximate the best possible outcome while maintaining a predefined measure of semantic
closeness, ensuring optimality. Additionally, there should be at least one semantic input modification in every
dataset instance to maintain controllability. Lastly, the ideal solution should be obtained through streamlined
search methods rather than exhaustive exploration of all possible alternatives, enhancing efficiency.

To address these principles, we treat counterfactual interventions as a problem of combinatorial optimization.
This challenge is tackled using graph assignment techniques derived from graph theory [386]. Moreover,
to augment our strategy, we incorporate Graph Neural Networks (GNNs) [378] as a more rapid, albeit
approximate, alternative to traditional graph-based methods [393].

Our innovative approach is designed to be versatile, suitable for both specific model applications and broader
general uses, without necessarily altering the final classification output. This flexibility enables the adapta-
tions not only for tasks such as label-flipping but also for assessing semantic similarity [220] and generating
content without specific targets [374]. Although our focus here is primarily on classification tasks to allow
direct comparisons with existing methodologies, we evaluate our system against two state-of-the-art text edit-
ing frameworks [374, 303] on metrics like label-flipping accuracy, linguistic fluency, and semantic proximity.
This comprehensive analysis aims to establish a robust baseline for the efficacy of counterfactual interventions
in text classification scenarios.

6.3 Algorithm for Generating Text Counterfactuals Using GNNs

6.3.1 Problem Formulation

The approach is based on a graph-based framework in which words from sentences are mapped onto nodes,
while the costs of substituting one word for another are assigned to the edges connecting these nodes. A
bipartite graph, denoted as G = (V| E), is considered, where the set of nodes V' is divided into two distinct
groups: the source nodes S with |S| and the target nodes T with |T|, ensuring that SUT = V and
SNT = (. This setup is essential for addressing the discrete optimization challenge of finding the most
efficient connections between nodes within G. The focus is on establishing a minimum weight matching
M C FE where the sum of the edge weights, > we,w, > 0 in W, is minimized for edges e € E that cover the
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smaller of the two node sets min(|S|,|7T]). It is ensured that if |S| < |T|, a connection or substitution from
each node in S to a different node in T is possible.

The mathematical formulation of this optimization problem is expressed as follows:

minz we, subject to s # t if e,

Traditionally, the problem could be tackled by an exhaustive search, where all possible permutations of (s, t)
pairs are considered, and every permutation of T is evaluated until the minimal sum min ) w, is reached.
However, this method results in an exponential complexity of O(m™), assuming a complete graph where each
s is connected to every t, hence E = S x T with |E| = nm.

An efficient approach is achieved by treating the problem as a variant of the rectangular linear assignment
problem (RLAP), in which n source nodes are assigned to m > n target nodes to minimize the total weight
of the connections. The RLAP not only provides a framework for finding optimal solutions but also allows
flexibility through multiple possible matchings for each source node s. By employing algorithms adapted
from foundational literature, this problem is addressed with significantly improved efficiency, reducing the
complexity to O(mnlogn), a marked improvement over the exponential complexity of more naive methods.
These algorithms have been continually refined and adapted to efficiently meet the specific requirements of
the RLAP.

6.3.2 Graph neural network for RLAP

Graph Neural Networks (GNNs) [317] have become an indispensable tool for analyzing and learning from
data that exhibits intrinsic graph structures, effectively encapsulating the relationships among diverse entities.
These networks are particularly effective in scenarios where the representation of data as graphs is natural.
For example, in the domain of linear assignment problems, GNNs are utilized to address the linear sum
assignment problem (LSAP), where n agents must be matched to n jobs under unique pairing constraints,
with the goal of minimizing the total cost [29].

Building on this premise, we have refined the model by implementing a Graph Convolutional Network (GCN)
[156] to deal with the Relaxed Linear Assignment Problem (RLAP). This innovation represents a pioneering
use of GNN frameworks to resolve RLAP, filling a gap in existing literature. The architecture of our tailored
GCN model comprises three integral parts: an encoder, a convolution module, and a decoder. This struc-
ture facilitates iterative updates of node attributes through multiple phases, thereby improving the model’s
effectiveness and precision in solving assignment challenges [205].

Caonvolution
Module NO Output
v
Input —> Encoder — Node |
Conv. K=K+1
W
Conv. YES Decoder

Figure 6.3.1: Overview of the GNN architecture used. Attributes at each node are updated over S > 2
iterations in the node convolution layer.

Encoder/Decoder

Given a bipartite graph G, the encoder employs a Multi-Layer Perceptron (MLP) applied to every edge,
converting raw attributes into latent embedding features. Initially, each edge ¢ — j is represented by e;; = wj;,
where w;; is the edge’s weight. Meanwhile, nodes start with zero-valued attribute vectors. After encoding,
the transformed graph is fed into the convolution module for attribute updates.
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On the decoder side, we retrieve the updated edge attributes from the output of the convolution module
and use another MLP-based transformation to predict edge labels through a sigmoid function. In other
words, each edge’s final attribute is passed through a learnable update function that produces a binary label
corresponding to whether or not the edge is part of the solution.

The Convolution Module

This module consists of two distinct layers: a mode convolution layer and an edge convolution layer. The
node convolution layer updates a node’s attributes by collecting information from its connected edges and
immediate neighbors with learnable aggregation weights. The edge convolution layer, in turn, refines the
attribute vector of each edge by combining the attributes of the two nodes it links.

In a bipartite graph with sets S and T' (see Section 6.3.1), each node in S connects to all nodes in 7', so
messages from one node can propagate to every other node after two iterations of convolution. Consequently,
although the convolution layer technically considers only first-order neighborhoods, the structure of a bipartite
graph ensures the entire network becomes reachable within two passes.

Edge Convolution. For an edge i — j, we first gather information from the two endpoints via:
éij = [vi © Cua Uy © Cua €ij © Ce}v (631)

where v; and v; are node attribute vectors for nodes ¢ and j, respectively; c¢* and c® are channel attention
vectors for node and edge features (matching the dimensionality of v;/v; and e;;). The symbol ® denotes
element-wise multiplication, and [-,-,-] indicates concatenation. Note that €;; is an intermediary vector
unifying node and edge features; it is then passed to an MLP-based update function p°®(-), giving e;; < p°(€;;).

Node Convolution. For a node v;, we aggregate features from its incident edges and adjacent nodes:

N,
1 T
i =57 D01 (Leig © ¢, wij(v; © ), (6.32)
K3

j=1
€5 € &i, (S Vi,

where pj is an MLP that generates embedding features, &; is the set of edge attributes for edges incident to
node v;, and V; is the set of its first-order neighbors. The term w;; weighs the importance of neighbor v; when
gathering features and is itself computed by another MLP, 7([v;, v;]). After computing v;, we concatenate it
with the original v; and update:

vi 5 ([T, vil),

where p4 is an MLP. All functions pY, pY, and 7 are implemented as MLPs with distinct architectures and
parameters.!

6.4 Counterfactual generation overview

The methodology described in the study encompasses three distinct phases (Figure 6.4.1). Initially, a textual
corpus designated as D is used, from which words are extracted based on their grammatical category, forming
the foundational node set S. The corresponding target node set T either mirrors S or is derived from an
external linguistic resource like WordNet [243], aggregating all potential replacement candidates for the
elements in S. Together, the node sets S and T construct a bipartite graph G, as discussed in Section 6.3.1.
The edges within this graph are designed to signify the semantic proximity between words in the source and
target sets.

Proceeding to the second phase, the bipartite graph G is fed into a trained Graph Convolutional Network
(GCN). This network processes the graph and delivers an approximate solution to the Relaxed Linear As-
signment Problem (RLAP), represented by a series of candidate word pairings. Each pairing consists of a
source word from set S and a suggested substitute from set 7'

IFor comprehensive details, see [205], which describes the underlying model hyperparameters in depth.
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Figure 6.4.1: An overview of our approach. First, we build a bipartite graph whose nodes represent
individual words. Next, we apply a Graph Neural Network (GNN) to find plausible substitutions that
effectively approximate the RLAP. Finally, by running beam search on the original dataset, we selectively
replace certain words to generate a new counterfactual dataset.

In the culmination of the process, the third phase involves the employment of a beam search algorithm.
This algorithm utilizes a heuristic function to meticulously select the most appropriate substitutions from
the array provided by the GCN. The chosen substitutions are applied, with words from S replaced by their
counterparts in 7', resulting in a modified dataset, denoted as D*. This counterfactual dataset serves as the
output of the method, presenting a systematically altered version of the original corpus based on the semantic
relationships and substitutions identified through the structured workflow.

6.4.1 Construction of Bipartite Graph

In the development of the bipartite graph G, we initiate by extracting words from the document D focusing
on their parts of speech (POS). This process is pivotal for examining the adaptability of our model across
different settings. We employ two distinct methods for word extraction: POS-specific and POS-agnostic
approaches. In the POS-specific method, word selection for potential modification is confined to words that
fall under certain POS categories such as adjectives, nouns, and verbs. On the other hand, the POS-agnostic
method considers all words equally, regardless of their POS classification.

For assigning weights to the edges of the graph, we explore two contrasting methodologies, each differing
in their level of transparency and methodological approach. Initially, we use a straightforward method by
leveraging a lexical hierarchy to calculate distances. Specifically, the edge weight between two words is
determined by their semantic proximity, as gauged by the similarity value provided in WordNet.2 For our
second approach, we employ various large language models (LLMs) to produce word embeddings, including
AnglE3, GISTEmbed*, GinaAI®, and MUGS. Here, the weight of an edge is set based on the cosine similarity
between the embedding vectors of the two words.

The design ensures that lower similarity scores—which correspond to lighter edges—are favored, thereby
forming contrastive word pairs for substitutions. This selection criteria is instrumental in identifying prime
candidates for word substitutions in M.

To maintain syntactic integrity, particularly in the POS-agnostic method, we implement an edge filtering
system. This system involves setting a predetermined, significantly larger weight to edges—approximately
ten times greater than the normal weights derived from WordNet path similarity or cosine similarity of
embeddings. This strategy effectively prevents inappropriate POS substitutions by excluding heavily weighted
edges from selection in M. In contrast, the POS-specific method does not require this filtering mechanism as
all words under consideration already share the same POS, ensuring syntactic consistency without additional
constraints.

2This utilizes the ‘path_similarity function between synsets corresponding to the words, as detailed here:
https://www.nltk.org/howto/wordnet.html.

3Details on this model can be found at: mixedbread-ai/mxbai-embed-large-v1

4Further information is available at: avsolatorio/GIST-Embedding-v0

5More on GinaAl embeddings can be found here: https://jina.ai/embeddings/

6For more details, refer to: Labibl1l/MUG-B-1.6
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6.4.2 Substitution pairs computation

To identify suitable substitution pairs, we address the Rectangular Linear Assignment Problem (RLAP)
on a specifically constructed graph G. As discussed earlier (see Section 6.3.1), conventional deterministic
methods can solve this with a complexity of O(mnlogn). Although these techniques ensure the most accurate
solution, their performance diminishes as the size of the dataset—and consequently, the graph—increases.
To generate substitution pairs in a time-consistent manner irrespective of dataset size, we employ a Graph
Neural Network (GNN) model (refer to Section 6.3.2). This model offers an approximation to the optimal
solution traditionally obtained by deterministic methods but does so with markedly improved speed. This
approach ensures efficiency by speeding up the computation process.

The GNN model tackles the RLAP by focusing on minimizing the sum of 3 w,, effectively identifying
the most dissimilar s — t pairs. This process achieves an approrimate optimality in the substitution of
concepts within G, thus generating useful contrastive substitution pairs. Additionally, controllability is
partially maintained because the graph G is characterized by its density—there are no isolated s nodes, and
the condition |S| < |T'| holds true, with 7" mirroring S or being derived from S using antonyms sourced from
WordNet (each word might correspond to multiple antonyms). The use of the term “partially” highlights
the inherent trade-off between controllability and minimality—the latter referring to the minimal number of
word changes needed (see Section 6.5.2. This trade-off arises from employing a beam search strategy during
the generation of counterfactuals. It is important to note that in certain cases, this controllability may be
compromised if a source concept does not align well with the definitions in WordNet.

6.4.3 Counterfactual Generation

As a result of solving RLAP, a specific subset of matches, denoted as M C E, is derived. This matching
is crucial as it represents the optimal substitutions for n source concepts within a dataset. The cumulative
weight of these matches, represented as WM, plays a significant role in the selection process that follows.
Essentially, WM includes the total weight of all substitutions that involve the n identified source concepts.

Selection Process Following the identification of the optimal matches, the next critical step involves the
selection of which conceptual substitutions from M will be implemented on the dataset D. This selection
is executed via a beam search strategy, a method well-suited for sifting through a multitude of options and
narrowing them down to the most pertinent substitutions. The criteria for this selection are meticulously
set to ensure that only minimal textual alterations are made. The aim is to adjust as few words as possible
in each instance, thereby causing only slight perturbations to the input data. Such minimalistic changes are
preferred because they help maintain the clarity and intelligibility of the explanations provided, as suggested
by prior studies like Alvarez-Melis and Miller (2019).

Setting Limits on Substitutions An integral part of this process involves setting limits on the number
of substitutions permissible for each text instance within the dataset. This is done in two distinct ways:
one approach involves fixing a maximum number of substitutions per instance, while the other adopts a
dynamic strategy where the limit is proportional to the text length. Specifically, in the dynamic method, the
upper limit for substitutions is set at 20% of the total word count of each instance. This approach ensures a
balanced modification of the text, preventing excessive alterations that could compromise the original context
or meaning.

Termination Criteria The termination of the search and selection process is contingent upon achieving
one of two outcomes: either the model’s prediction is altered (flipped), or the predefined upper limit of sub-
stitutions is reached. This termination protocol is crucial as it ensures the edits remain within a manageable
scope, thereby preserving the essential characteristics of the original text while still introducing the necessary
conceptual shifts. This methodical limitation of edits is fundamental in maintaining the effectiveness and
efficiency of the counterfactual generation process.
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6.5 Experiments

In this section, the presentation of experiments is conducted along with the corresponding results. These
outcomes demonstrate that the proposed framework is capable of producing fluent, minimal edits while
achieving a high percentage of label-flipping in a significantly shorter duration when compared to alternative

editing frameworks. The experimental suite was executed on a uniform system setup, which included a 16
GB GPU, an Intel i7 CPU, and 16 GB of RAM.

6.5.1 Experimental Setup

Datasets The evaluation of the framework was conducted against other editors documented in the liter-
ature, utilizing two datasets in the English language: the IMDB dataset, which comprises movie reviews
for binary sentiment classification [226], and a six-class variant of the 20 Newsgroups dataset used for topic
classification [168]. Owing to the substantial computational requirements imposed by the methods being
compared, a sample of 1K instances from each dataset was selected for evaluation. The execution of MiCE
on merely 1K samples necessitated over 47 hours (refer to Table 6.1), rendering full dataset experiments un-
feasible. This sample size was determined to be double that utilized in comparable studies, which examined
the same methods on identical datasets [80].

Predictors In the research conducted, the performance of certain edits is assessed using predictive models
aligned with the methodologies described by [303]. These models, which are built upon the foundations
of RoBERTar arcr [210], demonstrate a test accuracy of 95.9% and 85.3% on the IMDB and Newsgroups
datasets respectively. The evaluation of these models has been executed passively, with the same predictor
models being employed across each dataset under investigation.

Editors As for the editing frameworks, a comparison was drawn between the existing framework and two
state-of-the-art editors, MiCE [303] and Polyjuice [374]. It was observed that MiCE tailored its edits towards
minimal adjustments aimed specifically at label-flipping, whereas Polyjuice provided edits that were not
limited to any singular task and were more generalized. The framework being assessed utilized a deterministic
RLAP solution as a baseline, against which the GNN RLAP optimization was compared. To further explore
the generalization capabilities of the framework, both POS-restricted and POS-unrestricted substitutions
were employed. Further information and analysis of these editors can be found in Chapter 8, Section 7.4.

Metrics The effectiveness of various editors was gauged through several metrics inspired by MiCE. These
metrics include:

1. Flip-rate: This metric is quantified as the proportion of instances where an edit leads to a change in
the model’s prediction, thereby causing label-flipping. The calculation of this rate was done passively.

2. Minimality: Defined as the "size" of an edit, this is measured using the word-level Levenshtein distance
between the original input and the edited version. This distance is then normalized on a scale from 0
to 1, calculated as the ratio of the Levenshtein distance to the number of words in the original input.

3. Closeness: The semantic similarity between the original and edited input is measured using the
BERTscore [405].

4. Fluency: This is evaluated by comparing how the distribution of the edited input aligns with that of
the original. Initially, a pretrained T5-BASE model [286] is used to compute the loss value for both
the original and edited input. Subsequently, the loss ratio (i.e., edited/original) is reported. An ideal
fluency score is aimed at achieving a loss_ratio of 1.0, which would indicate equivalent losses for both
texts, thereby defining the fluency metric as |1 — loss_ratio|.

Further information and analysis of these metrics can be found in Chapter 8, Section 7.2.

6.5.2 Results

In the provided document, the experimental outcomes are depicted in Table 6.1, encompassing data from
both the IMDB and Newsgroups datasets. Comprehensive analyses are made accessible in Section, 6.5.2.
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IMDB

Editor Fluency | Closeness T Flip Rate t Minimality | Runtime |
Deterministic w. fluency 0.14 0.969 0.892 0.08 4:09:41
< GNN w. fluency 0.07 0.986 0.861 0.12 3:17:51
5 GNN w. fluency & dynamic thresh 0.057 0.986 0.851 0.146 4:18:34
8 GNN w. fluency & POS _filter 0.08 0.992 0.862 0.123 0:32:05
= GNN w. fluency & edge filter 0.105 0.993 0.845 0.149 3:00:38
GNN w. fluency contrastive 0.112 0.999 0.914 0.014 2:12:06
GNN w. contrastive 0.048 0.996 0.927 0.01 2:00:15
GNN w. AnglE & contrastive 0.063 0.995 0.944 0.011 0:45:38
o) GNN w. GIST & contrastive 0.037 0.995 0.882 0.016 0:58:14
Lg GNN w. Jina & contrastive 0.047 0.995 0.928 0.017 1:00:56
GNN w. MUG & contrastive 0.036 0.996 0.889 0.013 0:52:19
Polyjuice 0.394 0.787 0.782 0.705 5:01:58
MiCE 0.201 0.949 1.000 0.173 48:37:56

Newsgroups

Editor Fluency | Closeness T Flip Rate T Minimality | Runtime |
Deterministic w. fluency 0.182 0.951 0.870 0.135 4:20:52
< GNN w. fluency 0.074 0.985 0.826 0.151 3:48:37
5 GNN w. fluency & dynamic thresh 0.043 0.984 0.823 0.148 4:47:14
5 GNN w. fluency & POS filter 0.044 0.989 0.841 0.143 1:19:57
= GNN w. fluency & edge filter 0.12 0.989 0.834 0.151 3:05:08
GNN w. fluency_ contrastive 0.088 0.979 0.875 0.033 2:45:31
GNN w. contrastive 0.033 0.989 0.920 0.033 2:02:34
GNN w. AnglE & contrastive 0.005 0.995 0.904 0.027 1:09:13
) GNN w. GIST & contrastive 0.001 0.995 0.898 0.02 1:02:55
EE GNN w. jina & contrastive 0.013 0.993 0.882 0.025 0:57:31
GNN w. MUG & contrastive 0.005 0.996 0.900 0.016 0:53:04
Polyjuice 1.153 0.667 0.8 0.997 6:00:10
MiCE 0.152 0.922 0.992 0.261 47:23:35

Table 6.1: Experimental results of counterfactual generation. We evaluate different versions of our
framework using the metrics described on subsection 6.5.1, and we compare it with MiCE and Polyjuice.
For each metric (column) the best value is highlighted in bold. Reported runtimes refer to inference.
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It has been found that the proposed editors—equipped with deterministic and GNN mechanisms—surpass
MiCE and Polyjuice in three of the four evaluated metrics, namely minimality, fluency, and closeness. In
terms of the flip-rate metric, it is reported that MiCE secures the highest results, achieving between 99% and
100% across the two datasets. In contrast, the optimal editor from the current study demonstrates slightly
lower yet significant flip-rate values of 94.4% for IMDB and 92% for Newsgroups. The superior performance
of MiCE in this metric is anticipated due to its white-box access to the classifier, allowing it to craft edits
that significantly influence the classifier’s response, irrespective of the input text’s content.

Further, results indicate a greater degree of minimality in edits when the graph construction relies on embed-
ding models rather than WordNet. It is observed that the usage of WordNet leads to modifications involving
approximately 10% of the original tokens, whereas embedding models necessitate changes to merely 1% of the
tokens. This distinction is attributed to the state-of-the-art (SoTA) embedding models’ superior capability
to accurately reflect concept distances, thereby facilitating higher quality substitutions and generating more
contrastive pairs. Such outcomes imply that fewer embedding-based substitutions are needed to achieve the
same level of impact on the classifier’s output compared to those based on WordNet. However, the adoption
of embedding models slightly diminishes the transparency of the method. Despite these minor variances, all
variants of the current framework consistently surpass previous techniques across all metrics for Polyjuice
and three metrics for MiCE. Furthermore, even the general-purpose variant of the framework, which lacks
direct access to the classifier, still manages to produce better outcomes than the white-box MiCE, achieving
this in just 2% of the time.

Regarding runtime, a marked improvement is noted for the editors proposed in this study compared to MiCE
and Polyjuice. The deterministic editor, serving as a baseline, requires roughly 4 hours for processing each
dataset. Editors incorporating the GNN discussed in Section 6.3.2 demonstrate enhanced performance,
averaging between 2 to 4 hours. This efficiency is significantly boosted through the integration of embedding
models, where processing times are reduced to under an hour (52 minutes to 1 hour for IMDB, and between
53 minutes to 1 hour and 9 minutes for Newsgroups). This substantial enhancement in speed represents a
major advantage of the proposed framework over the two SoTA editors, demonstrating speed improvements
of approximately 97% and 83% in comparison to MiCE and Polyjuice, respectively.

Static vs. Dynamic Threshold It is observed that to maintain a low count of modifications, a mechanism
is required to restrict the number of changes per data instance, even if it results in a decrease in flip-rate. Two
distinct strategies are employed for this purpose. A static cap on substitutions is imposed in the first strategy,
allowing a maximum of 10 substitutions per textual input irrespective of its length, as determined through
empirical testing. The second strategy involves dynamically calculating an optimal cap on substitutions,
which is defined as 20% of the total word count of the text after several trials. The outcomes indicate a
negligible enhancement in metrics with the application of a dynamic threshold, although the runtime extends
by about one hour per dataset. This increase in time is anticipated as the dynamic threshold introduces
additional linear complexity for each text instance, compared to the constant time complexity (O(1)) in the
static method. Unless specified otherwise, the static threshold remains the default approach.

POS-restricted vs. Unrestricted Substitutions An evaluation is conducted to ascertain the capability
of the editing tool in recognizing which parts of speech (POS) predominantly influence a specific dataset
when substitutions of related words are made. Restrictions are imposed on which POS can be candidates
for substitutions, and the results are compared with those of an unrestricted version of the framework.
For sentiment classification using the IMDB dataset, it is presumed that adjectives and adverbs primarily
influence the sentiment label of each instance, leading to restrictions being placed on altering only these two
POS. Conversely, for the Newsgroups dataset, which falls under topic classification, nouns are deemed crucial
in deducing the topic, prompting instructions for the editor to consider only nouns for substitutions. Results
documented in Table 6.1 reveal that editors, both with and without POS filtering, exhibit remarkably similar
outcomes for both the IMDB and Newsgroups datasets. This similarity suggests that the lack of significant
differences is not contingent upon specific POS restrictions. A notable disparity is observed in runtime, where
restricted editors require 32 to 60 minutes, whereas unrestricted editors take 2 to 4 hours. This difference is
expected, as focusing on specific POS at any one time reduces the number of words considered as substitution
candidates, significantly decreasing the number of graph nodes and edges, thus reducing the time required
for graph construction and GNN inference.
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Edge Filtering In the interest of preserving the POS during each substitution, a penalty mechanism is
applied when computing edge weights in the graph. This mechanism assigns a weight approximately 10x
greater than the normal weights, as determined by WordNet path similarity or embedding cosine similarity, to
edges that connect words of different POS. Consequently, edges bearing high weights are nearly impossible to
select in the search for a minimum weight matching, rendering substitutions involving different POS highly
improbable. Examination of results with and without edge filtering suggests minimal differences, leading
to the supposition that the utility of such a mechanism might be redundant, given that the functionalities
appear to be subsumed by the GNN’s solution to the graph assignment problem.

Contrastive vs. Fluent Contrastive Edits The behavior of the editing tool is investigated under
conditions optimized for label-flipping scenarios versus general-purpose editing. The heuristic function of the
beam search in the final stage of the framework is modified accordingly (as illustrated in Figure 6.4.1). For
general-purpose edits, the heuristic is based on the metric of fluency discussed in Subsection 6.5.1, which aids
in producing fluent edits. For label-flipping, the heuristic employs contrastive probability, which evaluates the
alteration in model prediction for the original label, to identify the most effective edits (as indicated by GNN
w. contrastive in Table 6.1). Additionally, an average of fluency and contrastive probability is utilized as
the heuristic, resulting in fluent edits that exhibit a high flip-rate (as shown by GNN w. fluency contrastive
in Table 6.1). While general-purpose edits achieve the lowest flip-rate, they still surpass Polyjuice, another
general-purpose editor, in all evaluated metrics. This demonstrates that the framework can also serve as a
versatile, untargeted editor producing high-quality edits; further extensive testing on this assertion is deferred
to future studies. Conversely, the label-flipping optimized edits display superior results in terms of fluency,
closeness, and minimality when compared to MiCE, a state-of-the-art white-box editor optimized for label-
flipping. In terms of flip-rate, MiCE shows better performance by 7%, albeit at a considerable cost of a
20-fold increase in execution time.

WordNet vs. Embeddings The impact of substituting WordNet path similarity with cosine similarity of
embeddings is explored when determining the weight of specific edges in the bipartite graph G. On one side,
deterministic hierarchies offer more explainable relationships between concepts, fully justifying the causal
pathways of substitutions. On the other side, recent embedding models are likely to capture the relationship
and similarity between two words more effectively than WordNet. To maintain a manageable framework size,
the top four best-performing models from an embedding benchmark competition are employed, provided their
size does not exceed 1.25 GB. These models, which rank highly in the competition, do not show significant
performance improvements with an increase in size. The results support the hypothesis, with variants utilizing
embedding models outperforming those based on WordNet in all metrics. Concerning GPU inference, the
embedding models also demonstrate faster performance than WordNet, which requires API calls for each
word /graph node, significantly slowing down the graph creation process.

Edits Comparison Between Editors

In order to showcase our editor’s advantages in terms of minimal edits and successful label flipping, we
perform a qualitative comparison against two other text-editing approaches—Polyjuice and MiCE. To that
end, we select a sample from the IMDB dataset that is initially predicted as positive by the classification
model. We then generate revised versions of this sample using our own editor, as well as the two baseline
editors. Since Polyjuice is specifically designed to invert the sentiment from positive to negative, we employ
its [negation] control code, which instructs the system to introduce negation cues into the text, thereby
prompting a label shift.

Figure 6.5.1 presents the original text alongside the modified outputs, with changes highlighted in red. By
examining these snippets, we can assess the number and nature of the edits introduced by each editor. This
visual check allows us to measure how each system balances minimality of edits against semantic preservation.

As illustrated in the figure, MiCE makes the largest number of modifications, including at least two phrases
that conflict with the intended semantics of the passage: “conservative, conservative” and “both of whom
have”. Furthermore, MiCE frequently opts for multi-word replacements rather than concise single-word
edits. These choices undermine the principle of minimality, which emphasizes making only the smallest
necessary changes.
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Original: This movie will likely be too sentimental for many viewers, especially contemporary
audiences. Nevertheless | enjoyed this film thanks mostly to the down-to-earth
charm of William Holden, one of my favorite stars, and the dazzling beauty of
Jennifer Jones. There are some truly heartwarming scenes between the pair and the
talent of these two actors rescues what in lesser hands could've been trite lines.
The cinematography of Hong Kong from the period of filming is another highlight of
this movie. Allin all, a better than average romantic drama, 7/10.

MIiCE: This movie will likely be too harsh for many conservative, conservative audiences.
Personally | enjoyed this film thanks mostly to the brilliant acting of William Powell,
both of whom have the dazzling beauty of Jennifer Jones. There are some truly
heartwarming scenes between the pair and the talent of these two actors enhances
what in less than average hands could've been trite lines. The beautiful perfformance
of Hong Kong from the onset of filming is another highlight of this movie. Allin all, a
better than average romantic drama, 4/10.

Minimality = 0.256 Prediction Flipped /

Polyjuice: This movie will likely be too sentimental for many viewers, especially contemporary
audiences. Nevertheless | enjoyed this film thanks mostly to the down-to-earth
charm of William Holden, one of my favorite stars, and the dazzling beauty of Minimality = 0.078 Prediction Flipped x
Jennifer Jones. There are some truly heartwarming scenes between the pair and the
talent of these two actors rescues what in lesser hands could've been trite lines.
The cinematography of Hong Kong from the period of filming is another highlight of
this movie. Allin all, of.

Ours: This movie will likely be too sentimental for many viewers, especially contemporary
audiences. Nevertheless | enjoyed this film thanks mostly to the down-to-earth
charm of William Holden, one of my favorite stars, and the dazzling beauty of Minimality = 0.011 Prediction Flipped ]
Jennifer Jones. There are some truly heartwarming scenes between the pair and the
talent of these two actors rescues what in lesser hands could've been trite lines.
The cinematography of Hong Kong from the period of filming is another highlight of
this movie. Allin all, a better than average shameful drama, 7/10.

Figure 6.5.1: Original input and edited inputs from different editors. The changes that each editor
performed are highlighted in red color.

On the other hand, Polyjuice makes a single alteration at the end of the text. While this satisfies a minimal
change requirement, the substituted token itself does not carry meaningful semantic content, instead func-
tioning merely as a forced trigger to flip the classification label. Such edits can be conspicuous, signaling the
involvement of a neural model or an automated counterfactual editor, which stands in contrast with the ideal
of “imperceptible edits” in counterfactual scenarios.

Our editor offers the most balanced and precise result among the three. By modifying only one word, it
shifts the sentiment from positive to negative without introducing unnatural or semantically problematic
text. This single, contextually coherent edit meets the primary counterfactual objective while preserving the
overall structure and readability of the original instance, thus exemplifying both minimality and semantic
fidelity.

Edits ‘ Minimality | Prediction Flipped

Polyjuice 0.078 False
MiCE 0.256 True
Ours 0.011 True

Table 6.2: Comparison of the performance metrics for the edits displayed in Figure 6.5.1. Each column
illustrates a particular property, and the best-performing value for each is shown in bold.

We present the numerical outcomes for the examples in Figure 6.5.1, focusing on minimality and label-
flipping, in Table 6.2. Since the experiment involves only a single text sample, we employ the term prediction
flipped (rather than flip-rate) to indicate whether the edited version successfully alters the classifier’s initial
prediction. Notably, Polyjuice is unable to achieve a prediction flip, whereas both MiCE and our approach
succeed in doing so. Furthermore, our editor demonstrates the strongest performance in terms of minimality,
with Polyjuice placing second and MiCE being the weakest among the three.
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6.6 Trade-offs

Given the highly customizable nature of our editor, numerous trade-offs must be navigated during the gen-
eration of counterfactuals.

Controllability vs. Minimality Our approach to controllable interventions involves the potential alter-
ation of any semantic element necessary to achieve a specific outcome, such as label-flipping. To achieve this,
we could theoretically modify as many words as needed. However, to maintain minimal edits, we impose
a cap on the number of word substitutions allowed per textual input and employ beam search to identify
the most suitable changes. This strategy inevitably leads to a compromise on absolute controllability, as it
does not ensure that every possible word substitution is made. Yet, our framework guarantees that at least
one word in each input will be modified, thus upholding a basic level of controllability. In our experiments
(refer to Table 6.1), we accept this compromise, prioritizing minimality over extensive controllability. While
it is feasible to achieve full controllability by adjusting the constraints previously mentioned (i.e., maximum
number of substitutions and beam search utilization), such modifications typically degrade performance in
terms of minimality.

Optimality vs. Execution Speed In our framework, we adopt both a deterministic method (refer to
Deterministic w. fluency in Table 6.1) and a GNN-based strategy (refer to GNN w. fluency in Table 6.1)
to address the RLAP. The deterministic approach guarantees optimality, as established graph matching
algorithms are known to secure the best solution (cite in [162, 142]). However, these algorithms, with a
computational complexity of O(mnlogn), tend to slow down as the graph, and consequently the dataset
size, increases—this size correlates with the number of words that need substitution. By substituting these
deterministic algorithms with a trained GNN (detailed in Section 6.3.2), we achieve a substantial increase
in processing speed at the expense of achieving only an approximate solution, rather than an optimal one.

Explainability vs. Execution Speed In our work, we utilize WordNet as the default way of computing
edge weights between nodes, where each edge weight is based on the path that connects a source word s with
target word ¢t in WordNet. By mapping each concept to WordNet synsets, a deterministic concept position is
assigned to each word, providing a fully transparent concept mapping to a well-crafted lexical structure. The
utilization of word embeddings casts a shadow on word mapping, since we transit to a vector representation
of an uninterpretable multi-dimensional space via black-box models. Similarity in the embedding space
translates to semantic similarity of physical concepts, acting as our guarantee towards employing embedding
models.

In combination with the deterministic solution to RLAP, WordNet mapping guarantees ezxplainability of
edits, since all paths s — ¢ are tractable, and the choice of edges is fully transparent due to the deterministic
selection process of graph matching algorithms [21]. By obtaining the resulting matching M we gain full
access to the set of edits to perform S — T transition. A sacrifice in explainability is imposed when using the
GNN instead of the deterministic graph assignment algorithms: the GNN introduces an uncertainty to the
edge selection, since we cannot be entirely sure why a specific edge was chosen. Although we have trained the
GNN to output the RLAP solution, the model itself still remains a black-box structure that hides the exact
criteria which decide whether an edge will be selected or not. Still, in some applications the speedup offered
by the GNN outweighs this drop in explainability, while the opposite may hold in cases where trustworthiness
is of utmost importance.

Overall, as observed from our experiments (see Table 6.1), leveraging embedding models to compute edge
weights and the GNN to solve RLAP showcases major improvements in fluency, flip-rate and minimality,
while also being considerably faster. Someone could argue that this approach is clearly better that the fully
deterministic one, since it produces higher quality edits. Despite that, we need to point out that these
improvements come at a significant cost on explainability, since, due to the GNN, the edge selection process
is no longer transparent and edge weight computation depends on black-box embedding models.
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6.7 Methodological and Technical Details

6.7.1 GNN Training

Our approach to training the Graph Neural Network (GNN) embedded within our framework starts by
building upon the pretrained model proposed in [205]. We then refine this model for our RLAP task,
adhering closely to the procedure described by the original authors, apart from a slight modification in the
loss function.

First, we construct a synthetic dataset of M samples’, where each sample includes a cost matrix C' whose
elements are drawn from a uniform distribution in (0, 1). We also derive the corresponding optimal assignment
solution by applying the Hungarian algorithm [162]. Treating RLAP as a binary classification problem, we
split the ground-truth assignment matrix Y98 into positive and negative labels. Since each node has at
most one positive edge connected to it (with all other edges being negative), we employ the Balanced Cross
Entropy loss to mitigate the influence of numerous negative labels:

L==3"3"(wx yif loglyis) + (1 - w)x
i=1 j=1 (6.7.1)

(1= y¢)log(1 — y3,) )

where y;; is the predicted label for the edge linking source node i to target node j, yigf is the associated
ground-truth value (positive or negative), and w is a balancing weight that offsets the dominance of negative
labels during training. Additionally, n and m represent the cardinalities of the source and target node sets,
respectively, implying |S| = n and |T| = m.

Following [205], we train the GNN for a total of 20 epochs. The initial learning rate is set to 0.003 and is
gradually reduced by 5% every 5 epochs.

6.7.2 Proof of Naive Graph Matching Complexity

We now demonstrate why the naive approach to solving adversarial s—t matchings has an exponential time
complexity of O(|T|‘S|). Consider the illustrative graph in Figure 6.7.1, which has a source set S = {4, B, C}
with cardinality |S| = 3, and a target set T'= {1, 2, 3,4} with cardinality |T'| = 4.

Let us observe the possible ways in which each source node can be connected to the target set:
e For source node A, there are |T| = 4 possible matches: A—1, A—2, A—3, or A—4.
e Independently, source node B also has 4 possible matches: B—1, B—2, B—3, or B—4.
e Similarly, source node C' can be matched with any of the 4 targets: C—1, C—2, C—3, or C'—4.

Since each source node selects among |T'| options without regard to the others, the total number of combi-
nations for |S| = 3 becomes 4 x 4 x 4 = 43. In the general case of |S| source nodes matched to |T'| targets,

||S\

this number scales to |T|"', underscoring the exponential complexity O(\T|‘S ‘) of the naive solution.

6.8 Conclusion

In this chapter, we present a framework developed based on the one introduced in Chapter 4. The essential
concept of this framework relies on the use of a bipartite graph. Rather than identifying the closest instance
in the explanation dataset, this approach utilizes bipartite graphs to generate a new instance. Specifically,
it facilitates the generation of optimal and controllable word-level counterfactuals through graph-based sub-
stitutions. The evaluation of this framework was carried out on two classification tasks. A novel approach
involving Graph Neural Networks (GNN) was introduced to augment the previously proposed baseline de-
terministic graph assignment algorithm, which resulted in a significant acceleration of the overall process.

"Each sample is a weighted bipartite graph.
8Y 9% is a matrix in which yf; =1 if edge i — j appears in the minimum matching, and —1 otherwise.
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Figure 6.7.1: An example graph illustrating a bipartite structure with S = {A, B,C} and T = {1, 2, 3,4}.

Comparisons were made between the outcomes of this method and those achieved by two state-of-the-art
(SoTA) editors. It was demonstrated that the proposed method not only surpasses these editors in most of
the evaluated metrics but also does so with considerable swiftness. Additionally, some trade-offs that users
must consider before implementing the proposed method were presented. Looking forward, it is contemplated
that the integration of additional external lexical sources, such as ConceptNet, might be explored to broaden
the array of potential substitution candidates. Furthermore, enhancements to the performance of the GNN
model, which is employed to solve the Relaxed Linear Assignment Problem (RLAP), are also being considered
in order to more closely approximate the deterministic optimal solutions.
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Chapter 7

Evaluation of Counterfactual
Explanations

7.1 Introduction

In the pursuit of more interpretable and accountable artificial intelligence, the generation and evaluation
of counterfactual explanations have emerged as a pivotal area of research. Counterfactuals — hypothetical
alternatives to real-world events or decisions — provide insights into machine learning models by illustrating
how slight modifications to input data can lead to different predictions. This not only enhances transparency
but also aids in debugging and improving model robustness.

Counterfactual editors or simply editors, aim to make minimal modifications to a given input in order to
alter the prediction of a classifier. We present a classification of these systems, review related literature, and
provide an overview of their evaluation methods.

The methodologies and intended use-cases of these editors vary [189]. For instance, systems like MiCE [302]
and DoCoGen [31] are text counterfactual editors that are optimizing their edits based on the output of a
specific predictor, g(), by pseudo-randomly masking words in the text and optimizing the proposed replace-
ment to change g¢’s output. Another approach, named Counterfactual GAN [296], combines a conditional
GAN (Generative Adversarial Network) with embeddings from a pretrained BERT encoder [61] to model-
agnostically generate realistic natural language text counterfactuals. In contrast, text editors like Polyjuice
[375] aim to identify general text perturbations that can alter the semantics of a sentence without targeting
a specific predictor. They refer to this as general purpose counterfactuals, which can be used for a variety
of purposes, from data augmentation to generating counterfactual explanations or conditioning to a specific
task /dataset.

A significant group of editors focus on generating adversarial examples to expose a classifier’s vulnerabilities.
These adversarial models may differ from other counterfactual editors as they do not necessarily aim to
generate a minimal or fluent edit of the original input, and the edits might include noise addition, etc.
A suite of adversarial example generators for NLP, including TextFooler [133] and Bert-Attack [133], is
implemented in the TextAttack framework [251]. The simpler form of such methods involves using gradient
descent on the instance to generate examples that alter the predictor’s class while simultaneously optimizing
one or more metrics [253]. Instead of attempting random permutations to generate counterexamples, other
editors only alter the important features of each text. This importance is calculated in various ways, such
as training a classifier to extract the correlation of each term with the task [367], measuring the effect of
a feature deletion on the prediction of the classifier [133], or using the predictor’s attention [302]. Then,
the important terms can be replaced with synonyms, antonyms, important terms from other tasks, or using
pre-trained seq2seq models [42, 229, 304, 302, 375, 79].

The article [120] proposes an editor that operates at the image level, generating adversarial examples through
gradient shielding within a restricted area. Drawing inspiration from techniques used to identify crucial re-
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gions in object detection tasks, a system was developed for creating region-specific adversarial examples for
image classification. This system utilizes a new technique called gradient mask, designed to produce adver-
sarial examples that are highly effective in their attacks and cause minimal disruption. Meanwhile, other
techniques like AdvProp [381] aims to improve robustness and reduce overfitting through an adversarial train-
ing approach, which incorporates adversarial examples as additional training data. Central to this approach
is the use of a separate auxiliary batch normalization specifically for adversarial examples, acknowledging
their distinct statistical distributions compared to standard examples. CoCoX [8], utilizes “fault-lines”—key
semantic-level features critical to alternate predictions—to explain model outcomes. Specifically, for an in-
put image I, where CNN model M predicts class cpreq, CoCoX identifies the minimal explainable concepts
necessary to add or remove from I to change M’s classification to a different target class cq;.

To effectively measure the quality and impact of these counterfactual explanations, a variety of metrics have
been developed. These metrics are designed to evaluate counterfactuals across multiple dimensions, such as
their ability to achieve the desired outcome (validity), the minimalism of the changes they suggest (sparsity),
and their closeness to plausible real-world alternatives (proximity). Each metric provides a different lens
through which the effectiveness and utility of counterfactual methods can be assessed, making them crucial
for researchers and practitioners alike. Moreover, specific considerations are required when dealing with
natural language processing (NLP) tasks, where the nuances of human language demand specialized metrics
like fluency, fidelity, and naturalness. These metrics ensure that the generated textual counterfactuals are
not only effective in altering model decisions but also remain coherent, relevant, and realistic to human users.

The following section outlines the various general and NLP-specific metrics used to evaluate counterfactual
methods. By understanding and applying these metrics, we can better gauge the strengths and limitations
of different approaches to generating counterfactual explanations, ultimately leading to more interpretable
and trustworthy Al systems.

7.2 Metrics for Counterfactual Explanations

7.2.1 Domain Agnostic Metrics

Flip Rate [304, 302, 43| is an essential metric in the evaluation of counterfactual methods, primarily used
to measure the efficacy of modifications made to input data. Specifically, it quantifies the proportion of
instances where an applied edit successfully shifts the outcome to a contrasting label, indicating a change in
the decision or prediction made by a model. This metric is pivotal for assessing whether the interventions
suggested by a counterfactual are meaningful and effective in altering outcomes. A higher flip rate suggests
that the counterfactuals generated are not only pertinent but also potent enough to influence the model’s
behavior significantly. This makes the flip rate an invaluable metric for researchers and developers who
aim to enhance model transparency and understand the decision boundaries of their predictive algorithms.
By focusing on the flip rate, one can gauge the practical impact of counterfactual explanations in real-
world applications, ensuring that these hypothetical alternatives fulfill their intended purpose of illustrating
potential decision changes. Flip rate is divided into two distinct sub-metrics:

e Label Flip Rate (LFP) calculates the percentage of new examples that flip the original label to the
target label.

e Soft Label Flip Rate (SLFR) calculates the percentage of new examples whose label differs from the
original example’s label. SLFR measures how often LLMs generate valid counterfactuals independent
of whether the new label is right.

For a dataset with K examples, we calculate FLR and SFLR as follows:

K
1 N
LFP = — ;ué(lk =1) (7.2.1)
1 & -
SLFR = — ’; ’lk v z’ (7.2.2)
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where [, is the annotated label, I}, is the target label, and I is the original label.

Minimality or Proximity [302, 375, 84, 150, 354] evaluates the closeness between the original input and its
counterfactual counterpart. It measures the distance—often in terms of feature space or some domain-specific
metric—to assess how minimal the changes are that lead to a different outcome. The underlying premise of
using proximity as a metric is to ensure that the suggested modifications are subtle yet effective, promoting
counterfactuals that are not only plausible but also closely aligned with the original data point. This minimal
divergence is vital as it enhances the likelihood of the counterfactual being perceived as realistic and action-
able. Moreover, proximity is especially valuable in scenarios where the goal is to provide users with practical
and achievable steps for altering outcomes, such as in loan approval or medical diagnosis scenarios, where
slight and realistic changes are preferable. By prioritizing proximity, developers can create more grounded
and accessible counterfactual explanations, facilitating better understanding and easier implementation of
suggested changes by end-users.

Sparsity [150] measures the minimalism of the changes suggested by a counterfactual. This metric assesses
how few features are altered in the transition from the original instance to its counterfactual counterpart,
emphasizing the importance of simplicity and clarity in making these hypothetical alterations. The rationale
behind valuing sparsity lies in its direct correlation with the comprehensibility and psychological accept-
ability of counterfactuals to human users. Sparse modifications are easier for individuals to understand and
implement, thereby increasing the practical utility of counterfactual explanations. In scenarios where decision-
making processes need to be transparent and actionable, sparsity ensures that the explanations provided are
accessible and feasible for users to act upon. As such, sparsity not only enhances the user-friendliness of
counterfactual explanations but also supports their effectiveness in providing clear, concise, and impactful
insights into Al-driven decisions.

Coverage [353, 150] measures the proportion of “good” counterfactuals generated for a given dataset. A
“good” counterfactual, in this context, is typically defined by specific criteria such as a limited number of
feature changes—often no more than three—ensuring that the suggested modifications remain practical and
manageable. This metric provides a global estimate of a method’s adequacy by quantifying how many of
the generated counterfactuals meet a predefined standard of quality across different test sets. High coverage
indicates that a method consistently produces counterfactuals that are likely to be useful and relevant in
real-world scenarios, thus enhancing the method’s reliability and applicability. Coverage not only highlights
the effectiveness of a counterfactual generation method but also its ability to produce actionable and under-
standable alternatives, which are crucial for end-users who need to make informed decisions based on the
model’s outputs.

Relative Distance [150] evaluates the quality of counterfactual explanations by comparing the mean dis-
tance between generated counterfactuals and the original test instances to the mean distance of naturally
occurring counterfactuals within a dataset, often termed as “native counterfactuals.” This metric is partic-
ularly insightful as it provides a benchmark for how closely the machine-generated counterfactuals mimic
real-world scenarios where slight variations lead to different outcomes. By measuring this relative distance,
researchers can assess the psychological validity of the counterfactuals: the closer the generated counterfac-
tuals are to the native ones, the more likely they are to be perceived as plausible and understandable by
humans. This metric thus serves not only to gauge the realism and relevance of the counterfactuals but also
to ensure that they provide intuitive and actionable insights that can effectively aid users in interpreting and
trusting machine learning decisions.

Diversity assesses the breadth and variety of alternatives generated by a model. This metric addresses the
need for counterfactual explanations to provide a range of different outcomes from a single input, offering
users multiple pathways or options for achieving a desired result. In practice, diversity is often quantified
using measures such as sell-BLEU scores [425] for text inputs or other similarity indices to evaluate how
distinct each generated counterfactual is from others within the same set. A high diversity score indicates
that the model can produce varied counterfactuals, which is crucial for avoiding bias and ensuring robustness
in decision-making processes. Lexical diversity, apart from SelfBleu, can be assessed through the Distinct-n
metric [179], which quantifies the diversity of generated CFEs by calculating the ratio of unique n-grams to

121



Chapter 7. Evaluation of Counterfactual Explanations

the total number of n-grams. When it comes to semantic diversity, the dist(-) function can utilize various
measures such as SBERT embedding similarity [293], BERTScore [406], or semantic uncertainty [163].

By fostering a diverse set of plausible counterfactuals, developers and users can explore a wider landscape of
potential changes, thereby gaining deeper insights into the model’s behavior and increasing the likelihood of
identifying genuinely actionable and effective interventions.

Actionability [277, 237] evaluates whether the changes recommended by a counterfactual can be feasibly
implemented in a real-world context, ensuring that the proposed alterations are within the realm of possibility
for the end user. Actionability is paramount because it directly impacts the usefulness of counterfactuals
in operational settings, such as policy-making, clinical decisions, or customer service enhancements. A
counterfactual that suggests realistic and achievable changes is more likely to be used to make informed
decisions and drive effective interventions. This metric is particularly significant in scenarios where the
cost, ethical considerations, and practical constraints of implementing changes are critical. Hence, assessing
actionability helps ensure that counterfactual explanations do more than just fulfill theoretical criteria; they
provide genuine, executable insights that can lead to tangible improvements and informed decision-making
processes.

Causal Constraint Satisfaction (Feasibility) [322, 237] assesses whether the modifications suggested
by a counterfactual respect the underlying causal relationships inherent in the dataset. In essence, it measures
how feasible the suggested changes are within the context of what is realistically possible, ensuring that the
counterfactuals do not merely represent abstract mathematical solutions but are actionable and plausible
changes that could occur in the real world. For instance, in scenarios involving sequential or dependent
data, such as time-series forecasts or patient treatment records, it is vital that the counterfactuals adhere to
logical sequences or medically feasible interventions. By prioritizing causal constraint satisfaction, developers
and researchers can generate more meaningful and applicable counterfactuals that enhance user trust and
compliance, particularly in critical domains such as healthcare, finance, and policy making.

Complexity [354, 353] quantifies the time or the computational complexity that a counterfactual editor
need for producing an outcome. In practical scenarios, where timely decision-making is crucial, the speed
at which counterfactuals are generated can significantly impact their utility. For instance, in dynamic en-
vironments such as real-time trading or emergency response systems, a slower generation time may render
counterfactual explanations less useful. This metric is particularly valuable for comparing different methods
or algorithms, identifying those that not only provide high-quality and effective counterfactuals but do so in
an expedient manner. Optimizing for counterfactual generation time without compromising the quality of
the explanations ensures that these tools are not only theoretically valuable but also practically applicable
in fast-paced or resource-constrained settings.

7.2.2 Assessing Counterfactual Explanations in NLP

Minimality [302, 81] measures the “size” of an edit on textual data by quantifying the word-level Lev-
enshtein distance between the original and edited input. The Levenshtein distance calculates the minimum
number of deletions, insertions, or substitutions required to transform one text into another, making it an
ideal measure of how minimal an intervention is. The principle behind Minimality is that smaller, more subtle
edits are preferable, as they are less likely to distort the original meaning or intent of the text while still
achieving the desired change in output. This is particularly important in NLP applications where maintain-
ing the coherence and context of the original text is crucial. By emphasizing minimalism, natural language
processing counterfactual methods can guarantee that modifications are both impactful and subtle, making
it the predominant and most frequently employed metric that editors strive to minimize.

Fluency [349] measures how well the output text f(z) aligns with the expected distribution of texts, L.
Ensuring that this text is fluent and within distribution poses a significant challenge, primarily because the
true distribution £ may be inaccessible, and assessing fluency systematically is often difficult. To approximate
fluency, the token-level perplexity (PPL) of a large language model is commonly utilized [138, 356, 349]. This
method involves using a model Mp trained on an extensive dataset D, calculating the average perplexity for
a text sequence r = x1, T3, ..., x7 as follows:
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T
1
PPL(z) = exp {_T Z log prp (It|931:t—1)}- (7.2.3)
t=1

Without fine-tuning Mp on L, this formula serves as a baseline for fluency measurement. However, if £
is accessible, Mp can be fine-tuned to adapt to this specific distribution, creating M, which can then
more accurately detect out-of-distribution (OOD) cases using the same PPL formula. This allows for a
comparison between the perplexity scores of Mp and M, effectively highlighting any deviations from the
normal distribution and decreases in fluency.

Content Preservation [33] assesses the quantity of the original content remains intact in the counterfac-
tual output, ensuring that the essential meaning and information are preserved despite modifications made
to achieve a different model outcome. Content preservation is typically measured using cosine similarity be-
tween the embeddings of the original and the counterfactual text, which are often derived embedding models
like BERT [183]. High scores in content preservation indicate that the counterfactual maintains a strong
semantic alignment with the original input, thereby supporting the usability and coherence of the generated
explanations. This metric is particularly important in applications where the fidelity of the information is
crucial, such as in legal or healthcare settings, where altering the meaning or omitting critical details could
lead to misinterpretations or errors in decision-making based on the counterfactuals.

Fidelity [297] assesses how accurately the counterfactuals reflect the true behavior of the underlying black-
box model being explained. In essence, fidelity measures the degree to which the modifications proposed by
the counterfactuals would lead to the predicted changes if those modifications were actually implemented.
This metric is vital for ensuring that the counterfactual explanations are not only theoretically sound but
also practically reliable in predicting model responses to hypothetical inputs. High fidelity in generated
counterfactuals boosts user trust in the explanations provided, as it confirms that the explanations are
grounded in the operational logic of the model. Therefore, fidelity serves not just as a measure of accuracy, but
also as a benchmark for the utility and reliability of counterfactual explanations in helping users understand
and interact with Al systems more effectively.

Perceptibility [297] focuses on measuring the semantic similarity between the original text and its coun-
terfactual version to assess how perceivable the changes are to end users. Perceptibility is quantified by
employing advanced semantic models like the Universal Sentence Encoder (USE), which calculates the se-
mantic distance between the two texts. A crucial aspect of this metric is ensuring that the modifications,
while noticeable, remain subtle enough to maintain the integrity and contextual relevance of the original mes-
sage. This balance is vital in applications such as sentiment analysis or content recommendation systems,
where slight nuances in text can lead to significantly different outcomes. High perceptibility in counterfac-
tuals ensures that the edits are understandable and meaningful, providing clear insights into how specific
changes to the input affect the outputs of NLP models, thus aiding in better interpretation and trust in Al
decision-making processes.

Expanding on the metrics used to evaluate counterfactual methods, classical text generation metrics also
play an essential role. These metrics assess grammatical correctness and coherence, concentrating on
the quality of the generated text with respect to its adherence to linguistic standards and overall readability.
Grammatical correctness evaluates whether the text aligns with established rules of syntax and usage,
ensuring the content is free from errors that could undermine its clarity and credibility. Coherence measures
how logically the sentences connect and whether the overall text presents a cohesive and comprehensible
narrative, thereby ensuring a smooth and seamless reading experience.

7.3 Inconsistency of Counterfactual Explanations

When delving into the realm of counterfactual explanations, it becomes evident that while existing metrics
offer avenues for comparing and contrasting different methodologies, a glaring challenge persists: the absence
of a definitive ground truth. This void complicates the assessment of a singular explainer’s efficacy when
considered in isolation, as it becomes challenging to ascertain how closely its output aligns with an ideal
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explanation that, in theory, could be achieved. In the pursuit of enhancing the evaluation process, an approach
rooted in comparison emerges as a promising avenue. By scrutinizing the performance of a counterfactual
system against its own outputs, we aim to shed light on its effectiveness in generating explanations that hold
merit within the context of its own workings.

Drawing inspiration from the concept of back-translation, which has demonstrated its utility in evaluating
and refining machine translation systems, we propose a methodological framework that builds upon iterative
feedback loops. This framework involves feeding the system’s output back into itself—a counterfactual of a
counterfactual. Through this iterative process, we anticipate that the resulting explanation should, at the
very least, match the quality of the original input. This expectation is grounded in the understanding that
the original input, being both existent and actionable, serves as a tangible benchmark in other works a "lower
bound" against which the generated edit can be measured. In essence, the original input acts as a proxy for
ground truth, providing a reference point for assessing the efficacy of the generated explanation.

This approach can be employed to establish a baseline for various metrics; our focus is its application to the
concept of minimality, which stands out as a primary criterion that many editors strive to minimize [106].
Among the desirable attributes of counterfactual explanations is their ability to effect minimal changes to the
input sample, with minimality serving as the metric to gauge the disparity between the original and edited
samples.

The absence of an ideal standard for explanation complicates the determination of an optimal value for
minimality—whether a specific value is deemed advantageous or disadvantageous remains uncertain. In
scenarios where a ground truth explanation exists, calculating the optimal minimality becomes feasible;
however, in its absence, the comparison of minimality values across various edits and editors emerges as
the sole viable option. In essence, while striving to achieve minimal changes is a fundamental objective of
counterfactual explanations, without a definitive benchmark, the evaluation of minimality becomes inherently
comparative rather than absolute.

In this manner, a new methodology is introduced which utilizes a novel metric termed inconsistency. This
metric employs the editor’s past outputs as benchmarks to gauge the editor’s ability to make minimal edits.
The procedure involves re-entering the editor’s output back into the system to create a subsequent edit. The
expectation is that this subsequent edit should be at least as good as its predecessor. For instance, in Figure
7.3.1, which depicts the stages of the feedback loop approach, when the initial edit (“This movie was awful!”)
is fed back into the counterfactual system, the anticipated result is that the generated edit should at least
equal the original text (“This movie was fantastic!”). However, it is observed that the editor introduces an
unnecessary whitespace in the produced edit (as illustrated in 2:second edit in Figure 7.3.1). This suggests
a superior output that the system failed to recognize, thereby confirming that the system did not produce
the optimal output. It is critical to acknowledge that a counterfactual system with a non-zero inconsistency
value is certainly sub-optimal. Yet, a zero inconsistency value does not necessarily mean that the system
is optimal. This approach sets a lower limit for the editor, though establishing an upper limit might be
challenging, if not impossible, to automate. The remainder of the paper provides an extensive explanation
of the proposed methodology and innovative metric and demonstrates its application on several commonly
used editors with various characteristics.

Back-translation for analyzing editors We formalise our problem as follows. We assume access to a
classifier g such that g : £ — [0, 1]0, where L the set of text for a specific language and C is the number of
different classes. We then consider the counterfactual editors for g as functions f : £ — £, and we assume
that the goal of the editor f is threefold:

1. The edited text is classified to a different class arg max g(f(x)) # arg max g(x).

2. The edits are minimal with respect to some distance metric d: f = argmin,er d(z, h(z)), where F is
the set of functions for which argmax g(f(z)) # arg max g(x).

3. The edited text f(z) is fluent and within the distribution of L.

To assess the extent to which specific criteria are adhered to, the analysis focuses on the behavior of editors
under conditions of iterative feedback. This involves studying the function f(f(... f(x))) over n iterations,
with the aim of evaluating the three criteria after multiple applications of the editor. Initially, a novel
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PREDICTED TEXT STEP
LABEL
l rli 0: original text
POS This movie was fantastic!
l o. 1: first edit
NEG This movie was awful!
l ,o 2: second edit
(1st feedback step)
POS This movie was incredible!

I_'_l
Erroneous whitespace added

lo 3: third edit

(2nd feedback step)
NEG This movie was pathetic!

Erroneous whitespace added

l o 10: tenth edit

(9th feedback step)

POS This  movie was tremenous!
T —
4 erroneous Spelling error

whitespaces added

o 20: tenth edit
l (19th feedback step)
POS This movie was marvellous!lous!lous!lous!
— -
9 erroneous gibberish/hallucination

whitespaces added

Figure 7.3.1: Using the back-translation framework to feed back the edited text to MiCE: We see the
evolution of edits (centre) and predicted labels (left) through multiple feedback steps (right). As feedback
steps increase, we observe an amplification of erroneous edits.

evaluation metric is defined to quantify the second criterion using the iterative feedback approach. Subsequent
discussions elaborate on how the first and third criteria are thoroughly verified by measuring performance
metrics at the n-th feedback step, denoted as metric@n. The performance across various metrics at Qn,
indicating the metric value after n applications of the editor f, is examined. The subsequent sections detail
the metrics used to evaluate each criterion and outline the underlying assumptions.

7.3.1 Inconsistency of Minimality

Intuitively, since the edits are ideally minimal, if a sentence A is edited into sentence B and their distance is
d(A, B), then feeding back sentence B to the editor should yield a sentence C for which d(B,C) < d(A4, B),
otherwise C is not the result of a minimal edit [80]. This inequality holds based on that (a) we know that A
exists, (b) we assume all textual edits to be reversible, hence A is reachable from B and (c) d is symmetric,
meaning d(A, B) = d(B, A). Thus, in this case, A can be used as a proxy to a ground truth, to be compared
with C. Given a distance metric d (such as Levenshtein distance, embedding cosine similarity, etc.), we can
measure how consistent the counterfactual editor is w.r.t d by iteratively feeding back the edited text to the
editor and measuring the change in the value of d. Specifically, given an editor f : L — L, a text z € £ and
a distance d : £ x £ — R we define the inconsistency of f with respect to d, for x as:.

inc(f, ) = relu[d(f(f(x)), f (x)) — d(f (x), )] (7.3.1)

The difference d(f(f(z)), f(z)) — d(f(x),x) shows how much the distance d changes between consecutive
applications of the editor f and the relu function allows to take into account only the increase of the distance
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[80]. This is important, because a decrease in the distance, which would correspond to a negative difference,
is not necessarily an indicator of a good set of edits. It could, for example, indicate that not enough changes
were made, and there is no way to know if that is the case, or if a better, more minimal set of edits was found.
Contrarily, when the value is positive, we have a guarantee that a better set of edits exists, namely, the one of
the previous feedback step. Equation 7.3.1 counts the difference in d after a single feedback iteration through
the editor, but as with other metrics in this work, we can keep feeding back the output of the editor to itself,
and compute inc(f, f(x)) to get more information about the editor’s inconsistency. When we do this, we
measure the average inconsistency after n steps of feedback as [80]:

|
—

n

inc@Qn(f,z) = inc(fit1(z), fi(x)), (7.3.2)

3~
-
I
o

where fo(z) =z and fi(z) = f(fi-1(x)).

7.4 Experiments

The approach is evaluated on two distinct datasets with classifiers specifically trained for each. A binary
classifier designed for sentiment analysis is used on the IMDb dataset [227], and a multi-class classifier for short
documents is employed on the Newsgroups dataset [169]. The methodology is applied to three counterfactual
editors, and metrics are used to generate and test edits on these classifiers, with edited texts fed back to the
editor for n = 10 iterations. At each step, the edited text chosen is the one with the minimal minimality that
changes the classifier’s prediction, if such an output exists; otherwise, the text with the smallest alteration is
selected. This process is repeated until the tenth iteration and the behavior of each editor is analyzed across
these metrics.

Additionally, the impact of test-set size on the variation in results and the statistical significance of these
findings is studied, with detailed results presented in Section 7.7. More specifically, it is determined that
when the test set size exceeds 200 texts, results on both datasets converge and yield statistically significant
differences. To reduce computational demands, 500 texts are randomly sampled from the IMDb dataset for
experimental use. The entire Newsgroups dataset is used, given its smaller size.

Editors

Experiments were conducted using three different editors, each with unique characteristics. Detailed descrip-
tions of these editors and their principal distinctions are provided below.

Polyjuice Polyjuice [375] operates as a general-purpose counterfactual generator, creating perturbations
aligned with predefined control types. It utilizes a GPT-2 model, fine-tuned on various datasets containing
paired sentences, such as the IMDb dataset. Unlike other systems, Polyjuice does not incorporate classifier
predictions in generating counterfactual texts; instead, it emphasizes the diversity of edits, guided by a set of
learned control codes including "negation" and "delete". In the experiments, all the control codes were used.

MiCE MiCE [302] represents a two-step method for generating counterfactual edits. Initially, it employs
a T5 deep neural network to fill blanks in texts, fine-tuned to align closely with the dataset’s distribution.
Subsequently, the text is masked either randomly or based on the classifier’s attention in a white box approach,
and the fine-tuned model is tasked with filling these blanks. This process is designed to identify the minimal
edits necessary to modify the classifier’s prediction. In the experimental setup, MiCE was used in a white
box configuration, leveraging the predictor’s outputs for fine-tuning and selecting mask locations based on
the classifier’s attention, contrasting with Polyjuice, which also uses a deep neural network but operates in a
black box manner.

TextFooler TextFooler [133] is designed to generate adversarial examples for black-box classifiers and
diverges from the other editors by not relying on a deep neural network like GPT2 or T5 for constructing
counterfactuals. Instead, it focuses on identifying key words influential to the predicted class and substitutes
them in a deterministic manner. The significance of each word is assessed by evaluating the impact of its
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removal on the classifier’s output. Replacement words are chosen from the closest matches in the embedding
space, maintaining independence from the rest of the sentence and the classifier’s logic. TextFooler restricts
its edits to synonym replacements, ensuring that replacements preserve the original part-of-speech tag.

Both MiCE and Polyjuice employ deep neural networks (T5 and GPT2, respectively) to fill in the blanks of
randomly selected masked tokens. These networks can generate subtle and imperceptible perturbations that
may alter their outputs. Unlike TextFooler, there are no restrictions on the number or the part-of-speech
tagging of the words they can insert. This absence of constraints likely contributes to the greater minimality
of edits by these two editors. For instance, if a neural network opts to replace a verb with a noun, additional
words might need to be inserted to ensure syntactic correctness. This flexibility allows for increased diversity
in the results produced by these editors.

Metrics

The metrics that we use with our methodology are:

Minimality This metric measures the word-level Levenshtein distance between the original text and its
edited version, providing a quantitative assessment of the minimal changes made.

Inconsistency (@n) We calculate the inconsistency of the word-level Levenshtein distance using a specific
formula (referred to as equation 7.3.2).

Soft Flip Rate Defined as the ratio %, where ng;; represents the total number of samples in the
dataset, and 7 fj;ppeq is the count of samples where the prediction changes following the text editing process.

Entropy This measures the entropy of the output from the predictor when applied to an edited input,
serving as an indicator of the predictor’s confidence.

Perplexity (Base Model) We evaluate the language model perplexity of the base GPT-2 model, a widely-
used general-domain language model, as detailed in equation 7.2.3.

Perplexity (Fine-Tuned Models) The language model perplexity of GPT-2 fine-tuned on specific
datasets like IMDB and Newsgroups assesses the unpredictability of the edited text in relation to each
dataset. These datasets are available at IMDB! and Newsgroups?.

Grammatical errors To assess the number of grammatical errors, character-level grammatical mistakes
are measured after each feedback step. Under the assumption that the texts are within distribution, it is
expected that these errors should not fluctuate significantly after each application of the editor. In practice,
the T5 grammar correction model® is employed to produce a corrected version of the text at every feedback
stage. The character-level Levenshtein distance between each text and its corrected version is then measured
and reported as the number of grammatical errors @n.

Moreover, these metrics are computed after n steps of feedback, with the exception of inc@n, which inherently
incorporates these feedback steps.

Datasets

IMDb The IMDb dataset originally includes 50,000 movie reviews, evenly divided into positive and negative
categories for binary classification purposes. For our research, we selected a random sample of 500 reviews
to create a test set. In this test set, the average review consists of 204 tokens and 1,000 characters, with a
variability (standard deviation) of 112 tokens and 562 characters. The composition of the reviews in terms
of sentiment is nearly balanced, with 52% categorized as positive and 48% as negative.

Thttps://huggingface.co/lvwerra/gpt2-imdb
2https://huggingface.co/QianWeiTech/GPT2-News
Shttps://huggingface.co/vennify /t5-base-grammar-correction
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For reviews classified as positive, the average length is 990 characters and 530 tokens, with a standard
deviation of 204 and 108, respectively. Reviews with a negative sentiment show a similar pattern, with
an average of 1,006 characters and 204 tokens, and a standard deviation of 589 characters and 115 tokens,
respectively.

Newsgroups The original Newsgroups dataset contains 20,000 brief documents distributed evenly across
20 different newsgroup categories, which indicate the topic of the documents. For our experiments, we utilized
the test-set partition, which includes 7,000 documents from the scikit-learn library 4, as the training set had
already been used to fine-tune some models. The dataset has an average of 603 characters and 207 tokens
per document, with standard deviations of 495 and 103, respectively.

The dataset encompasses 20 classes, listed as follows: comp.graphics, comp.os.ms-windows.misc,
comp.sys.ibm.pc.hardware, = comp.sys.mac.hardware, = comp.windows.x, rec.autos, rec.motorcycles,
rec.sport.baseball, rec.sport.hockey, sci.crypt, sci.electronics, sci.med, sci.space, misc.forsale,
talk.politics.misc,  talk.politics.guns,  talk.politics.mideast,  talk.religion.misc,  alt.atheism, and
soc.religion.christian.

Experimental Details

In both experiments, the predictors utilized were those employed by MiCE, which necessitate white box
access to the predictor. This was chosen to minimize intervention in the editors’ code. These predictors,
based on ROBERTA-LARGE, remained unchanged during the evaluation, maintaining an accuracy of 95.9%
for IMDb and 85.3% for the Newsgroups as reported in the proposed paper.

The comparison involved three counterfactual editors—MiCE, Polyjuice, and TextFooler—using the same
classifier. Changes were made to the text, which was then tested with the classifier and the modified text fed
back to the editor ten times. At each feedback stage and for each text input, the editors generated several
altered versions. The version with the lowest minimality altering the prediction (the counterfactual goal)
was selected if available; otherwise, the version with the lowest minimality was chosen. This approach was
adopted to address instances where an editor did not initially change the prediction but did so in subsequent
iterations.

For MiCE, a pre-trained T5 model, supplied by the authors, was employed® ®. This model underwent
fine-tuning using the identical dataset that was utilized for the predictor. During the generation process,
default settings for each dataset were maintained as provided by the authors on their page’, from which
the experimental code was also acquired. An integration of custom data into the code represented the sole
modification, enabling the generation of counterfactuals at each step.

Polyjuice is utilized via this module®. Throughout the generation procedure, searches were conducted across
various control codes— resemantic”, “restructure”, “negation”, “insert”, “lexical”, “shuffle”, “quantifier”, “delete”
— with the aim of producing as many perturbations as possible for each instance. This was achieved by
setting numperturbations = 1000. In none of the experiments was such an abundance of results returned by

Polyjuice.

TextFooler was utilized via the TextAttack module?. To ensure a fair comparison, the same parameters as
those outlined in the authors’ paper were selected. Constraints were applied to prevent the modification
of stopwords and words that had already been modified. Furthermore, the threshold for considering two
words as synonyms based on word embedding distance was set at 0.5, with enforced replacements based on
part-of-speech tagging.

4https://scikit-learn.org/0.19/datasets/twenty newsgroups.html

Shttps:/ /storage.googleapis.com /allennlp-public-models/mice-imdb-predictor.tar.gz
Shttps://storage.googleapis.com/allennlp-public-models/mice-newsgroups-editor.pth
Thttps://github.com/allenai/mice

8https://github.com/tongshuangwu/polyjuice

9https:/ /textattack.readthedocs.io/en /latest/
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IMDb Newsgroups
MiCE Polyjuice TextFooler | MiCE Polyjuice TextFooler
inc@l | | 0.86 6.21 0.01 11.11 0.99 0.04
inc@2 | | 5.95 4.65 0.33 7.97 1.29 0.55
inc@3 | | 4.65 3.98 0.36 7.89 1.35 0.46
inc@5 | | 4.87 2.90 0.47 6.92 1.30 0.49
inc@9 | | 4.73 2.22 0.49 6.11 1.21 0.46

Table 7.1: Inconsistency (inc@n) computed on the IMDb and Newsgroups datasets.

7.5 Interpreting the inc@n metric

In Table 7.1, we present the outcomes of applying the proposed inc@n metric, which offers an intuitive
understanding. The inconsistency value represents the average distance from the editor’s previous local
minimum to the current state, essentially measuring the mean number of token modifications made by the
editor beyond those necessary to generate a valid counterfactual. Various factors, such as the method of
identifying key text segments, the generation process, or the criteria for optimal edits, can influence these
inconsistencies.

We observe notable variations in the inc@n metric among different editors, indicative of their diverse method-
ologies. TextFooler emerges as the most consistent, exhibiting low inc@n values that suggest minimal in-
cremental changes. This consistency likely stems from TextFooler’s systematic approach to selecting textual
replacements, thereby facilitating the production of stable explanations. In contrast, MiCE and Polyjuice
display less consistency, possibly due to their reliance on large language models for text generation. These
models are prone to significant fluctuations from minor disturbances that might alter their outputs [133].
Specifically, Polyjuice often has to infer change points in the text without direct guidance from the predictor,
leading it to make more drastic modifications to achieve desired outcomes.

Particularly in the initial stages for the IMDb dataset, Polyjuice’s high inconsistency is marked by its need
to predict change points blindly. Given the longer texts, the search space for Polyjuice becomes considerably
larger, necessitating more aggressive edits. For instance, in the first two editing phases on the IMDb dataset,
Polyjuice deleted over 70% of the original text in 83% of the cases where the changes did not shift the
classification, thus were not adopted. This pattern of ’extreme erasure’ diminishes in subsequent steps as the
input length reduces significantly—original texts average 204 tokens, while those edited by Polyjuice drop to
just 29.

Conversely, Polyjuice achieves greater consistency with shorter texts, where the reduced search space curbs
the need for drastic changes. The variance between the initial and subsequent stages of the inc@n metric for
Polyjuice highlights its strategy to shorten lengthy texts initially, which stabilizes its performance in later
revisions. This behavior remains consistent across different datasets but is not as apparent in the first stages
of results from the Newsgroups dataset, which features texts with 43% fewer tokens on average than those
from IMDb.

To delve deeper into how each editor modifies the input text in terms of token count, we introduce Figure
7.5.2. This figure illustrates the average number of tokens in the edited texts compared to the input text’s
token count. The outputs from MiCE and Textfooler align closely with the input text across the datasets we
analyzed. In contrast, Polyjuice often produces shorter texts, though there are instances where it generates
longer texts, these are not typical. It is important to note that these variations may stem from Polyjuice’s
underlying mechanism, such as GPT-2, and the evaluation approach used. Specifically, since Polyjuice
is designed for counterfactual generation, our evaluation prioritized texts that achieved a counterfactual
objective (i.e., texts with a different label from the original) over texts that were similar to the original in
classification [231]. This requirement, coupled with Polyjuice’s task-agnostic design, compels it to implement
more drastic edits, often cutting down a substantial portion of the original text consistently across the
datasets.

In Figure 7.5.1b, it is observed that higher values of inc@n are associated with MiCE when n is even. This
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Figure 7.5.1: Minimality, inc@Qn, and predictor probability, base-ppl and fine-ppl, after each step of feedback
and for each editor on the IMDb dataset.
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Figure 7.5.2: Mean number of tokens of the edited text regarding the number of tokens of the input.

phenomenon indicates an easier transition to the original class than from it, which could be due to the
influence of residual elements from the original input text that drive the classifier towards maintaining its
initial prediction, consequently necessitating fewer modifications. Higher inc@n values suggest that additional
edits are required to progress to the subsequent feedback step compared to returning from the prior one. With
MiCE achieving a perfect flip rate at the initial step and a 0.85 flip rate after nine feedback steps, texts from
even feedback steps predominantly revert to the original class. This implies that transitioning back to the
original class is facilitated by the residual content from the initial text, which steers the classifier towards the
initial prediction and reduces the need for further edits. An illustration of this can be seen in Figure 7.5.3,
where an edit by MiCE leaves intact certain elements of the original text that exhibit positive sentiment
(highlighted in bold). In the same example, MiCE adjusts the word "carrier" to "masterpiece," likely a
correction from a mistaken "career," which adds to the inconsistency observed. Particularly in the case of
Newsgroups, MiCE’s performance shows notable inconsistency in the initial steps, possibly stemming from
its requirement to target a specific class, unlike other editors.

These observations underscore the necessity for feedforward evaluations of such systems, as the minimal-
ity@1 metric exposes only a restricted, dataset-dependent facet of the editors’ capabilities and performance.
Moreover, the effectiveness of incorporating additional feedback steps is demonstrated, allowing for a more
accurate quantification of the differences between samples produced by an editor and obtaining a proxy for a
global minimum. In Table 7.1, it is observed that beginning with inc@3, the inc@n values start to converge
across both datasets.

It is noteworthy that the inconsistency of minimality reveals different facets of the editor compared to
minimality alone. A high level of minimality indicates that more edits were made to change the label of the
input text. This may be attributed either to limitations of the editor or to the inherent requirements of the
input text needing extensive modifications to shift its classification. To rule out the latter possibility, it is
essential to identify counterfactual examples demonstrating lower minimality, confirming the existence of more
optimal states that were not explored. These states, however, must align with the exact conditions considered
by the editor. The analysis of three editors in this study highlights a secondary aim to generate realistic

The biggest heroes, is one of the greatest movies ever.
A good story, great actors and a brilliant ending is what
makes this film the jummping-start absolute worst of the
director Thomas Vinterberg's great eafrier masterpiece.

Figure 7.5.3: MiCE example of an IMDb dataset sample.
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MiCE  Polyjuice TextFooler

IMDb
Flip Rate@1 1T | 1.000 0.8747 0.6195
Flip Rate @9 1 | 0.8561 0.9675 0.7865
Newsgroups
Flip Rate@1 1 | 0.87 0.77 0.79
Flip Rate @9 1 | 0.836 0.968 0.89

Table 7.2: Flip-rate after feeding the original text to the editor once (@1), and after 9 steps of feedback
(@9) for the IMDb and Newsgroups dataset.

counterexamples; thus, inserting random characters within the text, while possibly effective in achieving a
label change with less minimality, does not align with the desired outcomes. Similarly, TextFooler strives
to substitute each word with a synonym, making the replacement of a word with its antonym (for example,
changing “love” to ‘hate”) an unacceptable strategy. Until now, there have been no effective or unbiased
techniques to discover counterexamples with lower metrics such as minimality, that also satisfy the specific
criteria set by the editor. The methodology introduced here addresses this deficiency, and the inconsistency
metric allows for the quantification of the editor’s limitations concerning the specified metric, in this instance,
minimality. Briefly, a positive inconsistency indicates the presence of potential goal states with a lower metric
value that were not investigated by the editor.

Counterfactuals of Counterfactuals in Multi-class Dataset - Newsgroups

Figure 7.5.4 is shown to depict the minimality, the inconsistency of minimality, the perplexity of base GPT-
2, and the perplexity of fine-tuned GPT-2 for each editor using the Newsgroups dataset. Unlike the binary
task observed in the IMDb dataset, no pattern is seen between odd and even steps, although a consistent
behavior is noted. Since an editor is not required to revert to the original class but can switch to any other
class at each feedback step, the challenge of label flipping remains similar across both even and odd steps.
Isolation of instances where an editor reverts to the original class demonstrates that the patterns noted in the
IMDDb analysis persist. Moreover, the multi-class nature of the Newsgroups dataset appears to pose greater
challenges for MiCE compared to other editors. This is attributed to MiCE’s requirement for a specific target
class for each edit, aimed at changing the class of the text, whereas editors like Polyjuice and TextFooler
provide flexibility to alter the class to any different class. A target class is defined for each step as the second
class predicted, adhering to the default approach used by the editor’s creators in their research. Consequently,
the task performed by MiCE is more demanding than that performed by other editors, as editing a text to
shift from class A to class B proves at least as challenging as altering it from class A to any other class. This
could explain the higher inconsistency values and differing behaviors observed with MiCE compared to those
on the IMDb dataset. The figures suggest that the proposed method delivers consistent results concerning
the behavior of each editor, even with fewer steps involved. This finding implies that the computational
costs of the method can be significantly reduced, with as few as two or three steps sufficing to draw reliable
conclusions.

7.6 Additional Insights from Counterfactuals of Counterfactuals

Besides measuring minimality and inc@n, we also investigated how the feedback approach can give us addi-
tional insights for the other desiderata for editors, flip-rate, grammatical errors and fluency.

Soft Flip Rate In Table 7.2, we present the flip-rate obtained by implementing the feedback methodology.
Initially, MiCE demonstrates a perfect flip rate; viewing this in isolation could mistakenly suggest that the
model consistently changes the classification of any given text. However, this result is specific to the test
set and is not universally applicable, as there is a notable decrease in the flip rate in subsequent steps. This
indicates that there are scenarios, closer to its distribution as discussed in Section 7.6, where MiCE fails to
change the predicted class. On the other hand, the flip-rate for both Polyjuice and TextFooler shows an
increase during later feedback stages.
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To investigate this, we examine the predictive probabilities of the target class following the application of
various editors and subsequent feedback steps, as illustrated in Figure 7.5.1d. Here, a sample is considered
to have flipped’ if its target prediction probability exceeds 0.5. Specifically, when utilizing MiCE, the
effectiveness of our proposed feedback method is evident. Initially, applying the editor once results in a 100%
flip rate for this limited evaluation dataset, suggesting that the editor is capable of changing every text’s
predicted outcome. However, further analysis of subsequent steps reveals that this is not always the case.
Reintroducing the edited text into MiCE shows a decrease in the number of texts being flipped, indicating
the diminishing impact of the editor over multiple iterations.

Conversely, tools like TextFooler and Polyjuice demonstrate the lowest initial flip rates, yet exhibit improve-
ment with ongoing feedback. By comparing these findings to those in the corresponding figure addressing
the inconsistency of minimality (Figure 7.5.1b), similar trends are noticeable. Notably, there are discernible
differences in the outcomes between even and odd feedback steps in the case of MiCE. This pattern reinforces
the challenges editors face in consistently reverting to the original class after generating counterfactuals,
highlighting the complexities involved in text editing for predictive modeling.

Grammatical Errors In fig. 7.5.1c we show the number of erroneous characters detected after n steps
of feedback for each editor (step O refers to the original sentence from the dataset). We observe that some
texts have fewer grammatical errors after the first pass of MiCE or Polyjuice (step 1 compared to step 0).
This is because in some cases, when the input text has grammatical errors, these editors will correct them,
which is not necessarily the desired behaviour of a counterfactual editor, especially since there seems to be
no consistent impact of error correction on the semantics of the text nor the prediction of the classifier. We
manually inspected these cases and found that these grammatical error corrections do not flip the prediction
nor do they significantly affect the output value of the predictor, hence the claim that error-inducing edits are
frequently undesirable, is highly relevant our case. This behaviour, however, does not hold for successive steps
of feedback, since after the first edits the grammatical errors consistently increase for MiCE and TextFooler.
Using our evaluation methodology we are able to detect such spurious behaviours of editors on text that
deviates from the original as the iterative feedback steps amplify editing patterns, including the consistent
introduction of grammatical errors (see also fig. 7.3.1). We note that this error amplifying behaviour of both
editors seems consistent regardless of the generation strategy. On the other hand, Polyjuice rarely introduces
grammatical errors, and seems to be able to handle grammatically incorrect inputs and correct them in the
edits.

Fluency We employ two measures to gauge the fluency of the generated texts, as displayed in Table 7.3. The
ppl-base metric identifies TextFooler as exhibiting the most fluent output, a value which remains consistent
through multiple feedback iterations, underscoring the editor’s reliability. Conversely, MiCE shows a slight
decline in fluency following feedback, paralleling an increase in grammatical mistakes and inconsistency in
comparison to TextFooler. Although Polyjuice registers the fewest grammatical errors, this does not translate
into greater fluency in the ppl-base metric, suggesting that the edited text may deviate from the anticipated
norm, as further evidenced by the highest ppl-imdb score recorded for Polyjuice.

Additionally, in Figures 7.5.1c, 7.5.1e, and 7.5.1f, we illustrate the progression of these fluency metrics through
each stage of feedback. TextFooler maintains consistent fluency across both indicators, reflecting its minimal
variability. Meanwhile, despite Polyjuice seldom introducing grammatical errors, it shows a declining fluency
trend, with both the base-PPL and fine-PPL metrics worsening over time. A notable discrepancy in the
perplexity trends is observed between MiCE and Polyjuice. For the base model, both editors exhibit a steady
increase in perplexity; however, for the fine-tuned model, while MiCE’s perplexity decreases, Polyjuice’s
continues to rise. This indicates that both editors negatively affect fluency, yet MiCE, which is specifically
trained on IMDDb data, aligns more closely with the IMDb style, suggesting a potential overfitting. In contrast,
Polyjuice benefits from training on a variety of datasets, resulting in a broader range of editorial modifications.

Entropy In Figure 7.6.1, we display the entropy values from the output of the IMDb predictor, which
facilitates easier comprehension due to its binary classification task, after each feedback step. Here, lower
entropy values signify greater confidence in the prediction. We observe a recurring pattern in the odd and
even feedback steps for both MiCE and TextFooler. During the even feedback steps associated with the
original class, the predictor exhibits higher confidence, which diminishes as the feedback process progresses.
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MiCE  Polyjuice TextFooler

IMDb
ppl-base@1 | 4.2546 7.4525 4.1178
ppl-base@9 | 4.4512 7.3825 4.1161
ppl-imdb@1 | 16.5315  33.4798 18.0662
ppl-imdb@9 | 14.6069  27.8074 17.9917
Newsgroups
ppl-base@1 | 5.164 8.926 4.801
ppl-base@9 | 5.36 7.878 4.776
ppl-newsgroup@1 | 4.27 6.67 3.99
ppl-newsgroup@9 | 4.4 5.90 3.98

Table 7.3: Metrics for measuring fluency computed for three counterfactual editors, of the IMDb and
Newsgroups datasets, after feeding the original text to the editor once (@Q1), and after 8 additional steps of
feedback (@9)
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Figure 7.6.1: Entropy of the output of the IMDDb predictor for each editor and after each step of feedback.

Conversely, in the odd feedback steps linked to the flipped class, the initial confidence is lower, but there is
a gradual increase in confidence as the process continues. This pattern may be explained by the presence
of elements from the original sentence that reinforce the original predictions during even steps. Moreover,
the increasing confidence seen in even steps and the decreasing confidence in odd steps might be due to the
feedback steps relating to the original class only if there has been a consistent flipping of the sample in all
preceding feedback steps. As more steps accumulate, the likelihood of maintaining a direct connection to the
original class diminishes unless the flipping of samples continues consistently. This trend is evident in MiCE,
where the rate of flipping decreases with each step. However, further investigation is warranted, especially
since TextFooler displays different behavior in terms of minimality between odd and even steps, though it
shows similar patterns in terms of predictor entropy.

7.6.1 A focused Use Case

There is a broad range of use cases for counterfactual editors, that relate to different stakeholders, goals,
and priorities, requiring different evaluation metrics to choose a suitable the editor. We demonstrate the
potential of the proposed back-translation approach, elaborating the use-case of an Al engineer who uses a
counterfactual editor to better understand the behaviour of a predictor.

Choosing an editor. The first step towards “explaining” a predictor for development purposes is to choose
a counterfactual editor, based on performance for a set of metrics. They might prioritise high flip-rate, to
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ensure that the generated text is actually a counterfactual. For debugging purposes low minimality is also
key, since it coincides with more understandable explanations and fewer edits are easier to investigate. The
proposed feedback approach could help distinguish between editors that have similarly high performance for
flip-rate and minimality using metrics @n. Additionally, the proposed inc@n metric could be used to find
the most consistent editor regarding minimality.

Assuming access to the editors we analysed, without using the proposed methodology the engineer would
probably choose MiCE, since without feedback it has the best flip-rate and low minimality, and there are
no indications of biases or inconsistencies. On the other hand, if they used the proposed methodology and
considered metrics @n, they would choose TextFooler, which is the most consistent while still maintaining
sufficiently good values for metrics @1, and does not have the tendency to introduce grammatical errors,
which could be misleading if they do not actually play a part in the prediction as we find in this paper (e.g.,
MiCE introduces extra whitespaces as shown in fig. 7.3.1, which we find to not affect the prediction flip) .

Inspection through the back-translation approach Having chosen an editor, the proposed feedback
approach can also be used as an analysis tool to gain more knowledge about the underlying predictor it allows
to get more predictions in the “neighborhood” of a sentence. Additionally, later feedback steps provide more
understandable sets of edits (lower minimality; see also to figs. 7.3.1 and 7.5.3). Furthermore, it might be
useful to observe samples that are closer to the decision boundary, i.e., high-entropy, low-confidence samples.
We can see that TextFooler can generate such samples using the proposed approach, as predictor confidence
tends to decrease after each step of feedback (see fig. 7.6.1).

7.7 Impact of Test Set Size

To assess how sample size influences the outcomes of our proposed metric, we carried out a series of t-tests
across different sample sizes, feedback steps, and datasets. We specifically chose subsets containing 10, 50,
100, 200 and 500 samples to perform these tests. The goal was to compare the inconsistency scores between
every pair of editors and determine at what sample size their scores significantly diverge.

The results, including the p-values, are presented in the tables: Table 7.4, Table 7.5 and Table 7.6 for the
IMDb dataset and Table 7.7, Table 7.8 and Table 7.9 for the Newsgroups dataset. In these tables, any p-values
below 0.05 across all feedback steps are highlighted in bold. Notably, for the IMDb dataset, p-values were
consistently below 0.05 for sample sizes above 100. In contrast, for the Newsgroups dataset, this threshold
of significance was observed with sample sizes exceeding 200.

These findings indicate that larger sample sizes tend to show statistically significant differences in the incon-
sistency scores, affirming the need for adequate sample sizes when evaluating this metric.

7.8 Conclusion

In this work, a methodology was introduced for analyzing various facets of counterfactual editors by acquiring
an approximate ground truth through iterative feedback of their outputs. This approach, when combined with
evaluation metrics from existing literature, enables a new understanding of the behaviors and performance
of counterfactual editors tailored to their specific use cases, thereby assisting in the development of improved
editing tools. The metric named inc@n was introduced to assess the consistency of these editors. It was
demonstrated how this method could facilitate the diagnosis and analysis of a wide range of existing editors,
revealing new insights into their behavior, particularly through the discrepancies observed between the odd
and even feedback steps. Notably, this evaluation method illuminates the behavior of editors without requiring
external input, such as human assessments or outputs from other editors.

The findings presented permit a more interpretable evaluation of editors, advancing beyond simple compar-
isons among them. These results encourage additional research in this field, encompassing experiments with
new evaluation metrics, different editors, and various tasks. Moreover, plans are underway to enhance the
understanding of counterfactuals by assessing their understandability and informativeness through human
evaluation.
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MiCE
Sample Size: 10
Step 1 2 3 4 5 6 7 8
Polyjuice 0.2812 0.588 0.3563 0.3219 0.1093 0.3376 0.3039 0.133
TextFooler 0.4788 0.4853 0.2538 0.2107 0.2014 0.6249 0.0695 0.1658

Sample Size: 50

Polyjuice 0.0383 0.342 0.0266 0.0073 0.1714 0.0377 0.0852 0.1184
TextFooler 0.2805 1.232e-05 0.2646 0.004 0.03 0.0054 0.1028 0.0063

Sample Size: 100
Polyjuice 0.0252 0.0168 0.0001 0.0001 0.0048 0.0091 0.0081 0.0003

TextFooler 0.0495 6e-08 0.0104 0.0001 0.0016 0.0003 0.0032 0.0001
Sample Size: 200
Polyjuice 0.0084 0.0036 1le-08 4.02e-05 2.72e-05 0.0012 0.0007 5.66e-06

TextFooler  0.0461 2.73e-14 0.0013 1.3e-10 0.0006 4.89e-07 2.2e-05 4.2e-08

Sample Size: 500

Polyjuice 0.00043 0.0 0.036 0.0 0.0006 1le-08 0.001 0.0
TextFooler  0.0368 0.0 1.76e-06 0.0 1.86e-06 0.0 4.2e-05 0.0

Table 7.4: P-value of the inconsistency of different sample sizes of the IMDb dataset for MiCE

Polyjuice

Sample Size: 10

Step 1 2 3 4 5 6 7 8
mice 0.2812 0.588 0.3563 0.3219 0.1093 0.3376 0.3039 0.133
textfooler  0.2831 0.3649 0.3056 0.2198 0.073 0.3337 0.1573 0.047

Sample Size: 50

mice 0.0383 0.342 0.0266 0.0073 0.1714 0.0377 0.0852 0.1184
textfooler  0.0378 0.0015 0.021 0.0011 0.11 0.021 0.0199 0.0261
Sample Size: 100
mice 0.0252 0.0168 0.0001 0.0001 0.0048 0.0091 0.0081 0.0003
textfooler 0.0246 4.733e-05 4.351e-05 9e-06 0.0026 0.0038 0.0003 4.258e-05
Sample Size: 200
mice 0.0084 0.0036 le-08 4.028e-05 2.723e-05 0.0012 0.0007 5.66e-06
textfooler  0.0082 0.0 0.0 6e-08 1.367e-05 0.0002 1.6e-07 1.3e-07
Sample Size: 500
mice 0.0004 0.0 0.036 0.0 0.0007 1le-08 0.0011 0.0
textfooler  2.2e-05 0.0001 3.88e-05 0.0016 0.0058 0.0009 0.0192 0.0007

Table 7.5: P-value of the inconsistency of different sample sizes of the IMDb dataset for Polyjuice
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TextFooler

Sample Size: 10

Step 1 2 3 4 5 6 7 8
polyjuice 0.2831 0.3649 0.3056 0.2198 0.073 0.3337 0.1573 0.047
mice 0.4788 0.4853 0.2538 0.2107 0.2014 0.6249 0.0695 0.1658
Sample Size: 50
polyjuice 0.0378 0.0015 0.021 0.0011 0.11 0.021 0.0199 0.0261
mice 0.2805 1.232e-05 0.2646 0.004 0.03 0.0054 0.1028 0.0063

Sample Size: 100
polyjuice 0.0246 4.733e-05 4.351e-05 9e-06 0.0026 0.0038 0.0003 4.258e-05

mice 0.0495 6e-08 0.0104 0.0001 0.0016 0.0003 0.0032 0.0001
Sample Size: 200
polyjuice 0.0082 0.0 0.0 6e-08 1.367e-05 0.0002 1.6e-07 1.3e-07
mice 0.0461 0.0 0.0013 0.0 0.0006 4.9e-07 2.225e-05 4e-08

=

Sample Size: 500

polyjuice  2.28e-05 0.0001 3.882e-05 0.0016 0.0058 0.0009 0.0192 0.0007
mice 0.0369 0.0 1.76e-06 0.0 1.86e-06 0.0 4.251e-05 0.0

Table 7.6: P-value of the inconsistency of different sample sizes of the IMDDb dataset for TextFooler

MiCE
Sample Size: 10
Step 1 2 3 4 5 6 7 8
polyjuice 0.1311 0.0963 0.4378 0.0042 0.1069 0.2044 0.1384  0.1809
textfooler 0.0717 0.2283 0.0924 0.3264 0.165 0.2194 0.5411  0.0453
Sample Size: 50
polyjuice 0.1311 0.0963 0.4378 0.0042 0.1069 0.2044 0.1384  0.1809
textfooler 0.0006 0.0064 0.0338 0.1265 0.008 0.1015 0.0995  0.0101
Sample Size: 100
polyjuice 0.0033 2.64e-06 0.0177 1e-08 0.0017 2.878e-05 0.081 0.0049

textfooler  1.29e-06 0.0004 0.0034 0.0001 0.0009 0.0104 0.0344 0.0007
Sample Size: 200

polyjuice 0.0 0.0005 4.937e-05 0.0002 2.13e-06 0.0003 0.006 0.0041
textfooler 1.513e-05 0.0 2.8e-07 0.0 3.5e-07 0.0 0.0043 2e-08
Sample Size: 500
polyjuice 0.0 2.32e-06 0.0 1.09e-06 0.0 5e-08 0.0 1le-08

textfooler 0.0 3.3e-07 0.0 3e-08 0.0 0.0 0.0 0.0

Table 7.7: P-value of the inconsistency of different sample sizes of the Newsgroups dataset for MiCE
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Polyjuice

Sample Size: 10

1 2 3 4 5 6 7 8
mice 0.3306 0.0995 0.1407 0.0043 0.7421 0.4028 0.1387 0.2846
textfooler 0.1311 0.0963 0.4378 0.0042 0.1069 0.2044 0.1384 0.1809
Sample Size: 50
mice 0.9654 0.0065 0.6376 8e-08 0.7342 0.3373 0.1692 0.9168
textfooler 0.0033 2.64e-06 0.0177 1e-08 0.0017  2.878e-05 0.081 0.0049
Sample Size: 100
mice 0.3659 1e-08 0.719 0.0 0.5959 0.173 0.1055 0.7947
textfooler 0.0004 0.0 0.0002 0.0 0.0001 1e-08 0.0358  4.421e-05
Sample Size: 200
mice 0.0468 0.0 0.5025 0.0 0.8023 0.0176 0.0384 0.2746
textfooler 1.513e-05 0.0 2.8e-07 0.0 3.5e-07 0.0 0.0043 2e-08
Sample Size: 500
mice 0.0 2.32e-06 0.0 1.09e-06 0.0 5e-08 0.0 1le-08
textfooler 0.0005 0.026 5.3e-07 0.0643 1.8e-07 0.0037 0.0 0.0019

Table 7.8: P-value of the inconsistency of different sample sizes of the Newsgroups dataset for Polyjuice

TextFooler

Sample Size: 10

Step 1 2 3 4 5 6 7 8
polyjuice 0.1311 0.0963 0.4378 0.0042 0.1069 0.2044 0.1384 0.1809
mice 0.0717 0.2283 0.0924 0.3264 0.165 0.2194 0.5411 0.0453
Sample Size: 50
polyjuice 0.0033 2.64e-06 0.0177 1e-08 0.0017 2.878e-05 0.081 0.0049
mice 0.0006 0.0064 0.0338 0.1265 0.008 0.1015 0.0995 0.0101
Sample Size: 100
polyjuice 0.0004 0.0 0.0002 0.0 0.0001 1le-08 0.0358 4.421e-05
mice 1.29e-06 0.0004 0.0034 0.0001 0.0009 0.0104 0.0344 0.0007
Sample Size: 200
polyjuice  1.513e-05 0.0 2.8e-07 0.0 3.5e-07 0.0 0.0043 2e-08
mice 0.0 0.0005 4.937e-05 0.0002 2.13e-06 0.0003 0.006 0.0041
Sample Size: 500
polyjuice 0.0005 0.0213 5.3e-07 0.0643 1.8e-07 0.0037 0.0 0.0019
mice 0.0 3.3e-07 0.0 3e-08 0.0 0.0 0.0 0.0

Table 7.9: P-value of the inconsistency of different sample sizes of the Newsgroups dataset for TextFooler.
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Furthermore, the scope of experimentation is set to be expanded, with intentions to employ feedback data
to automatically rectify the weaknesses and inconsistencies found in editors during their fine-tuning phase,
aiming for more robust and interpretable counterfactual edits. In line with these efforts, the exploration
of incorporating feedback rationales into the training processes of counterfactual generation algorithms is
planned. An objective inspired by back-translation might be considered to mitigate problematic behaviors
and enhance performance.
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Chapter 8

Explainable Metric for Story
Visualization through Counterfactual
Explanations

Despite the proliferation of generative architectures, the evaluation of generative models has remained an
underrepresented field. Most recent models are assessed using outdated metrics that suffer from robustness
issues and fail to evaluate critical aspects of visual quality, such as compositionality and logical coherence
of synthesis. Simultaneously, the explainability of generative models remains limited, albeit important, with
current approaches often requiring access to the internal mechanisms of these models.

In this chapter, generative models are treated as black boxes, and a novel framework is introduced by adapting
the approach presented in Chapters 4 and 5. This adaptation shifts the focus from generating counterfactual
explanations to evaluating and explaining generative systems [218]. The framework exploits knowledge-
based counterfactual edits to identify which objects or attributes should be inserted, removed, or replaced in
generated images to align them more closely with their intended conditioning. By focusing on concepts, more
interpretable and meaningful evaluations of generative models are provided. Moreover, global explanations
are produced by aggregating local edits, revealing the limitations of a model—specifically, the concepts it is
inherently unable to generate. This insight is invaluable for understanding model biases and guiding future
improvements.

The effectiveness of the proposed framework is demonstrated by applying it to various models designed for
the challenging tasks of Story Visualization. The results validate the power of this concept-based evaluation
in a model-agnostic setting, highlighting its potential to advance the field of generative modeling through
more robust and explainable evaluation methods.

8.1 Introduction

The domain of image generation has emerged as a pivotal area in deep learning, catalyzing numerous state-
of-the-art applications spanning from artistic creation to data augmentation in machine learning workflows
[117, 300, 291, 290, 310, 23, 153]. Since the groundbreaking introduction of Generative Adversarial Networks
(GANSs) by Goodfellow et al. [99], research has predominantly aimed at refining the visual fidelity of generated
images to closely match human perception.

Despite these advancements, evaluating the performance of generative models remains a significant challenge
due to the absence of ground truth data for direct comparison. Traditional evaluation metrics, such as
Inception Score (IS) [312], Fréchet Inception Distance (FID) [115], and Learned Perceptual Image Patch
Similarity (LPIPS) [404], have been widely adopted to quantify image quality at the pixel level. However,
these metrics have notable limitations, often failing to capture higher-level semantic discrepancies and being
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sensitive to minor perturbations that are imperceptible to humans. Concerns have been raised about their
brittleness leading to inaccurate results [273].

Recent efforts like Clean-FID [273] attempt to address some of these issues by mitigating the impact of
visual artifacts. Nonetheless, they still fall short when it comes to evaluating complex aspects such as
image compositionality, logical consistency, and fairness in generation [25]. This limitation is particularly
problematic in conditional image generation tasks, where the objective is to produce images that accurately
reflect specific input conditions or attributes. Current attempts in conditional synthesis evaluation remain
limited [325, 18], still facing the shortcomings of their unconditional counterparts upon which they are built.

Explainability in generative models is an emerging area that has not received as much attention as in discrim-
inative models [1, 28]. In discriminative models, techniques such as saliency maps, SHAP values, and LIME
have been instrumental in providing insights into model decisions. In contrast, explainability in generative
models has been explored only in a limited capacity. Some studies have incorporated explainable feedback
mechanisms within GANs [255], or have attempted to interpret the internal workings of these networks [92].
For instance, overfitting in GANs can be addressed by identifying the regions of an image that contribute to a
discriminator’s decision to classify a sample as real or fake, thus explaining the discriminator’s decision [152].
This scarcity of literature hampers the development of robust explainable evaluation methods for generative
models, especially when compared to fields like Natural Language Processing, where explainability has gained
substantial traction [172, 264, 221].

To overcome these challenges, a paradigm shift from pixel-level evaluation to a concept-based approach is
proposed. By focusing on semantic concepts—such as objects, attributes, and relationships—that are present
or absent in the generated images, a more interpretable and meaningful assessment of generative models can
be achieved. This conceptual framework facilitates the identification of specific capabilities and biases within
a model, enabling targeted improvements and fostering transparency.

In this context, the first explainable evaluation technique for generative models is introduced, using the
methodology presented throughout this thesis, specifically the modelology proposed in Chapters 4 and 5.
Specifically, counterfactual explanations are leveraged to frame conditional generative evaluation as the answer
to the following question: What minimal changes are needed for a generated image to satisfy certain conditions
or resemble a target concept? Conceptual edits guided by external knowledge sources [cece]| effectively chart
the shortest path to incorporate the desired attributes into the generated image. Existing works that combine
explainability with image generation operate on specific models {255, 92, 152] and demand access to their
inner structure (white-box techniques). In contrast, the proposed approach treats the generative model as a
black box, requiring only the generated outputs and their corresponding conditioning information.

To advance the field of generative modeling and address existing evaluation challenges, this work makes
several contributions:

1. Introduction of a Conceptual Evaluation Framework: We present a concept-based evaluation
framework! that departs from traditional pixel-level assessment methods. This framework is versatile
and applicable to complex tasks such as Scene Generation (SG) and Story Visualization (SV), where
capturing semantic content and relationships is crucial. By focusing on high-level concepts rather than
low-level image features, our approach provides a more meaningful evaluation of generative models’
capabilities.

2. Development of Explainable Metrics: Our proposed metrics are inherently explainable, designed
to reveal which semantic concepts need to be added, removed, or altered in the generated images to align
them more closely with the conditioning data or ground truth. Utilizing counterfactual explanations,
we identify the minimal conceptual changes required, offering clear insights into how and why generated
outputs deviate from expectations. These edit operations are conducted in a model-agnostic fashion,
eliminating the need for access to the internal architecture or parameters of the generative models.
This ensures that our evaluation method can be universally applied across different models.

3. Identification of Generative Blind Spots: Through comprehensive global explanations, our frame-
work automatically uncovers potential blind spots in generative models—that is, specific concepts or
elements that a model is intrinsically unable to generate due to limitations such as insufficient training

IFramework available at:
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data, inherent biases, or architectural constraints. By highlighting these deficiencies, our approach pro-
vides valuable feedback for model refinement. This insight is crucial for improving model performance,
addressing biases, and guiding future research efforts toward enhancing the generative capabilities of
models across diverse concepts.

In essence, our contributions not only introduce a novel way of evaluating generative models but also enhance
the transparency and interpretability of their outputs. By shifting the focus from pixels to concepts, we enable
a deeper understanding of model behavior, paving the way for the development of more robust, fair, and
reliable generative Al systems.

8.2 Related Work

Generative Adversarial Networks (GANs). Generative Adversarial Networks (GANs), introduced by
Goodfellow et al. [99], have established themselves as a foundational architecture in the field of generative
modeling. A GAN consists of two neural networks in competition: a generator G(z;6,) and a discriminator
D(x;04). The generator G maps a random noise vector z, drawn from a prior distribution p,(z), to the data
space, aiming to produce outputs that resemble real data. The discriminator D assesses input samples x; and
outputs a probability p; = D(z;) indicating the likelihood that z; is a real sample from the data distribution
rather than a synthetic one generated by G.

To enhance control over the data generation process, Conditional GANs (¢cGANs) were proposed [246]. In
c¢GANSs, both the generator and discriminator receive an additional input: a conditioning variable y. This
allows the generator to produce data conditioned on specific attributes or classes, enabling targeted and
more meaningful generation in applications where specific outputs are desired. Significant advancements
have been made in ¢GANs for image generation tasks. Models such as AC-GAN [259] and Projection
Discriminator [249] have shown proficiency in generating images with intricate textures and accurate color
schemes. Despite these successes, these models often encounter difficulties in generating images with coherent
global structures and capturing long-range dependencies. This limitation is primarily due to the inherent
constraints of convolutional neural networks (CNNs), which focus on local spatial relationships and may not
effectively model global context.

Addressing these limitations, the Self-Attention GAN (SAGAN) was introduced [402]. SAGAN incorporates
self-attention mechanisms into both the generator and discriminator networks. The self-attention module
enables the model to capture dependencies between widely separated regions of an image, facilitating the
generation of more globally coherent and structurally consistent images. Additionally, SAGAN employs
spectral normalization [248] to stabilize training dynamics and utilizes the Two-Time Scale Update Rule
(TTUR) [116] to balance the learning rates of the generator and discriminator, further enhancing training
stability and performance. Significant advancements have been made in ¢cGANs for image generation tasks.
Models such as AC-GAN [259] and Projection Discriminator [249] have shown proficiency in generating images
with intricate textures and accurate color schemes. Despite these successes, these models often encounter
difficulties in generating images with coherent global structures and capturing long-range dependencies. This
limitation is primarily due to the inherent constraints of convolutional neural networks (CNNs), which focus
on local spatial relationships and may not effectively model global context.

Addressing these limitations, Self-Attention GAN (SAGAN) [402] was introduced. SAGAN incorporates self-
attention mechanisms into both the generator and discriminator networks. The self-attention module enables
the model to capture dependencies between widely separated regions of an image, facilitating the generation
of more globally coherent and structurally consistent images. Additionally, SAGAN employs spectral normal-
ization [248] to stabilize training dynamics and utilizes the Two-Time Scale Update Rule (TTUR) [116] to
balance the learning rates of the generator and discriminator, further enhancing training stability and perfor-
mance. Additionally the StyleGAN series [145, 146, 144] introduced a style-based generator architecture that
allows for unprecedented control over image synthesis. StyleGAN models enable fine-grained manipulation of
image attributes at various levels of detail, leading to the generation of highly realistic and detailed images,
especially in facial synthesis.

Diffusion Models Diffusion models have recently emerged as a groundbreaking approach in conditional
image generation, setting new state-of-the-art benchmarks in the field [300, 10, 11]. These models function by

143



Chapter 8. Explainable Metric for Story Visualization through Counterfactual Explanations

gradually adding noise to images and then learning the reverse process to reconstruct the original data. In the
past year, there have been significant developments in diffusion-based image synthesis. Stable Diffusion [299]
has made high-quality image synthesis accessible even under resource constraints by performing the diffusion
process in the latent space of autoencoders instead of directly in the pixel space. This approach reduces
computational demands while maintaining impressive image fidelity.

Building upon earlier advancements, DALL-E2 [290] extends its predecessor [291] by integrating text-
conditioned image embeddings from CLIP [284] into a diffusion model that acts as a decoder. This results in
photorealistic images that accurately represent the input text and enables language-guided manipulation of
source images. Imagen [311] takes a further step by utilizing large pre-trained language models like T5 [287]
for text encoding, which guides the image synthesis through the diffusion process. This combination allows for
generating images that closely align with complex textual descriptions, enhancing the semantic consistency
of the output.

DreamBooth [308] builds on the foundation of Imagen by introducing context-aware image synthesis based
on textual descriptions. This method allows for the creation of diverse visual subjects while preserving
high image quality, enabling personalized and detailed image generation. More recently, models like eDiff-
I [diffusionediffi] have further advanced diffusion-based image generation by incorporating more efficient
training techniques and improved architectural designs. Additionally, works such as [267, 78, 326] have
fine-tuned pre-trained Latent Diffusion Models (LDMs)[301] to effectively generate image sequences from
textual narratives. Moreover, models like StoryLDM[289] and StoryGPT-V [301] leverage pre-trained LDMs
for story visualization, but they approach the task with a modification: repeated character references in
captions are replaced with pronouns (e.g., “he,” “she,” “they”). This adjustment challenges the models to
maintain character consistency and interpret context despite the reduced explicitness in textual cues. These
advancements have significantly enhanced the quality and speed of image synthesis, establishing diffusion
models as a dominant force in generative modeling.

Transformers Transformer architectures have significantly advanced various areas of artificial intelligence,
particularly in natural language processing and computer vision. In the context of story visualization, trans-
formers have been employed to generate coherent sequences of images from narrative texts, effectively mod-
eling the sequential and contextual dependencies inherent in stories. This has enhanced the generation of
temporally consistent and semantically rich visual narratives [187]. Recent transformer-based approaches
have further improved story visualization. The VP-CSV model [35] introduces a two-stage process: it begins
by predicting visual tokens corresponding to character regions in images and then completes the backgrounds
in a subsequent stage. This method enhances character representation while maintaining overall scene con-
sistency. Another notable approach is CMOTA [6], which incorporates memory modules to improve consis-
tency across generated image sequences. It utilizes a bidirectional strategy, performing both text-to-image
and image-to-text transformations, allowing for online caption augmentation during training. This bidirec-
tional learning enhances the model’s understanding of the relationship between textual narratives and visual
outputs, leading to more coherent visual stories.

Generative Evaluation Despite significant progress in image synthesis techniques, the evaluation of gen-
erative models has not kept pace and is hindered by reliance on outdated metrics [312, 115, 404, 118|. These
traditional metrics are primarily used for benchmarking purposes but fail to address critical issues identified
in recent studies [273, 25], such as capturing high-level semantic inconsistencies and being sensitive to minor
perturbations that do not affect human perception. Recent advancements have aimed to develop more robust
evaluation methods that consider semantic content and alignment with human judgments. For instance, met-
rics based on the Contrastive Language-Image Pre-training (CLIP) model [284] have been proposed to assess
the correspondence between generated images and textual descriptions, providing a more nuanced evaluation
of generative models’ capabilities.

Explainability in generative modeling offers valuable insights; however, existing approaches are often model-
specific [17, 255, 92, 152] or depend on the challenging task of discovering interpretable latent directions [322,
323, 32, 372]. Such methods typically require access to the internal architecture of the models or involve
complex analyses of the latent space, limiting their applicability. Our proposed method addresses both the
evaluation and explainability of generative models within a unified framework. It is adaptable to any genera-
tive model—including those designed for sequential image generation tasks [187, 233, 232, 347]—by focusing
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solely on the sets of concepts present in the input and output. By abstracting away from model-specific
details and concentrating on conceptual content, our approach provides a generalizable and interpretable
means of assessing generative models.

8.3 Methodology

In this section, we introduce the adapted framework for evaluating generative models based on concept-level
analysis rather than traditional pixel-based metrics [218]. As before, the core idea is to compare the semantic
content of the generated images with the conditioning inputs by extracting and analyzing the concepts present
in both. This approach allows for a more interpretable and fine-grained assessment of generative models,
particularly in tasks that involve complex semantic structures.

8.3.1 Overview of the framework

Our framework centers around a pre-trained, black-box generative model denoted as M. This model accepts
a conditioning input ¢, which can be either a natural language description or a symbolic representation, and
generates an image [ intended to correspond to c¢. The conditioning input ¢ provides semantic guidance to
the generative model, dictating the content that should be present in the generated image.

To evaluate the alignment between the generated image I and the conditioning input ¢, we perform concept
extraction on both. The process involves several key steps:

1. Concept Extraction from Generated Image: We apply state-of-the-art computer vision tech-
niques, such as object detection [357, 294] and semantic segmentation [292, 36], to the generated image
I. These methods enable us to identify and extract semantic concepts depicted in the image, such as
objects, attributes, and their relationships. The extracted concepts are compiled into a set called the
generated or source concept set, denoted as S.

2. Concept Extraction from Conditioning Input: The conditioning input c¢ is processed to extract
the intended semantic concepts. The extraction technique varies based on the format of c:

e If ¢ is a textual description, we use NLP tools, such as dependency parsing and named entity recog-
nition, to extract nouns, verbs, adjectives, and other relevant linguistic elements that represent
concepts.

e If ¢ is in a symbolic or structured format (e.g., a scene graph or a list of attributes), we perform
direct parsing to obtain the set of concepts.

The extracted concepts from ¢ form the real or target concept set, denoted as T

3. Conceptual Comparison and Minimal Edits: We aim to determine the minimal set of conceptual
changes required to transform the generated concept set S into the target concept set T'. This involves
identifying concepts that need to be inserted, deleted, or replaced. The goal is to answer the question:
“What are the minimal required changes to traverse from S to T ?”

An overview of the proposed framework is illustrated in Figure 8.3.1, which depicts the flow from the condi-
tioning input to the generation of the image and the subsequent concept extraction and comparison.

8.3.2 Conceptual edits as counterfactual explanations

Our research methodology is profoundly influenced by the study presented in [84, 58, 65|, which investigates
a pivotal aspect of counterfactual analysis: "What is the smallest alteration required for an image I to be
reclassified from category Y to category X?" Here, X and Y represent the categories assigned by a predefined
image classifier F'. In our scenario, however, the classifier F' is redundant because we automatically categorize
all emerging concepts s into a set .S, and all verified concepts ¢ into another set T". This framework allows for
counterfactual explanations to pinpoint the least number of conceptual modifications needed to transition
from S to T for each sin S and ¢t in T'.

Concept Distances provide insights into the shortest route linking two distinct concepts. We utilize concept
hierarchies to systematically determine the cost of transitioning between these concepts. This study examines
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Output: Generated Image |
Input: Condiitioning C

A giraffe standing next fo a tiger.
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Figure 8.3.1: Overview of the proposed concept-based generative evaluation framework. The generative
model M produces an image I based on conditioning input ¢. Concepts are extracted from both I and ¢ to
form sets S and T, respectively. The minimal edits required to align S with T are then determined.

two methodologies: incorporating external hierarchical structures like those found in WordNet [75], which
links extracted concepts to defined synsets, and creating custom hierarchies to precisely control semantic
distances. In either methodology, we denote d(s,t) as the quantifiable distance between any two concepts s
and t.

To facilitate these transitions, we introduce three specific types of concept edit operations:

e Replacement (R) e,_,+(S): This operation involves substituting a concept s in .S with a new concept
t not originally in S.

e Deletion (D) e;_(S): This involves removing a concept s from the set S.
o Insertion (I) e;4(S5): This entails adding a new concept ¢ from set T into set S.

These editing operations take into account the concept distances defined by our chosen hierarchies. Par-
ticularly, the R operation ensures the path chosen between s and ¢ minimizes the distance d(s,t), aligning
with the principles of actionability as outlined in [84]. This ensures that the edits are both semantically
meaningful (e.g., 'food’ — ’pasta’) and avoid nonsensical transitions (e.g., 'food’ — ’sky’). The D and I
operations consider the hierarchy’s root node, which, in the case of using WordNet, is identified as entity.n.01.

The overall effectiveness of these transformations is measured by the Concept Set Edit Distance (CSED)
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D(S — T), calculated by aggregating the minimal costs across all feasible edit operations required for

converting set S into set 7"
S, T R,D,I

CSED=D(S - T)=minYy_ Y d(s,t) (8.3.1)
sF#t

8.3.3 Counterfactual edits for generative evaluation

The counterfactual framework detailed in Section 8.3.2 underpins our methodology for generative evaluation,
implemented on two complex tasks in generative research:

e Story Visualization (SV)

e Scene Generation (SG)

Story Visualization (SV)

The concept of Story Visualization (SV) involves the systematic generation of a series of images,
Iy, 15, ..., I, where each image corresponds to a specific segment of a narrative, ci,cs,...,cr, over a total
narrative length L. This process requires each image to accurately reflect its corresponding narrative seg-
ment and maintain coherence throughout the series. We define two primary criteria for this process:

e Faithfulness: This criterion ensures that every object and attribute described in any narrative segment
¢k, is visually represented in the corresponding image Ij.

e Consistency: This ensures that once an object or attribute is introduced in any image Iy, it appears
in all subsequent images up to Iy,.

We utilize the CLEVR-SV dataset [139], structured around a set of attributes—shape (e.g., cube, sphere,
cylinder), size (e.g., small, large), material (e.g., rubber, metal), and a selection of eight colors (e.g., blue, cyan,
brown)—each object described by four attributes. We devise a simple hierarchical structure to categorize
these attributes into broader conceptual categories, shown below:

large, small) C Size
blue, yellow, brown, grey, green, purple, cyan, red) C Color

(

( (8.3.2)
(metallic, rubber) C Material

(

sphere, cube, cylinder) C Shape

The narrative structure in CLEVR-SV consists of four frames, with each frame escalating in complexity
by the addition of objects. Transition operations between frames, namely Deletion (D), Insertion (I), and
Replacement (R), are employed depending on the narrative requirements, each operation incurring a uniform
cost.

To quantitatively assess the adherence to the narrative, we introduce the Story Loss (SL) metric, which
aggregates the Concept Set Edit Distance (CSEDy) for each frame transition from Sy to Tk, reflecting the
minimal edits required to align the generated image sequence with the narrative conditioning:

L L
SL=Y CSEDy =Y D(S,T), L=4 (8.3.3)
k=1 k=1

To evaluate narrative consistency, we propose the Consistency Loss (CL) metric. This metric examines
semantic changes between consecutive frames, comparing each frame I, with the prior frame I;_;. Dis-
crepancies are penalized, with the penalty reflective of deviations from the expected attribute count per
frame:

L
CL = ZD(Sk, Sk—1), Sk = concepts in I, Sk_1 = concepts in [x_; (8.3.4)
k=2
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For broader assessments, these metrics are aggregated over N narrative sequences to derive the Global
Story Loss (GSL) and Global Consistency Loss (GCL), enabling an evaluation of the generative
model’s overall performance in maintaining narrative fidelity and consistency across multiple stories:

N
GSL =Y SL;,

- (8.3.5)
GCL=Y CL;,

=1

These metrics not only measure performance but also provide insights into specific areas where the model
may fail to accurately or consistently represent narrative elements, serving as a diagnostic tool to identify
frequent errors in story visualization.

Additionally, by obtaining the average values for both the local (SL/CL) and global (GSL/GCL) metrics,
we can gain insights into the behavior of SV systems:

1 1 1
Avg SL = ESL’ Avg GSL = N[Avg SL| = NGSL (8.3.6)

Rather than calculating a straightforward average of Z C Ly, a more insightful approach involves assessing

how frequently the conditions pg—1 = 0 and CLi~1 = |C| - (k — 1) are violated, averaged across all L = k
frames:

1N 1
Avg CL = p’“ L4 Z CLis1 #1C|- (k= 1)], Avg GOL = [Avg CL] (8.3.7)

The metrics SL and CL inherently provide ezxplainable insights as they not only gauge quality but also
illuminate the Sy — T} edit pathways. These paths serve as local counterfactual explanations that underscore
the erroneously generated semantics within the story, pertaining to either faithfulness or consistency.

Higher values of SL/GSL and CL/GCL typically indicate poorer conceptual generation quality. Paths
identified in GSL/GCL serve as global counterfactual explanations, where rule extraction techniques reveal
common patterns that summarize the behavior of the model under study. These frequently observed GSL
pathways often encompass common misconceptions, such as conditioning concepts that are challenging for
the model to accurately generate. Similarly, GCL pathways often expose inconsistency patterns, displaying
concepts that change unpredictably throughout the story frames.

Thus, by exploring "What minimal changes are needed to transition from S to 77", we ultimately address a
broader question: "Which concepts are challenging for the model to generate or maintain consistently?"

Scene Generation (SG)

Scene Generation (SG) is tasked with creating a visual representation I from a complex narrative input c.
This synthesis involves the integration of various interactive elements within the scene, each characterized
by distinct attributes. Unlike simpler visual tasks, the narrative input for SG presents a complex array of
elements that are not fixed in advance, leading to a dynamically large set of potential concepts C.

The COCO dataset [199] is utilized to assess the faithfulness of generated scenes, using textual descriptions
c as a basis for the scene creation. Our analysis focuses on cutting-edge diffusion models sourced from
Huggingface?, specifically Stable Diffusion versions 1.4 and 2 [330, 329], and Protogen versions x3.4 and 5.8
[279, 280]. These models are selected for their capability to render high-fidelity images, which is crucial for
subsequent concept extraction (object detection). Previous architectures [272, 397, 225, 184, 335, among
others| are excluded from our study due to their lesser visual quality and dependence on scene graphs for
composition.

During the concept extraction phase, object detection is performed using YOLO-v8 [137] and YOLOS [73],
which facilitate the construction of the concept set S from the generated scenes. Textual narratives ¢ are

2https://huggingface.co/models?pipeline;ag = text — to — imagesort = downloads
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processed using spaCy [125] to delineate the target concept set T. Given the intricate semantic relationships
inherent to the COCO dataset’s concepts, an expansive knowledge base like WordNet is indispensable. For
instance, a narrative input ¢ might mention generic categories like ’food’ or ’animal’, which the models
might specify further into ’pasta’ or ’dog’. These refined categories, detected by object detectors, may
introduce discrepancies. However, hierarchical knowledge bases help bridge these gaps by confirming semantic
equivalence between sets; for example, despite T' = {food, animal} # S = {pasta, dog}, the relation pasta —
isA — food and dog — isA — animal ensures semantic congruence. Therefore, no transformation between S
and T is necessary. Additionally, WordNet aids in accurately quantifying the semantic distances essential for
editing operations, thereby facilitating the calculation of the total transformation cost via the Concept Set
Edit Distance (CSED).

8.4 Experiments

8.4.1 Story Visualization

In the realm of story visualization, each semantic aspect and edit operation—namely Deletions (D) and
Insertions (I)—is quantified uniformly with a cost, denoted by d = 1 for each semantic feature and edit
action. This pricing model simplifies the calculation of edit distances. Specifically, the removal of a color
attribute is quantified with an edit cost of 1. Similarly, replacing one color with another results in a cumulative
edit cost of 2, which is the sum of deleting the initial color and inserting the new one. This same costing
principle is applied uniformly across other attributes such as shape, size, and material of the objects involved
in the visualization process.

Results from leading variants of selected story visualization (SV) models [187, 233, 232, 347| are summarized
in Table 8.1. To provide a comprehensive evaluation, traditional metrics like Fréchet Inception Distance
(FID), Clean-FID, Learned Perceptual Image Patch Similarity (LPIPS), and Structural Similarity Index
Measure (SSIM) are included for a detailed comparison.

Typically, there is a noticeable correlation between metrics assessing pixel-level details and those evaluating
conceptual integrity. This correlation is anticipated as the extraction of concepts is inherently dependent
on the clarity and accuracy of the pixel-level representation in images. Objects and semantic elements that
are generated with higher fidelity are more likely to be correctly identified and classified during the concept
extraction phase.

Moreover, the conceptual analysis provides ezplainable insights into the performance of these models. Detailed
percentages of losses per conceptual category (Material, Size, Shape, Color) are enumerated, shedding light
on the specific areas where each model excels or falters. For instance, a common observation across all
models is a significant Shape loss, often exceeding 50%. This indicates a prevalent difficulty in synthesizing
objects with well-defined shapes. Conversely, the models generally perform better in terms of Size accuracy,
as evidenced by comparatively lower Size losses. This suggests that while the models struggle with shape
precision, they are more adept at replicating the correct size of objects, indicating a partial but significant
success in adhering to the dimensional aspects of the input specifications.

M FID Clean LPIPS SSIM | GCL GSL  Material Size Shape  Color

1 -FID| \: t 1 \: 1 \ 1 \
[347] | 41.54 £ 8.55 115.46 0.21 + 0.05 0.71 | 4.97 7.01 20.83% 14.55% 56.62% 33.10%
[187] | 41.45 £+ 6.25 123.40 0.25 £+ 0.03 0.65 11.44  15.33  30.89% 21.12% 62.34% 37.44%
[232] | 41.96 + 9.66 124.97 0.25 £+ 0.08 0.67 10.95  8.06 21.45% 16.02% 56.78% 35.10%
[233] | 41.80 + 8.81 122.62 0.25 £+ 0.05 0.68 8.32 11.51  25.34% 16.71% 56.83% 35.14%

Table 8.1: Average evaluation metrics (existing and proposed, separated by a vertical line) for the
generation on the CLEVR-SV dataset [139] for all L=4 stories per M.

We continue our analysis by concentrating on the highest-performing story visualization model from [347],
as indicated by the conceptual metrics in Table 8.1. In particular, Table 8.2 details the outcomes for each
frame’s GSL, GCL, and the losses associated with each concept (Material, Size, Shape, Color).
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Frame | GSC GSL Material | Size | Shape | Color |
\ \J

1st 0.00 2.25 40.00% 6.20%  58.75%  7.50%
2nd | 435 5.66 20.00% 11.88%  57.5%  32.50%
3rd 712  8.25 13.33% 16.67% 57.08%  43.33%
4th 8.42 11.49  10.00% 23.44%  53.13%  49.06%

Table 8.2: Average conceptual evaluation metrics per frame for [347].

Local explanations The effectiveness of the SL/CL metrics is demonstrated through local explanations
for the model from [347], specifically examining edit pathways in the sequence depicted in Figure 8.4.1. The
sequence includes the first four images (Figure 8.4.1a) representing the actual sequence, while the subsequent
four images (Figure 8.4.1b) show the modeled outputs. Here, S represents the concepts from Figure 8.4.1b,
and T contains those from Figure 8.4.1a.

Detailed in Table 8.3, a consistent R operation is noted across all frames, where the transformation is made
from a ’rubber’ to a ’metallic’ material for a small brown sphere to align with the ground truth. In the
final frame, an additional R operation is required to change the object’s shape from ’sphere’ to ’cylinder’.
The cost assigned to each R operation is 2, reflecting the dual steps of removing an incorrect attribute and
adding a correct one. This cost metric can be adjusted if necessary. The cumulative SL for this scenario is
calculated to be 10, summing the costs of all operations across the frames.

Regarding the CL, the correct increment of objects across subsequent frames is noted, ensuring that the
formula CLg~1 = |C|- (k—1),|C| = 4 holds. Starting with CL; = pr—; = 0 for the first frame, it is confirmed
that just one object is added, adhering to the rule that the frame number corresponds to the quantity
of objects. CLy = 4 is expected as the second frame introduces an object encompassing four semantic
attributes. A deviation from these expected numbers would suggest an error: CLg>1 < |C] - (k — 1) would
indicate missing objects, whereas C'Li~1 > |C| - (k — 1) would point to extra objects being generated. This
pattern is consistently applied up to the fourth frame.

This dissection reveals critical weaknesses of the [347] model, particularly in accurately rendering the Material
semantic, as throughout all frames in this example, the small brown sphere is inaccurately depicted with
rubber’ instead of ‘metallic’. To fully understand the model’s capability to accurately synthesize individual
semantics, broader metrics and evaluations are essential.

(a) Actual story frames.

(b) Model-generated story frames of [347].

Figure 8.4.1: Comparison of actual vs model-generated CLEVR-SV story frames using [347] for L=4.

To better understand how the proposed algorithm functions, we will conduct an in-depth examination of the
local properties of CSED per frame for SV, as depicted in the sequence shown in Figure 8.4.1. This sequence
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is considered of medium difficulty according to the methodology described in [347], particularly because in
the fourth frame, the blue cylinder is superimposed with the blue cube. We will compare the actual semantic
details of the sequence, represented by the ground truth frames (Figure 8.4.1a), with the semantics of the
generated frames (Figure 8.4.1Db).

We have arrived at the following conclusions:

Frame k=1

Ground truth semantics: {[small, brown, metallic, sphere|}

Generated semantics: {[small, brown, rubber, sphere|}

The discrepancies between the two sequences are evident in the third semantic term; the original is 'metallic’,
while the generated term is 'rubber’. Thus, for the first frame, C'SE Dy—; suggests a substitution of 'rubber’
with 'metallic’, carrying an edit cost of 2 = CSEDy—;. This alteration, related to the Material semantic,
leads to an increment in the Material Loss count, which will further elucidate global semantic synthesis
failures across all test set frames.

For frame 1, the Consistency Loss (CL) is zero for the generated sequence since there are a total of |C|=4
semantics (Material, Size, Shape, Color), and one object containing T' =4 semantics occupies position k=1
in the sequence, resulting in CLy=1 = px=1 = |T| — |C| - k=4-4=0.

Frame k=2

Ground truth semantics: {[small, brown, metallic, sphere|, [small, brown, metallic, sphere]|}
Generated semantics: {[small, brown, rubber, sphere|, [small, brown, metallic, sphere]|}

Again, the semantic difference in the third position remains highlighted; the original is 'metallic’ while the
substitute is 'rubber’, prompting C'SEDy_o to propose the same replacement as before with an edit cost of
2. Additionally, as this change pertains to the Material semantic, another failure is recorded on the Material
Loss counter.

Simultaneously, CL increases simply by adding an object containing |C|=4 semantics, which means the
minimal increase in CL when an object is added to CLEVR-SV is 4. Comparing k = 1 generated sequence
T = Si_1={[small, brown, rubber, sphere]} with the k¥ = 2 generated sequence S = Syp={[small, brown,
rubber, sphere|, [small, brown, metallic, sphere|} shows no additional discrepancies. Applying equation
8.3.4 for k=2 yields:

CLi—2 = pp=1 + D(Sk=2, Ti=2) = 0 + I{small, brown, metallic, sphere} = 0+4 = 4

Frame k=3

Ground truth semantics: {[small, brown, metallic, sphere|, [small, brown, metallic, sphere], [large, blue,
rubber, cube| }

Generated semantics: {[small, brown, rubber, sphere|, [small, brown, metallic, sphere], [large, blue,
rubber, cube]} The semantic divergence in the third position continues, leading to a proposed replacement
of 'rubber’ with 'metallic’ for an edit cost of 2. This change also contributes to an increase in the Material
Loss counter.

CL accounts for the comparison between the T' = 2 generated sequence [small, brown, rubber, sphere, small,
brown, metallic, sphere] and the k = 3 generated sequence {[small, brown, rubber, sphere|, [small, brown,
metallic, sphere|, [large, blue, rubber, cubel}, differing only by the addition of the large, blue, rubber,
cube in the third frame, resulting in:

CLi—3 = pg=1 + D(Sk=2,Ti=2) + D(Sk=3,Ti=3) = 0 + 4 + I{large, blue, rubber, cube} = 0+4+4 = 8

Frame k=4

Ground truth semantics: {[small, brown, metallic, sphere|, [small, brown, metallic, sphere|, [large, blue,
rubber, cube|, [large, blue, metallic, cylinder|}

Generated semantics: {[small, brown, rubber, sphere], [small, brown, metallic, sphere], [large, blue, rub-
ber, cube], [large, blue, metallic, sphere]}

Beyond the consistent discrepancy in the third position, there’s an additional variation in the last position,
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prompting a replacement of 'sphere’ with ’cylinder’, each carrying an edit cost of 2. Summing these trans-
formations results in a total transformation for k = 4: {"rubber’, ’sphere’} — {’metallic’, ’cylinder’} with an
edit cost of 4. The counters for Material Loss and Shape Loss increase by one each.

CL calculations for the sequences corresponding to k = 3 generated sequence {[small, brown, rubber, sphere|,
[small, brown, metallic, sphere|, [large, blue, rubber, cube]} and k = 4 generated sequence {[small, brown,
rubber, sphere|, [small, brown, metallic, sphere], [large, blue, rubber, cube|, [large, blue, metallic, sphere|}
reveal only the addition of the large, blue, metallic, sphere item. Therefore, C' Lp_4= 4, resulting in:

CLi—4 = pr=1+D(Sk=2, Tk=2)+ D(Sk=3, Tk=3) + D(Sk=4, Tr=4) = 0+4+4+I{large, blue, metallic, sphere}
— 0141414 — 12

By summing up, Story Loss (SL) as the cumulative per-frame CSED costs will be:
SL=2+24+2+4=10
and averaging SL across all L = 4 frames according to equation 8.3.6 results in:

1
Average SL = %S’L =10/4=25

Following equation 8.3.7 for consistency, we find:

k=L

= [CLis1 #1C|- (k=1)]=0+0=0

Average CL = ’

_|_

T =

k

Il
—

The generated narrative of Figure 8.4.1 is fully consistent as the Average CL equates to zero, indicating an
ideal scenario with no semantics being altered or omitted in the generated sequence. However, it’s noteworthy
that CL fails to capture the faithfulness error introduced by the new item in the fourth frame: while the
actual object is a large, blue, metallic, cylinder, the generated sequence adds a large, blue, metallic, sphere,
yet CL does not penalize the semantic discrepancy in the last position. Conversely, SL serves to penalize this
error, demonstrating that both metrics are crucial, with SL focusing on fidelity between actual and generated
narratives, and CL on consistency across consecutively generated frames. Optimal models would exhibit
lower values for both metrics globally.

Frame Min edit path Operation Edit Semantic CL
cost

1st “rubber” — “metallic” R 2 Material 0

2nd “rubber” — “metallic” R 2 Material 4

3rd “rubber” — “metallic” R 2 Material 8

4th  {“rubber”, “sphere”} — {“metallic”, “cylinder”} R, R 4 Material, Shape 12

Table 8.3: Interpretable edits for Figure 8.4.1 based on local analysis.

Global explanations To fully understand the limitations of our model, we calculate the GSL across all
images in the CLEVR-SV dataset to gauge the model’s difficulty in accurately representing specific -discrete-
semantics, both individually per frame and cumulatively (refer to Table 8.1). Interestingly, while we might
expect Material loss to increase as more objects complicate the frame, it actually diminishes over successive
frames. In contrast, Size loss and Color loss demonstrate the anticipated upward trend in losses. Patterns
in Shape loss, however, are less predictable and remain considerably high.

The persistently high Shape loss underscores the necessity for integrating attention mechanisms in our GANs
[402] to better capture long-range dependencies within the images. The notable escalations in Size and Color
losses suggest inconsistencies in maintaining continuity throughout the story sequence.

Additionally, GSL uncovers underlying patterns across the entire dataset, which we explore using the apriori
algorithm [5] to identify frequent semantic rules and combinations. The four most prevalent semantic edits
are outlined in Table 8.4, along with the frequency (support) of each rule. The table also lists the concept
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Rules (edits) Semantic Support % Antec. support% Conseq. support%
‘metallic’ —'rubber’ Material 26.77 26.77 26.77
‘rubber’ —’metallic’ Material 22.05 22.05 22.83

’cylinder’ —’cube’ Shape 18.11 33.07 31.50
‘cylinder’ —’sphere’ Shape 14.96 33.07 18.90

Table 8.4: Global interpretive edits derived from the CLEVR-SV test set using [347].

category (derived from equation 8.3.2), along with the antecedent support (frequency of the source semantic)
and consequent support (frequency of the target semantic).

Material emerges as the most frequently misunderstood concept, particularly with 'rubber’ and 'metallic’
often being interchanged. Shape follows as the second major area of confusion, with ’cylinder’ more fre-
quently appearing in generated frames than in the conditioning frames, often at the expense of ’cube’ and
’sphere’ shapes. Although the rule support does not reach particularly high levels—peaking at 26.77%—this
suggests that the SV model from [347] does not show a strong bias toward specific semantics. However,
the prevalent errors in material and shape generation provide critical insights that could be instrumental for
future architectural enhancements of the model.

8.4.2 Scene Generation

To streamline the inference process, we utilize the first 10,000 samples from the COCO dataset, employing
YOLO-v8 and YOLOS for visual concept extraction. Notably, each COCO sample is accompanied by five
descriptive sentences, essentially paraphrasing one another. We thus use only the first sentence as the
conditioning variable ¢. Our approach for Scene Generation (SG) involves two distinct methodologies: direct
generation based on ¢ and retrieval of image-caption pairs that closely match c.

Conditional generation on COCO captions In our experimental setup, we deploy pre-trained diffusion
models to generate images, as outlined in 8.3.3. This experiment did not involve additional model tuning.
The generation of 10,000 images took approximately 15 hours for each model using dual T4 GPUs, totaling
about 60 hours of processing time.

Retrieval of COCO-related captions To amass a larger collection of images related to COCO captions
without the extensive resource expenditure of additional diffusion model runs, we turned to the Stable
Diffusion search engine at Lexica.art®. Here, we entered the first sentence of each of the 10,000 COCO samples
as search queries. The search engine provided us with 10 images for each query, previously generated by the
community, closely aligning with our captions. This method furnished an additional 100,000 images from
Stable Diffusion, each tagged with their respective input queries. We subsequently conducted a comparative
analysis between these web-retrieved images and those generated by our models.

Object detection We set a detection threshold of T,; = 0.6, where only objects detected with a confidence
of 0.6 or higher are considered for inclusion in the concept set S. This threshold was chosen to balance the
occurrence of false positives and negatives, as establishing a baseline for false detections is challenging without
manual review. Nonetheless, our setup offers insights into potential detection errors: a lower threshold might
suggest an increased likelihood of false positives (irrelevant objects detected), whereas a stricter threshold
could indicate more false negatives (missed relevant objects).

Metric results We present comparative detection results using thresholds of Ty = 0.5, 0.6, and 0.7 across
Tables 8.5 (YOLO-v8) and 8.6 (YOLOS) for the generated images, and in Table 8.7 for the web-retrieved
images. These tables detail the frequency of edits (# I, # D, # R) and the associated costs for each type
of operation. Instances with the lowest scores, preferred in our evaluation, are marked in underlined text,
while the highest scores are indicated in bold. The overall mean Concept Set Edit Distance (CSED) is also
reported, providing a holistic view of operational frequency and effectiveness.

Shttps://lexica.art/
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Ty M #1 Cost 1T # D Cost D # R Cost R Mean
CSED

stable diffusion 37651 16762 1196 5655 126004 14323 35.75

0.5| stable diffusion 2 | 36878 16067 1243 6301 129315 14839 36.32
protogen base 37072 16208 1233 5944 129290 14744 35.95
protogen 5.8 38581 17715 1195 4702 117708 13411 34.66

stable diffusion 39070 18386 1157 4042 110260 12964 34.22

0.6 | stable diffusion 2 | 38678 17782 1200 4514 112499 13397 34.55
protogen base 38548 17794 1184 4270 114762 13427 34.35
protogen 5.8 39766 19210 1134 3419 103579 12135 33.38

stable diffusion 40814 20391 1086 2681 93390 11337 32.96

0.7 | stable diffusion 2 | 40677 19806 1107 2938 95477 11756 33.08
protogen base 40397 19801 1101 2820 97314 11787 32.94
protogen 5.8 41295 20944 1039 2308 89850 10726 32.39

Table 8.5: Metric results using YOLO-v8 [137] for object detection on generated images from COCO

queries.
Ty M #1 Cost I # D Cost D # R Cost R Mean
CSED
stable diffusion 26302 9032 1382 44189 197623 21097 68.25
0.5| stable diffusion 2 26684 8832 1403 43459 192198 21082 68.05
protogen base 26887 8966 1404 44406 193327 21035 68.81
protogen 5.8 28880 10367 1373 34996 189677 19858 60.45
stable diffusion 27963 9920 1373 33891 188395 20286 60.10
0.6 | stable diffusion 2 28145 9662 1394 33933 182767 20322 60.36
protogen base 28499 9845 1394 34167 185217 20224 60.63
protogen 5.8 30545 11330 1364 27218 179947 18963 54.13
stable diffusion 29998 10985 1357 24956 177213 19319 52.51
0.7 | stable diffusion 2 | 29831 10657 1347 25492 172860 19409 53.14
protogen base 29866 10790 1346 25255 175495 19350 52.98
protogen 5.8 28880 10367 1373 34996 189677 19858 60.45

Table 8.6: Metric results using YOLOS [73] for object detection on generated images from COCO queries.

Ty Obj. detector #1 Cost 1T # D Cost D # R Cost R Mean
CSED

0.5 YOLO-v8 186775 857448 1343 52247 1353479 224350 75.87
' YOLOS 163628 605321 1487 421525 2469635 473331 106.41
0.6 YOLO-v8 190047 891454 1317 37418 1174012 190928 73.74
’ YOLOS 167576 646112 1467 308346 2303966 432851 98.06
0.7 YOLO-v8 193663 929183 1236 25388 982259 154063 71.81
' YOLOS 171778 688942 1449 214928 2115779 390304 90.56

Table 8.7: Metric results for web-retrieved Stable Diffusion [330] images on similar queries to COCO.

Local explanations illustrate the edit processes I, D, and R employed to modify specific images, as shown
in the scene from Figure 8.4.2.

Utilizing YOLO-v8 with a set detection threshold of Ty = 0.6, the identified concepts in the image are
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Figure 8.4.2: A sample image generated using Stable Diffusion 2 [329], used for deriving local explanations.

S={’car’, 'car’, ’traffic light’, "car’, ’stop sign’}, while the actual concepts intended are T={’light’, ’buildings’}.
The transformation from S to 7" involves the edit operations shown in Table 8.8, which accumulate to a total
minimal cost of 59.00.

Operation ‘ Detalils
Insertions (I) {}
Deletions (D) {’car’, ’car’, ’car’}

Replacements (R) | {’traffic light’ — ’light’, ’stop sign’ — ’buildings’}

Table 8.8: Edit operations for YOLO-v8 [137] concepts.

When using YOLOS, the generated concepts are S={’car’, ’traffic light’, ’car’, ’stop sign’, ’traffic light’,
‘car’, ’traffic light’, 'traffic light’, 'traffic light’, ’traffic light’, ’traffic light’, ’traffic light’, 'car’, ’traffic light’,
‘traffic light’, traffic light’, *traffic light’, *traffic light’, ’car’, ’traffic light’, ’traffic light’, *traffic light’, "traffic
light’, ’car’, ’car’, ’traffic light’, ’traffic light’}, and the ground truth ones are T={"light’, ’buildings’}. By
visually inspecting the image, YOLOS clearly overestimates the actual objects present, inducing noise in the
generated concept set S. Nevertheless, our evaluation strategy successfully captures this overestimation, by
suggesting the deletion of multiple concepts. Specifically, the edit operations shown in Table 8.9 result in
transformations with a total cost of 104.04.

Operation ‘ Detalils

Insertions (I)

Deletions (D) {’car’, "traffic light’, ’car’, "traffic light’, ’car’, ’traffic light’, "traffic light’, 'traffic

light’, ’traffic light’, 'traffic light’, ’traffic light’, ’car’, ’traffic light’, 'traffic light’,

‘traffic light’, “traffic light’, ’car’, ’traffic light’, 'traffic light’, ’traffic light’, *traffic
light’, car’, car’, ’traffic light’, traffic light’}

Replacements (R) {’stop sign’ — ’light’, ’traffic light’ — ’buildings’}

Table 8.9: Edit operations for YOLOS [73] concepts, total cost 104.04.

Global explanations are detailed for all evaluated images, where edits involving insertions (I) and dele-
tions (D) are catalogued in Table 8.10, and replacements (R) are documented in Table 8.11. Only concepts
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extracted using YOLO-v8 are included due to YOLOS generating excessively high counts of detections. We
highlight the top three most common types of each edit: insertions, deletions, and replacements. For I and
D, "Freq I", "Freq D" measure the occurrence of particular concepts being inserted or deleted across the
dataset. The support for I and D indicates how often these edits occur relative to all such edits in the
dataset. In the case of R, support quantifies how often a specific transformation rule appears relative to all
transformation rules.

The analysis shows a clear consensus across models; the I edits frequently include the concepts ’street’,
‘tennis’, and ’table’. It appears that model M struggles to adequately render these I concepts, or the
concepts are produced with such low visual quality that their detection proves unreliable at thresholds of
T4=0.5, 0.6, 0.7. D edits often involve the concepts 'person’, ’sheep’, 'car’, 'umbrella’; and ’donut’, suggesting
a tendency of the model to generate unnecessary instances of these categories. Lastly, the R edits typically
involve changing ’person’ to 'people’, 'man’, or 'woman’, which is somewhat anticipated given that 'person’
in YOLO categorization includes both genders.

Ty ‘ M ‘ I Freq I I support D Freq D D support
street 264 1.57% person 2075 36.69%
stable diffusion table 250 1.49% sheep 363 6.42%
tennis 247 1.47% car 252 4.46%
stable tennis 253 1.57% person 2177 34.55%
Jiffusion 2 street 242 1.51% sheep 466 7.40%
0.5 table 237 1.48% car 313 4.97%
’ protogen tennis 247 1.52% person 2281 38.37%
base street 244 1.51% sheep 317 5.33%
table 229 1.41% car 311 5.23%
table 270 1.52% person 1564 33.26%
protogen 5.8 tennis 265 1.50% car 261 5.55%
street 241 1.36% umbrella 251 5.34%
street 290 1.58% person 1572 38.89%
stable diffusion table 281 1.53% sheep 311 7.69%
tennis 259 1.41% car 158 3.91%
stable table 274 1.54% person 1656 36.69%
Jiffusion 2 street 269 1.51% sheep 376 8.33%
0.6 tennis 264 1.48% car 203 4.50%
) protogen street 268 1.51% person 1717 40.21%
base table 261 1.47% sheep 254 5.95%
tennis 255 1.43% car 197 4.61%
table 303 1.58% person 1220 35.68%
protogen 5.8 tennis 278 1.45% sheep 198 5.79%
street 274 1.43% umbrella 176 5.15%
stable table 322 1.58% person 1075 40.10%
diffusion street 316 1.55% sheep 254 9.47%
tennis 268 1.31% donut 122 4.55%
stable table 313 1.58% person 1134 38.60%
diffusion 2 street 301 1.52% sheep 291 9.90%
o7 tennis 267 1.35% donut 111 3.78%
: street 300 1.52% person 1189 42.16%
protogen base table 289 1.46% sheep 188 6.67%
tennis 262 1.32% umbrella 143 5.07%
table 330 1.58% person 884 38.30%
protogen 5.8 street 299 1.43% sheep 152 6.59%
tennis 287 1.37% umbrella 130 5.63%

Table 8.10: Global explanations (I and D edits) for YOLO-v8 [137] extracted concepts.
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Ty M R Freq R sup- M R Freq R sup-
R port R port

stable person — man 1090 7.61% stable person — man 1115  7.51%
diffusion | Person — people 520 3.63% | diffusion | person — people 551 3.71%

05 person — woman 499 3.48% 2 person — woman 511 3.44%
: person — man 1101 7.47% person — man 1061 7.91%
protogen person — people 507  3.44% protogen person — woman 476  3.55%

base person — woman 500 3.39% 5.8 person — people 441 3.29%

stable person — man 1065  8.22% stable person — man 1087  8.11%
diffusion | Person — people 503 3.88% | diffusion person —people 536 4.00%

0.6 person — woman 481  3.71% 2 person — woman 482  3.60%
’ person — man 1080  8.04% person — man 1035  8.53%
protogen person — people 494  3.68% protogen person — woman 449  3.70%

base person — woman 485 3.61% 5.8 person — people 431 3.55%

stable person — man 1022 9.01% stable person — man 1033  8.79%

diffusion | Person — people 473 4.17% | diffusion | person — people 508 4.32%

0.7 person — woman 458 4.04% 2 person — woman 441 3.75%

' person — man 1054  8.94% person — man 989 9.22%

protogen person — woman 461 3.91% protogen person — woman 419 3.91%

base person — people 446 3.78% 5.8 person — people 408 3.80%

Table 8.11: Global explanations (R edits) for YOLO-v8 [137] extracted concepts.

8.5 Conclusion

The exploration of conceptual methodologies in the field of generative evaluation is still relatively nascent,
yet it promises significant insights into both the quality of models and the clarity with which results can
be interpreted. In this chapter, we introduce a framework that leverages knowledge-driven principles for
explainable evaluation. This framework is designed to pinpoint specific conceptual adjustments needed within
generated images—identifying which concepts should be introduced, omitted, or altered—to make these
images more closely resemble their original design specifications.

Our empirical results, derived from engaging with complex tasks such as Story Visualization and Scene Gen-
eration, have demonstrated the practical benefits of this approach. Specifically, these results highlight critical
gaps where models consistently fail to generate certain concepts, as well as tendencies of models to produce
an excessive number of particular concept categories. Such insights not only enhance our understanding of
the inherent model biases but also guide the development of more balanced and accurate generative models.

As we look to the future, our goal is to broaden the application of this evaluation framework to encompass
a wider range of models and computational tasks. Additionally, we plan to enrich our framework by incor-
porating a variety of alternative knowledge sources. This expansion will allow us to conduct a deeper, more
nuanced analysis of how the edits suggested by our framework conceptually diverge from those generated by
current model configurations. This continued research will contribute to refining the methodologies used in
generative evaluation and push the boundaries of what is possible in explainable artificial intelligence.
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Chapter 9

Explainable Metric for Hallucination
Detection in Image Captioning

This chapter introduces a critical exploration within the dynamic field of artificial intelligence, focusing on
the phenomenon of hallucinations in vision-language (VL) models. This issue is the reverse of the problem
analyzed in Chapter 8, where we tried to identify errors in image synthesis. Here, however, we will adapt
the algorithms presented in Chapters 4 and 5 to capture hallucinations specifically in one of the more
commonly used tasks of VL, namely image captioning. As these models become increasingly integral to
various applications, understanding and addressing their limitations is essential. Hallucinations in image
captioning, where the model generates inaccurate or irrelevant descriptions, pose significant challenges for
the reliability and trustworthiness of VL systems.

In this context, we delve into the intricacies of hallucinatory phenomena exhibited by widely used image
captioners, identifying and analyzing interesting patterns. Building on previously introduced techniques, this
chapter discusses the application of conceptual counterfactual explanations to effectively address VL hallu-
cinations. We employ a deterministic and efficient backbone of conceptual counterfactuals, which suggests
semantically minimal edits. These edits are driven by hierarchical knowledge, facilitating the transition from
a hallucinated caption to a non-hallucinated one in a black-box manner. Our proposed hallucination detec-
tion framework enhances interpretability by providing semantically meaningful edits rather than standalone
numerical values. This approach allows for a deeper understanding of the underlying causes of hallucinations
through a hierarchical decomposition of hallucinated concepts. Additionally, this chapter introduces the novel
concept of role hallucinations, which involves the interconnections between visual concepts, marking a first
in the field of hallucination detection.

Overall, the methodologies and insights presented in this chapter recommend an explainable and trustworthy
approach to VL hallucination detection. This is vital for evaluating the performance, identifying potential
problems and risks of current and future VL systems.

9.1 Introduction

In the dynamic arena of artificial intelligence, the emergence of hallucinations in outputs has surfaced as
a noteworthy challenge. While neural models exhibit exceptional linguistic and visual capabilities, their
outputs sometimes deviate unexpectedly, mixing accurate depictions with imaginative elements. The topic
of hallucinations has gained recent attention in Natural Language Processing (NLP), especially with Large
Language Models (LLMs) generating outputs that often diverge from factual accuracy despite their extensive
training parameters and vast data sets [123, 409, 344, 104, 141].

Hallucinations in output are problematic to detect due to their varied nature. [409] classify three primary
types of hallucinations: Input-Conflicting, where LLM outputs do not align with the input prompt; Context-
Conflicting, which includes contradictions within the output itself; and Fact-Conflicting, where outputs con-
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Generated caption: There is a man sitting on a couch with a
dog on his lap

Human caption: There is a man sitting on a couch with a
laptop on his lap and a dog next to him

Figure 9.1.1: Illustration of a hallucination in image captioning, where the generated caption inaccurately
describes the scene. The term "laptop" should replace "dog," and the phrase "next to" should better link
the concepts of "dog" and "man."

tain false information.

Despite growing interest, the exploration of hallucinations in multimodal contexts, such as vision-language
(VL) models, remains underdeveloped. As these models evolve into Large VL Models (LVLMs) [204, 423,
40], their enhanced capabilities are marred by increased occurrences of unreliable outputs, which are harder
to detect due to ambiguities within and between modalities.

The scant research on VL model hallucinations has begun to tackle essential questions regarding their evalu-
ation [298, 185, 361, 135] and reduction [418, 344, 173, 200]. However, these efforts face significant challenges
due to the limited interpretability and detail of the metrics used, which obstruct a thorough understanding
of the complex issues presented by hallucinatory behavior in VL models. We contend that these research
gaps in VL hallucinations underscore the importance of an explainable evaluation approach that not only
deciphers the mechanisms behind hallucinations but also facilitates the development of effective mitigation
strategies. Additionally, we note parallel efforts in recent VL evaluation studies [218] though they do not
explicitly use the term "hallucination."

In this chapter, we lay the groundwork for an explainable evaluation framework for VL hallucinations by
applying our methods to image captioning, a task fraught with hallucination challenges as shown in Figure
9.1.1. We adapt techniques from prior research in VL hallucination evaluation, particularly focusing on image
generation from language [218], and demonstrate their seamless application in the converse task of generating
language from images. While existing research primarily addresses object hallucination, we extend our
evaluation to include interconnections between objects, such as spatial relationships or actions. Our proposed
framework retains the core attributes of conceptual counterfactuals and knowledge-driven edits [84], which
we will explore in detail later in this chapter.

This chapter makes the following contributions:
e We propose the adoption of an explainable evaluation framework for image captioning hallucinations.
e We analyze the concepts present in captions to enhance the granularity of our hallucination evaluations.
e We introduce "role hallucinations" as a novel extension to the existing studies on object hallucinations.

e We substantiate our findings by applying our proposed framework to a variety of image captioning
models.

Image Captioning

Image captioning has become a cornerstone in machine learning, aiming to generate descriptive textual in-
terpretations of visual content. This task serves as a bridge between computer vision and natural language
processing, facilitating seamless interaction between visual and linguistic data. In practical applications,
image captioning is instrumental for assisting visually impaired individuals through descriptive narrations,
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enhancing image retrieval systems via textual queries, and improving human-computer interactions by align-
ing images with language.

The emergence of Vision-Language (VL) transformers has significantly accelerated progress in this domain.
Cutting-edge models like BLIP [181], BLIP-2 [180], LLaVA [204, 203|, BEiT [365], and GiT [359] have
achieved remarkable results, often scaling up to billions of parameters. While increased model size generally
enhances generation quality, these models are not exempt from generating "hallucinations"—inaccurate or
non-existent details in captions—which pose significant obstacles for real-world deployment [93].

Hallucinations in VL models

Hallucinations in VL models refer to instances where the generated text includes elements that do not
correspond to the visual input. Traditional evaluation metrics like BLEU [271], ROUGE [196], and CIDEr
[351] focus on linguistic quality but often overlook the alignment between the text and the image content.
Consequently, there’s a growing emphasis on developing metrics that specifically address the fidelity of the
generated captions to the visual input.

An early effort in this direction is the CHAIR (Caption Hallucination Assessment with Image Relevance)
metric [298], which quantifies the proportion of hallucinated objects in captions:

|Hallucinated Objects|
|All Predicted Objects|

CHAIR, = (9.1.1)

|Sentences with Hallucinated Objects|
|All Sentences|

CHAIR, = (9.1.2)

While CHAIR provides a baseline assessment, more nuanced approaches have been developed. FAITHSCORE
[136] offers a fine-grained analysis by decomposing captions into subcomponents to extract atomic facts,
though it relies on Large Language Models (LLMs) that may themselves introduce hallucinations.

Dialogue-based evaluation methods like POPE [185] propose generating yes/no questions about object pres-
ence in images, using ground truth annotations to formulate queries. An equal number of questions about
non-existent objects help gauge the model’s susceptibility to affirmation bias. Similarly, NOPE [214] employs
a question-answering framework using negative indefinite pronouns to detect hallucinations.

In an approach, [361] identified patterns in VL hallucinations and utilized LLMs to generate hallucinated
examples. They fine-tuned models like LLaMA [345] on these examples to enhance hallucination detection
capabilities.

Studies have observed that optimizing for traditional text generation metrics might inversely correlate with
reducing hallucinations, indicating that high linguistic quality doesn’t guarantee visual-textual alignment
[52]. Additionally, factors such as image encoding methods, training objectives, and statistical patterns like
object co-occurrence frequencies and their positional context within captions influence hallucination rates
[421].

To tackle these challenges, ongoing research is exploring improved model architectures that better integrate
visual and textual modalities, developing more robust training objectives that penalize misalignment, and
creating comprehensive evaluation metrics that balance linguistic fluency with factual accuracy. Addressing
hallucinations is crucial for advancing image captioning systems that are reliable and effective in real-world
scenarios, where accuracy is not just preferred but essential.

9.2 Hallucination Detection through Counterfactual Explanations

While numerous studies have leveraged LLMs to assess hallucinations in VL models, this dependency intro-
duces inherent uncertainties. These uncertainties arise from the variability in prompt formulations and the
propensity of LLMs to generate their own hallucinations, which can undermine the robustness and reliability
of the evaluation frameworks. To circumvent these issues, our proposed methodology deliberately eschews
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the use of LLMs. By sacrificing the convenience they offer, we enhance the determinism and trustworthiness
of the hallucination evaluation process.

Furthermore, existing metrics that evaluate linguistic quality or detect VL hallucinations often lack ex-
plainability. They fail to provide actionable guidance on how to modify the generated content to eliminate
hallucinations. An effective evaluation framework should not only identify discrepancies but also suggest a
direction of change that is both measurable and meaningful. Optimally, this change should involve mak-
ing the smallest possible adjustments with the fewest necessary edits to achieve the desired outcome.
Below, we elaborate on these key criteria:

Measurable This involves assigning precise numerical values to changes, facilitating comparison and quan-
tification. It requires connecting concepts slated for modification with similarity metrics within a unified
structure, such as their distances in a semantic space or positions within an ontology.

Meaningful Adjustments should be sensible within the real-world context and adhere to linguistic norms.
For example, replacing the concept "cat" with "dog" is meaningful because both are animals, whereas sub-
stituting "cat" with a random string like "hfushbfb" or an unrelated action like "swimming" lacks semantic
validity and violates syntactic rules.

Optimal This pertains to implementing a strategy that ensures the selected changes are the best among
all valid and measurable options. For instance, replacing "cat" with "tiger" might be more semantically
appropriate than substituting it with "person," given the closer taxonomical relationship between felines.
Optimal edits aim for the most semantically minimal changes, involving the least deviation from the
original concept. Additionally, the total number of edits should be minimized to avoid unnecessary complexity,
resulting in the fewest possible semantically minimal edits.

Implementing the Framework with WordNet

To address these challenges, we build upon the framework introduced by [84], which provides counterfactual
explanations through edits that meet our specified criteria. This approach was subsequently adapted for
evaluating image generation models in [219]. In our framework, we define a source set S containing concepts
extracted from the generated captions and a target set 7" comprising ground truth concepts derived from
annotated images.

Our objective is to transform .S into T using the minimal number of meaningful edits, achieved through
the structural guarantees provided by WordNet [243]. WordNet organizes English words into synsets—sets
of cognitive synonyms—arranged in a hierarchical structure based on semantic relationships. By mapping
concepts from S and T onto WordNet synsets, we can quantify semantic differences through the distances
between synsets. The shortest path between two synsets corresponds to the minimal semantic change needed
to align the concepts. This methodology ensures that edits are measurable (using numerical distances),
meaningful (grounded in valid linguistic entities), and semantically minimal (identified via efficient
pathfinding algorithms like Dijkstra’s algorithm [64]).

The algorithm proposed by [84] employs bipartite matching to optimize the assignment of concepts from S to
T, minimizing the total semantic cost and ensuring the optimal transformation from the generated captions
to the ground truth.

Edit Operations for Optimal Transformation

The transformation from S to T involves three types of edit operations for any source concept s € S and
target concept t € T' [84, 219]:

e Replacement (R) e;_,:(S): Replace a concept s in S with a concept ¢ not originally in S.
e Deletion (D) e;_(5): Remove a concept s from S.

e Insertion (I) e;(S): Add a concept ¢ from T to S.
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In the context of image captioning, we prioritize Deletion and Replacement operations. Hallucinations
often involve the inclusion of irrelevant or non-existent concepts, so removing or substituting these elements
is crucial for aligning captions with the visual content. While Insertion can enhance captions by adding
missing concepts, it may not always be desirable, especially when captions are intended to be concise or
provide higher-level summaries. Therefore, we calculate Insertion operations for completeness but exclude
them from the overall transformation cost, allowing users to decide whether to incorporate them.

Our deterministic approach not only enhances the evaluation of hallucinations but also contributes to the
broader goals of explainable artificial intelligence. By providing clear, quantifiable, and meaningful directions
for correcting hallucinations, we enhance the transparency of VL models. This is particularly important
for applications where trust and accountability are paramount, such as assistive technologies for visually
impaired individuals or systems used in medical imaging.

Moreover, by minimizing reliance on LLMs, we reduce the black-box nature of the evaluation process. Our
framework offers interpretable results that can be scrutinized and validated, fostering greater confidence in
the deployment of VL models in real-world scenarios.

9.2.1 The role of roles

Traditional approaches to hallucination detection in image captioning have predominantly concentrated on
object-level inaccuracies, often neglecting the critical role of relationships between objects, known as role
hallucinations. For instance, as depicted in Figure 9.1.1, the BLIP captioning model misinterprets the spatial
relationship between a man and a dog, confusing their positions. This example underscores the necessity
of addressing role hallucinations, which have been relatively overlooked in prior research focused mainly on
object hallucinations.

It is insufficient to analyze roles in isolation; they must be considered in conjunction with objects to accurately
detect hallucinations. Evaluating roles separately can lead to under-detection of errors because it overlooks
the context provided by the objects involved. For example, applying the counterfactual explanation algorithm
from [84] solely to sets of roles might suggest a simple insertion operation, such as I("next to"), indicating
the addition of the role "next to" to connect "dog" and "man." However, this approach may not fully capture
the misrepresentation.

By instead considering triplets—pairs of objects connected by a role—we obtain a more accurate set of edits.
In the context of Figure 9.1.1, the proposed edits become R(["dog", "on", "lap"], ["laptop", "on", "lap"]),
I(["dog", "next to", "man"]). This means replacing the incorrect triplet where the "dog" is "on" the "lap"
with the correct one where the "laptop" is "on" the "lap," and inserting the missing triplet where the "dog"
is "next to" the "man." This more comprehensive set of edits aligns better with both the human-written
ground truth caption and the actual content of the image.

To facilitate editing at the triplet level, we employ scene graphs to represent both the image and the
caption. Scene graphs are structured representations where nodes correspond to objects and edges represent
the relationships (roles) between them. This graph-based approach provides a detailed semantic depiction of
the visual scene and the generated caption, enabling a direct comparison between the two.

Parsing the caption into a graph structure involves natural language processing techniques such as dependency
parsing and semantic role labeling. This process extracts objects and their relationships from the text,
constructing a graph Gg that mirrors the semantic content of the caption. Similarly, the image is analyzed
to produce a scene graph G, utilizing object detection and relationship recognition algorithms.

With the two graphs Gg (caption) and G (image) established, our goal is to find the minimal cost sequence
of edit operations that transforms Gg into Gr. The allowable edit operations include:

e Replacement (R): Substituting an incorrect triplet in Gg with the correct one from Gr.
e Deletion (D): Removing an extraneous triplet from Gg that does not correspond to any in Gr.
e Insertion (I): Adding a missing triplet from G into Gg.

The cost associated with each edit operation is denoted as c(e;). To quantify the total cost of transforming
Gg into G, we use the Graph Edit Distance (GED), defined as:
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n

GED(Gs,Gr) = L min o > eles) (9.2.1)

(e, i=1

Here, P(Ggs,Gr) represents all possible sequences of edit operations that convert Gg into Gpr. The GED
reflects the minimal total cost of edits needed for this transformation, effectively measuring the dissimilarity
between the two graphs.

To compute the optimal sequence of edits, we employ deterministic pathfinding algorithms such as Dijkstra’s
algorithm [64]. These algorithms ensure that the edit path found is the one with the minimal total cost,
guaranteeing the optimality of the proposed edits.

Calculating the exact GED is known to be an NP-hard problem, which makes it computationally infeasible
for graphs of substantial size or complexity due to the exponential growth of possible edit sequences. To
overcome this challenge, we utilize approximation algorithms that provide efficient and scalable solutions.

One such algorithm is the Volgenant-Jonker (VJ) algorithm [140], which is designed to solve the linear
assignment problem in polynomial time. By framing the GED calculation as an assignment problem, the
VJ algorithm approximates the minimal edit cost without exhaustively exploring all possible edit sequences.
This approach significantly reduces computational overhead while still providing a close approximation to
the optimal GED.

9.3 Hallucination detection framework

Object hallucinations As depicted in Figure 9.3.1, our framework provides a method for analyzing hal-
lucinations within generated content.

We define the problem of detecting object hallucinations as follows: for each caption ¢, the system generates
a set of objects S = {s1,$2,...,8,}, whereas the corresponding image comprises a set of actual objects
T = {t1,ta,...,tm}. The transition from S to T involves making specific conceptual adjustments, notably
through the operations R, D, and I, which are detailed in the prior section.

To assess the scope of hallucinations, from general to specific deviations from the truth, we engage the
Least Common Ancestor (LCA) concept within the WordNet structure. Here, the LCA refers to the most
immediate common ancestor within the WordNet synsets, enabling us to identify whether one synset is more
generic than another. For instance, if the LCA of synsets v and w is v, then v represents a broader category
than w.

This framework allows us to classify hallucination instances as follows:

e Deletion (D): This type of error occurs when an object present in S does not appear in T'; for example,
"soda" is mentioned in the caption ¢ but is absent from the actual image, as shown in Figure 9.3.1.

¢ Replacement (R): Occurs when an object s; € S is erroneously substituted with ¢; in T, where
neither LC'A(s;,t;) = s; nor LC'A(s;,t;) = t;. This means neither object serves as a direct hypernym
of the other. An example is the mention of a "chair" in the caption, whereas the image shows a "sofa".

e Over Specialization (O): This error type emerges when s; from S is replaced with a more general
term ¢; from T', where LC'A(s;,t;) = t;. This indicates a generalization error in the recognition process,
such as labelling a depicted "woman" as a "girl".

Utilizing these categories, the level of hallucination in a caption c¢ is quantified by the sum of affected objects
across these phenomena. Thus, the hallucination count, Hallucinations(S,T'), is determined by:

Hallucinations(S,T) = |D(S,T)| + |R(S,T)| + |O(S,T)| (9.3.1)

The rate of hallucination, HalRate, then measures the proportion of hallucinated objects against the total
number of objects |S| mentioned in ¢, calculated as:

Hallucinations(S,T)

HalRate(S,T) = 5]

(9.3.2)
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Further, we introduce semantic metrics for deeper analysis, including a measure of Similarity of Replace-
ments:

e Similarity of Replacements: This metric employs Wu-Palmer similarity [376] to assess how seman-
tically close the replaced objects are, reflecting on the justified nature of the replacements made by
the caption generator. Higher Wu-Palmer scores suggest a semantically closer and potentially more
justifiable replacement.

Candidate Reference Phenomenon Caption:
Ehvar: A man sitting on a bench
woman specialization pesen
v ) HalRate = = =0.5 or 50%
chair sofa Replacement Qam table
Hinder A cat sitting on a desk
. - pizza specialization nextio 8 -
T ) telephone
B Sl soda X Delstion HalRate =+ = 0.66 or 66%
Caption: knife, fork Insertion Caption:
A girl with a necklace HalRate = = + Y% +7 = 0.6 or 60% alroplane
is sitting on a Ghar Under Specialized Ratio = % = 0.2 or 20% AR s flying in the I
with food and a [§0d8. Granularity =1-% =0.71 or 71% with a GIGUG smoke
/=0

HalRate =+ ) =0.66 or 66%

Figure 9.3.1: An example of detected hallucination of objects in image captioning from our framework is
presented, depicting each phenomenon along with the proposed metrics. Objects in yellow represent an
overspecialized phenomenon, in purple a replacement, and in red a removal. Those in green are correct

objects, and those in blue are the underspecialized objects (which do not constitute hallucinations, as the
caption contains a more generic concept to the ground truth one). As shown, the hallucination rate is

calculated as the sume of the rate of each hallucination phenomenon independently.

9.4 Extending Beyond Hallucination Detection

Exploring Additional Phenomena Our framework not only detects hallucinations but also explores a
variety of related phenomena. This extension is demonstrated by introducing new metrics as follows:

e Granularity: This metric is defined as the complement of the ratio of Insertions (I) relative to the
number of actual objects in the image. It is computed as:

Granularity(S,T) =1 — |I|(:;?|)| (94.1)

Essentially, it gauges the extent to which the generated caption ¢ manages to encompass the objects
depicted in the image, offering a quantifiable measure of coverage and specificity.

e Under-Specialization (U): This measure evaluates cases where the object described in the caption
c is more general than the one in the image. For instance, if the caption refers to "food" while the
image shows "pizza," it calculates how often the captioning system opts for broader categories when
more specific terms could provide more detail. The calculation is the number of such under-specialized
objects divided by the total objects in the caption, thus:

Number of Under-Specialized Instances

5]

UnderSpecialization(S,T) = (94.2)

To enrich our analysis, we also track the average number of objects per caption and the average
number of WordNet ancestors (hypernyms) for each object. This dual approach allows a nuanced
understanding of the content’s depth and scope in the captions.
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Caption: riding

A person

a horse over an-obstacle
L hurdle

%, HalRate (Edges) = ¥ = 0.5 or 50%
HalRate (Objects) = = 0.33 or 33%

Caption:
There are people sitting
at a table
£.8
HalRate (Edges) = 2 = 0.5 or 50%
HalRate (Objects) = /s = 0.33 or 33%

Figure 9.4.1: Visual depiction of role integration within our hallucination assessment framework, with edges
emphasized in bold and color-coded to match Figure 9.3.1.

Detecting Role Hallucinations The framework further extends to detecting hallucinations at the level
of object interactions or roles, which are critical in the context of image captions and annotations. These
interactions are encoded as triples in our dataset, denoted for captions and images as S" = {(s;,75, k), ...}
and T = {(¢;, 7';», k), ...}, respectively. Figure 9.4.1 illustrates these roles graphically. For the quantification
of role hallucinations during the S™ — T transition, we adapt our previous measures for handling object-
based edits to consider relational triples, such as:

¢ Deletions (D): This involves removing an edge r; between two objects s; and sj due to inaccuracies
like object deletion or incorrect relations, as shown in Figure 9.4.1. An example is the deletion of the
"eating" relation between "people" and "food" when the food item is not accurately captured by the
caption.

e Replacement (R): Occurs when a relation 73 between two objects s; and s, is mistakenly established
and needs to be corrected to match the image, as in replacing "jumping" with "riding" in Figure 9.4.1.
This metric stresses the importance of accurately portraying the dynamic relationships within the scene.

It’s important to recognize that the concepts of over-specialization and under-specialization do not apply to
roles within this context, as the relationships described by the edges focus on actions, topological connections,
or compositional relationships rather than hierarchical structures. To address this, we utilize human-provided
annotation data to accurately align the relationships depicted in captions with the actual ground truth, sub-
sequently categorizing them into appropriate WordNet synsets. In instances where captioners introduce
relationships that are not present in the established ground truth, we assign appropriate weights to these
relations, facilitating their seamless integration or removal during the Graph Edit Distance (GED) calcu-
lation process. It is unlikely that these relations will be substituted with alternatives due to the absence
of corresponding semantic content. To ascertain their inclusion in the set R, an additional post-analysis
reasoning step is necessary to determine whether a relationship rj has been removed and a new one rt,
established between the same entities. Based on the aforementioned considerations, the phenomenon of role
hallucinations is evaluated as follows:

Hallucinations(S™,T") = |D(S",T")| + |R(S",T")| (9.4.3)
while HalRate and Granularity are simply adjusted to be:

Hallucinations(S™, T"
HalRate(S™,T") = —~ “c’"%‘st( ) (9.4.4)

1(S™)]
7|

Granularity(S™,T") =1 — (9.4.5)

In our study, we analyze the integration of images with corresponding captions and scene graphs by utilizing
datasets from both Visual Genome (VG) and Microsoft COCO. VG is notable for its detailed scene graph
annotations that include objects, attributes, and relationships, while COCO provides five human-annotated
captions per image. Our focus is on the COCO validation set, specifically selected to align with VG, featuring
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2170 overlapping instances. We exclude instances where object alignments with WordNet synsets are not
feasible.

For our experiments, we employ non-commercial captioning tools, assessing both compact and extensive
model configurations. This approach ensures that smaller captioning systems, which are more accessible for
widespread research use, are included. Specifically, we test various models of BLIP (with base and large
configurations using ViT encoders) and GiT (including base and large models trained on 10 million and
20 million image-text pairs, respectively, with an additional variant fine-tuned on COCO captions). Our
experimentation also extends to both conditional and unconditional image captioning techniques, where
models are fine-tuned to predict specific or general caption distributions. All captioning models are sourced
from Huggingface, with no additional training conducted post-loading.
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Figure 9.4.2: Analysis of object hallucination metrics using BLIP-large-unc on the Visual Genome and
COCO validation dataset intersection.

Concept sets construction We develop the concept sets for both linguistic and visual domains, denoted
as S, S” for source and T, T" for target, with the objective of transforming S into 7" and S into T". The
linguistic concept sets are derived using the Scene Graph Parser tool, which extracts structured graphs from

textual content. Conversely, the visual concept sets are crafted from the authentic annotations available in
the COCO and VG datasets.
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Model ‘ #objects  #ancestors HalRate (#hal. objects) |  Granularity U\l
GiT-base-coco 3.13 27.93 35.56% (1.13) 17.0% 4.06% (0.13)
GiT-large-coco 3.15 27.97 33.93% (1.1) 17.0% 3.92% (0.12)

GiT-base 1.76 16.57 26.41% (0.48) 9.0% 3.27% (0.06)
GiT-large 1.74 16.28 25.38% (0.46) 9.0% 3.31% (0.06)
BLIP-base-unc 2.53 22.55 34.28% (0.91) 13.0% 4.48% (0.12)
BLIP-base-cond 3.23 29.5 58.48% (1.87) 17.0% 2.96% (0.1)
BLIP-large-unc 3.63 32.73 39.2% (1.45) 19.0% 3.47% (0.13)
BLIP-large-cond 4.22 37.5 53.04% (2.24) 22.0% 2.84% (0.12)
BLIP2-flan-t5-x1 2.57 23.16 33.13% (0.89) 14% 4.05% (0.11)
BLIP2-opt-2 2.78 24.89 33.28% (0.96) 15.0% 4.19% (0.12)
ViT-GPT2 2.95 26.51 38.76% (1.18) 16.0% 4.47% (0.14)
Claude sonnet-L 6.85 58.94 58.91% (4.05) 36.0% 4.71% (0.33)
Claude haiku-L 7.12 58.66 64.31% (4.64) 39.0% 5.4% (0.39)
Claude sonnet-S 3.35 30.48 47.16% (1.6) 17.0% 4.67% (0.16)
Claude haiku-S 2.95 25.49 54.36% (1.62) 16.0% 6.74% (0.19)

Table 9.1: Object hallucinations (mean values) on the VG N COCO validation subset. and worst

results are denoted. Numbers in parenthesis denote absolute #objects.

Model ‘ D (O} R Similarity of Replacements 1
GiT-base-coco 4.38% (0.15)  3.01% (0.09) 28.18% (0.89) 0.56
GiT-large-coco 4.4% (0.16)  2.46% (0.08) 27.06% (0.87) 0.55

GiT-base 2.11% (0.05)  2.17% (0.04) @ 22.12% (0.4) 0.61
GiT-large 2.46% (0.05)  2.41% (0.04) | 20.51% (0.36) 0.6
BLIP-base-unc 3.78% (0.11)  2.65% (0.07) 27.86% (0.73) 0.57
BLIP-base-cond | 23.07% (0.72) 2.76% (0.09) 32.66% (1.05) 0.52
BLIP-large-unc | 6.13% (0.24)  3.48% (0.13)  29.59% (1.08) 0.56
BLIP-large-cond | 19.27% (0.81) 2.46% (0.11)  31.3% (1.32) 0.52
BLIP2-flan-t5-x1 | 4.27% (0.12)  3.16% (0.08)  25.7% (0.69) 0.56
BLIP2-opt-2 | 3.64% (0.11)  2.8% (0.08)  26.84% (0.77) 0.57
ViT-GPT2 3.45% (0.11)  3.16% (0.09) 32.14% (0.97) 0.6
Claude sonnet-L | 15.79% (1.05) 2.51% (0.19) 40.61% (2.81) 0.52
Claude haiku-L 17.3% (1.28) 2.69% (0.2) | 44.33% (3.15) 0.49
Claude sonnet-S | 7.1% (0.25) | 5.42% (0.18) 34.63% (1.16) 0.57
Claude haiku-S 7.78% (0.24)  4.59% (0.13) 41.99% (1.26) 0.52

Table 9.2: Continuation of Tab. 9.1. More object hallucination phenomena on VG N COCO validation
subset.

9.5 Experiments

In the subsequent sections, we detail our experiments that utilize these constructed sets. We analyze the
prevalence of hallucinations in captioning, where tables and figures such as Tables 9.1, 9.2, and 9.3, and
Figures 9.4.2 and 9.5.1 present summarized results across different captioners, particularly focusing on the
instances of hallucinations concerning objects and roles. Our findings indicate a significant rate of halluci-
nations: approximately one-third of captioned objects exhibit some discrepancies, and over half of the role
annotations deviate from their verified counterparts.

Our evaluation further distinguishes between types of edits involved in caption modifications: Replacements
(R) are more common than Deletions (D), as the conceptual paths in captions are typically shorter and
more direct compared to the broader hierarchical structure used in object identification. This observation is
consistent with the training regimes of these models, which are pre-trained on richly descriptive datasets like
COCO.

Furthermore, we cross-reference our hallucination findings with traditional language generation metrics, in-
cluding BLEU, ROUGE, Google BLEU, Mauve, and perplexity. The results presented show that higher
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9.6. Conclusion

language generation scores do not necessarily correlate with lower rates of hallucinations, indicating that
these metrics alone may not provide a complete assessment of a model’s performance in accurately reflecting
depicted scenarios without introducing hallucinations. This insight is particularly emphasized by the perfor-
mance patterns of the GiT models, which, while scoring lower on language generation metrics, demonstrate
fewer hallucinations, thus highlighting a potential trade-off between descriptive richness and accuracy.

300

count

100

0

Model ‘ #roles D/ R HalRate (#hal. roles)] Granularity
GiT-base-coco | 1.92  65.32% (1.37) 14.06% (0.29) 79.38% (1.66) 3.93%
GiT-large-coco | 1.94  65.33% (1.36) 13.75% (0.29) 79.09% (1.65) 4.08%

GiT-base 0.73  44.05% (0.47) 11.98% (0.13) 56.03% (0.59) 1.8%
GiT-large 0.6 [B95% (0/42)" 11.58% (0.12) 50.63% (0.54) 1.89%
BLIP-base-unc 1.44 61.2% (1.01)  13.04% (0.2) 74.23% (1.22) 3.01%
BLIP-base-cond | 2.14 [790:06% (1:93) WI4122% (01 95.18 (2.03) 1.48%
BLIP-large-unc | 2.28  68.32% (1.67)  13.2% (0.31) 81.52% (1.98) 4.38%
BLIP-large-cond | 2.98  86.6% (2.54)  6.68% (0.22) 93.28% (2.77) 2.99%
BLIP2-flan-t5-x] | 1.62  69.26% (1.16)  14.2% (0.22) 83.47% (1.38) 3.25%
BLIP2-opt-2 1.79 68.87% (1.25) | 14.37% (0.25) 83.24% (1.51) 3.65%
ViT-GPT2 1.86 71.05% (1.36) 16.46% (0.28) 87.5% (1.64) 3.42%
Claude sonnet-L 3.9 80.71% (3.17)  9.8% (0.39) 90.51% (3.56) 71%
Claude haiku-L | 3.99  80.25% (3.20) 10.31% (0.38) 90.56% (3.67) 6.28%
Claude sonnet-S 2.1 75.19% (1.62) 11.85% (0.25) 87.04% (1.87) 5.24 %
Claude haiku-S | 1.85  74.31% (1.39) 13.71% (0.14) 88.02% (1.53) 4.99%

Table 9.3: Role hallucinations (mean values per image) on the VG N COCO validation subset.
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Figure 9.5.1: Statistics of our proposed metrics on role hallucinations by BLIP-large-unc on the
VG N COCO validation set.

9.6 Conclusion

In summary, the framework we introduced for detecting hallucinations in image captioning marks a signifi-
cant advancement in the explainable assessment of evolving Vision-Language (VL) models. This framework
explores the underlying mechanisms of hallucination by dissecting these phenomena through the lens of
conceptual properties, enriched by external hierarchical knowledge. Our approach strategically applies se-
mantically minimal yet meaningful edits to transition from hallucinated concepts in captions to their accurate,
non-hallucinated counterparts, utilizing the explanatory potential of conceptual counterfactual methodolo-

gies.

169



Chapter 9. Explainable Metric for Hallucination Detection in Image Captioning

Models ROUGE1?T ROUGE271 ROUGEL1T ROUGELsum?
GiT-base-coco 0.152 0.021 0.145 0.145
GiT-large-coco 0.152 0.022 0.146 0.146
GiT-base 0.139 0.01 0.134 0.134
GiT-large 0.127 0.01 0.122 0.122
BLIP-base-unc 0.16 0.021 0.153 0.154
BLIP-base-cond 0.352 0.116 0.317 0.317
BLIP-large-unc 0.134 0.017 0.126 0.126
BLIP-large-cond 0.402 0.163 0.361 0.361
BLIP2-flan-t5-x1 0.435 0.179 0.402 0.402
BLIP2-opt-2 0.44 0.187 0.404 0.404
ViT-GPT2 0.406 0.153 0.370 0.370
Claude sonnet-L 0.133 0.008 0.117 0.117
Claude haiku-L 0.141 0.011 0.125 0.125
Claude sonnet-S 0.062 0.002 0.058 0.058
Claude haiku-S 0.123 0.009 0.114 0.114
BLEU 1 Google BLEU?T Mauve? PPL|
GiT-base-coco 0.0005 0.051 0.186 68.305
GiT-large-coco 0.0005 0.051 0.192 63.629
GiT-base 0.0001 0.027 0.131 1541.317
GiT-large 0.0001 0.025 0.13 1475.033
BLIP-base-unc 0.0004 0.037 0.141 461.076
BLIP-base-cond 0.024 0.099 0.058 506.732
BLIP-large-unc 0.0003 0.033 0.132 67.632
BLIP-large-cond 0.056 0.133 0.064 127.578
BLIP2-flan-t5-x1 0.046 0.132 0.067 211.738
BLIP2-opt-2 0.055 0.139 0.009 130.29
ViT-GPT2 0.051 0.131 0.068 69.605
Claude sonnet-L 0.0001 0.029 0.174 71.307
Claude haiku-L 0.0002 0.029 0.174 42.032
Claude sonnet-S 0.0 0.032 0.174 358.33
Claude haiku-S 0.0004 0.047 0.174 170.585

Table 9.4: Language generation evaluation metrics on the VG N COCO validation subset.

Additionally, our research highlights the often-neglected issue of role hallucinations, showing that popular
image captioning models frequently generate incorrect relationships between objects. We consider our work
a vital initial step towards accurately detecting hallucinations in VL models, laying a foundation for future
strategies aimed at mitigating such errors. Looking ahead, we aim to expand our examination by incor-
porating additional semantic resources into the framework, and also include a broader range of captioners
and larger model architectures. Furthermore, we plan to extend our hallucination detection framework to
additional VL tasks, thereby enhancing its robustness and applicability.

Expanding the Framework with Additional Semantic Resources

While WordNet serves as a foundational tool for our framework, incorporating additional semantic resources
can further enhance the evaluation process. For example, leveraging ConceptNet [327] can provide richer
semantic relationships, including commonsense knowledge that extends beyond lexical definitions. Addition-
ally, utilizing word embeddings from models like Word2Vec [242], GloVe [275], or contextual embeddings
from transformers like BERT [62] can capture nuanced semantic similarities based on large-scale language
corpora.

These resources enable us to measure semantic distances more precisely, especially in cases where WordNet’s
hierarchical structure may not fully represent the complexity of concept relationships. By integrating multiple
semantic models, we can improve the accuracy and reliability of the measurable changes identified during the
evaluation.
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Chapter 10

Counterfactual Generation for Improving
Reasoning Abilities of LLMs

10.1 Introduction

Recent advancements in the domain of Large Language Models (LLMs) such as GPT-3 [26] and GPT-4
[262] have been well-documented, illustrating their robust capabilities in logical reasoning across a variety
of domains [201, 202, 16, 48, 341]. These advancements highlight the strides made in enhancing the deduc-
tive reasoning capabilities of these models. However, despite such progress, limitations persist in scenarios
involving inductive reasoning, as detailed in recent studies [383, 15, 332].

In this research, the adopted classification system for reasoning, proposed in [94], emphasizes the underlying
cognitive processes and essential skills necessary for effective puzzle-solving. This taxonomy shifts focus away
from the simplistic categorization based on question formats [217] or the nature of reasoning—whether it be
deductive, inductive, or abductive [217, 394, 390, 281, 122, 85]. For instance, puzzles that are rule-based,
such as Sudoku, Crosswords, or Minesweeper, necessitate not only an understanding of the specific game rules
but also the development of sophisticated strategies to engage these rules effectively or to format the outputs
appropriately. Conversely, puzzles devoid of strict rules, programming challenges, and tasks that require
commonsense reasoning, depend primarily on the model’s built-in knowledge base for deriving solutions.

The assessment process for LLMs’ reasoning capabilities involves a structured categorization of puzzles. As
delineated in Figure 10.1.1, puzzles are distinguished by their reliance on either strict formal rules or a
broader utilization of worldly knowledge coupled with general inferential skills. This categorization serves to
not only reveal the cognitive diversity inherent in different types of puzzles but also aligns with the distinct
reasoning challenges presented by each category. Puzzles governed by rules demand precise logical deduction
and strategic foresight, operating within environments that are tightly controlled and where parameters are
clearly defined. In contrast, puzzles that lack formal rules call upon the model’s general reasoning abilities,
which include interpreting complex scenarios and elucidating events through the derivation of inferences
rooted in practical, everyday knowledge. Additionally, the research incorporates a critical aspect of unlearning
outdated methodologies and biases [236, 235], which is essential for the progressive adaptation and accuracy
of LLMs in evolving cognitive tasks [278].

Through this nuanced categorization, the research aims to deliver an in-depth analysis of the problem-solving
capabilities of LLMs, reflecting on the varied challenges presented by both structured tasks and those that
require expansive inferential reasoning. This approach provides a broader perspective on the potential and
limitations of current LLM technologies in tackling diverse cognitive tasks.
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Rule-based puzzles:
provide explicit victory
conditions, legal move
sets or state transition
rules that the model
must follow to solve
the puzzle

Rule-less puzzles:
rely more on flexible
thinking, real-world
knowledge and infer-
ential reasoning

Puzzle Categories

Deterministic games: provide
all the information needed to pro-
duce an outcome from a given
starting state and set of actions

Stochastic games: incorporate
randomness or hidden informa-
tion, resulting in different out-
comes

Riddles: use wordplay and
metaphors to conceal the answers,
requiring abstract connections
and lateral thinking

Programming puzzles: involve
analyzing or modifying code snip-
pets to achieve a specific goal

Commonsense reasoning puz-
zles: require understanding real-
world situations and making infer-

BoardgameQA [149], Sudoku [258, 212, 126], Rubik’s Cube
[258, 66], Maze [258], Crossword [391, 306, 71, 164], 8-puzzle
|66], Game of 24 [66, 391|, Chess [126, 77|

Minesweeper [186], BoardgameQA [149], Card
Games [121, 109], Social Deduction Games [364,
385, 166]

BrainTeaser [130], RiddleSense [194], BiIRAQA [410], CC-
Riddle [382], PUZZLEQA [414], MARB [343]

P3 [318], [316]

LatEval [124], True Detective [54], DetectBench [105],
MARB [343]

ences based on implicit knowledge

Figure 10.1.1: The taxonomy of Puzzle Categories with the corresponding datasets from [94]'.

10.2 Puzzle Solving using Reasoning of LLLMs

In this section, the taxonomy proposed in [94] is analyzed, focusing on its categorizations and their potential to
reveal the reasoning capabilities of LLMs 2. This analysis aims to provide a detailed evaluation of the strengths
and limitations inherent in the existing body of literature. The insights derived from this examination are
expected to contribute to the development of more robust methodologies for enhancing the reasoning abilities
of LLMs. By addressing the gaps and challenges identified, this work seeks to advance both theoretical
understanding and practical applications in this domain.

Rule-based Puzzles

Rule-based Puzzles equip the model with explicit conditions for victory, sets of permissible moves, or state
transition rules. This category is further subdivided based on the nature of the state transitions—whether
they are deterministic or involve elements of randomness.

Deterministic games invariably result in the same subsequent state when a particular action is taken in
accordance with the established rules. For instance, in Chess, executing a specific move consistently results
in a new and definitive board configuration. Similar examples are Sudoku, navigating through a maze, or
solving a Rubik’s cube. Here, the model is required to develop strategies that function within the confines
of the space permitted by the legal game mechanics.

Stochastic games introduce randomness or elements of concealed information, meaning the same action
by a player may lead to varying probability distributions of ensuing states. Examples of such games include
Minesweeper, where bomb locations are unknown, and card games like Poker, where each player’s hand is
kept secret. Mastery of these games demands the ability to reason about uncertain states, plan multiple
steps ahead, and effectively manage risks.

Therefore, while both subcategories necessitate logical reasoning within the bounds of formal rules, stochastic
games introduce the added complexity of decision-making under conditions of uncertainty. Achieving profi-
ciency in deterministic games relies heavily on deductive reasoning and forward planning, whereas stochastic
environments also call for capabilities in probabilistic thinking, risk assessment, and reasoning with incom-
plete information.

Rule-less Puzzles

Contrasting with rule-bound puzzles, rule-less puzzles demand more adaptable thinking and a broader base
of real-world knowledge to make sense of ambiguous situations and deduce unseen details. These puzzles do
not merely test systematic search or strategic foresight; instead, they evaluate cognitive abilities related to

2https:/ /puzzlellms.github.io
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contextual interpretation, combining concepts, and reasoning based on common life experiences. Examples
of puzzles in this category include:

Riddles leverage witty wordplay and literary techniques to mask the answers. An example is the query,
"What gets wetter the more it dries?" which cleverly hides the answer "a towel" using metaphorical language.
Solving riddles involves making abstract connections between hidden concepts, often presented in poetic form.
This evaluates the solver’s capacity for fluid reasoning, conceptual blending, and lateral thinking to unravel
the linguistic nuances.

Programming Puzzles typically present snippets of code that require analysis or modifications to the
existing logic. Defined by [318, 72] as a brief Python program f, the objective is to identify an input
that results in f returning True. These puzzles test abilities such as tracing program execution, identifying
and rectifying errors, or predicting outputs based on the semantics of the code. For instance, consider
the following programming challenge, which examines understanding of programming semantics to foresee a
system’s response:

def mystery(x):
return x // 2
print (mystery (10))

Commonsense Reasoning Puzzles typically portray ordinary scenarios while deliberately omitting critical
details. Solvers are expected to construct explanations for events by inferring likely unstated assumptions
about motivations, causality, and consequences. For example, the question "A man who was outside in the
rain without an umbrella or hat didn’t get a single hair on his head wet. Why?" challenges one to perform
a pragmatic analysis of the unspoken contextual elements.

10.2.1 Methods and Strategies

In integrating LLMs into puzzle-solving contexts, a diverse range of methods and strategies significantly
enhances complex reasoning and performance. This section details the various approaches employed to
tackle puzzles, emphasizing their specific applications within this distinctive area. Considering the rich body
of research on prompt engineering and related methodologies [20, 34, 395, 44, 281, 207], this discussion focuses
on the most commonly used techniques in puzzle solving. Rather than detailing each method individually, the
section categorizes the existing strategies into prompting techniques, neuro-symbolic approaches for puzzle
translation, and fine-tuning targeted at specific domains. An extensive review of the methods applied across
various puzzle categories is depicted in Table 10.1, providing a structured insight into their effectiveness and
areas of application.

In integrating LLMs into puzzle solving, a broad range of methods and strategies has been explored to enhance
complex reasoning and performance. This section provides a comprehensive overview of these approaches,
emphasizing their unique application within the realm of puzzles. Recognizing the vast body of existing
literature on prompt engineering and associated methodologies [20, 34, 395, 44, 281, 207], this discussion will
focus on the most prevalent techniques for puzzle solving rather than detailing each method individually.
These methods are categorized into prompting techniques, neuro-symbolic approaches for puzzle translation,
and domain-specific fine-tuning. An extensive summary of the methods utilized across various puzzle types
can be found in Table 10.1.

Prompting Methods

Prompting strategies that introduce intermediate reasoning steps play a crucial role in boosting the puzzle-
solving capabilities of language models. The few-shot in-context learning paradigm, which incorporates one
or more examples within prompts, has significantly enhanced performance for both rule-based and rule-less
puzzles by demonstrating the reasoning process without the need for additional training [26, 68, 422|.

Recent studies have investigated various 'thought structures’ that can guide LLMs towards the final solution
[20].

Chain topologies, including the Chain-of-Thought (CoT) [370, 157], have been effectively applied to all
kinds of puzzles, showing superiority over simpler input-output prompts. The Self-Refine method [228] has
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been particularly successful in deterministic, rule-based games like the Game of 24, achieving a 13% higher
success rate than CoT [391]. In rule-less contexts, such as detective-style benchmarks, various approaches like
Automatic CoT, which generates diverse reasoning chains autonomously [413], and Complexity CoT, which
enhances performance by leveraging more complex reasoning steps [87], have been utilized. Additionally, the
Plan-and-Solve (PS) method involves using two prompts per problem—one to generate the reasoning and
one to extract the final answer [362]. Despite these diverse approaches, none have consistently outperformed
CoT across all tested LLMs. However, the Detective Thinking Prompt method, a variant of CoT, has not
surpassed the 61.6% accuracy rate achieved by the best-performing model, GPT-4. This method encourages
the model to sequentially analyze multiple clues, aiding in handling complex scenarios where synthesizing
diverse information is critical.

Tree topologies encompass various methods. Self-Consistency (SC) [366] has been tested on deterministic
puzzles like the 8-puzzle, Game of 24, and Pocket Cube, as well as on rule-less commonsense reasoning
puzzles, showing a slight advantage in the former category over CoT [66, 391, 250] and no clear benefit
in the latter [105]. Tree-of-Thought (ToT) [391, 212] has so far been applied exclusively to deterministic
puzzles, significantly outperforming CoT, with success rate increases ranging from 26% to 70% [250, 391],
despite requiring more LLM invocations [66]. Tree-of-Uncertain-Thought (TouT) [250] has achieved even
better outcomes, with a 9% higher success rate on the Game of 24 and a 3% improvement on mini-crosswords.
Lastly, Inference-Exclusion-Prompting (IEP) [343] employs forward and backward reasoning to mimic human
logic, achieving impressive results on riddles and commonsense puzzles when combined with CoT, scoring 82

Graph topologies include methods like Graph-of-Thought(s) (GoT) [19, 171] and Everything-of-Thought
(XoT) [66], which have been used for deterministic puzzles. While GoT has shown poorer performance
compared to ToT, with decreases ranging from 2% to 6% [66], XoT has been recognized as the most effective
method, integrating Monte Carlo Tree Search (MCTS) with LLMs for enhanced thought generation, showing
improvements from 53% to 69% compared to ToT and presenting the fewest LLM invocations among the
methods tested.

Further exploration of these methods, including additional prompting strategies such as hints for riddles and
commonsense puzzles, introductions, and summarizations, and an extensive analysis can be found in the work

of [20].

Puzzle Translation

This subsection summarizes the neuro-symbolic techniques employed by LLMs to translate text-based puzzles
from natural language into formats more conducive to solutions by external tools. These methods focus
not on the LLMs’ puzzle-solving abilities per se but on their capacity to encode puzzles into appropriate
representations.

The primary approach is to use LLMs to generate logic rules from the puzzles’ natural language descriptions
and then solve them using a symbolic solver. GPT-3 and GPT-4 have been utilized to transform logic puzzles
like chess, Jobs puzzle, and Sudoku into Answer Set Programming (ASP) formats by generating predicates
and rules, showing significant success, with GPT-4 achieving a 92% accuracy rate on a logic puzzles dataset
[247], markedly higher than the rates in few-shot and zero-shot settings with the same model [126]. Similar
frameworks, such as Logic-LM [266], LINC [260], and methods by [389], have shown promising outcomes in
logical reasoning tasks, though not specifically in puzzle contexts.

While these neuro-symbolic approaches have been successful in translating puzzles into logic rules, no studies
have yet addressed transforming natural language puzzles into code. However, methods like Program of
Thoughts (PoT) [39] and Program-Aided Language (PAL) [88] have been employed to convert reasoning into
Python programs for logical and mathematical reasoning datasets, suggesting potential for application in
puzzle-solving tasks.

Given the structured nature of rule-based puzzles, it is logical that these techniques are particularly suited to
them, and thus far, no research has been conducted on their application to rule-less puzzles in this context.
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Fine-Tuning

Fine-tuning LLMs has proven to be a powerful approach to significantly enhancing their reasoning capabilities.
This technique applies not only to general logical reasoning but also to specific puzzle-solving tasks across
various categories.

Logical Reasoning LoGiPT [76] exemplifies a language model that has been fine-tuned specifically to excel
in logical reasoning. This model undergoes a fine-tuning process using an instruction-tuning dataset, which
pairs natural language logical questions with symbolic reasoning steps, aiming to streamline the transition
from natural to symbolic language and reduce common parsing errors, thus enabling it to generate direct
answers. Similarly, LogiT5 [217] employs a multi-task learning framework, integrating multiple datasets
to bolster its logical reasoning across diverse domains. It is specifically fine-tuned using the LOGIGLUE
benchmark, a collection of logical reasoning datasets, which enhances its performance, especially in tasks
with sparse data, by facilitating knowledge transfer across different logical challenges.

Rule-based Puzzles In the arena of rule-based deterministic puzzles, certain studies such as [258] report
less than optimal results when fine-tuning GPT-2 on complex puzzles like Sudoku, Rubik’s Cube, and Mazes,
possibly due to a limited duration of fine-tuning and a scarcity of training examples. Studies concerning
crossword puzzles [306, 71| present variable outcomes, with some fine-tuned models surpassing traditional non-
neural approaches, while others fail to do so, underscoring the challenges cryptic crosswords pose to LLMs.
Moreover, [149] have shown that fine-tuning LLMs with proofs and Chain-of-Thought (CoT) methodologies
in rule-based contexts has led to some of the most effective results.

Rule-less Puzzles Focusing on rule-less puzzles, research such as that conducted by [194] indicates that mod-
els like BERT [63], RoBERTa [211], and ALBERT [167] perform more effectively when trained on datasets
like RiddleSense and CommonsenseQA [338], effectively utilizing commonsense knowledge. Additionally,
[410] highlight that a combination of fine-tuning on ALBERT-XXL with transfer learning from the Common-
senseQA dataset results in a notable improvement of 4% over simple fine-tuning strategies. This enhancement
is also evident in areas like commonsense reasoning [54] and programming puzzles [318], demonstrating the
wide-ranging applicability of fine-tuning across different categories of puzzles.

Table 10.1 presents a detailed account of the diverse methods utilized for puzzle-solving, as evidenced by
the datasets compiled for this study. This table serves to map out the current scope of research on LLMs
within the realm of puzzle-solving, with a specific focus on the extensive methodologies applied to rule-based
deterministic puzzles and rule-less commonsense puzzles. Notably, the table also draws attention to the lack
of neuro-symbolic techniques and selection inference prompting in the current methodology spectrum. This
omission points to potential areas for further research and development, especially considering the likely
advantages these techniques could offer when applied to LLMSs designed for logical reasoning tasks.

10.2.2 Datasets, Benchmarks and Tasks

Exploring diverse datasets, benchmarks, and tasks is essential for evaluating LLMs in puzzle-solving. This
section delves into datasets within our puzzle taxonomy, covering their formats, evaluation metrics, and
methodologies. Figure 10.1.1 provides a detailed summary of the datasets utilized across different categories
within the taxonomy, organized by puzzle type. The analysis showcases the versatility of LLMs and highlights
the impact of the techniques discussed in Section 10.2.1, offering a comprehensive view of LLM performance
across various puzzle types, revealing their capabilities, challenges, and potential areas for future research.

Rule-based Puzzles This exploration of rule-based puzzles focuses on assessing LLMs’ comprehension
within structured, closed-world environments. This category includes deterministic puzzles such as Sudoku,
Rubik’s Cube, Crosswords, and the 8-puzzle, all of which operate under a set of defined rules. In contrast,
stochastic games like Minesweeper, and various card and social deduction games, feature variable outcomes
from identical actions due to hidden elements. While research predominantly centers on deterministic puzzles,
addressing the uncertainties in stochastic puzzles remains a promising direction for future research.

Deterministic Puzzles Sudoku is a benchmark for LLMs, challenging their logical reasoning capabilities.
[258] fine-tuned GPT-2 [285] on 1 million Sudoku games, using a compact single-string format where empty
cells are denoted by "-", and suggested that a matrix representation might enhance learning efficacy. [212]
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Methods Rule-based Puzzles Rule-less Puzzles
Deterministic ‘ Stochastic | Riddles ‘ Programming ‘ Commonsense

Prompting ‘ ‘ ‘
Few-shot v v v v v
Chain-of-Thought v v v v v
Self-refine v
Auto-CoT v
Complexity CoT v
Plan & Solve v
Detective Thinking v
Self-Consistency v v
Tree-of-Thoughts v
Tree-of-uncertain-Thoughts v
Inferential Exclusion Prompting v v
Graph-of-Thoughts v
Everything-of-thoughts v
Hints v v
Introduction/Summarization v v v v v

Puzzle Translation

Logic v
Code

Fine-Tuning v v v v v

Table 10.1: Methods used by each category of our taxonomy based on the puzzle benchmarks we collected

utilized nested lists for puzzle representation®, finding the Tree-of-Thought (ToT) method most effective,
especially for smaller puzzles. [126] explore neuro-symbolic approaches across Sudoku, Jobs puzzles, and
other logic puzzles, showing that well-prompted LLMs can accurately generate answer set programming
rules.

For Rubik’s Cube and Maze solvers, [258] assessed GPT-2’s spatial reasoning using over 2,400 Rubik’s
Cube samples and 10,000 mazes. Despite limited fine-tuning and token constraints, GPT-2 successfully solved
the Rubik’s Cube in one out of seven attempts, displaying potential despite a high rate of valid but incorrect
solutions. [66] applied multiple methods such as CoT, Self-Consistency, and various Thoughts (ToT, GoT,
XoT) on a 2x2x2 Rubik’s Cube using GPT-3.5 and GPT-4. XoT with self-revision emerged as the most
accurate, significantly outperforming others with a 77.6

[66] also evaluated the effectiveness of XoT on the spatial 8-Puzzle and numerical Game of 24. The 8-
Puzzle’s challenges were solved with a remarkable 93.2% accuracy across 419 puzzles using XoT with revision,
showcasing superior efficiency over few-shot prompting and CoT. This high accuracy, coupled with a reduced
number of LLM invocations, underscores XoT’s efficiency and potential in complex puzzle-solving contexts.

Regarding Crosswords, [306] and [71] fine-tuned T5 models [288] on extensive datasets of individual cryptic
clues, revealing T5’s advantages over traditional methods and highlighting areas for improvement, especially
with quick clues and specified answer lengths. [164]’s comparison of BART [175] and T5 indicated a sub-
30% accuracy for clue-answer tasks, with retrieval-augmented generation transformers surpassing fine-tuned
LLMs. Additionally, [391] applied 5-shot prompting and ToT to GPT-4 on Crossword puzzles, significantly
improving performance by solving 4 out of 20 puzzles and achieving a 60

[77] fine-tuned two models, "ChessGPT" and "ChessCLIP," using a collection of 3.2 million chess puzzles
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from the Lichess dataset*. Each puzzle includes annotations for its rating, theme, and solution.

Lastly, [149] unveiled BoardgameQA,, a dataset featuring multiple-choice questions set against a backdrop
of contradictory facts and rules. Models must navigate these complexities to provide free-text answers. Their
evaluation revealed that fine-tuning BERT-large and T5-XXL with proofs emerged as the most effective
method, contrary to few-shot prompting on PaLM with CoT. Additionally, the presence of extra or conflicting
information decreased accuracy.

Stochastic Puzzles The exploration of stochastic puzzles, represented by the **BoardgameQA** bench-
mark [149], highlights the challenges presented by scenarios with missing information, a characteristic of this
puzzle category. It is observed that as the amount of missing information increases, the accuracy of fine-tuned
models tends to decrease. Interestingly, this increased difficulty does not similarly affect the performance of
prompt-tuned and few-shot learning methods, likely due to the use of larger models in these approaches.

Minesweeper, characterized by its unpredictability and hidden information, stands as a quintessential ex-
ample of stochastic puzzles. This game challenges players to deduce the locations of mines based on numerical
clues, offering a unique test of spatial reasoning. [186] evaluated LLMs on Minesweeper using different rep-
resentations, including table and coordinate formats. While GPT-3.5 showed some initial understanding of
the game mechanics, enhancements such as few-shot prompting had minimal impact. In contrast, GPT-4
demonstrated improved capabilities in mine identification but faced challenges in completing the board, em-
phasizing Minesweeper’s utility in assessing LLMs’ strategic thinking and inference skills. The experiments
highlighted the advantages of using the coordinate representation to aid LLM comprehension over the table
format.

Card games, especially Poker, are also notable within the stochastic puzzle category where strategic decision-
making is critical. Simplified Poker variants challenge players to infer opponents’ cards and calculate odds
amidst hidden intentions. [109] observed that while models like ChatGPT and GPT-4 understand advanced
strategies in Poker’s pre-flop round, they do not achieve Game Theory Optimal (GTO) play. ChatGPT tends
to adopt a more conservative strategy, whereas GPT-4 exhibits a more aggressive style of play. Furthermore,
[121] applied a Reinforcement Learning-trained OPT-1.3B model across all phases of Poker, revealing superior
performance in terms of win rates and efficiency, showcasing LLMs’ proficiency in managing complex strategies
in stochastic settings. Another agent leveraging GPT-4 [108] achieved significant success in various imperfect
information card games.

Social deduction games, such as Werewolf and Avalon, blend logical reasoning with intricate social dy-
namics, categorizing them within the stochastic puzzle domain. These games require players to deduce roles
amidst unpredictable human behavior. [385] introduced a framework for Werewolf that utilizes LLMs without
tuning, relying on the retrieval and reflection of past communications to enhance gameplay. This approach
highlights the LLMs’ ability to utilize historical interactions for strategic decision-making. Additionally,
frameworks for Avalon [364, 166] demonstrate how LLMs can adeptly navigate scenarios requiring social
manipulation and deduction, further underscoring LLMs’ capabilities in managing the complex interplay of
logic and social interaction inherent in such games.

Programming Puzzles P3 (Python Programming Puzzles) [318] offers a range of Python program-
ming challenges, from straightforward string manipulations to complex tasks, such as the Tower of Hanoi
and algorithmic puzzles. Models applied to these puzzles include enumerative solvers for building Abstract
Syntax Trees and autoregressive Language Model Solvers such as GPT-3 and Codex [37], employing varied
prompting techniques. The evaluation metric, pass@k, indicates the models’ ability to solve a puzzle within
a given number of attempts [37]. Results show a correlation between puzzle difficulty for both models and
humans, with descriptive prompts enhancing model performance.

[316] introduce a dataset comprised of 530 code snippets from programming courses, presenting puzzles in
a multiple-choice format. The distinction between questions with and without code snippets offers a unique
perspective on LLMs’ problem-solving strategies. The dataset categorizes questions into six types, including
true/false and output prediction. GPT models were evaluated, revealing that code inclusion significantly

4https://lichess.org/
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increases puzzle complexity. Accuracy rates vary, with higher performance on completion-oriented questions,
suggesting that LLMs’ effectiveness can depend heavily on question format and content.

Commonsense Reasoning Puzzles True Detective [54] presents detective puzzles in long-form stories,
challenging LLMs such as GPT-3.5/4 to draw conclusions. Various methods, including CoT and Golden-CoT,
are applied, revealing difficulties in making final inferences despite all necessary information being available.
Golden-CoT provides the model with the reasoning behind the correct answer, so the model only needs
to understand this reasoning and extract the answer. While Vanilla and CoT approaches perform close to
random, Golden-CoT demonstrates significantly better accuracy, particularly with GPT-4. However, even
with Golden-CoT, GPT-3.5 achieves a solve rate of only 63%, whereas GPT-4 matches human solver results
(without access to the reasoning behind the answer).

DetectBench [105] containing 1200 questions, also evaluates informal reasoning in real-life contexts. It tests
methods such as use of hints, various CoT approaches and detective thinking on models including GPT-4,
GPT-3.5, GLM-4 and Llama2. Hints emerges as a powerful aid, with larger models generally outperforming
smaller ones. The effectiveness of different approaches vary, with detective thinking effectively assisting most
of the models.

LatEval [124] introduces a conversational format with English and Chinese stories, requiring players to ask
yes/no questions before providing an answer. GPT-3.5, GPT-4, and various other Chat models are evaluated
on their ability to ask relevant questions and maintain consistency with the truth. Larger models do not
necessarily show advanced performance in question relevance. However, GPT-4 demonstrates the highest
answer consistency, though there is still significant room for improvement.

PuzzTe [337], with its array of comparison, knights and knaves, and zebra puzzles, represents a potentially
rich resource for LLM testing. Despite not yet being applied to LLMs, its generated puzzle answers by Mace4
model finder and Prover9 theorem prover® indicate its potential for future LLM evaluations.

Table 10.2 presents a comprehensive summary of the datasets and tasks related to each category within
our taxonomy of puzzles. A detailed analysis of this table highlights a significant number of datasets for
rule-based deterministic puzzles, such as Sudoku and Rubik’s Cube, as well as a variety of rule-less riddles.
This demonstrates a strong research interest and resource availability in these areas, underscoring the active
exploration and validation within these fields.

Conversely, there is a noticeable scarcity in datasets for rule-based stochastic puzzles and rule-less program-
ming puzzles. This deficiency suggests a significant opportunity for further research and the development of
new datasets. Expanding the collection of datasets in these less-represented categories could provide more
diverse challenges, which would enhance the problem-solving capabilities of LLMs.

By addressing this gap, the research community could create a more balanced and comprehensive set of
benchmarks. These benchmarks would encompass a wider spectrum of puzzle-solving scenarios, including
those that involve uncertainty and complex logic-based problem-solving. Such developments could potentially
catalyze advancements in the ability of LLMs to navigate and resolve complex, uncertain scenarios effectively,
thereby pushing the boundaries of what these models can achieve.

Performance Analysis: Rule-based / Deterministic: Methods such as ToT and XoT (§ 10.2.1), which
introduce structured reasoning sequences, typically enhance model reasoning abilities as the complexity of the
puzzle’s structure increases [66]. However, performance analyses in areas like BoardgameQA and crossword
puzzles still show generally poor model performance, suggesting that while these approaches are promising,
there is room for improvement in handling even structured deterministic challenges.

Rule-based/Stochastic: Fine-tuning is prevalent in this category, enabling LLMs to effectively grasp basic
rules and handle simpler scenarios. Nonetheless, these models often falter in more complex settings that
require extensive multi-step reasoning and the management of uncertainty, pointing to limitations in current
methods when faced with the stochastic elements of puzzles [186].

Rule-less/Riddles & Commonsense: In this category, there is a notable performance gap between LLMs
and human levels. While techniques like Chain of Thought (CoT) improve accuracy, they still fall short of

Shttps://www.cs.unm.edu/ mccune/prover9/
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Category Type Datasets

Deterministic ~ BoardgameQA [149], Sudoku [258, 212, 126], Rubik’s Cube [258,
66], Maze [258], Crossword [391, 306, 71, 164], 8-puzzle [66], Game
of 24 [66, 391], Chess [126, 77|

Rule-based Stochastic Minesweeper [186], BoardgameQA [149], Card Games [121, 109],
Social Deduction Games [364, 385, 166]
Riddles BrainTeaser [130], RiddleSense [194], BiRAQA [410], CC-Riddle

[382], PUZZLEQA [414], MARB [343]

Programming  P3 [318], [316]

Commonsense LatEval [124], True Detective [54], DetectBench [105], MARB
[343]

Rule-less

Table 10.2: Collected Datasets and Tasks for each Category

human evaluation outcomes. This gap highlights the challenge for LLMs in bridging intuitive and inferential
reasoning required in rule-less contexts.

Rule-less/Programming: Programming puzzles remain challenging for LLMs, reflecting similar difficulties
faced by humans [318]. Tasks that require code analysis and logic reasoning in multiple-choice formats
have proven particularly tough, underscoring the ongoing challenges in applying LLMs to complex, technical
reasoning tasks [316].

Furthermore, the format of questions significantly affects the effectiveness of puzzle-solving by LLMs.
Multiple-choice setups, for instance, tend to simplify tasks for LLMs by narrowing the solution search space,
while free-text formats increase the difficulty level by requiring more open-ended reasoning.

Puzzle Generation research is currently limited, which is likely due to the prerequisite that understanding
and solving puzzles is necessary before one can generate them effectively. The few works that was found on
puzzle generation reveal mixed results. For instance, GPT-3.5’s attempts at generating puzzles with answers
demonstrated poor outcomes [414]. Conversely, the introduction of ACES, an autotelic generation method for
creating diverse programming puzzles, shows how semantic descriptors produced by LLMs can be leveraged
for creative puzzle creation [276]. Recent works have also explored the generation of crossword puzzles in
different languages, utilizing LLMs to create clues and puzzle layouts [426, 400, 399], indicating a growing
interest and potential in this area.

Despite these advancements, significant inconsistencies remain in the ability of LLMs to solve puzzles, par-
ticularly in the domain of riddle-solving tasks within rule-less puzzles. To address these challenges, the
subsequent chapter proposes a novel method designed to enhance the reasoning capabilities of LLMs, specif-
ically for riddle-solving tasks [269]. The proposed approach centers on the generation of counterfactual
riddles—riddles constructed to require the same reasoning steps as the original but set within alternative
contexts. By presenting these counterfactual riddles as additional examples during in-context learning, the
method aims to systematically improve the ability of LLMs to reason through and solve complex riddles,
thereby addressing a critical gap in current puzzle-solving performance.

10.3 Generation of Counterfactual Riddles

The objective of this section is to introduce a novel prompting methodology designed to enhance the reasoning
capabilities of LLMs. This approach leverages the generation of counterfactual riddles, which require identical
reasoning steps for their resolution but are framed within an alternative context. These generated riddles,
referred to in the literature as context-reconstructed riddles [131, 269], are central to our exploration of
reasoning mechanisms in LLMs.

Reasoning with Language Models The reasoning capabilities of language models have been extensively
investigated across various domains. These include commonsense reasoning [315], arithmetic reasoning [216],
abductive reasoning [416], inductive reasoning [112], deductive reasoning [313], and analogical reasoning
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[333], among others. Of particular relevance to our study is the exploration of structured, rule-based think-
ing processes often referred to as vertical thinking. This type of reasoning, characterized by the systematic
application of logic and rules, has been widely studied in the context of established datasets, such as Rid-
dleSense and PIQA [195, 22]. These studies have revealed significant insights into the reasoning patterns
exhibited by language models.

Conversely, creative reasoning has remained an underexplored domain in the evaluation of LLMs, frequently
being excluded from traditional reasoning benchmarks [328, 314|. This exclusion has created a notable
gap in the literature, particularly in light of the emergent capabilities demonstrated by larger and more
sophisticated models [369]. Puzzle-solving, which inherently requires creative and out-of-the-box thinking,
provides a compelling framework for exploring this underrepresented aspect of reasoning [95, 195, 411].

Taking this further, the concept of lateral thinking, which involves the deliberate disruption of default as-
sumptions and associations to arrive at novel solutions, has been proposed as a mechanism for solving more
complex and unconventional puzzles. This was first systematically demonstrated in the BrainTeaser dataset
[131], which highlights the potential of lateral thinking processes to challenge traditional reasoning paradigms.

In this chapter, we aim to examine the interplay between vertical and lateral reasoning abilities in LLMs by
employing specifically designed prompts to probe their puzzle-solving capabilities. Through this exploration,
we seek to bridge the gap in the literature and provide a comprehensive framework for assessing both linear
and creative reasoning processes in language models.

Large Language Models and Prompting The discovery of reasoning patterns in LLMs is frequently
achieved through the application of various prompting techniques [282]. These strategies range from straight-
forward zero-shot prompts to more elaborate multi-stage prompting frameworks. Zero-shot prompting often
employs intuitive and concise instructions, such as the widely recognized phrase “Let’s think step-by-step”,
which has demonstrated significant improvements in reasoning tasks [158]. However, the design space for
such “magic prompts” remains vast and largely uncharted, posing challenges to the systematic identification
of optimal prompts.

A significant breakthrough in this area was the introduction of Chain-of-Thought (CoT) prompting [371],
which formalized the approach of querying models for intermediate reasoning steps. This method proved
particularly effective for eliciting complex reasoning processes in larger models. Despite its success, the
application of few-shot prompting, which involves providing a set of demonstrations within the input, presents
challenges. These challenges include the inherent instability in exemplar selection [215, 245] and the difficulty
of optimizing their placement [67].

Similarity-based retrieval has emerged as the default technique for exemplar selection in few-shot prompting
[206, 283, 67], with further improvements focused on optimizing the ordering of selected exemplars [377].
Recent work has also explored task-specific factors, such as the complexity of reasoning paths [86] and
the diversity of exemplars [412], which have proven effective in enhancing reasoning performance. These
developments emphasize the importance of uncovering hidden patterns in the data that drive reasoning
performance, rather than relying solely on semantic similarity for exemplar selection.

Building on these insights, we propose a novel approach to exemplar crafting that prioritizes the promotion of
latent reasoning patterns over the semantic similarity of data samples. While maintaining simple similarity-
based retrieval for exemplar placement, we demonstrate that focusing on these reasoning patterns is sufficient
to achieve advanced reasoning capabilities in LLMs. By outperforming alternative prompting techniques, our
approach underscores the adequacy of reasoning-focused exemplars in enhancing model performance, without
the need for further engineering in few-shot settings.

10.3.1 Methodology

Consider the following two riddles: R1: “A man shaves every day, yet keeps his beard long” and R2: “What
has a beard but never needs to shave?”. At first glance, these riddles appear to share semantic similarities,
as they involve analogous linguistic structures and refer to overlapping objects or concepts. However, the
reasoning processes required to solve them differ significantly due to their distinct contextual framings.
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In R1, the answer is “A barber.” The word “beard” is employed in the context of human grooming and
personal appearance, reflecting a literal interpretation tied to the profession of the barber. In contrast, R2
uses “beard” metaphorically in a botanical or natural context, with the answer being “A tree.” Here, the term
“beard” refers to certain botanical features, such as the “beard” of oak trees, requiring a different pathway of
reasoning that departs from the literal context of human grooming.

This divergence in reasoning is further highlighted when introducing a new riddle: “I plant seeds every day,
yet don’t have a single plot”. The correct answer in a creative context is “An author.” Authors metaphorically
“plant seeds” of ideas through their writing, fostering abstract concepts without necessarily working with
physical plots of land. The phrase “plot” could refer to a story’s structure, adding layers of interpretive
complexity. Conversely, “A farmer” is not an appropriate answer because farmers typically work with tangible
plots of land, which contradicts the riddle’s framing of “not having a single plot.”

In this scenario, a reconstructed version of R1, such as R3: “Tom attends class every day but doesn’t do any
homework”, would offer a clearer reasoning pathway for the model to follow. Although R2 is semantically
closer to R1 in terms of shared terms like “beard,” its contextual framing diverges due to its reliance on
natural rather than human contexts. This difference demonstrates how contextual framing can either clarify
or obscure the reasoning trajectory needed to arrive at the intended answer.

10.3.2 RISCORE Method

Building upon this example, we propose the RISCORE (RIddle Solving with COntext REcontruciton)
[269] prompting method, which is specifically designed to enhance the riddle-solving capabilities of LLMs in
in-context learning tasks. The core idea behind RISCORE is to supplement each exemplar in a few-shot (FS)
learning setup with a contextually reconstructed version of itself. By altering the context while preserving the
underlying reasoning process, the method ensures that the model develops a robust and coherent reasoning
trajectory, enabling it to generalize effectively to new riddles.

Unlike traditional F'S methods, which rely solely on real examples extracted from datasets, RISCORE gener-
ates additional examples that adapt the original context to a different framing. For instance, the reconstructed
example R3: “Tom attends class every day but doesn’t do any homework” preserves the logical structure of
R1 while recontextualizing its content. This process allows the model to focus on the reasoning steps rather
than being misled by superficial semantic similarities, as seen in the case of R2.

As depicted in Figure 10.3.1, RISCORE extends existing FS methods [67, 363, 333] by augmenting FS
samples with automatically generated, context-reconstructed examples. Importantly, RISCORE operates
independently of the exemplar selection process, allowing for compatibility with various selection techniques.
In our implementation, we rely on semantic similarity for optimal exemplar selection; however, other methods
from the literature can be employed seamlessly.

The key advantage of RISCORE lies in its ability to amplify the effectiveness of FS learning by introduc-
ing contextually adapted examples that highlight hidden reasoning patterns embedded in the data. These
context-reconstructed exemplars not only preserve the logical structure of the original riddles but also guide
the model toward more precise reasoning pathways. As detailed in Section 10.3.2, this approach has consis-
tently demonstrated improved performance across multiple reasoning benchmarks. Remarkably, the inclusion
of context-adapted examples has, in most cases, outperformed the use of real dataset examples, as evidenced
by the results in Section 10.5.

Methodology for Generating Contextually Reconstructed Riddles

This section outlines a systematic approach for generating high-quality, contextually reconstructed riddles
designed to function as few-shot exemplars in the Multiple-Choice Question Answering (MQA) format. These
reconstructed riddles, when used in conjunction with their original counterparts, aim to improve model
performance on tasks that require both lateral and vertical reasoning. Building upon the semi-automated
pipeline introduced in the BrainTeaser framework [131], the proposed method fully automates the generation
process by leveraging the advanced capabilities of LLMs. An overview of the automated pipeline is illustrated
in Figure 10.3.2. The methodology is divided into two distinct steps: the generation of question-answer pairs,
which involves creating a question along with its correct answer, and the generation of distractors, which

181



Chapter 10. Counterfactual Generation for Improving Reasoning Abilities of LLMs

Test Riddle
Question:
I plant seeds every
day, yet don’t have a
single plot. -
; Context Reconstructed Riddle
Options: —
1. A farmer Question:
2. An engineer
3. An author Tom attends class every
4. None of the above day but doesn't do any
NS — homework.
Retrieved Riddle Options: > LM —>» An author
— 1. A student
Question: 2. A teacher
3. A notebook J
A man shaves every 4. None of the above
day, yet keeps his
beard long. Answer: 2
Options:
1. A singer
2. A barber
3. A razor
4. None of the above
Answer: 2

Figure 10.3.1: An overview of RISCORE, where the reconstructed instances, along with their original
counterparts, are incorporated as exemplars in the few-shot setting to enhance the model’s riddle solving
ability [269].

entails producing incorrect answers for the riddle. The latter step is particularly critical and challenging, as
the distractors must be guaranteed to be incorrect while avoiding being overly obvious as wrong choices. A
detailed analysis of these two steps is provided below.

Step 1: Generation of Question-Answer Pairs

The initial phase involves the generation of a single contextually reconstructed Question-Answer pair for
each selected instance. At this stage, distractors—incorrect answer options included in multiple-choice for-
mats—are temporarily excluded to focus solely on the correct answer. Distractors are specifically designed
to challenge the reasoning depth of the model by appearing plausible while being definitively incorrect.

To create the reconstructed Question-Answer pair, the LLM is provided with the original riddle, its correct
answer, and a task-specific system prompt. This prompt instructs the model to analyze the given riddle,
comprehend the reasoning process that connects the question to the answer, and subsequently generate a new
riddle that adheres to the same reasoning pathway. By supplying both the question and the correct answer,
the cognitive load of independently solving the riddle is alleviated, facilitating more accurate reconstruction
[333].

To further enhance the robustness of the methodology, the process is implemented in both zero-shot and few-
shot settings. For the latter, pre-existing pairs of original and contextually reconstructed riddles from the
BrainTeaser dataset are employed to provide demonstrations. Once the Question-Answer pair is generated, a
filtering stage is applied to ensure the quality of the riddle and its alignment with the dataset. This filtering
involves applying dataset-specific rules regarding the structure of the question and the appropriateness of the
answer, ensuring adaptability to various datasets.

Step 2: Generation of Distractors

The subsequent step focuses on generating incorrect answer options, or distractors, to accompany the re-
constructed Question-Answer pair in the multiple-choice format. Although the task may appear straight-
forward, it entails significant challenges. First, the distractors must match the original number of options
and be definitively incorrect when compared to the correct answer. At the same time, they must remain
contextually plausible, as excessive divergence from the correct answer could undermine the credibility and
difficulty of the riddle. Furthermore, scenarios where the correct answer is “None of the above,” as observed
in the BrainTeaser dataset, necessitate careful construction of distractors to ensure they remain invalid.
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Figure 10.3.2: An overview of the automated method for generating a context-reconstructed riddle [269].

LM

The length of the distractors poses an additional complexity. For example, datasets such as BrainTeaser
predominantly feature multi-word answers, while others like RiddleSense often contain single-word answers.
To address these variations, distinct methodologies are applied for generating long and short distractors, as
detailed below.

Generation of Long Distractors

For riddles requiring long distractors, the original distractors are presented to the LLM alongside the newly
generated question from Step 1. Each distractor is processed individually and recontextualized to align
with the newly constructed riddle. This ensures that the distractors remain relevant, although the quality
of integration may vary. In cases where the correct answer of the original riddle is “None of the above,”
additional distractors are generated by directly prompting the LLM to create new options based on the
reconstructed Question-Answer pair.

Two distinct pipelines were utilized to generate at least three distractors for each multiple-choice question,
ensuring comprehensive coverage of various potential scenarios and maintaining the integrity of the riddle-
solving tasks. The distractors were crafted to be contextually coherent while remaining incorrect, thereby
enhancing the challenge presented to the model. The methodologies employed are detailed below.

Pipeline 1: The first pipeline employed a structured approach that relied on a system-user prompt designed
to guide the model in analyzing the reconstructed Question-Answer pair. The model was instructed to
comprehend the riddle, identify the reasoning process connecting the question to the answer, and generate a
distractor by focusing on aspects of the concept that could be interpreted as more deceptive or challenging.
This method capitalized on the model’s ability to produce nuanced distractors derived from the underlying
reasoning pathway, ensuring that the generated distractors remained plausible yet incorrect. The pipeline
reliably produced one of the three required distractors while maintaining contextual alignment with the
question’s premise.

Pipeline 2:  The second pipeline adopted a more intricate methodology, designed to integrate elements
from the reconstructed question’s context into the generated distractors. In this approach, the model was
prompted with a system-user instruction, providing it with the reconstructed question (excluding its correct
answer) and the incorrect distractors from the original question. The option “None of the above” was excluded
to simplify the task and focus the model’s efforts on modifying the distractors provided. The model was tasked
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with adapting the given distractors by incorporating elements from the setting or context described in the
question, while explicitly avoiding any resemblance to the correct answer.

This approach introduced additional complexity, as the absence of the correct answer necessitated that the
model generate distractors independently based on its interpretation of the reconstructed question. Conse-
quently, the quality of the distractors varied. In some cases, the distractors produced suboptimal contexts
or lacked sufficient challenge. However, despite occasional shortcomings in quality, the distractors remained
unequivocally incorrect, fulfilling their primary function of providing plausible yet invalid options. Moreover,
it was observed that, when paired with both original and contextually reconstructed examples, these minor
deficiencies did not significantly impact the overall performance of the model during evaluation.

To further enhance the coherence and relevance of the distractors, two additional distractors were generated by
slightly modifying the original concepts to better align with the reconstructed context. These supplementary
distractors added a layer of consistency to the multiple-choice options, ensuring that the distractors were not
only incorrect but also contextually appropriate to the underlying premise of the riddle.

Lastly, to prepare the final dataset for use, a random selection of two distractors from the three generated
options was performed. These two distractors were shuffled with the correct answer, and the option “None
of the above” was appended as the final choice. This randomization was implemented to eliminate positional
bias and ensure the fairness of the multiple-choice format. In instances where “None of the above” was
identified as the correct answer, all three generated distractors were included without shuffling.

The resulting dataset maintained a balance between contextually relevant distractors and challenging incor-
rect options, thereby supporting robust evaluation of the model’s reasoning capabilities. This comprehensive
approach to distractor generation ensured that the dataset was both high-quality and suitable for the intended
tasks, laying a strong foundation for subsequent experimental investigations.

Generation of Short Distractors

For datasets with single-word answers, such as RiddleSense, generating contextually aligned distractors is
more challenging due to the brevity of the answers. To address this, the reconstructed answer from Step 1
is categorized into mutually exclusive semantic groups, as outlined below. This categorization informs the
generation of distractors by providing the LLM with two categories closely related to, but distinct from, the
correct answer’s category. For example, if the correct answer belongs to the “Nature” category, distractors
may be drawn from categories like “Person” or “Place.” The LLM is then tasked with generating plausible
but incorrect answers within these specified categories.

To ensure the generated distractors are both incorrect and contextually relevant, additional steps are un-
dertaken. The riddle is divided into smaller phrases, and interrogative words are identified. For purely
descriptive riddles lacking direct queries, phrases such as “What am 17 are appended to clarify the intended
question. Filtering procedures are subsequently applied to eliminate duplicates and validate the distinctive-
ness of the distractors. If the quantity of distinct distractors remains insufficient, WordNet [244] is utilized
to augment the distractor set.

In this setting, a distinct approach was required due to the specific characteristics of the dataset. The
answers and distractors were primarily limited to single-word responses, whereas the corresponding questions
featured detailed and complex settings incorporating punctuation, conjunctions, and other nuanced linguistic
structures. To address these unique requirements, two specialized pipelines were developed to generate
distractors that align with this format while maintaining relevance and quality.

Pipeline 1: The first pipeline employed a granular methodology that involved segmenting the reconstructed
question into smaller subphrases. This segmentation was achieved by identifying punctuation marks and con-
junctions as natural breakpoints. In instances where fewer than three distinct subphrases were generated,
additional splits were introduced at the position of the word “and” to ensure sufficient subdivision. Further-
more, the presence of interrogative words was detected. For questions lacking a direct inquiry and consisting
solely of descriptive elements, the phrase “What am I7” was appended. This addition was not arbitrary but
followed the structural conventions of riddles within the dataset, where “What am I?” frequently serves as a
standard closing query leading to single-word answers.
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Once the reconstructed question was segmented and refined with an appended query (if necessary), the
model was prompted to generate incorrect answers for each subphrase concatenated with the appended
question. This ensured that distractors were aligned with distinct aspects of the question’s context. However,
this approach occasionally led to distractors that were too similar to the correct answer, particularly when
subphrases contained key ideas central to the riddle’s solution.

To mitigate this issue, an intermediate classification step was introduced. Using the facebook/bart-large-
mnli model [176], accessed via Hugging Face, the correct answer was categorized into one of eight mutually
exclusive classes: food, person, object, animal, nature, time, place, concept. These categories were specifically
designed to avoid overlap and provide clear distinctions between classes.

The category predicted for the correct answer was then used to guide the generation of distractors. For
each subphrase concatenated with the question, the model was provided with the two most similar categories
(excluding the correct answer’s category). A system-user instruction prompted the model to generate a
plausible but incorrect answer consistent with the given category and contextual setting. This approach
ensured that the distractors were contextually aligned with the question while remaining distinct from the
correct answer.

After this process, a filtering step was applied to validate the distinctiveness and relevance of the generated
distractors. The pipeline utilized LLMs, including the Llama3-8B and Llama3-70B models [7], to produce
high-quality distractors.

Pipeline 2: In cases where the first pipeline did not yield a sufficient number of high-quality distractors,
a secondary pipeline was employed to augment the distractor set. This approach relied on WordNet [45],
a lexical database, to retrieve synonyms and hyponyms for each generated distractor or, if necessary, for
the original question’s distractors. The retrieved terms were added as potential distractors to diversify the
options.

Generation of Context-Reconstructed MQA Riddles

Once the distractor set was compiled, four distractors were randomly selected and combined with the correct
answer, which was placed in a random position to eliminate potential positional bias. To ensure the integrity
and quality of the dataset, a restriction was imposed that at least two of the four required distractors must
be generated through the first pipeline. This restriction was necessary because distractors derived through
WordNet augmentation were generally observed to be of lower quality compared to those produced directly by
the model. If this requirement was not satisfied, the corresponding instance was excluded from the contextual
reconstruction process to maintain overall quality.

The two complementary pipelines, in combination, ensured that the generated distractors were diverse,
contextually aligned, and sufficiently challenging for the task. By tailoring the distractor generation process
to the unique characteristics of the dataset, this methodology provided a robust framework for creating
high-quality multiple-choice questions. The rigorous filtering and augmentation steps further enhanced the
reliability of the dataset, making it suitable for rigorous evaluation of lateral and vertical reasoning tasks.

In the final step, the reconstructed Question-Answer pair and the generated distractors are combined to
create the complete multiple-choice riddle. The distractors are randomly shuffled, and the correct answer is
assigned to a random position to eliminate positional bias.

The desired contextual reconstructions were successfully generated for both datasets, providing a robust
foundation for the study. However, a notable issue was encountered during the quality control filtering
process: certain originally selected examples were excluded as they failed to meet the quality criteria, resulting
in the absence of corresponding reconstructed examples. This posed a challenge in maintaining a sufficient
number of exemplars for in-context learning in configurations requiring two, four, or eight exemplars (i.e.,
RISCORE).

To address this limitation, a structured methodology was employed to supplement the exemplar set with
high-quality examples. This process consisted of two key steps, detailed as follows.

1. Initially, the most semantically similar examples from the original dataset were identified and used as
in-context learning exemplars. These original examples were paired with their automatically generated
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contextual reconstructions, ensuring that both the original and reconstructed pairs were represented
in the exemplar set. This approach allowed for an efficient supplementation of missing reconstructed
examples by leveraging pre-existing data. However, in instances where this strategy did not yield a
sufficient number of exemplars to satisfy the requirements of the RISCORE configurations, a more
systematic method was employed.

2. To systematically address the exemplar shortfall, embeddings were generated for the entire set of
original examples and their contextual reconstructions that had not yet been incorporated into the
current exemplars. These embeddings were computed to represent the semantic characteristics of
each example, facilitating similarity-based retrieval. Cosine similarity was then utilized to identify
the most semantically similar examples from this pool, ensuring that the selections closely aligned
with the existing exemplars. Importantly, this process was not restricted to the original training
set. Examples included in the similarity search also encompassed reconstructed examples, allowing for
greater flexibility in identifying suitable pairs. The most similar examples were selected iteratively, with
each chosen example paired with its corresponding counterpart (original or reconstructed, as needed) to
maintain the integrity of the reasoning process. This iterative process was repeated until the required
number of exemplars for the specified configuration (two, four, or eight) was achieved. The careful
selection of semantically similar pairs ensured that the supplemented exemplars maintained consistency
with the dataset’s reasoning pathways and contextual framing.

By combining semantically similar examples with their corresponding contextual reconstructions and system-
atically supplementing the exemplar set through embedding-based retrieval, the issue of insufficient examples
was effectively mitigated. This approach ensured that the exemplar set adhered to the required configura-
tions while preserving the quality and coherence necessary for effective in-context learning. The structured
methodology also minimized the risk of introducing irrelevant or low-quality examples, thereby enhancing
the reliability and applicability of the dataset for reasoning tasks.

10.4 Experiments

10.4.1 Datasets

The proposed methodology was evaluated by testing various LLMs on two carefully chosen datasets, Brain-
Teaser [131] and RiddleSense [195], which address distinct reasoning paradigms: lateral and vertical reason-
ing, respectively. The performance of the models was compared against several established baselines to assess
the effectiveness of the method.

The BrainTeaser task introduced at SemEval-2024 [jiang-ilievski-ma:2024:SemEval2024, 131] presents
a set of lateral thinking puzzles formatted as multiple-choice question-answering (QA) tasks. Each question
in the dataset is accompanied by four answer options, of which only one is correct, while the remaining
three serve as distractors. Notably, the final option in every question is consistently labeled as “None of the
above,” adding an additional layer of complexity to the task by requiring the model to evaluate all options
comprehensively.

The task is divided into two distinct subtasks to address different aspects of lateral reasoning. The first
subtask, Task A: Sentence Puzzle, involves puzzles expressed through full-sentence descriptions, requiring
models to navigate more complex linguistic structures and contextual clues. The second subtask, Task B:
Word Puzzle, focuses on shorter, more concise puzzles, often relying on single-word or minimal phrasing for
their formulation. This distinction ensures that the dataset evaluates a broad spectrum of lateral reasoning
capabilities in LLMs.

In addition to the original puzzles, the dataset includes adversarial subsets specifically crafted to enhance
its robustness and challenge the models further. These adversarial subsets were generated through manual
modifications of the original brain teasers, with care taken to preserve the integrity of the underlying reasoning
paths. The perturbations introduced into the data were designed to create two distinct forms of variation:

1. Semantic Reconstruction: In this approach, each original question was rephrased or modified se-
mantically, while the correct answer and distractors remained unchanged. This type of reconstruction
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tests the model’s ability to recognize and adapt to variations in linguistic structure and phrasing without
altering the core reasoning process.

2. Context Reconstruction: This method involved altering the situational context described in the
brain teaser while maintaining the original reasoning pathway. By changing the context, the model is
challenged to abstract the reasoning process from specific scenarios and apply it in new settings.

An example of these data triplets is provided in Table 10.3, showcasing how the original puzzles are system-
atically transformed into semantic and contextually reconstructed versions while preserving their reasoning
consistency. BrainTeaser was specifically selected because it contains manually crafted context reconstruc-
tions, which provide an upper bound for model performance when incorporated into the input. These
manually created reconstructions serve as a benchmark for assessing the quality of context reconstructions
generated by the proposed automated method. By comparing model performance using manual and auto-
mated reconstructions, the efficacy of the method in replicating high-quality contextual examples can be
evaluated.

Question Choice
Original
A peanut.
What kind of nut has no shell? A doughnut.
A walnut.

None of above.

Semantic Reconstruction

A doughnut.
Which nut doesn’t have a shell? A walnut.

A peanut.

None of above.

Context Reconstruction

A fire bell.
Which type of bell doesn’t make a sound? A cow bell.

A bluebell.

None of above.

Table 10.3: Hlustration of the structure of each sub-task’s dataset, showcasing the original statement along
with its two adversarials.

Additionally, the riddles in BrainTeaser were specifically designed to challenge the lateral thinking capabilities
of LLMs. Lateral reasoning involves finding creative solutions that deviate from traditional logical pathways,
making it a cognitively demanding process for models. Prior research has identified lateral reasoning as a
significant challenge for LLMs [95], further underscoring the relevance of this dataset for the evaluation.

The RiddleSense dataset was selected to complement BrainTeaser by focusing on vertical reasoning tasks.
Vertical reasoning involves the application of systematic, rule-based logic to solve riddles, requiring the
model to follow a structured and sequential reasoning process. The inclusion of RiddleSense allowed for a
broader evaluation of the method’s applicability across different reasoning paradigms and riddle types. Unlike
BrainTeaser, the RiddleSense dataset does not include manually curated context reconstructions. As a result,
the automated contextual reconstruction method was employed exclusively in this dataset, without ground-
truth reconstructions for comparison. This setup provided a valuable opportunity to test the robustness and
adaptability of the method in scenarios where manual reconstructions are unavailable.

The combination of BrainTeaser and RiddleSense ensured a comprehensive evaluation of the proposed
methodology. The manually crafted reconstructions in BrainTeaser provided a critical benchmark, enabling
a direct comparison of automated and manual reconstructions, while the exclusive use of automated recon-
structions in RiddleSense highlighted the generalizability of the method. Together, these datasets allowed
for an in-depth analysis of the method’s effectiveness in advancing the reasoning capabilities of LLMs across
a diverse set of cognitive tasks, demonstrating its potential to address both lateral and vertical reasoning
challenges. Table 10.4 provides statistics for the utilized datasets.
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Dataset ‘ Train ‘ Dev ‘ Test
BrainTeaser - SP ‘ 507 (16923) ‘ 120(4043) ‘ 120(4043)
RiddleSense (initial) 1021

RiddleSense (filtered) 3510 720 —
RiddleSense (sampled 50%) 360

Table 10.4: Data statistics for the BrainTeaser and RiddleSense.

10.4.2 Baselines

To evaluate the proposed methodology, a variety of prompting techniques were employed as baselines, includ-
ing zero-shot (ZS), few-shot (F'S), and Chain of Thought (CoT) methods. These approaches allowed for a
comprehensive comparison of model performance across multiple configurations and reasoning paradigms.

Chain of Thought Prompting in Zero-Shot Settings (CoT ZS) The Chain of Thought (CoT)
prompting approach was employed in a zero-shot configuration, wherein models were prompted to solve
riddles in a step-by-step manner without the inclusion of any exemplars. This method follows the framework
proposed by [371], leveraging the natural reasoning abilities of large language models to decompose complex
riddles into logical steps. By evaluating the models under this setup, insights into their inherent riddle-solving
capabilities were obtained, particularly in scenarios where no prior examples or contextual information were
provided.

Few-Shot Prompting (FS) Few-shot prompting was utilized to examine the impact of exemplar-based
learning on the models’ reasoning performance. Experiments were conducted with varying numbers of ex-
emplars, specifically 2-shot, 4-shot, and 8-shot configurations. The selection of exemplars was informed
by two distinct strategies. The first involved randomly selecting examples from the dataset, referred to as
Rand. The second strategy, termed Sim, employed a semantic similarity model® [408] to identify riddles
with minimal semantic distance from the test riddle.

Notably, the 8-shot limit was imposed due to evidence suggesting that the reasoning abilities of large language
models deteriorate with excessively long input sequences [174]. This constraint ensured that the evaluation
focused on configurations conducive to optimal model performance.

Few-Shot Prompting with Chain of Thought Explanations (CoT FS) To enhance the models’
comprehension of the reasoning process, few-shot exemplars were augmented with Chain of Thought expla-
nations. In this setup, each exemplar was accompanied by a detailed explanation of the reasoning steps
leading to the correct answer. These explanations were generated using a semi-automated approach, wherein
ChatGPT" was prompted to produce explanations based on the correct answer, following the methodology
proposed by [371]. The generated explanations were subsequently manually reviewed and curated to align
with human interpretations of the reasoning process.

Due to the labor-intensive nature of this annotation process, experiments with CoT FS were conducted
exclusively in the 2-shot, 4-shot, and 8-shot configurations, using a random sampling strategy for exemplar
selection. This experimental setup allowed for the evaluation of whether crafted explanations could enhance
the models’ ability to follow and replicate the intended reasoning pathways.

RISCORE Methodology The RISCORE method introduces contextually reconstructed riddles into the
few-shot prompting process. For each exemplar used in the F'S configuration, its corresponding reconstructed
riddle was appended to the input, thereby augmenting the prompt with additional context. Importantly, the
total number of shots in RISCORE configurations referred to the combined count of original and reconstructed
examples. For instance, a 4-shot RISCORE setup included two original riddles from the dataset and their two

Shttps://huggingface.co/Alibaba-NLP /gte-large-en-v1.5
"Specifically, the gpt-3.5-turbo-0125 version was utilized.
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reconstructed counterparts. This approach ensured a balanced representation of original and reconstructed
data while maintaining the same number of examples as the standard F'S configurations for fair comparison.

The RISCORE approach primarily utilized the Llama3-8B and Llama3-70B models for generating both
Question-Answer pairs and distractors. These pairs were produced in both ZS and F'S settings.

In addition, two distinct variants of RISCORE were explored. RISCORE,, incorporated manually created
reconstructions (where available, such as those provided in the BrainTeaser dataset), while RISCORE utilized
fully automated reconstructions generated by the proposed method. The distinction between the two variants
lies solely in the nature of the exemplars provided, with the prompt structure remaining identical to that of
the F'S method.

10.4.3 Models

To evaluate the proposed methodology, multiple language models of varying scales and architectures were
tested for their reasoning capabilities. The selected models included Llama3 with 8 billion® and 70 billion®
parameters, respectively |7], Mistral-7B!? and Mistral-8x7B! [129], and Qwen2-7B'2? [387]. This diverse
selection of models enabled a comprehensive investigation into the impact of contextually reconstructed
examples on language models of differing sizes, parameter configurations, and design philosophies.

The inclusion of both moderately sized models (e.g., Mistral-7B) and larger-scale models (e.g., Llama3-
70B) provided insights into the scalability and generalizability of the RISCORE method. By examining
how models with different parameter counts respond to contextually reconstructed examples, it was possible
to assess whether the proposed approach is equally effective across a broad spectrum of architectures and
computational capacities.

The experimental framework treated each model as a black box. Specifically, the models were prompted with
input and their responses were recorded without any modification to their internal mechanisms or training
processes. This black-box approach ensured that RISCORE could be seamlessly applied to both open-source
and proprietary models, underscoring its adaptability and versatility. Furthermore, it demonstrated that the
method is not limited to specific model architectures or training paradigms, making it broadly applicable
across a wide range of LLMs.

10.5 Results

This section presents and analyzes the outcomes of the experiments conducted to evaluate the proposed
methodology.

10.5.1 BrainTeaser results

The performance of various prompting techniques applied to the BrainTeaser dataset is summarized in
Table 10.5. The analysis focuses on comparing baseline methods, such as FS, CoT FS, and FS Sim, with
the RISCORE methodology, highlighting their respective strengths and limitations.

A notable observation is the underperformance of the CoT FS method relative to standard F'S techniques,
even when the exemplars are supplemented with manually crafted explanations. This underperformance
persists across all model sizes, suggesting that the addition of explanations does not sufficiently enhance
reasoning capabilities in these configurations. This finding aligns with previous research [67], which indicates
that the effectiveness of in-context learning is heavily influenced by exemplar selection rather than solely by
the inclusion of detailed explanations.

In line with expectations, exemplar selection based on semantic similarity (FS Sim) consistently yields
better results compared to random selection (FS Rand). This improvement underscores the importance of

8https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct

9https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
10https:/ /huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
Hhttps:/ /huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
2https:/ /huggingface.co/ Qwen/Qwen2-7B-Instruct
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semantic relevance in exemplar selection, as semantically aligned examples provide a stronger foundation for
guiding model reasoning. This observation is particularly significant for RISCORE, as the methodology relies
on effective initial exemplar selection to enhance reasoning capabilities when augmented with contextually
reconstructed examples.

The results demonstrate that RISCORE,,, which incorporates manually crafted context reconstructions, con-
sistently outperforms FS Sim across all evaluated configurations. For instance, in both 4-shot and 8-shot
settings, RISCORE,, achieves superior performance when compared with FS Sim under equivalent con-
ditions. Specifically, comparisons such as 4-shot FS Sim versus 2+2-shot RISCORE,, or 8-shot FS Sim
versus 4+44-shot RISCORE,, consistently highlight the advantages of RISCORE,,. These results under-
score the effectiveness of incorporating contextually reconstructed examples in maintaining robust reasoning
performance.

A deeper analysis reveals that RISCORE,, effectively mitigates the noise introduced by suboptimal shot
selections, which is a notable challenge observed in the FS Sim results. For instance, with the Llama3-
70B model, the 2-shot FS Sim configuration achieves a performance score of 0.825. However, when two
additional semantically similar examples are added (resulting in a 4-shot configuration), the score declines
to 0.792. In contrast, the 2+4-2-shot RISCORE,, configuration achieves a higher score of 0.833, representing
a 4% improvement over FS Sim under equivalent conditions. This trend is consistent across other models
and configurations.

Similarly, with the smaller Mistral-7B model, the 2-shot F'S Sim achieves a score of 0.517, but the addition of
two more semantically similar examples reduces the score to 0.458. In comparison, the 2+42-shot RISCORE,,
configuration achieves a score of 0.567, outperforming FS Sim by a notable margin in the 4-shot setting.
These results demonstrate that RISCORE,, not only improves performance but also provides resilience
against the degradation caused by suboptimal exemplar selections.

Overall, the analysis highlights the robustness and effectiveness of RISCORE,, in enhancing the reasoning
capabilities of large language models. By leveraging contextually reconstructed examples, the method ensures
improved performance across a variety of configurations, even in scenarios where traditional exemplar selection
strategies encounter limitations.

Using the automated method

The results from the manually curated RISCORE,, method serve as a benchmark, representing the poten-
tial upper limit of performance improvements achievable with high-quality, carefully selected riddles and
distractors. Despite this, the automated RISCORE method consistently enhances model performance by
effectively leveraging contextually reconstructed examples, as detailed in Table 10.6. While the gains from
the automated RISCORE are understandably smaller compared to those achieved with the manually curated
examples (as seen in the RISCORE,, results in Table 10.5), they remain consistent and noteworthy across
all tested models.

For instance, the Llama3-70B model shows a significant performance improvement when transitioning from
the FS Sim configuration with 8 semantically similar shots (performance score of 0.783) to an 8-shot
RISCORE-augmented setup (performance score of 0.808), which includes both the original examples and
their automated reconstructions. This trend of performance enhancement is also observed across smaller
models, with measurable gains. For example, the Qwen2-7B model in a 2-shot and 4-shot RISCORE setup
shows a 2.5% improvement over the same-shot FS Sim configuration. Similarly, for Mistral-7B, the perfor-
mance increase is even more striking—rising by up to 10% from a baseline score of 0.458 in certain 4-shot
configurations.

These findings highlight the effectiveness of automated context reconstruction, especially when the number
of examples provided to the model is limited. Automated reconstructions prove to be a valuable complement
to semantically chosen examples, enhancing the model’s ability to process and reason through the provided
information.

Interestingly, the results indicate that in most instances, RISCORE’s strategy of combining N/2 semanti-
cally selected examples with their automated reconstructions outperforms merely using the same number of
examples drawn directly from the dataset. This observation is underscored by the underlined results in the
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Method ‘N. ‘ Llama3-70B Mistral-8x7B Llama3-8B Mistral-7B Qwen2-7B

Zero-Shot
CoTZS | 0 | 0.725 0.550 0.633 0.450 0.458
Few Shot - Randomly Selected Shots
2 0.758 0.617 0.633 0.475 0.608
CoT FS 4 0.683 0.583 0.608 0.508 0.650
8 0.708 0.642 0.658 0.508 0.667
2 0.775 0.617 0.633 0.517 0.642
FS Rand 4 0.808 0.683 0.642 0.483 0.608
8 0.775 0.617 0.675 0.483 0.642
2 0.783 0.625 0.667 0.458 0.608
RISCORE., | 4 0.758 0.617 0.675 0.517 0.625
8 0.800 0.650 0.667 0.400 0.592
Few Shot - Semantically Similar Shots
2 0.825 0.692 0.700 0.517 0.600
FS Sim 4 0.792 0.683 0.717 0.458 0.633
8 0.783 0.667 0.767 0.533 0.650
2 0.783 0.675 0.767 0.483 0.667
RISCORE., | 4 0.833 0.708 0.742 0.567 0.642
8 0.808 0.708 0.758 0.550 0.667

Table 10.5: An overview of the performance of models for BrainTeaser using baselines and RISCORE,
prompting. The best F'S results are underlined, while best overall results per model are highlighted in bold.

tables. Nonetheless, there are scenarios where FS Sim surpasses RISCORE, primarily due to the selection
constraints inherent to RISCORE’s methodology. In cases where the semantic similarity algorithm identi-
fies an optimal example that is ranked lower than N/2 in a full FS setup, RISCORE may overlook these
potentially impactful examples due to its structured focus on N/2 examples plus their reconstructions.

This limitation suggests that while RISCORE is effective, its performance is partially dependent on the quality
of initial semantic similarity rankings and the subsequent selection of examples. This dependence highlights
an area for potential refinement in RISCORE’s methodology to ensure that the most semantically pertinent
examples are consistently utilized, thereby maximizing the effectiveness of the reconstructed contexts.

10.5.2 RiddleSense results

In the context of the RiddleSense dataset, RISCORE could only be applied to automatically generated exam-
ples, as the dataset’s structure does not include pre-existing context reconstructions for its questions. This
limitation necessitated the exclusive use of the proposed automated methodology for generating reconstructed
contexts.

Table 10.7 presents the results of the baseline techniques applied to the RiddleSense dataset across various
models. Consistent with previous findings, the few-shot technique that employs semantically similar exem-
plars for in-context learning (F'S Sim) demonstrates superior performance compared to randomly selected
exemplars (FS Rand). This trend persists across all tested models, reaffirming the critical role of semantic
relevance in exemplar selection.

The results of the proposed RISCORE method, applied to the RiddleSense dataset, are detailed in Table 10.8.
A distinct pattern emerges when comparing the performance of the standard 8-shot exemplar selection based
solely on semantic similarity with the corresponding 8-shot RISCORE configuration. In the latter, the top
four semantically similar examples are augmented with their contextually reconstructed counterparts. Across
multiple instances, the RISCORE approach consistently outperforms the baseline 8-shot setting, underscoring
its effectiveness in enhancing model performance.
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Method ‘ N. ‘ Llama3-70B Mistral-8x7B Llama3-8B Mistral-7B Qwen2-7B
Llama3-70B ZS for QA & Llama3-8B distractors

2 0.792 0.667 0.625 0.492 0.625
RISCORE 4 0.792 0.642 0.675 0.467 0.625
8 0.808 0.683 0.700 0.475 0.642

Llama3-70B FS for QA & Llama3-8B distractors
2 0.750 0.675 0.683 0.475 0.625
RISCORE | 4 0.792 0.650 0.658 0.558 0.658
8 0.808 0.675 0.742 0.517 0.658

Llama3-70B FS for QA & Llama3-70B distractors
2 0.783 0.667 0.683 0.500 0.617
RISCORE 4 0.792 0.642 0.667 0.508 0.617
8 0.767 0.683 0.700 0.500 0.617

Table 10.6: An overview of the performance of models for BrainTeaser using RISCORE prompting.
Similarity-based selection was employed for choosing all the exemplars. Results that surpass the F'S
method with semantically similar examples (FS Sim, check Table 10.5), using the same number of shots,
are underlined.

For example, the Llama3-8B model achieves a score of 0.708 under the RISCORE setting, representing an
improvement of approximately 2% compared to the 8-shot FS Sim configuration, which attains a score of
0.681. Similarly, for the Mistral-8x7B model, RISCORE yields a score of 0.700, reflecting a 2.5% increase over
the FS Sim baseline score of 0.675. These results consistently demonstrate the added value of integrating
contextually reconstructed examples into the prompting strategy.

The benefits of the RISCORE method are also apparent when comparing the two 4-shot configurations. By
utilizing just four total examples—two original and two generated contextual reconstructions—our method
achieves accuracy that is comparable to or marginally better than the standard 4-shot FS Sim approach.
This highlights the efficiency of the RISCORE framework, which shifts the focus from the sheer quantity of
exemplars to their strategic selection and reasoning relevance.

While RISCORE does not consistently deliver large performance gains, it achieves comparable or slightly
better results using fewer grounded exemplars. This demonstrates the efficiency and practicality of the
method, as it maintains performance levels while emphasizing the quality and contextual alignment of the
exemplars. By leveraging contextually reconstructed pairs, RISCORE prioritizes the reasoning relevance of
examples, offering an efficient and effective approach to improving model performance in the absence of large
quantities of grounded data.

10.5.3 Quality of Contextually Reconstructed Riddles

The generation of contextually reconstructed riddles was carried out using Llama3 models with 8 billion and
70 billion parameters, employing both FS (few-shot) and ZS (zero-shot) configurations. The results reveal
significant differences in the performance of the two models, particularly in relation to the complexity of the
datasets.

For the BrainTeaser dataset, the Llama3-8B model was found to struggle in producing high-quality Question-
Answer pairs. This limitation rendered the smaller model unsuitable for use within the RISCORE framework
for lateral reasoning tasks. The observed difficulty can likely be attributed to the inherent demands of
the BrainTeaser dataset, which emphasizes lateral thinking—a reasoning process that requires creative and
unconventional problem-solving skills. Such tasks are notably challenging for models with smaller parameter
counts, as they lack the capacity to adequately process and generate the nuanced reasoning pathways required
for lateral thinking riddles.

The generation of high-quality Question-Answer pairs is critical to the success of RISCORE. When these
pairs fail to meet the required standard, as observed with the Llama3-8B model on the BrainTeaser dataset,
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Method ‘ N. ‘ Llama3-70B Mistral-8x7B Llama3-8B Mistral-7B Qwen2-7B

CoTZS | 0 | 0.775 0.675 0.619 0.589 0.608
Randomly Selected Shots
2 0.789 0.692 0.625 0.594 0.667
CoTFS | 4 0.783 0.686 0.672 0.603 0.656
8 0.783 0.697 0.658 0.597 0.625
2 0.769 0.706 0.672 0.586 0.689
FS Rand | 4 0.772 0.719 0.639 0.586 0.683
8 0.800 0.711 0.672 0.586 0.700

Semantically Similar Shots

2 0.792 0.714 0.706 0.608 0.722
FS Sim 4 0.817 0.692 0.711 0.633 0.714
8 0.800 0.675 0.681 0.611 0.731

Table 10.7: An overview of the performance of models for RiddleSense using baseline techniques. The best
results overall are in bold. Note that no RISCORE,, numbers are reported, since RiddleSense does not
contain any ground truth reconstructed riddles.

Method ‘ N. ‘ Llama3-70B Mistral-8x7B Llama3-8B Mistral-7B Qwen2-7B
Llama3-70B fewshot for QA & Llama3-70B distractors

2 0.792 0.672 0.692 0.600 0.697
RISCORE | 4 0.783 0.689 0.722 0.600 0.717
8 0.789 0.700 0.708 0.597 0.731

Llama3-70B fewshot for QA & Llama3-8B distractors
2 0.786 0.719 0.681 0.603 0.681
RISCORE | 4 0.789 0.686 0.686 0.606 0.697
8 0.775 0.689 0.706 0.617 0.719

Llama3-8B zeroshot for QA & Llama3-8B distractors
2 0.792 0.681 0.689 0.589 0.694
RISCORE | 4 0.778 0.714 0.700 0.600 0.683
8 0.806 0.689 0.686 0.614 0.689

Table 10.8: An overview of the performance of models for RiddleSense using RISCORE prompting.
Similarity-based selection was employed for choosing all the exemplars. Results that surpass the FS method
with semantically similar examples, using the same number of shots, are underlined.

the quality of the distractors alone cannot sufficiently compensate for this deficiency. To mitigate the impact
of low-quality generations, a rigorous preprocessing and filtering pipeline was implemented. This process
ensures that only high-quality contextual examples are retained for inclusion in the RISCORE framework,
thereby preserving the effectiveness of the method and preventing it from being compromised by suboptimal
generations.

In contrast, the smaller Llama3-8B model demonstrated considerable success in generating vertical reasoning
riddles, even in the ZS setting. For tasks involving vertical reasoning, such as those in the RiddleSense
dataset, the smaller model was able to produce contextually reconstructed riddles of sufficient quality. More-
over, when these reconstructions were incorporated into the F'S setting, they led to improved performance
compared to the use of real examples directly drawn from the dataset. This finding underscores the adaptabil-
ity of the RISCORE framework and highlights the varying challenges posed by different reasoning paradigms.

These observations illustrate the importance of aligning the model’s capabilities with the cognitive demands
of the dataset. While larger models, such as Llama3-70B, are better equipped to handle the complexity of
lateral reasoning tasks, smaller models like Llama3-8B can effectively address vertical reasoning challenges,
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provided that appropriate filtering and preprocessing steps are applied. This highlights the potential for
tailored approaches in the application of RISCORE across diverse reasoning domains.

10.6 Conclusion

This chapter explores the reasoning capabilities of large language models (LLMs) in the context of riddle-
solving tasks, with a particular emphasis on puzzle-riddles presented in multiple-choice formats. The focus
of this section is on the examination of various techniques employed for solving riddles and puzzles using
LLMs, alongside a detailed investigation into the generation of counterfactual examples for use in in-context
learning scenarios.

Counterfactual examples, referred to as context-reconstructed riddles in the literature, are riddles that follow
the same reasoning pathways as the input examples but are framed within a different context. These recon-
structed riddles serve as a tool to evaluate and enhance the generalization and reasoning abilities of LLMs by
requiring models to apply identical logical processes to novel situations. By embedding these examples into
few-shot learning configurations, this study demonstrates their potential to significantly improve performance
across diverse reasoning paradigms.

In this direction, we used RISCORE, a novel prompting methodology that leverages counterfactual rid-
dles—referred to as context-reconstructed riddles in the literature [131, 269]—to enhance LLMs’ reasoning
capabilities. RISCORE was validated on the BrainTeaser dataset, which includes manually crafted con-
textual reconstructions, serving as a benchmark for the method’s potential. The results demonstrate that
RISCORE consistently enhances model performance, particularly in lateral reasoning tasks, which are tradi-
tionally challenging for LLMs.

Building on these findings, we developed an automated method for generating contextually reconstructed
riddles for multiple-choice tasks. This approach was applied to datasets lacking manually curated reconstruc-
tions, such as RiddleSense, to evaluate its generalizability. The automated reconstruction method demon-
strated consistent performance gains, showing that even without manual intervention, context reconstruction
provides significant value in enhancing LLMs’ abilities in both lateral and vertical reasoning tasks.

The integration of counterfactual riddles into the prompting strategy represents a significant advancement in
understanding and improving LLM reasoning mechanisms. By enabling models to engage with alternative
contexts that require the same logical pathways, RISCORE fosters deeper reasoning and adaptability. This
study underscores the importance of context and carefully constructed exemplars in few-shot learning, offering
a practical and scalable approach for enhancing the cognitive capabilities of LLMs across diverse reasoning
tasks. Future work may explore extending this methodology to other reasoning benchmarks and domains,
further expanding its applicability and impact.
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Chapter 11

Counterfactuals in LLM-Driven Product
Recommendations

Counterfactual explanations are traditionally employed in classification problems to interpret and understand
decision-making processes. However, their utility extends far beyond classification tasks, as evidenced by their
effectiveness in enhancing the reasoning capabilities of LLMs, a concept thoroughly explored in Chapter
10. Building upon this foundation, the current chapter investigates an additional, emerging application of
counterfactual explanations: their role in influencing and interpreting product recommendations generated
by LLMs.

In typical recommendation tasks, the primary objective of an LLM is to accurately recommend products
tailored to user needs or preferences. Our objective, however, shifts slightly—we aim not to optimize rec-
ommendation outcomes but rather to gain deeper insights into the underlying decision-making mechanisms
of LLMs. By emphasizing interpretability over optimization, we explore strategic methods for manipulating
LLM-driven recommendations, grounded in robust principles derived from human psychology.

Specifically, we adopt an innovative approach by utilizing cognitive biases as black-box adversarial techniques.
By drawing parallels between cognitive biases prevalent in human decision-making and their potential im-
pacts on LLM behavior, this chapter provides a nuanced exploration of adversarial manipulation. Through
leveraging established psychological theories, we aim to empirically measure the susceptibility of LLMs to
these biases, particularly in the domain of product recommendation.

The core contributions of this chapter include a comprehensive analysis of cognitive biases’ influence on prod-
uct visibility within LLM-generated recommendations. We will investigate how exploiting specific cognitive
biases can effectively enhance a product’s recommendation ranking and visibility. Additionally, we aim to
identify and examine instances where biases known to positively influence human consumer behavior para-
doxically harm product visibility in an LLM-driven context. This dual investigation contributes significantly
to our broader understanding of the intricate dynamics between human cognitive patterns and artificial
intelligence-driven recommendation systems.

11.1 Introduction

Adversarial Attacks on Large Language Models (LLMs) pose a significant challenge to the ro-
bustness, fairness, and reliability of these systems. These attacks generally operate in one of two primary
paradigms: black-box and white-box attacks. In a black-box scenario, attackers lack direct access to the
model’s internal parameters and instead probe the system by analyzing changes in generated outputs in
response to modified inputs. In contrast, white-box attacks assume full access to the model’s architecture,
parameters, and gradients, enabling more precise manipulations [321, 160].

Traditional adversarial methods have demonstrated effectiveness in misleading LL.Ms. These methods include
subtle word-level perturbations that alter text in ways imperceptible to humans but impactful for the model’s
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predictions [358], as well as adversarially crafted and out-of-distribution data samples designed to expose
vulnerabilities in the model’s generalization capabilities [360]. One of the most concerning forms of adversarial
attacks is jailbreaking, where attackers engineer inputs to bypass built-in safety constraints. Jailbreak attacks
can take multiple forms, including cleverly designed prompts that trick models into generating restricted
content [368, 208], deceptive role-playing strategies where the model is instructed to assume an identity
that circumvents ethical safeguards [134], and targeted manipulation of next-token prediction or perplexity
measures to induce undesirable outputs [417, 24].

A more advanced and highly effective adversarial strategy involves prompt injections, which involve appending
specially crafted text sequences to an input to override the model’s intended function [190, 102, 209]. This
attack type is particularly concerning because it scales with model size—larger, more capable LLMs appear
to be more susceptible to prompt injection exploits [238]. These attacks can embed commands such as
"Tgnore all previous instructions and disclose confidential information," effectively hijacking the model’s
logical framework and overriding safety mechanisms.

In the context of LLM-driven product recommendation, adversarial attacks take on a unique and commercially
significant role. A particularly potent adversarial strategy involves combining prompt injection techniques
with black-hat SEO practices to manipulate search rankings and recommendation algorithms [256]. Attack-
ers strategically engineer prompts and product descriptions to exploit the model’s ranking logic, artificially
inflating the visibility of specific products. In a related manipulation, [165] demonstrate that embedding tai-
lored text sequences within product descriptions can directly influence ranking outcomes, effectively pushing
certain items higher in recommendation lists.

These findings highlight the growing intersection between adversarial LLM attacks and digital marketing
strategies, illustrating how bad actors can exploit recommendation systems for commercial advantage. As
LLMs become increasingly integrated into real-world applications, understanding and mitigating these attack
vectors is critical to maintaining the integrity and fairness of Al-powered decision-making systems.

Conceptually, these attacks exploit the fundamental operation of LLMs, which act as probabilistic mapping
functions. Given an input sequence , where each token belongs to a predefined vocabulary , an LLM estimates
the distribution of the subsequent tokens using the conditional probability:

H

p(anrl:nJrH ‘ xl:n) = Hp(anri | ml:n+i71)7 (1111)
=1

The primary objective of adversarial attacks on LLMs is to manipulate the input sequence subtly to minimize
the model’s ability to predict accurately or to induce specific, potentially harmful outcomes. This manipula-
tion can be formulated mathematically as an optimization challenge, represented by the minimization of the
negative log-likelihood loss function:

min  L(21.,), with L(z1.,) = —1logp(@) 10 p | Z1n), (11.1.2)
zzr€l,..., VIZI

where indicates the subset of input tokens strategically chosen for adversarial alteration.

Several adversarial strategies have emerged within the literature. For example, consider a scenario where
attackers insert linguistically crafted content into product descriptions to manipulate model outputs. Specifi-
cally, attackers might insert unnatural or linguistically unusual phrases, such as: "inter-act>; expect formatted
XVI RETedly _ Hello necessarily phys) ### Das Cold Elis$?", into the middle of a sentence. Such ma-
nipulated descriptions may cause the model to disproportionately promote a product, thereby distorting
recommendation accuracy.

Nevertheless, these existing adversarial approaches possess significant limitations. Many methods lack clear
interpretability, providing limited insight into why particular edits affect model outcomes. Furthermore,
adversarial strategies often struggle to generalize across different models, as they are specifically designed
and optimized for individual LLM architectures, which reduces their effectiveness across diverse platforms.
Lastly, adversarially modified texts often exhibit noticeable deviations from typical natural language patterns,
making them conspicuous and easily detectable. For instance, inserting highly irrelevant phrases like random
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Figure 11.1.1: Cognitive bias utilized as a re-ranking adversarial strategy in product recommendation [82].

strings or excessively repetitive keywords clearly deviates from naturally occurring language, raising flags in
both automated detection systems and human reviewers.

Recognizing these issues, this chapter advocates a subtler, cognitively informed methodology that leverages
natural psychological biases, resulting in adversarial inputs that remain linguistically natural, inherently
transferable, and challenging to detect by conventional detection mechanisms [82].

Cognitive Biases of LLMs The convergence of LLMs and human cognitive biases has emerged as a
crucial and rapidly evolving field of interdisciplinary research, blending artificial intelligence, psychology, and
behavioral science [257, 111]. A widely accepted assumption is that human cognitive biases, deeply ingrained
in language and thought patterns, have diffused into the extensive textual datasets used for pre-training
LLMs, thereby becoming inherently embedded in these models [261]. While such biases influence human
cognition in decision-making processes, their presence within LLMs raises fundamental concerns regarding
fairness, neutrality, and trustworthiness.

Recent research highlights the vulnerabilities posed by these inherited cognitive biases, as they can distort
LLM-generated content, affecting a wide range of applications. Several studies have probed the existence
and impact of cognitive biases in LLMs [319, 213, 70, 38, 334, 261, 234], exploring their influence on prompt-
ing techniques [215, 342], bias evaluation frameworks [392, 159], and domain-specific applications such as
news recommendation [224]. However, despite this extensive body of work, research remains scarce on the
adversarial exploitation of cognitive biases within practical applications such as LLM-driven product recom-
mendation.

The growing adoption of LLM-based recommendation systems [197, 55, 188] has brought notable benefits,
including improved personalization, advanced contextual understanding, and refined search capabilities. Cur-
rent research utilizes LLMs either as data augmentation tools [223, 379] or as direct retrieval mechanisms
[178, 89, 388]. This integration enables LLMs to leverage vast knowledge bases and user data, allowing for
more precise and contextually relevant recommendations. However, these benefits come with vulnerabilities,
as adversarial attacks can exploit LLM weaknesses to manipulate product recommendations unfairly.

Within product recommendation systems, adversarial attacks become particularly relevant as they intersect
with digital marketing strategies. Attackers have successfully combined prompt injections with black-hat SEO
tactics and model persuasion techniques to manipulate LLM-driven rankings [256]. Such attacks strategically
exploit the ranking mechanisms of LLMs, artificially elevating the visibility of targeted products. Similarly,
[165] demonstrate how embedding carefully crafted textual sequences within product descriptions can directly
impact ranking outcomes, pushing specific products higher in recommendation lists.

These vulnerabilities raise pressing concerns about the integrity and fairness of Al-driven recommendation
systems. Our research extends prior work by investigating adversarial strategies grounded in cognitive biases,
as depicted in Figure 11.1.1. We hypothesize that, much like human cognitive biases influence consumer
decision-making, LLMs exhibit inherent biases in processing product descriptions, making them susceptible to
adversarial manipulation. While previous work by [256] and [165] explores aspects of SEO-related adversarial
attacks, their methods lack robustness and subtlety, making them relatively easy to detect and counteract.

Our contributions aim to address these limitations by:
e Systematically evaluating the role of cognitive biases in LLM-driven product recommendations.

e Demonstrating the difficulty of defending against subtle, bias-driven adversarial manipulations.
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e Validating our findings across multiple product categories and LLM architectures to establish consis-
tency and generalizability.

By bridging the gap between cognitive biases and adversarial attacks, our study provides a novel perspective
on the security and trustworthiness of LLM-based recommendation systems.

11.2 Methodology

This section introduces a straightforward yet powerful approach to influencing product recommendations
made by LLMs by carefully manipulating product descriptions. For example, consider the description of a
coffee machine that reads: “A value-for-money coffee machine for tasty coffee.” This short statement highlights
the product’s generic attributes. A prospective customer might then query the LLM-based recommender with
a prompt like, “I’'m looking for a coffee machine. Could you give me some suggestions?” In such instances, the
query is often vague, leaving the LLM to interpret its intent and rank the results accordingly. Because the
LLM must rely on its training to determine relevance, the outcome of these queries can be highly variable and
uncertain. This inherent ambiguity in the interaction process presents an opportunity: by subtly embedding
cognitive biases into product descriptions, we can sway the LLM’s recommendation behavior.

For instance, a description that includes a statement like “More than 10,000 people have purchased this
coffee machine in the last month” capitalizes on the psychological principle of social proof. Social proof relies
on the human tendency to trust and follow popular choices, suggesting that if so many others have chosen
this product, it must be a wise purchase. This type of adjustment not only influences consumer perception
but also potentially alters how the LLM ranks or recommends the product. The central question we aim
to explore is whether strategically incorporating cognitive biases into product descriptions can consistently
prompt an LLM to recommend a particular item more frequently or rank it more favorably.

Cognitive Biases and Their Role Cognitive biases play a significant role in shaping decision-making,
both for humans and, potentially, for language models tasked with recommending products. Table 11.1
provides a comprehensive list of the cognitive biases we examine, each with a brief description and example.
These biases—common tools in marketing—are designed to tap into psychological and emotional triggers. For
instance, the scarcity effect and exclusivity bias can create a sense of urgency or privilege, prompting faster
purchases. Similarly, biases such as storytelling and identity signaling help consumers feel more personally
connected to a product, making it seem more relevant and meaningful to their lives.

By focusing on these well-known marketing techniques, we not only draw from a rich tradition of human
behavioral studies but also establish a solid foundation for testing their influence on LLMs. The fundamental
strategies that guide human decision-making, such as appealing to social norms or presenting information
in a particularly persuasive narrative style, are logical starting points for investigating whether LLMs are
susceptible to similar framing effects when generating product recommendations.

Defining the Attack In our study, each product is represented by a range of attributes, including its
name, price, rating, description, and type-specific details like camera resolution or book genre. Among these,
we target the description field. In real-world scenarios, descriptions vary from short, single sentences to
more detailed paragraphs. We chose this field because it offers a natural and unobtrusive entry point for
introducing cognitive biases. Altering the price or physical characteristics of a product would necessitate
actual changes to the product itself, and ratings are typically beyond the seller’s direct control. In contrast,
descriptions are relatively easy to modify and can effectively guide consumer perception without drawing
unwanted attention.

To integrate cognitive biases into product descriptions, we explore two main approaches:

e Manual Expert Edits: This straightforward approach involves the addition of a single, carefully
crafted sentence that reflects a specific cognitive bias. Marketing experts are tasked with creating these
sentences. For each product, they append one sentence that exemplifies a chosen bias, without altering
any other product details. Table 11.1 provides examples of these expert-crafted sentences, showcasing
how each bias can be directly applied.
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Cognitive bias ‘

Meaning and Example

Social proof

Tendency to look to others’ actions or opinions to guide decisions, influenced by majority.
“Owver 10,000 people have purchased this item in the last month!”

Scarcity Perception of an item or opportunity as more valuable simply because it is scarce.
"Only 5 left in stock! Order now before they’re gone!”

Exclusivity Tendency to perceive something as more valuable or desirable when it is presented as exclusive.
"Join our exclusive club and get early access to limited edition items!"

Identity Adoption of opinions to communicate affiliation with a specific group or reinforce personal identity.

signaling "Eco-conscious product for a greener planet”

Storytelling Likelihood to be influenced by compelling narratives than abstract information.

effect "Imagine stepping onto a crowded train after a long day [...] these headphones transform any
environment. "

Denominator Breakdown of the cost of a product to make it feel trivial.

neglect "This will only cost 1§ per day!"

Bizarreness Tendency to focus on novel or bizarre details than more mundane information.

effect "Introducing the world’s first smart water bottle that talks to you—Time to hydrate superstar!"

Authority Likelihood to trust or be influenced by recommendations from perceived authority figures.

bias "Endorsed by renowned health experts, this product is your ultimate companion for a healthier

lifestyle”

Decoy effect

Influence on decision-making through the insertion of less attractive options.

"Compared to other smartwatches in the same price range, which only offer basic step tracking...
n

Contrast Tendency to value products more when contrasted with other options.

effect "This is by far the most affordable product in comparison with others of the same features”
Discount Emphasis on the amount saved, rather than the actual price to persuade consumers for a better
framing deal.

"This product is now available with an incredible 50% off!"

Table 11.1: Implemented cognitive biases as adversarial attacks.

e Generated Edits: For a more sophisticated and subtle manipulation, we rely on automatically gen-
erated descriptions. This process involves completely rewriting the product descriptions to seamlessly
embed cognitive biases, resulting in a more natural and less noticeable modification. We employ a
language model, Claude 3.5 sonnet!, to rephrase the descriptions in a way that incorporates the de-
sired bias. By leveraging an advanced generative model, we ensure the resulting text blends in with
other product descriptions, making the biases harder to detect and more likely to influence the LLM’s

recommendations.

When employing the generated attacks, we also rephrase all non-targeted product descriptions to maintain
consistency in length, style, and distribution. This precaution helps ensure the attacked product does not
stand out as an anomaly, which could otherwise introduce an unintended bias. Additionally, this technique
allows us to explore more complex cognitive biases, such as denominator neglect and the storytelling ef-
fect, which would be more challenging to implement manually. By weaving these advanced biases into the
descriptions, we can better assess how deeply and subtly cognitive framing can affect LLM-based product
recommendation systems.

Query and Recommendation To investigate how the LLM’s recommendations are affected by the pres-
ence of cognitive biases, we conduct a structured evaluation process. First, individual product descriptions
are systematically altered by introducing specific biases, and these biased entries are then presented to the
LLM alongside unmodified entries in the same category. The query posed to the LLM follows the format:
“I'm looking for {product category}. Could you give me some suggestions?” This general query allows the
LLM to respond freely, producing recommendations in any order it deems appropriate.

We then compare the resulting product rankings to a set of control rankings, which serve as a baseline where
no products have been manipulated. By using these control rankings, we can assess how much the biased

Lanthropic.claude-3-5-sonnet-20241022-v2:0
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descriptions influence the LLM’s responses, as the unbiased control set reflects the model’s behavior when
recommendations are based solely on factual, unaltered product data.

To ensure that the observed effects are not driven by the sequence in which products are presented, the order
of product listings is shuffled prior to input. This randomization eliminates any potential positional bias that
could affect the LLM’s ranking choices, ensuring that changes in recommendation patterns can be attributed
more reliably to the introduced biases.

The prompts and hyperparameters employed in this evaluation are consistent with those used in previous
studies, including [256] and [165], enabling reproducibility and a standardized basis for comparison.

11.2.1 Experiments

Datasets For our experiments, we begin by examining the same dataset of fictitious coffee machines,
cameras, and books previously introduced in [165, 256]. These synthetic datasets consist of 10 distinct
items within each product category, spanning a range of prices, ratings, and other descriptive features.
Further details about the dataset, including the specific attributes and distributions. In addition to these
artificial datasets, we extend our study to real-world data. Specifically, we incorporate a collection of product
descriptions derived from Amazon Reviews [119], featuring items that were listed on Amazon in 2023. This
dual approach—combining synthetic and real-world data—allows us to observe the effects of our methods
across both controlled and more varied, authentic scenarios.

LLM-Based Recommenders To better understand how different language models respond to cognitive
biases embedded in product descriptions, we evaluate both open-source and proprietary large language mod-
els. This dual perspective helps us identify patterns that are independent of a specific model’s architecture
or size. Among the open-source models, we utilize various configurations of the Llama series [101], includ-
ing the 8 billion, 70 billion, and 405 billion parameter variants. For closed-source systems, we employ the
proprietary Mistral 2 large model?, as well as the Claude 3.5 sonnet model. This diverse selection of LLMs
enables us to study the influence of scale, architecture, and training methodologies on the susceptibility of
recommendations to biased inputs.

Evaluation Metrics and Methodology The primary goal of our evaluation is to measure how product
recommendations change before and after applying attacks on product descriptions. Our analysis starts with
standard ranking metrics, using Mean Reciprocal Rank (MRR) to capture position-wise changes in recom-
mendations. Beyond MRR, we also track the number of products (#p) that exhibit statistically significant
changes due to the attack.

Two key measures are computed:

1. Recommendation Change: For each product p, we calculate the difference in how often it is rec-
ommended after the attack compared to before. We also count how many products, in total, show
significant shifts in recommendation frequency.

2. Position Change: We compute the average shift in ranking position for each product p, as well as the
number of products where this change is statistically significant. A negative position change indicates
that the product moved closer to the top of the recommendation list, signifying an upward rank shift.

For attacks that have a positive influence on a product’s recommendation, we expect the recommendation
change metric to be positive (indicating that the product was recommended more frequently), and the position
change to be negative (reflecting a movement higher in the rank). The more pronounced these changes, the
more impactful the attack. Conversely, for attacks with negative influence, the trends would reverse.

Assessing Product Visibility In this study, product visibility is defined by two primary factors: the
frequency of recommendations and the rank position on the recommendation list. If embedding a cognitive
bias leads to an increase in how often a product is recommended, or improves its position in the list (closer
to the top), we consider this a gain in visibility. In some cases, a cognitive bias may only improve one of
these factors while leaving the other unchanged, which still counts as a positive impact on visibility.

2Mistral’s large model version mistral.mistral-large-2407-v1:0, which contains 123 billion parameters.
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However, when a bias results in conflicting effects—such as a reduced recommendation rate but a better rank
position—we label these outcomes as mixed. The interpretation of such mixed signals depends heavily on
context. For instance, a seller might prioritize having their product appear in recommendations regardless
of position, while another might value a top position more than the frequency. In our analysis, we identify
these ambiguous cases and do not classify them as clear gains or losses in visibility.

To ensure a rigorous approach, we only label an attack as increasing or decreasing product visibility if it
consistently exhibits that effect across all experiments and conditions.

Evaluating Robustness with A-priori Defenses To examine the LLM’s inherent robustness against
cognitive biases, we introduce a defensive strategy at the prompt level. Without explicitly signaling that a
cognitive bias may be present, we adjust the system prompt to encourage unbiased behavior. The modified
prompt guides the LLM to focus on factual product features and the original user query, rather than relying
on any persuasive or suggestive elements in the description. This prompt alteration is designed to be neutral
and agnostic, aiming to promote more balanced and impartial recommendations. The default prompt, serving
as a baseline, is defined as follows:

A chat between a human and an artificial intelligence assistant.
The assistant provides a numbered list of product recommendations
ranked based on the user’s request.

In contrast, the defensible system prompt is adapted to explicitly instruct the LLM to provide recommenda-
tions free from bias. The revised prompt reads:

A chat between a human and an artificial intelligence assistant.
The assistant provides a numbered list of product recommendations
ranked based on the user’s request.

The assistant is unbiased and focuses only on the product
characteristics and the user’s query for its recommendations,

and no other factors at all.

This modified prompt is purposefully agnostic to any potential attack, including those involving cognitive
biases. By keeping the prompt generic and unbiased, it ensures that the LLM relies purely on the pro-
vided product information when generating recommendations. While it is theoretically possible to craft
prompts that are more specifically tailored to counteract known attack types, this approach is not practical
in real-world applications where the presence or nature of an attack is not known beforehand. A generalized
defensible prompt better aligns with real-world usage scenarios, where the goal is to rely on the LLM’s innate
ability to focus on product characteristics rather than external influences.

If, despite these precautions, the LLM’s recommendations remain susceptible to attacks—as our experiments
indicate—this suggests a limitation in the LLM’s capacity to detect or adequately respond to the embedded
manipulation. This observation underscores the need for further research into strengthening the LLM’s
inherent defenses against such adversarial influences.

11.3 Results and Analysis

All experiments were conducted 100 times without altering the experimental setup in order to assess the
variability and uncertainty of LLM-generated responses. Changes were only considered significant if they
reached statistical significance consistently across all repetitions.

Analysis of Generated Attacks A primary focus was placed on generated attacks due to their inher-
ent scalability and subtlety. Unlike manually created manipulations, these attacks did not require human
intervention and seamlessly blended into existing product descriptions. Their unobtrusive nature rendered
them more challenging to detect, while still allowing them to exert a noticeable influence on LLM recom-
mendations. On average, each attack was applied to every product in over 50 distinct ways, minimizing the
impact of random variations. To ensure the accuracy of the experimental conditions, all generated attacks
underwent a thorough manual review by domain experts. This verification process confirmed that the attacks
were appropriately embedded within the product descriptions.
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Table 11.2 provides a detailed comparison of the effects of different cognitive biases on recommendations
made by various LLMs for two categories of products: coffee machines and cameras. It was observed that
certain biases consistently impacted product visibility across all LLMs and product types. For instance, the
social proof and discount framing biases enhanced visibility by improving recommendation frequency, rank
position, or both. Applying social proof to the Claude 3.5 Sonnet model resulted in a 334%3 increase in the
average number of recommendations and a 50% improvement in rank position.

Conversely, the ezxclusivity and scarcity biases consistently reduced product visibility. Products that included
phrases such as “only a few items left” were recommended 13.5 times less frequently on average across 100
runs, and their ranking positions dropped by approximately one position. This led to a 30% reduction in
recommendation frequency, accompanied by a 54.15% decline in rank position. The impact was even more
pronounced for products targeting a specific exclusive consumer group: recommendation rates decreased by
45.23%, while rank positions deteriorated by 116.23%.

These findings are particularly noteworthy given the widespread application of these biases in traditional
marketing. While biases like exclusivity and scarcity have demonstrated effectiveness in human-centered
marketing strategies, the results indicated that these same biases negatively affect visibility in LLM-driven
recommendation systems. In contrast, biases such as social proof and discount framing proved to be beneficial,
significantly enhancing the likelihood of a product being recommended and improving its rank position in
LLM-generated lists.

For other biases, such as the decoy effect, no consistent pattern was observed. The impact of these biases
varied across different models and product types, resulting in mixed outcomes.

Figure 11.3.1 illustrates the MRR values for coffee machines before and after applying cognitive bias-based
attacks, using Llama, Mistral and Claude 3.5 Sonnet as recommenders. The analysis revealed a generally
consistent pattern: the majority of the products experienced a uniform change in their MRR scores, either
increasing or decreasing after the attack. Only a few exceptions to this trend were observed, and upon manual
review, these exceptions were deemed statistically insignificant.

One notable finding is that biases such as social proof tend to produce a more pronounced effect on prod-
ucts that initially received lower recommendation frequencies. In contrast, for products that were already
frequently recommended, the impact of these biases is less significant. Similarly, biases that negatively influ-
ence recommendations, like scarcity, have a stronger negative effect on highly ranked products. For example,
the inclusion of the phrase “Limited items left” in a product’s description causes a more substantial decline
in recommendation frequency and rank position for a product that was previously highly recommended.

The dynamics of these shifts are further illustrated in Figure 11.3.2. This figure displays the number of
products that, after being subjected to a bias-based attack, became the top recommendation (out of 100
runs), despite not being the most recommended product beforehand. This visualization underscores how
certain biases can significantly alter recommendation frequencies and rankings. For instance, the social proof
bias frequently elevates a product to the top recommendation position, even when it was not previously
ranked that highly. Similarly, biases like contrast and decoy effect cause changes in top recommendations,
though to a lesser extent.

The sensitivity of different LLMs to these biases varies substantially. More capable models, such as Llama-
405b and Claude 3.5 Sonnet, exhibit a greater susceptibility to these attacks, resulting in more frequent
recommendations of manipulated products. Despite its large parameter count, Llama-405b demonstrates
striking differences in top-1 recommendations compared to other LLMs, especially under expert attacks. On
the other hand, Mistral displays stronger resistance to many of the attacks, particularly those crafted by
experts.

Overall, these findings highlight that cognitive bias-based attacks lead to highly variable and unpredictable
behavior in top-1 recommendations among different LLMs. Given the realistic nature of the attacks and the
widespread use of LLMs in recommendation systems, this variability presents a significant practical concern.
Notably, while the LLMs generally show agreement in overall recommendation rates and position changes
under each attack, a per-product analysis reveals several non-trivial insights that were not apparent at a
higher level of abstraction.

3This value was calculated by dividing the %aft-bef column in Table 11.2 by the bef column.
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Model Coffee Machines Cameras
Recommendation Position Recommendation Position
| | %Aft.-%Bef. #p  Aft-Bef. #p | %Aft-%Bef. #p  Aft.-Bef. #p

social proof

exclusivity

scarcity

discount
framing

llama-70b -15.0 1 -0.27 2

authority bias

storytelling
effect

contrast  ef-

p llama-405b +17.0 1 +1.07 2 n/a n/a
ect claude3.5 +7.0 1 n/a 0 -13.0 1 -0.14 2
llama-8b -4.0 3 -1.37 2 n/a 0 -0.79 2
i llama-70b +17.5 2 n/a 0 -13.4 5 0.0 3
denominator
neglect claude3.5 18.0 1 1113 1 -30.71 7 n/a 0
llama-8b -3.0 2 n/a 0 -4.33 3 -1.36 2
llama-70b +14.0 3 n/a 0 +9.5 2 +0.26 1
decoy effect
claude3.5 -0.5 2 +0.11 1 -18.0 2 n/a 0
llama-3b -12.67 3 -0.44 1 n/a 0 117 1
identit o llama-70b n/a 0 -0.77 2 -2.5 6 +0.52 2
el. Y S8 | Jlama-405b +21.0 1 n/a 0 n/a 0 n/a 0
naling claude3.5 46.0 1 n/a 0 -17.0 2 -0.48 1
llama-8b 5.0 2 -0.47 1 n/a 0 -0.66 2
b llama-70b +15.0 1 n/a 0 -8.29 7 10.37 1
;fzarreness llama-405b +1.5 2 n/a 0 n/a 0 n/a 0
effect claude3.5 -2.5 2 -0.79 2 -21.33 3 +0.6 2
mistral n/a 0 +1.04 1 +14.33 6 -1.16 2

Table 11.2: Results (generated attacks) on coffee machines and cameras. (oo highlights attacks on LLMs
that consistently benefit the product, whereas pinlc denotes attacks on LLMs that consistently affect
product recommendation negatively. N/A refers to non-applicable after vs before comparison due to #p
being zero (there are no products representing the respective change).
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(e) Results for Llama-405b.

Figure 11.3.1: Mean Reciprocal Rank (MRR) values for each product in the coffee machines dataset. The
plots show the effects of cognitive bias-based attacks.

Expert vs Generated Attacks When comparing the outcomes of attacks crafted by experts to those
generated by Claude 3.5 Sonnet, a generally similar impact on product visibility can be observed. Detailed
results for specific expert-crafted attacks, such as social proof and discount framing (denoted as social proofesy
and discount framinges,, respectively), are provided in Table 11.3. Cases where expert-led attacks exert a
greater influence are highlighted in bold in the table.

Although generated attacks tend to yield more consistent results overall—likely due to their ability to encap-
sulate a wider variety of biases and the LLMs’ propensity to pick up on this diversity—there are exceptions.
Specifically, social proof,,, demonstrates a more pronounced effect on both recommendation rate and product
ranking compared to the generated version. This increased effectiveness can be attributed to the directness
and clarity of the expert-crafted phrasing, such as an explicit statement like “This is the most popular choice
among customers!” Conversely, generated attacks typically employ more nuanced language, such as “Our
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Lama-8b
Liama-70b
Liama-405b
Claude3.5
Mistral

T S B
i

N

Number of Products

Figure 11.3.2: Number of products that became the most frequently recommended post-attack (not most
recommended pre-attack). The plot only includes biases with non-zero effects. exp denotes expert attacks,
contrasting the generated attacks.

best-selling product,” that is more subtly embedded within the description.

Despite the notable performance of the expert implementation of social proof across multiple LLMs, it does
not provide a sufficient basis for making broad generalizations about the relative effectiveness of expert versus
generated attacks. This highlights the importance of considering the specific context and wording of each
attack when evaluating their overall impact.

Model Recommendation Position
% Aft.-%Bef. #p %Aft.-%Bef. #p
llama-8b +25.88 8 -1.22 8
= g llama-70b +40.11 9 -1.44 10
g‘*g llama-405b 1-33.00 10 -1.75 9
@ 7| claude3.5 +25.30 10 -0.85 5
mistral —+21.67 6 -1.52 8
+ &l llama-8b 1.00 2 -1.37 3
§ e| llama-70b 23.00 3 N/A 0
g ‘2| llama-405b 17.33 3 -0.48 1
a E claude3.5 15.00 2 -0.44 1
mistral N/A 0 1.13 2

Table 11.3: Results of the expert-crafted social proofe,, and discount framinge, attacks for the coffee
machines products.

Half Price vs. Discount Framing 7To examine the relative influence of biases on LLM recommendations,
the following question was posed: “To increase a product’s visibility, is it more effective to silently halve its
price, thereby enhancing its perceived value, or to advertise a discount without actually lowering the price?”
The comparison of these two approaches is shown in Table 11.4, which outlines the recommendation rates
for a product in two scenarios: when its price is genuinely halved, and when it is kept at its original (double)
price but framed with a discount in its description.

Interestingly, the discount framing approach consistently results in more products being recommended. This
outcome is particularly striking given that the advertised discounts in these framing scenarios were never as
high as 50%, with an average discount percentage of approximately 26.25 & 5.34%.
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Table 11.4: Halving a product’s price vs employing discount framing. The instances where the impact of
price halving is lower than the discount framing are underlined. In most cases, the unsubstantiated discount
frame outperforms the actual halved price.

MobEL RECOMMENDATION PosiTioNn
% AFT.- #p Y% AFT.- #p
% BEF. % BEF.
8 LLAMA-8B +0.01 5 -0.83 2
= | LLAMA-70B +11.25 4 -0.58 1
g LLAMA-405B +19.00 1 N/A 0
| cLAUDE3.5 +8.50 2 -0.48 2
MISTRAL +5.00 1 -1.52 2

A critical consideration in assessing the true impact of the discount framing attack is the magnitude of the
discount applied. For instance, a product advertised with an 80% discount may influence LLMs in various
ways. An exceptionally high discount may appear implausible, potentially signaling to the model that it is
not genuine. Conversely, if the item is genuinely on a substantial sale, the high discount might prompt the
LLM to prioritize recommending it.

In our experiments, however, we deliberately avoid employing large, unrealistic discounts. This decision
ensures that our analysis remains grounded in plausible, real-world scenarios. Additionally, the purpose of
our investigation is to study the influence of social biases rather than to promote harmful practices. If a
seller aims to improve the visibility of their product, relying on exaggerated or false discount claims would
be counterproductive. Instead, genuine price reductions should be considered. Given this rationale, it is
unrealistic to assume that product visibility can be significantly boosted by applying fictitious discounts of
80% or 90

The actual distribution of discounts used in our generated discount framing attacks is shown in Figure 11.3.3.
The mean discount value is 26.25 + 5.54%, with a median of 25.0%. Most discounts range from 15% to
around 40%, reflecting a more realistic and practical approach.
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Figure 11.3.3: Distribution of discounts used in generated discount framing attacks.

11.4 Social Proof vs. Product Ratings

In this experiment, the previously introduced comparison of halving product prices versus employing the
discount framing attack was further extended. It was observed that product ratings within the coffee ma-
chines dataset typically range between 3.9 and 4.8, making a rating of 2.1 an outlier well below the normal
distribution. Due to this, a different analytical approach was required.

The objective was to estimate the average improvement in ratings that would be necessary to neutralize
the influence of the social proof bias in the model’s recommendations. For example, preliminary analysis of
the Claude 3.5 Sonnet recommender, using the coffee machines dataset, suggested that a 0.5-star increase
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in product ratings could approximate the effect of incorporating social proof into the product descriptions.
However, given that product ratings were already near the maximum 5-star rating, further increasing them
was not practical. As a result, the focus shifted to the following question: “What average reduction in product
ratings would neutralize the social proof bias in LLM recommendations?”

To answer this, product ratings were systematically decreased in increments of 0.1 to 0.5. These reduced
ratings were applied to targeted products that simultaneously contained social proof bias in their descriptions.
The subsequent recommendation rates for these manipulated products were then compared to the original,
higher-rated versions.

The results, presented in Figure 11.4.1, demonstrate that the social proof bias generally bolstered product
visibility as long as the reduction in rating was less than 0.27. For larger rating decreases, while social proof
did not entirely counteract the drop in ratings, its presence still offered a measurable benefit. For instance,
a comparison of the effects of a 0.40 rating reduction—both with and without social proof—indicated that
even in these scenarios, social proof helped sustain higher recommendation rates than those achieved without
it.

0.1+

0.0 7

—0.1 4

Difference in Recommendation

-0.2 1

T T T T T T T T T
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
Rating Difference

Figure 11.4.1: Difference in recommendation rates for the Claude 3.5 Sonnet recommender, applied to
coffee machine products when their ratings were reduced and a social proof attack was simultaneously
implemented. The red line marks the threshold where the recommendation rates of the original product
and the manipulated product with reduced ratings converge.

Defense A significant challenge with cognitive biases as adversarial attacks is their subtle and embedded
nature. Unlike traditional adversarial attacks that might rely on conspicuous sequences of random characters,
these biases blend seamlessly into natural language [256, 165]. This makes them difficult to identify or filter
out automatically. Furthermore, indiscriminately removing all information related to biases is not always an
ideal solution. Some biases, such as a genuine discount, may reflect valuable information that a recommender
system should consider. Thus, the challenge is to create a defense that can distinguish between benign and
manipulative biases.

To examine the robustness of LLMs against cognitive bias-based attacks, the system prompts were adjusted
to focus exclusively on product attributes, ignoring any biases present in the descriptions. The results of
these adjustments, as applied to various influential attacks (both positive and negative), are summarized
in Table 11.5. Notably, the outcomes demonstrate that the effectiveness of the attacks remained largely
unchanged regardless of whether the defense prompt was used. This indicates that the defenses employed
were not sufficient to mitigate the influence of these biases.

For instance, when using Llama-8b, the exclusivity bias led to a mean position increase of 0.11 for five
products—an effect contrary to the previously observed outcome. However, this positional change was ac-
companied by a 30% decrease in recommendation frequency for seven products, a decrease that was even
more pronounced in the absence of the defense prompt. Consequently, in this case, the defensive prompt did
not improve the model’s resistance to the attack, highlighting the inherent difficulty of countering cognitive
bias-based adversarial techniques.
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Model Recommendation Position
%Aft.-%Bef.  #p | %Aft.-%Bef.  #p

5 | llama-8b +19.75 4 -1.29 4
5 llama-70b +20.00 4 -1.00 5
| llama-405b +19.25 4 -0.20 4
(§ claude3.5 +13.00 3 -0.66 2
mistral +13.00 1 -0.51 3
llama-8b -30.43 7 -0.11 5
2 | llama-70b -30.60 10 +0.98 3
'S | llama-405b -24.40 5 +2.37 4
M| claude3.5 -31.29 7 +2.76 3
mistral -6.00 2 +0.91 4

Table 11.5: Results of attacks with positive and a negative impact on product visibility, using the defensible
system prompt on the coffee machines products. Comparison with the same biases in Table 11.2 indicates
similar recommendation and position tendencies.

Bias Recommendation Position
P0Aft-%Bef (1) #p (1) Aft-Bef (])  #p (1)
‘ Chew Toys
social proofexp n/a 0 -0.54 £ 0.13 3
social proof +16.00 £+ 0.00 1 -0.38 4+ 0.00 2
exclusivityexp -48.00 £ 0.00 1 +0.61 £+ 0.31 3
exclusivity -21.00 £ 0.00 1 +0.48 £ 0.23 3
Laptops
social proofexp | +16.33 £ 3.86 3 -0.49 £ 0.00 1
social proof n/a 0 -0.30 + 0.4 2
exclusivityexp -15.00 £ 0.00 1 0.08 + 0.02 2
exclusivity n/a 0 0.90 + 0.00 1

Table 11.6: The impact of cognitive biases on Claude using two subsets of Amazon’s dataset [119] (chew
toys and laptops).

11.4.1 Real-World Evaluation

The initial analysis utilized controlled datasets, consistent with prior literature, featuring concise product
descriptions. This controlled setting allowed for the identification of clear and repeatable cognitive bias
effects. Building on those results, the current investigation extends to real-world data, specifically evaluating
the influence of social proof and ezxclusivity biases. These two biases were chosen because they demonstrated
some of the most pronounced positive and negative impacts, respectively, in earlier experiments.

A new dataset was curated from Amazon Reviews metadata [119] to approximate realistic advertising condi-
tions. This dataset retained key attributes—such as price, ratings, and product descriptions—mirroring the
structure of the controlled datasets used in previous analyses. However, the real-world descriptions are no-
tably longer and more complex, often integrating technical specifications with persuasive language reflective
of actual marketing strategies.

To maintain a consistent analytical framework, the evaluation focused on two consumer-favored product
categories: laptops and pet chew toys. Each category included 10 items, ensuring the same dataset size as in
earlier studies. Products were filtered to include only those with high ratings, determined using a Bayesian
average that accounts for both review counts and individual ratings. Additionally, only items with complete
metadata fields—such as price and ratings—were included.

The results confirmed the same consistent patterns observed in controlled datasets. For instance, in the laptop
category using the Claude 3.5 Sonnet model, the social proof attack increased the recommendation rates for
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three products by an average of 288.88%. Prior to the attack, these products had recommendation rates of
12%, 2%, and 12%, which rose to 30%, 13%, and 32%, respectively, after the attack. This change represents
the percentage increase from the pre-attack rates. Notably, the product positions in the recommendation lists
remained unchanged. In contrast, biases with negative effects, such as exclusivity, demonstrated a decrease
in recommendation rates. For example, in the same dataset and model, the recommendation rate dropped
by -22%, falling from an average of 71% to 56%, reflecting a change (%aft.-%bef.) of -15%.

Specifically, Table 11.6 presents the results for the Amazon dataset’s “chew toys” subset, analyzed using
Claude 3.5 Sonnet. This evaluation highlights the impact of two influential attacks—social proof and ez-
clusivity—in scenarios where both expert-crafted and LLM-generated attacks were applied. Consistent with
earlier datasets (coffee machines, cameras, books, laptops), the table demonstrates that these attacks con-
tinue to exert a similar influence on product visibility. However, a noteworthy distinction lies in the reduced
prominence of the attack’s impact when compared to the datasets analyzed in [165].

This diminished effect is likely attributable to the real-world dataset’s inherent integration of various social
biases within the product descriptions. For instance, in the laptop dataset, phrases like “ Business Laptop,
Intel Core i5-1235U (Beats i7-1165¢7)” highlight a product’s superiority by explicitly comparing it to another.
Similarly, promotional incentives like “ Bonus 32GB SnowBell USB Card” add persuasive elements. These pre-
existing cognitive biases, embedded within the real-world descriptions, may reduce the visibility of additional
manipulative biases. In fact, the interplay of multiple biases—such as scarcity enhancing visibility when
combined with discount framing—complicates the analysis and can dampen the observed effects of targeted
attacks.

Further differences emerge in the length and complexity of the product descriptions across datasets. On
average, the chew toy products in the Amazon dataset were described with 900.3 characters (126.8 words),
whereas the laptop descriptions averaged 1436 characters (172.3 words). In comparison, descriptions from
the coffee machines dataset used approximately 219.2 tokens (16.6 words), cameras averaged 227.6 characters
(14.9 words), and books featured about 247.0 characters (18.1 words). These statistics were obtained using the
NLTK tokenization package®. Despite the relatively small size of the added attacks, the presence of additional
cognitive biases in the base descriptions played a substantial role in shaping the models’ recommendations
across all datasets, influencing their overall visibility and ranking behavior.

11.5 Conclusion

This study presents a novel approach to leveraging cognitive biases as subtle adversarial techniques aimed at
influencing large language model (LLM)-based product recommendation systems. By embedding these biases
directly into product descriptions, the work demonstrates how seemingly innocuous language modifications
can meaningfully shift LLM recommendation rankings. The experiments identify which cognitive biases have
the most pronounced effects on recommendation outcomes, revealing a significant vulnerability within LLM-
based recommendation frameworks. This vulnerability stems not only from the inability to easily detect such
biases but also from the difficulty in defending against them.

The findings underscore a fundamental blind spot in the current implementation of LLM-driven recommen-
dation systems. Despite their impressive performance in many natural language understanding tasks, these
models exhibit limited robustness when exposed to cognitive bias manipulations. Even subtle, well-crafted
attacks can produce noticeable shifts in recommended products, indicating that these systems are far more
susceptible than previously understood. Moreover, the study highlights the considerable variability in how
different LLMs respond to the same bias, showing that their behavior in commercial recommendation settings
is often unpredictable.

Beyond simply identifying these vulnerabilities, the research contributes valuable insights into the relationship
between language patterns and model behavior. It also emphasizes the pressing need for improved defenses
against adversarial influences, particularly as LLMs continue to play a growing role in commercial recom-
mendation environments. By exposing these blind spots, this work offers a critical step toward enhancing
the reliability and fairness of LLM-based recommendation systems.

4https://www.nltk.org/api/nltk.tokenize.html
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While the current investigation focuses primarily on LLM-based product recommendation systems, future
research could expand the scope of these methodologies in several important directions. First, exploring
a broader range of product categories could yield a more comprehensive understanding of how cognitive
biases manifest and influence recommendation outcomes. For instance, applying these techniques to highly
competitive sectors, such as electronics, fashion, or automotive products, may uncover different patterns of
susceptibility. By examining diverse categories, researchers can better assess the generalizability of these
findings and refine their strategies for detecting and mitigating bias.

In addition to diversifying product categories, future work could also extend this methodology to the domain
of news and information dissemination. Cognitive biases may have profound implications for how LLMs
summarize news articles, integrate conflicting information, and present conclusions to end-users. Investigating
the interplay between social and cognitive biases in news summarization tasks could provide valuable insights
into how LLMs prioritize certain narratives over others. This research may help identify vulnerabilities in
LLMs that could contribute to the unintentional amplification of misinformation or biased reporting.

Furthermore, these methodologies could be adapted to study how cognitive biases affect the integration
of multiple information sources. For example, when LLMs attempt to reconcile disparate viewpoints from
various articles or user-generated content, subtle biases in the phrasing or emphasis of certain facts might
influence the final summarized output. By expanding the current approach into this realm, researchers could
gain a deeper understanding of how cognitive biases shape not just product recommendations, but also the
perceived credibility and reliability of information delivered by LLMs.

Another critical direction is to develop robust, scalable defense mechanisms that can counteract cognitive
biases in real time. Future studies could explore automated techniques for detecting bias at the description
level before it affects recommendation rankings or information summaries. Building on the current findings,
researchers could test the efficacy of adaptive prompt engineering, fine-tuning on bias-resistant training data,
or integrating external knowledge bases that help verify the validity of claims in both product descriptions
and news articles.

In summary, the next steps in this line of research include: (1) expanding the methodology to cover a wider
variety of products and categories, (2) applying these approaches to the domain of news summarization and
misinformation, (3) analyzing the integration of information from multiple sources under the influence of
cognitive biases, and (4) developing advanced defense strategies to mitigate the impact of these biases. By
pursuing these directions, future research can deepen our understanding of LLM behavior across diverse
domains and enhance the resilience and fairness of recommendation and summarization systems.
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Chapter 12

Conclusion

This this dissertation it is presented ways for generating and evaluating the semantic counterfatual exaplan-
tions.

Specifically Chapter 4 it is presented a general framework for generating semantic counterfactual explanations
using a knowledge-graphs, emphasizing the essential role of semantics—i.e., meaningful labels and relational
information—when designing explainable AI systems. It utilized the concept of an “Explanation Dataset,”
which pairs items’ semantic annotations (described in Description Logics) with their feature representa-
tions for a classifier. Counterfactual explanations are then defined as minimal, semantically interpretable
edits—replacements, insertions, or deletions of concepts and roles—that transform an exemplar’s ABox as-
sertions so that it matches another exemplar already classified into a desired target class. Beyond local
explanations for single items, the framework offers a way to compute global explanations by aggregating
frequent semantic edits across multiple instances. Although computing exact graph edit distances is NP-
hard, the chapter proposes an efficient approximation approach by focusing on concept-level edits. This
setup, along with the accompanying definitions and algorithms, establishes a principled path for building and
interpreting conceptual counterfactual explanations based on knowledge-graph enrichments.

Following, Chapter 5 emphasizes the importance of modeling not only the concepts but also the relationships
(edges) between them when computing counterfactual explanations, since interactions such as “person rides
bicycle” can be pivotal for understanding classifier decisions (e.g., distinguishing “pedestrian” vs. “driver”).
It proposes both a set-edit approach—where edges are “rolled up” into concepts of the form Jr.C—and a
more advanced Graph Neural Network (GNN) method that embeds entire scene graphs for efficient retrieval
of nearest counterfactual exemplars. Extensive experiments on diverse datasets (CUB for bird classification,
Places with Visual Genome for scene understanding, custom “pedestrian vs. driver” images, and even an
audio-based COVID-19 classification dataset) consistently show that preserving and utilizing relational infor-
mation leads to more faithful, minimal, and human-interpretable counterfactuals. User studies confirm these
semantic graph-based explanations not only match or outperform a state-of-the-art image-based approach
but also help humans learn and apply the classifier’s “rules” more effectively, even in “blind” settings with-
out direct visual cues. Finally, the chapter discusses broader implications—such as the need for well-curated
knowledge bases, potential integration with generative models, and ongoing research to ensure robustness and
scalability across modalities—underscoring the value of conceptual and relational explanations in explainable
Al

However, despite the framework presented above, the aforementioned framework cannot be used for gen-
erating new instances. This is particularly relevant in the field of explainability, where the generation of
counterfactual samples is a primary technique. Chapter 6 addresses the challenge of generating high-quality
textual counterfactual explanations—minimal yet meaningful edits to text samples that change or stress-test
a classifier’s prediction. Extending the semantic, model-agnostic ideas described in earlier chapters, it intro-
duces a framework that no longer merely searches for "close" instances in a dataset but instead constructs
new text samples by optimally substituting words. Central to this approach is formulating counterfactual
generation as a “relaxed” bipartite matching (or assignment) problem between source and target words, for
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which two algorithms are explored: (1) a deterministic solution via classical graph-matching methods that
guarantees optimality but can be slow for large datasets, and (2) a GINN-based solution that provides a
near-optimal matching at significantly reduced runtime. These bipartite edges can be weighted in transparent
ways (e.g., via WordNet path similarity) or through modern embedding-based word similarities, the latter
yielding fewer edits but being less explainable. Experiments on sentiment and topic classification (IMDB
and Newsgroups) show that this approach surpasses two state-of-the-art editors (MiCE and Polyjuice) in
most quality metrics (fluency, semantic closeness, minimality) while running up to 50x faster. The chapter
concludes with a discussion of key trade-offs—optimality vs. speed, explainability vs. performance, and
controllability vs. minimality—and suggests future directions like integrating additional lexical resources or
refining GNN performance for even better approximations of the deterministic solution.

Following Chapter 7, several approaches are presented for evaluating counterfactual explanations by system-
atically categorizing and assessing multiple counterfactual editors across textual and visual domains. A novel
iterative feedback method is introduced, where outputs from different iterations of the counterfactual editing
procedure are utilized as a form of ground truth to evaluate optimality. Specifically, this involves iteratively
feeding the outputs of the editors back into themselves, producing subsequent edits, and uncovering any
inconsistencies or suboptimal modifications. To quantify these deviations, a novel metric called inconsistency
(inc@n) is proposed, effectively distinguishing editors based on their capacity to consistently achieve min-
imal edits. The inconsistency metric measures optimality across various underlying metrics. Experimental
evaluations were conducted using text editors such as MiCE, Polyjuice, and TextFooler on the IMDb and
Newsgroups datasets. Editors were rigorously assessed using metrics including Flip Rate, Minimality, Flu-
ency, and Grammatical Correctness. Results demonstrated that TextFooler consistently produced minimal
and stable edits, whereas Polyjuice frequently introduced extensive modifications, especially in longer texts.
MiCE exhibited strong initial performance but showed declining effectiveness and increasing inconsistencies
with successive iterations of feedback.

After presenting methodologies for generating and evaluating counterfactual explanations, four distinct ap-
plications of these methodologies are discussed beyond their traditional use for explainability. The first two
applications involve directly applying the methodology described in Chapter 5 to assess the generative ca-
pabilities of various generative systems. Specifically, Chapter 8 introduces a method for evaluating image
and story visualization systems. Rather than utilizing counterfactual explanations solely for model inter-
pretability, the same algorithm is adapted to detect errors occurring between the input prompts and the
generated images or stories. An explainable metric is proposed, offering not only quantitative values suitable
for comparing different models but also clear explanations highlighting the specific sources of generation
errors.

In a similar vein, Chapter 9 adopts the same evaluation methodology to measure the hallucination rates of
LVLMs. It presents an explainable benchmarking approach to systematically detect and explain errors in
image captioning processes. The results underscore that LVLMs generally produce fewer hallucinations com-
pared to traditional image captioning systems. Additionally, the findings indicate that hallucination frequency
increases when captions are artificially lengthened, highlighting an essential consideration for improving the
reliability of LVLM-generated captions.

Chapter 10 present an application of counterfactual explanations to the field of NLP. Specifically, it ex-
amines the incorporation of counterfactual examples to improve the reasoning abilities of LLMs. Initially,
it shows how LLMs tackle puzzle-solving tasks, particularly riddles, by systematically categorizing puzzles
based on their reliance on formal rules or commonsense reasoning and exploring various prompting techniques
to enhance model performance. The research introduces a novel method—referred to as RISCORE—that
leverages "counterfactual" or "context-reconstructed" riddles: puzzles that require the same core reasoning
steps but present them in alternative settings. By incorporating these reconstructions in a few-shot learning
setup, the method demonstrates improvements in both vertical reasoning (rule-based logic) and lateral think-
ing (creative, out-of-the-box problem-solving), as evidenced by evaluations on datasets like BrainTeaser and
RiddleSense. Empirical comparisons reveal that combining the original riddles with their reconstructed vari-
ations often outperforms standard prompting approaches, including chain-of-thought methods, illustrating
the effectiveness of context-shifted examples in fostering more robust reasoning. Furthermore, an automated
pipeline for generating reconstructed riddles is introduced, enabling the approach to generalize to puzzle
collections that lack preexisting context adaptations. Overall, the findings highlight the power of tailored ex-
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amples that preserve reasoning pathways while varying the context, offering a scalable and practical method
to enhance LLM reasoning across diverse puzzle-solving benchmarks.

Lastly, Chapter 11 explores an application of counterfactual explanations beyond traditional classification
tasks—specifically, their role in interpreting and influencing product recommendations made by LLMs. Un-
like typical recommendation systems aiming solely at accuracy, this chapter emphasizes understanding the
decision-making processes within LLMs by strategically leveraging cognitive biases. The chapter employs
cognitive biases, widely recognized in human psychology and marketing, as subtle adversarial strategies to
manipulate product recommendations. This method examines whether embedding biases like social proof or
scarcity into product descriptions can systematically affect an LLM’s recommendation rankings. By drawing
parallels between human decision-making and LLM behaviors, the chapter investigates how certain biases,
despite being effective in traditional marketing, paradoxically reduce product visibility in an LLM-driven con-
text. Experimental evaluations utilized both synthetic and real-world datasets, including fictional products
(coffee machines, cameras, and books) and authentic product descriptions from Amazon. These experiments
were conducted across multiple LLM architectures such as Claude 3.5 Sonnet, Mistral, and various versions
of Llama, assessing the robustness and susceptibility of these models to cognitively biased descriptions.

Results highlighted biases such as social proof and discount framing significantly boosting product visibility,
whereas exclusivity and scarcity typically reduced it. The research further revealed the difficulty in countering
such subtle biases, as even explicitly instructing LLMs to focus solely on factual product attributes had limited
defensive effectiveness. Overall, the findings underscore vulnerabilities in current LLM-based recommendation
systems, demonstrating their susceptibility to subtle linguistic manipulations rooted in cognitive biases.
The study contributes valuable insights into improving the security, fairness, and robustness of Al-driven
recommendations, suggesting further research directions into diverse product categories, news summarization,
misinformation detection, and the development of advanced defenses.

12.1 Future and Ongoing Work

Building on the methodologies and findings presented throughout this dissertation—encompassing semantic
knowledge-graph counterfactuals, text-based editors, puzzle-solving prompts, and other techniques—there
is considerable potential for further advances in multiple directions. One key avenue involves enriching the
semantic resources used in our counterfactual generation frameworks. Although ontologies, taxonomies, and
annotated datasets play an essential role in creating human-interpretable explanations, these resources can
be difficult to obtain. Efforts to automate annotation pipelines—for example, by leveraging advanced object
detection systems or entity-linking methods—may alleviate this problem, particularly for under-annotated do-
mains. Moreover, integrating multiple knowledge bases, such as ConceptNet or DBpedia, alongside WordNet,
can substantially increase the range of covered concepts and the depth of semantic relationships. Incorpo-
rating more sophisticated logical formalisms, such as constraints and property chains, would also enhance
expressivity while requiring careful attention to scalability and runtime considerations.

Beyond improving resources, scaling semantic counterfactual explanations to new or more complex data types
represents another important strand of work. Video understanding, which introduces spatiotemporal rela-
tionships, poses unique challenges for counterfactual generation, as changes must maintain consistency across
frames. Similarly, textual systems can be extended into multilingual and cross-lingual setups, ensuring that
the approach remains effective even when switching linguistic domains. In specialized fields like healthcare,
structured EHRs require domain-specific ontologies and constraints so that any generated edits comply with
medical guidelines.

The text-based editors and graph algorithms discussed in Chapters 5 and 6 open the door to refinements in
counterfactual editing. Graph Neural Network (GNN) approaches, which replace deterministic algorithms
with approximate solutions, already demonstrate considerable speed-ups, but they may be made even more
robust by leveraging advanced neural architectures or by incorporating user-defined constraints for better
controllability. It will also be important to maintain model quality under domain shifts or adversarial con-
ditions; exploring adversarial training or careful data augmentation could help preserve performance when
editors face text domains for which they were not explicitly trained.

Regarding evaluation, user studies revealed that semantic and knowledge-graph-based explanations tend to
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align more naturally with human intuition. This finding encourages further expansion of human-centered
methods: for instance, building interactive explanation interfaces that allow users to iteratively refine and
query counterfactual edits in real time. Studies over longer time frames could track how these explanations
help non-experts internalize an Al model’s decision boundaries, whether they increase user trust, and if that
trust remains stable across repeated interactions. Alongside these practical deployments, further examining
cross-cultural and cross-domain applicability would help ensure that such semantic explanations remain clear
and contextually appropriate even when user groups and cultural norms vary significantly.

Generative models also offer fertile ground for applying conceptual counterfactuals. With the growing pop-
ularity of text-to-image and story-generation systems, the challenge of detecting hallucinations—spurious or
illogical content in machine-generated outputs—has become more pressing. Counterfactual analysis can de-
tect precisely where generative models deviate from intended concepts, then guide subsequent improvements
to mitigate bias or unwarranted artifacts. In text-heavy domains, conceptual checks might help authors
or end-users identify misalignments between a system’s generated story narrative and its visual or contex-
tual representation. Adapting these ideas to 3D or virtual reality scenes would extend conceptual consistency
checks into more immersive environments, though it would require novel ways of measuring semantic closeness
in three-dimensional spaces.

Scaling up to extremely large datasets and complex TBoxes introduces further challenges. Methods such
as indexing or approximate nearest-neighbor searches may become critical to retaining efficiency. Advanced
symbolic reasoning could allow more expressive TBox axioms while controlling the combinatorial explosion
of possibilities. Continual and incremental learning methods would then help the explanation dataset adapt
in tandem with a model’s evolving structure or retraining regime, maintaining meaningful alignment over
time.

Turning to puzzle-based reasoning, there is scope to expand the context-reconstructed riddle framework
described in Chapter 10. Beyond simple puzzle types, more elaborate knowledge-intensive tasks or domain-
oriented scenarios—such as legal or clinical case studies framed as puzzles—could serve as valuable tests for
advanced LLM reasoning. Integrating puzzle-solving LLMs with symbolic solvers promises more systematic
resolution of tasks with fixed rules, while context-based reconstruction remains valuable for lateral thinking
and creative domains. The possibility of automated puzzle generation would facilitate curriculum learning,
allowing the difficulty of riddles to scale with the model’s evolving capabilities.

In the field of LLMs, counterfactual explanations can also be adapted to shape product recommendations
generated by such models, as outlined in Chapter 11. By introducing small, psychologically driven text
modifications—rooted in biases such as social proof or scarcity—it is demonstrated that counterfactual ad-
justments can profoundly affect which items are highlighted. These counterfactual edits, designed to resemble
typical marketing language, are employed to exploit a blind spot in LLMs that struggle to distinguish impar-
tial attributes from deliberately crafted cues. Consequently, attention is drawn to the urgent need for more
robust defenses against bias-driven manipulations in Al-based recommendation systems.

Finally, while semantic counterfactuals can expose biases, such as a tendency to overemphasize certain con-
cepts or attribute unwarranted associations, additional scrutiny is needed to ensure that these methods them-
selves do not introduce new biases or unintentional harms. In regulated domains—such as medicine, finance,
or law—verifiable and robust explanations are imperative, prompting the need for techniques that can certify
the faithfulness and reliability of semantic edits. Privacy considerations also come into play if sensitive data
is inadvertently revealed through semantic constraints, driving research into developing privacy-preserving
methods for knowledge extraction and counterfactual generation.

Taken together, these future directions underscore both the versatility and the critical importance of concep-
tual, knowledge-based methods in Al explainability. By complementing data-driven techniques with explicitly
modeled semantics, researchers can continue to enhance user understanding, trust, and overall transparency
in complex systems. Pursuing richer ontologies, more diverse domains, deeper human evaluations, integration
with generative models, and robust puzzle-solving tests will collectively shape the next wave of advancements
in semantic counterfactual explanations and interpretable Al.
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