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Iepiinyn

H épevva mov mapovstdletat diEPELVE TIG TPOKANGELS OVATTVUENG KOl AEITOVPYioG TNG ZuVOedenévng
kot Avtoparomomuévng Kwntikdtnrog (Connected and Automated Mobility - CAM) péow diktdemv
5G o¢ dovvoplakéc cuvinkes. MEow U0G GEPAC EKTETAUEVOV LETPNCEDV KOl AVAADCEMY, VTN 1M
peAétn a&oroyel v amddoon Tov vanpeciwv CAM cg dloovvoploKéc GuVONKEG VIO JLOPOPETIKES
dtopopemacels diktvov SG kot puuicewv tng epappoyng CAM yua 5G Non-Standalone (NSA) diktva,
(MOTE VO KOTOVOTOEL TOV AVTIKTUTIO TOVG GT1 SCVVOPLAKT 0Tdd00T oV PLdVeL Eva VTOVOLO OYNLLOL.

H pelém Eexwvd pe v meptypoen g Tpérovoag Katdotaong Tev teyvoroyiov CAM, tovilovtag ta
opéAn tov 5G Yo To CAM Kol TPAYHOTOTOLEL [0l EKTEV OVAAVOT) TOV EUTOSIMV 6TV LIOBETNOT KoL
avamtuén vimpeciov CAM mépa and ta €Bvikd ovvopa, cvuneprrappovopéveov tmudtov mov
oyetiCovtol pe T SAEITOLPYIKOTNTO, TOL O1KTVOV, TNV ToToBéTn o edge nodes , N dOpdOPPEOCT TOV
CAM eg@appoy®dv, To amdppnTo TOV ded0UEVOV KOl TOV KATAKEPUATIOUO TOV PLOUCTIK®V TAMGIOV
ota kpdtn wéAn g EE.

[Mopovotdletar o oAokAnpopévn avdivon tov arotioeov ¢ Evponaikhg Pounyaviog,
amoKoAvTTOVTAG OTL 01 Pacikoi mapdyovieg yioo v emitoyn ovamtuén CAM mepihappdavovv v
ampOGKOTTN KAALYT SIKTOOV, TO 1I5YVPA LETPA KLPEPVO-UGPAAELOG KOL TV EVOPUOVIOT] TOV TEXVIKDOV
npotinwv. EmmAéov, n perétn tovilel  onpoacio Tng S10cLuVopLOKI S CLUVEPYLGTOG LETAED TV EBVIKMV
KuPepvioE®mV, TOV TOPOY®V TNAETIKOIVOVIOV KOl TOV KOTUGKELUCTMOV GLTOVOUMV OXNUAT®V. XTd
mhaiola g perétng dnpovpyndnke €vag vepsiyypovog dlacuvoplakos dtadpopog SG petald tov
ouvopwv EALadac katl Tovpkiog 6mov TpaylotomomdnKoy EKTEVEIC LETPTGELS VIO TOV EVIOTIGUO TMV
BéATIoTOV AVGE®V Y10 TOV PETPLOCHO TOV Sl0GUVOPLOK®V TPOKANGE®V Kol Tr PeATictomoinon g
dtooLVopLaKng anddoong Tmv epappoydv CAM.

H épevva mapovowdler o Aemtopepn ovédivon Tov  Bocikdv  mopopétpov  SiktHov,
ocvumeptropfavopévng g kabvotépnong and akpo oe dxpo (E2E), tov ypovav dlakonrg vanpeciog
KOl TOV ENMTOCEDY OLUPOPETIKOV GTPATIYIKAOV TEPLAYMYNG KOl SIUGVVIESTG, GTNV TAPOTIPOVLEVN
anddoon. Ta evpipata vrodekvoovy 6Tt 1o Home Routing (HR) pe dpeon dtacvvoeon tov YEITOVIKGOV
SIKTVOV TPocPEpPeL TNV To a&lomiot anddoot yio vanpeciec CAM, pe v xabvotépnon E2E va
wavonolel otadepd Tig avotnpég amartnoels kito Tov 100 ms. Avtifeta, n otpartnywn Local Breakout
(LBO), av kot givor oeélun yuoo ™ peioon mg kabvotépnong diktoov vrd 180vikég cuvOnkec,
TOPOVCIALEL ONUOVTIKG HEOVEKTANOATO OF TPOG TNV TopoyN adldkomng ovvoeons. H pelém
vroypoppiletl emiong tov kpicyo poio tov edge computing otV onuavtikn Pertioon tov ypoveov
ATOKPIONG, KAOOTMOVTAG TO [0 TPOTILMUEVT ADoN Yo epapuoyéc CAM.

SOUTEPAGLOTIKG, 1) CLUYKEKPIUEVT SLOTPIP TPOCPEPEL LEPIKE 0md TO TPOTA TAYKOGUIDS dlabéaiua
CUUTEPACHOTO GYETIKA WE TN Olcuvoploky amddoon epapuoydv CAM péow diktdomv 5G-Non-
Standalone (5G-NSA), Baciopéva ce TpayUaTIKEG LETPTOELS OIKTVOV KOl EQUPLOYDV, EEEPELVOVTOG
Ta Opla. amddoong TV epappoydv CAM pécm diktvmv SG-NSA cg dtocuvoplokés cuvOnKeg, eva
npoodiopiletl kot Tic KatdAAnieg puBpicelg SIKTO®V Kot SIOUOPPDCEL EPAPLOYDV Yo PEATIOTOTOINON
™G anddoong. H pekétn mapéyet emiong Evav 0dwkod yaptn yio ) peAlovtikn avarntuén tov CAM oty
Evpdnn, toviCovtog v avaykn yio cuveyelg emevdvoelg o€ vrodopég SG (e£EMEn mpog diktva 5G-
SA), peyolvtepn Stacuvoplokn puOGTIKY €VBVYPEIUIOT KOl TPOANTTIKY] TPOETOUAGIO Yol TNV
EVOTTOINGT TOV LEALOVTIKGV dikTv®V B5G kot 6G. Avtiuetoniloviag avtovg toug topeic, n EE pmopei
va gmitoydvel v avantuén tov CAM, cuopPdiiovtag £T01 6 AGPAAEGTEPO, OTTOTELECLOTIKOTEPA. KO
QIAIKA TTPOG TO TTEPIPAAAOV CUGTILLOTO LETAPOPDV.



AgEaic Khs10nra:

o Xuvdedepévn ko Avtopatornompévn Kivnrikotta (CAM)

e 5G- Non-Stand Alone (5G-NSA)

o lIpoxinoeig Awyeipiong Kivntikodmrog Atktdov

e Metamopnn (Handover) peta&h PLMN yuo diktva 5G

e Alacvvoplaxog Atddpopog 5SG

o lleplayoyn epappoydv Zovdedepévng kot Avtopatorompévn Kivnrikomrog
o A&ioldynon amddoong epoppoydv CAM péowm diktoov 5G

e Belktiotonmoinon decvvopilakig arddoong yio epappoyés CAM
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Abstract

The work presented in this study investigates the deployment and operational challenges of 5G-
enabled Connected and Automated Mobility (CAM) in cross-border conditions. Through a series of
comprehensive measurements and analyses, this study evaluates the performance of various 5G
network configurations and CAM application settings specifically in the context of 5G Non-
Standalone (NSA) architecture, to understand their impact on the CAM user experienced performance
across borders.

The study begins by outlining the current state of CAM technologies, highlighting the benefits of 5G
for CAM, and performs an extensive analysis of the barriers to the adoption and deployment of CAM
services across national borders, including issues related to network interoperability, edge node
placement, On Board Unit (OBU) and CAM application configuration, data privacy, and the
fragmentation of regulatory frameworks across EU member states.

A comprehensive analysis of stakeholders' perspectives is presented, revealing that key factors for
successful CAM deployment include seamless network coverage, robust cybersecurity measures, and
the harmonization of technical standards. Furthermore, the study emphasizes the importance of cross-
border cooperation among national governments, telecommunications providers, and automotive
manufacturers to ensure the continuity of CAM services as vehicles move between different
jurisdictions. A state-of-the art cross-border 5G corridor is set-up between the borders of Greece and
Turkey, and extensive measurement campaigns are performed to identify the optimum solutions to
mitigate the cross-border challenges and to optimize CAM performance across borders, Level 4 using
autonomous tracks and 5G NSA networks.

The research presents a detailed examination of key network parameters, including end-to-end (E2E)
latency, handover interruption times, and the effects of different roaming and interconnection
strategies on service continuity, as well as thorough investigation of the effect of different OBU and
application configurations on the observed performance. The findings indicate that the Home Routing
(HR) with Direct interconnection configuration offers the most reliable performance for CAM
services, with E2E latency consistently meeting the stringent requirements of less than 100 ms. In
contrast, the Local Breakout (LBO) strategy, while beneficial in reducing latency under ideal
conditions, exhibits significant drawbacks during inter-Public Land Mobile Network (PLMN)
handovers, leading to unacceptable service interruptions.

Furthermore, the study highlights the critical role of edge computing in reducing latency, where
placing applications closer to the network edge substantially improves response times, making it a
preferred solution for latency-sensitive CAM applications. The dissertation also identifies the
challenges posed by inter-PLMN handovers, particularly in maintaining the Quality of Service (QoS)
for high-priority CAM applications during cross-border transitions.

In conclusion, the work presented in this study offers some of the first globally available insights
regarding cross-border CAM performance with 5G-NSA networks, based on real-life network and
application measurements, showcasing the performance limits of SG-NSA networks for cross-border
CAM and pointing towards the proper networks settings and application configurations to optimize
performance. The study also provides a roadmap for the future development of CAM in Europe,
emphasizing the need for continued investment in 5G infrastructure (evolution towards 5G-SA
networks), greater cross-border regulatory alignment, and proactive preparation for the integration of
B5G and 6G technologies. By addressing these areas, the EU can accelerate the deployment of CAM,
thereby contributing to safer, more efficient, and environmentally friendly transportation systems.
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EuxaploTiec

H avalnmon g yvodong dev TeAEldVeL TOTE Kot €0YOLOL VO, UTOPECH VO, cuVEXIc® To Ta&idl Tng
AVOKAADYNG Y10 TOAAG pOVIa akOpa. 2GTOCO, LE TNV OAOKANP®GN TNG SIOUKTOPIKNG LoV £PEVLVAG,
&vaL LEYAAO KEQAAUIO GTIG QKOO LLOTKES KOl ETLGTNUOVIKEC LoV TTpooTtadeleg @Tavel 6to TéAog Tov. H
eumelpio g de&oyyng g OOKTOPIKNG HOV EPELVOG TOPUAANAC LE TIC EMOYYEAUOTIKEG KOl
TPOCHOTIKEG L0V VIOYPEDCELS OEV NTAV EDKOAN, KAOMDG OTOLTOVGE CMOUATIKY KOl YOYIKT ETUOVH OF
KOAEG KoL KOKEG OTIYUEG, KOl O €K TOVTOV, dev Ntav €va Taidt Tov Oa uTopovGo Vo OAOKANPOC®H
uévog pov. ‘Etot, arsBdvouar 6t opeil® TNV €uyVOUOCHVI] OV GE OPKETOVS OVOPMOTOLS TOV LE
EVEMVELGOY VO KLVNYNO® QTN TNV OKAOT LA KN TEPMETELN Kol LLe forOncay va TV 0AOKANpOo®.

Koatapydc, o n0ela va euyaplotnom Tov Tpdnv cuvAadeAed [Lov, pLévtopa Kot ¢ido pov, Dr. Remco
Litjens, kabmg pe mpe vd TNV TPOSTAGIN TOV KATH T SIAPKELN TOV TPOTMV EMAYYEAUOTIKOV [LOV
PnudTev og veapds epeuvnTig Kot oL SI00EE TIG OpYES TNG CWGTNG EMIGTNUOVIKNG EPEVVAS, TTMG VO
poceyyilm, va aglohoy®d Kol VO EMKVPOVE ETIGTIIOVIKG EPOTAUATO KOL TNV VITOTLUNLEVT] «TEXVI
™G GVVTOENG TEYVIKOVY eKBEcEVY. Oa EKTIU® TAVTO, TIG EUTVEVGUEVEG TEXVIKES LG GLLNTAGEILS, E1O01KA
otav dapavovoape. [Tapdiinia pe Tov Remco, Ba 0ela va evyapiotiom Tov mpodnv kabnynt Kot
oLvadel@d pov, Dr. Hans van den Berg, yia Tic d1dackalricc tov oto [Mavemiotiuo tov Twente kot
omv TNO, kabdg kol yuo v gukoipioc Tov pov £8woe vo evtayxfd oto OAlavdkd Kévipo
Epappoopévne Emotpovikig ‘Epevvag (TNO) petd v andkInon Tov LETARTUYINKOD LoV TITAOL
OTOVOMV, YEYOVOC TTOV OV ETETPEYE VO GLUVEXIC® VAL EPYALOLOL GTNV TPMTT YPOUUT TNG TEXVOAOYIKNG
AVATTUENG OTOV TOUEN TV TNAETIKOIVOVIDV.

®a Mfeia emiong vo guYOPIOTAC® TOVG KAONYNTES TNG TPYEAOVG EMTPOTAG KOV Yo TN GLVEXN
vrootNPE] ToVg KaTd TN SLdpKeld TG O1OaKTOPIKNG Hov épevvag. Tov emiPAénovta kabnynt) Ap.
NwodAao Mntpov, yia tnv Kabodnynon kot v veopov Tov 6o avtd o xpdvia. Eipol evyvouwmv
OV PE SEYTNKE G SOAKTOPIKO POITNTH KOl YI0 TNV EUTIGTOGVUVT] TOL Hov £0e1&e KAt TN ddpKeln
™mg épevvic poc. Elpatl emiong svyvopmv otov Ap. Tlavayidvtn Aepéotiyo, o omoiog cuvéPaie
OTUOVTIKG GTIV OPYAVMGT TOL J100KTOPIKOD OV KOl TOV OV £30CE TNV EVKALPI0 VO GUVEXIo® Vo
oeEdym ocvvapnactikny Epevva o€ LYNAO EMMESO HECH TOV TOALUTADY EVPOTUIKOV EPYOV EPELVAG
KOl KOVOTOUIOG 6T OTTol0r GUVEPYUGTIHKALE, KATO T didpkeln, tng Ontelag pov omv WINGS ICT
Solutions. ®a MBeha emiong va guyopiotiom tov Ap. Zopewv [lomafaciieiov yio v Kpiowun
vrootnpE 1oV o€ TeYVIKA Bépata Kat yio T forfeld Tov o1 PerTioTonoinon g SdaKTOPIKNG LoV

dtoTpiPne.

®a NOela emiong v EKQPAG® TNV EVYVOUOGHVT LoV 6TOV GUVASEAPO pov Ap. AAéEavdpo Karo&ulro,
0 0m0{0G APIEPOCE CNUOVTIKO HEPOG TOV TOADTILOV ¥POVOL TOL S1VOVTAG LOL GUUPBOVALS Y10, TO TTMG
Vo SLOYEPLOTOD TO TEAELTAIN SVOKOAN GTALN TNG SIOUKTOPIKTG LLOV EPELVAG KOL Y10 TNV TPAKTIKT] OGO
KoL YOYOAOYIKT VTOGTHPLEN TOV.

Téhog, and ta Padn g Kapdidg pov, Ba ek Vo EKPPACH TNV OTEPAVTI EVYVOUOGVVT] LLOV GTOVG
yoveig pov, Baciin kot Mativa, yio v oKAOVNTI TPOKTIKT, GLVOLGOTLOTIKT, OTKOVOLIKY] Kot 101K
TOVG VIOGTNPLEN Kot TNV Avey Opwv aydmn tovg, og 6AN pov ) {on. Tinota and avtd dev B HTav
EPIKTO Y®PIG TNV LIOUOVI TOVG KOl TNV €VOAPPLVGT] TOVG KOTA TN OEPKED TOV OKOONUOTKOD LoV
1010100, MOTE VO UTOPECH VA EMIDOED TNV EKTOIOEVOT TOV EKEIVOL OgV ElY0V TOTE TNV guKaLpia va
OTTOKTGOLV.

Eiuon eniong Pabid evyvopwv ot odvluyd pov INata kot 6tov yro pov Baciin, yio v aydmn kot v
Voo TNPIEN TOVG KAl Yot TNV WYLYOAOYIKY| Tovg mOnon mov pe fonnoe va Eemepdow TG dSuokoAieg
OV EPYOVTOL LLE TNV TPOCTADELD VO SLUYEPIGTHD TOVTOYPOVA TOALATAEC TPOCOTIKES, EMOLYYEALOTIKES
KoL oKaONHatkeS gvbiveg.

Yag evyoplotd 6Aovg!
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Extetapévn Hepiinyn ota EAAnvika

Keopaioro 1

AVt 1 S1daKTOPIKY] S1oTPLP TOPOVGLALEL 10, OAOKATPOUEVT LEAETT) TOV TEYVIKMV, AEITOVPYIKADV KOl
OTPATNYIK®V Ol00TACE®V 7OV  EUMAEKOVTOL OTNV  EVEPYOTMOINoT 1Trng Zuvoedepévng Kot
Avtopatorompéving Kivntikomrag (CAM) péow diktowv SG, pe 1dtaitepn EUOaoT OTIG TPOKANCELS
mov aviyetoniovior o€ dlacvvoplokd ceviptlo. O KeEVIpKOG 6TOX0¢ TG OwTpipng eivar va
OLEPEVVIOEL TTMG 1] VIOSOUT KIVITAOV eMkovevidv 5SG pmopel va PektictomomBei yio va vrootnpi&et
oyvpéc, adtdreunteg epapuoyés CAM kabdg ta oynuata Kivovvion Tépa amd o e0vikd cuvopa Kot
LETAED OLPOPETIKMY POPEMV EKUETAAAEVOTG SIKTO®V KivnThg TAepwviag (MNOs). Méom pog €1g
BaBovg avaivong Tov TPEYOVTIOV TPOTOHT®V, OPYITEKTOVIKOV Kol avamtiemv, Kobmg kal UECH
TEPALATIOHOV GE TPAYULOTIKEG eyKaTaoTdoels SG ota suvopa EALGSas-Tovpkiag, n epyacio gvromilet
Boaotkd eumddio Kol TPOTEIVEL CLYKEKPIUEVEG AVGEIS Yo TN O1ELKOALVON TNG OCEOAOVG Ko
amoteleopatikng cuvoesiudtnTog CAM og térola chvOeta mepidriovta.

To kepdiato 1 ewodyel TV évvola Kat Tovg Pacikovs dpovg e datpiprs. Emiong, mapovsidlet 1o
Tpéxov Tomio EEKVAOVTOC UE WO ETICKOMTNOT TOV TTAOC 1 ovtokvitofounyovia petofaivel mpog
OYNHOTO OV £XOLV OAOEVO Kol PEYOADTEPT EMIYVMON TOL TEPBAAAOVTOC TOVE, OEIOTOIDOVTUG EVOV
GUVOLOGUO EVOOUOTOUEVOV ooONTAp®V Kol EDTEPIKAOV ACVLPUATOV OETAPOV emkovaviac. H
évvolwn Tov Vehicle-to-Everything (V2X), 1 onoio mepilopfavel v enkovmvio HETOED OYNUATOV
(V2V), emkowvovia pe vrodopés (V2I), emcowvovio pe diktva (V2N) kot emkowvovia pe melovg
(V2P), ypnoyievel og 1 teyvoroyikn Paon yia tig vinpecicg CAM. E&etaleton | e£EMEN TV TpoTOT®OV
emkowoviog  V2X, ovykpivoviog T mopodootakég emkowmvieg Dedicated  Short-Range
Communications (DSRC) mov Pacifovtar oto IEEE 802.11p pe vedtepeg evorlakTikég AVGELS TOV
Baciloviar oe kwntd odiktva, 6mwg to LTE-V2X kot 10 5G New Radio V2X (NR-V2X), mov
tormomomOnkav otig gkddoelg 14 kot 16 tov 3GPP avtictoya. Eveo 10 DSRC mpocpépel younin
KaBvoTéEPNoN KATAAANAN Yoo PacIKEC €POPUOYEG AGQAAEWNG, Ol VEOTEPEC TEYVOAOYIEG KIVINTNG
TNAEPOVIOG TPOGPEPOVY TAEOVEKTHLOTA OGOV 0POPO TNV EMEKTACIUOTNTA, TNV oSlomoTior Kol TV
vrooTpn vy mo ovvheteg amortnoelg moldtntag vanpeciog (QoS), eWdikd o ceviplo VYNANG
TUKVOTNTAG 1 L1 OTTIKNG ETOPNG.

H evomta cuveyilet pe v avaivon tov BepeModonv apydv tov epappoyov CAM, estidlovtag otov
TPOTO [LE TOV OTTOL0 T OYNUATO AVTUAAACGOVY TTEPLOOKE Mnvipato Zuvepyotikng Evaistntomoinong
(Cooperative Awareness Messages - CAM), 1o omoia TopEYoVV EVUEPDCELS GE TPAYLATIKO XPOVO
oYeTIKd pe ™ 0€om, Vv TovTNTO Ko TV KatevBovvon. Avtd to pmvopoto eival kpiciuo yioo tnv
O1KOOOUN O™ LOG KOG OVTIANYNG TOL TTEPPAALOVTOS TOL OYNLOTOG, EMTPEMOVTOS TV EVILEPOUEVN
KOl OGQOAT oVTOVOUN ANYM omopdcewmv. EmmAéov, 10 ovotnua Paciletor oe Amokevipouéva
Mnvopata Ilepifarrovtikng Ewdomoinong (Decentralized Environmental Notification Messages -
DENM), ta omoia Pocifoviar ce cuufdavio kot ypnoUYLOTOOVVTaL Yo, TN Ol14000T EREYOVTOV
TPOEWOTONGEDV KIVOHVOV. Q6TOGO, TO TPEYOVTIO TPOTOKOAAN EMKOIVOVIONG, CUUTEPIAUUPAVOUEVDV
1660 tov IEEE 802.11p 660 kot tov LTE-V2X, mapovstdlovv meplopiopong 6Ty £YKoipn LETAS00T)
avtov tov DENM Adye svoopotopéveov kabouotepnoemv oTovg Unyoviopovs mpdcoPacng ota
KavaAo. Avto €16dayel KvdOVoug ylo TV ao@AAELla, 10iog oe tayémg petafariiduevo teptpdilovta
KuKAoQopiag.

Avaideton emiong n otpatnyikn e Evponaikng Evoong yio v avamtuén vrodopmy Kol DINpesidv
CAM. To 6papa g EE, mov datvndveratl péocm npotofovdv énwg to Connecting Europe Facility
(CEF) kot 10 Atevpomaikd Aiktvo Metagopdv (TEN-T), otoyevel ot O106QAAGN adGAEmTNG
KéAoyng 5G Katd PRKog TOV KOPL®V 0oTIKOV S10dpOImV Kol TV 00MV PETaPopav Emg to 2025. H
EVEPYOTOINGCT WIOG TETOWIG KOAVYNG €lval amopaitnn Yoo TNV vrootpién Tov vanpeoiwv CAM og
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SLOLPOPETIKEG YDOPEC. M1 GNUOVTIKN TPOKANGT TOL EVIOTIGTNKE £1val 1] S1UGPAAGT TNG CUVEYELNG TV
VINPECLDOV KOOMG T OYNLLOTA KIVOOVTOL LETOED SPOPETIKAOV SIKTVMOV KIVTIHG TNAEQ®VING, 1010G TEPA.
amo debvr ouvopa. Aapfdvovton exiong LLOYT Ol TEYVIKEG EMNTMOELS TNG OAAAYNG TAPHYOV SIKTVOL
(inter-PLMN Handover), 6mov 1 evoouUaTOUEVT LOVADO EXIKOVOVING TOV OXNUOTOG TPETEL VAL AALAEEL
amd évav efvikd mhpoyo kvntig tnAepwviag oe évav diAio. H dwokom cuvvdeoyudmrag, mov
TPOKUAEITOL AOY®D TOV ATOITOVHEVOV puBUicE®V Kol GUYYPOVIGHOD cuyvotnTag, umopel vo Béoel oe
kivouvo v aflomotio Kol TV acedreio TV papuoydv CAM.

To xepdiaio 1 mpoywpd pe v LVTOPOA UG CEPAG EPELVNTIKOV EPOTNUATOV GE SLAPOPOVG
Bepatikovg d&oveg. Emdidkel vo gvtomicel To o KPIoIHo EUTOSIN OTNV O10GUVOPLOKT] OVATTLUEN
vanpectdv CAM kot a&lodoyel mbavég AOoeL, T000 amd TNV dmoyn e PEATIGTOTOINONG SIKTVOV OGO
Kot amd v amoyn tov efomhopol oynudtov. H pedétn Oiepeuvd mepaitépo TIG PEATIOTEC
dtpopemoels Yo diktva 5G - 6mmg 1 dopn mAatsiov, 1 eMhoyn {OVNG GLYVOTNTMOV EKTOUTNG KOl Ol
pvBuioelg time division duplexing (TDD) - mpokeipévov vo vrootnpiydei n KivntikdtTe 68 GeEVapL
oToV mpayoTikd koopo. E&etalovtan emiong (ntuota o€ eninedo epapuoyne, copmepiiapfovousévon
TOL TPOTOL GYedopoL gpappoydv CAM mov pmopolv va moapapeivouy avlekTikés oTig d1aKomé
GLVOEGIUOTNTOG TOV TPOKAAOVVTAL AtO TIG OAAAYEG TAPOYOV SIKTVOL KOl TOV TPOTOV UE TOV 0010 1
yxpnon edge avti yio cloud computing emnpedlel TV KaBvoTEPNON KOL TNV ATOKPLOT] TOV EPAPUOYDV.
H Evétnra 1 ohokAnpdverol pe Tnv Topovciast g SOUNG Tng VITOAOITNG S10AKTOPIKNG SLaTPLP1S.

Kepaiaro 2

To devtepo KeAlalo TG OATPPNG TPOCOEPEL 0L EKTEVH OvaAvem G Tpéovcag PiAtoypapiog
OYETIKA UE TIG TPOKANOELG TV TNAETIKOWVAOVINK®V SIKTOOV KOl TNG OAAXYNG TOPOYOV ETKOVOVIDV
(Handover -HO) mov gumAékovtat 6Ty vmootipiEn LANPESIOY ZVVOESEUEVTG Kol AVTOLOTOTONUEVNG
Kwntkoémrag (CAM) péom diktowv 5G, pe 1dtaitepn ST 0106VVOPLOKT KIVITIKOTNTO KO TNV GAAOYT|
ebvikov mapdyov (inter-PLMN HO). Avtd to pépog g dratpifiic dnpuovpyet pa texvikn féon yio v
KOTOVONOT TOV TEPLOPICUAOV TOV TPEYOVIOV TPOTO®V, EVTOMILEL KPIGULO KEVAL OTIC LIAPYOVGEC
npooeyyioelg kal eEeTdlel 1060 TIg oKadNUOTkEG 0G0 Kot TIS POUNYAVIKEG KOVOTOMIES TOL UTOPOLV V.
eMTPEYOLV EALPETIKA a&OTIGTN, YoUNANG KaBLOTEPTONG Kol ASLIKOTES EMIKOVOVIES Y10 YPNOTES e
VYNAN KIVITIKOTNTA - E01KE VTOVOLLOL OYLLOTOL - TTOV AELTOVPYOUV TTEPO amd Ta €BVIKE chHvopal.

H avéivon Eexvd pe v oproBétnon g Bepelddove TpOKANGOTG KIVITIKOTNTAG GTO KLWELOEN
diktva. [Mopadooiakd, To KIvnTé CLGTAUATO BEATICTOTOOVVTOVY Yo EVO0-OIKTVOKEG OAANYEG OTUEIOL
npocPaocng (intra-PLMN HO), oavtipetoniovtag T olAayéc onueiov mpdofoong peta&o
dtapopeTikdv diktowv (inter-PLMN) og ondvieg e€apéoelc pe avekTikOTNTo GE GUVTOUEG OLOKOTTES
vanpectmy. QoTOCO, UE TNV EUPAVIOT TNG 0VTOVOUNG 00Nynomg kot GAiwv vanpeciwv CAM
gvaictntov oty Kabvotépnon, avtég ol vtobéaelg dev sivan mAéov Pacylec. H dotpin emonpaivet
ot1 ev@d ta. intra-PLMN HO e&akoiovBovv va ypnotlonotohy Unyavicrovg Tov KATNPOVOUOVUVTAL UTo
10 LTE, n kivnricotnta peta&d PLMN (inter-PLMN) €yet eddiyiota avapepbel otn Biprloypapio 1| ota
TpoTLNTA, AVATTVENG Tov S5G, Tapd TNV Kpioun onupoacio TS yo TNV ATPOGKOTTI OLGLVOPLOKT
EMKOVOVIO OYNUATOV.

AxorovBel pia e1g faBog avdivon Tov TpoTunV Entkovmviag tov oyetiloviat pe 1o CAM, Eekvavtag
pe 115 Aertovpyieg sidelink communication tov LTE-V2X ka1 NR-V2X ¢ 3GPP. Avtd 1o mpdtuna
a&1000Y0o0VTOL TOGO amd GIOYN OPYLTEKTOVIKOD GYESIAGHOD OGO KOl OO ATOWT TNG KAVOTNTOC TOVC
VO OVTOTOKPIVOVTOL OTIC amotoelg Kafuotépnong, a&lomoTiog Kot KGAVYNG ToV TPonyUEVEV
epappoydv CAM. To LTE-V2X (Exkdoon 14) Paociletar oe dVvo Agitovpyies koTavoung moOpmv
mhievpucng Cevéng (sidelink): Tm Aertovpyic 3 (mode 3), 6mov to diktvo (eNB) Ponbd otov
TPOYPOUUATIOUO TNG LeTAd0oNC, Kat TN Agttovpyia 4 (mode 4), 6Tov To OYNUATO KOTAVELOVY TOPOLS
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SIKTHOL OVTOVOLLOL - L0 OTTOPOLTI T EVOALOKTIKT AVoT 6TV 1) KAALYM S1kTOoL dev givar dabéoiun. H
avagopd euPabivel oe TEYVIKEG AemTOUépElEg OV TEPLYpdpovy format Tpoypoppaticpuod Topwov
dkTvov 6mws To Semi-Persistent Scheduling (SPS), To Sidelink Control Information (SCI) ko o Tpdmog
LE TOV omoio o oyApata petadidovy Mnvouata vvepyotikng Evnuépmong (CAM) ypnoiponotmvtog
OVTEG TIG TEYVIKEG.

[poywpavtog oto NR-V2X, mov Ttapovcidotnke oTig ekdooelg 15 kot 16 tov 3GPP, n avagopd e&nyel
G o1 texvoroyieg SG Pedtiddvouy Tig duvaToTNTES EMKOV@Viag oxnudtwv. To NR-V2X evoopatdvel
TPONYUEVE oYNUaTe Kodikoroinong kavaiav (kadikovg LDPC kot Polar), evélikteg dopég mAaiciov
LE KAMLOKOVUEVEG OTOGTACELG Sub-carriers Kot TPoypPoUIOTIGHO mini-slot Tov emiTpénet ) petdooon
TEPLOJIKNG KO LN TEPLOJIKNG Kivnong pe eEoupetikd younin kabvotépnon. Xe avtifeon pe to LTE-
V2X, 10 NR-V2X enexteivel T1g Aettovpyieg enkovmviag mépa amd v palikn ekmouny (broadcast)
mote va mepthapPdvel unicast Kot groupcast, vTooTNPOUEVES amd UNYOVIGUOVS OVOUETAO0ONG LE
duvaToTnTa. 0vAdpaons. AvTég ot TEYVIKEG PEATIDGEIS GTOYELOVY GTNV IKAVOTOINGT| O QLGTHPDV
dewctav amodoong (Key Performance Indicators — KPI), 6mwg 1 kabvetépnon vrno-yiiiootod (ms) Tov
devtepoiéntov kat 1 a&romiotia 99,999% - napapéTpous amapaitnTeS Yo KPIGILO GEVAPLO ALTOVOLNG
odfynong.

Hopdrinia pe tig te)voroyieg mov Paciloviar oto 3GPP, 1 dwatpipr] mapovoidlerl pio 61e&odikn
avéivon tov mpotvmov IEEE 802.11p (DSRC) kan tng e&€MEng tov ato 802.11bd. Evad to 802.11p
Ntav éva mpopo mpoéTumo yuo diktva ad hoc oynudtov, ol TEPLOPICHOL TOL GE GEVAPLOL LVYNANG
TUKVOTNTOG Kot VYNANG Taydrag dbnoav v avarntuén tov 802.11bd, to omoio €16yl KOVOTOIES
onwg evarloxtikég apifporoyieg OFDM, avapetaddcels pe entyvoon g cupeopnons, midambles yio
KOADTEPT EKTIUNGT KOVOALOD Kot SIUUOPP®OOT) SUTAOD GopEa. AVTE T YOUPAKTPLOTIKA GTOXEVOVY GTOV
dmhaolacpo TG0 g epPéretoc 660 Kal TG amdd0omnG, SUTNPOVTIS TAPUAANAL TNV cLUPATOTNTO UE
TPOTYOVLEVEG TEXVOLOYIES.

H dwrpipn ot ovvéyeln eotidlel otig dwadikaoieg oddayng onueiov mpocPacng oe diktva 5G,
Eexwvavtag pe oevaplo intra-PLMN. H tomikn dwdikacio katd v 3GPP mephapfdver didpopa
ototyeio mov ovpuPdriovv oto Handover Interruption Time (HIT), to omoio ivol xotd péco 6po
nepimov 49,5 ms. Avti 1 kabvotépnon pumopel va glval amodeKT| Yot U KPIGUES EQAUPUOYES, AAAA
elvan avemopkng v vimpecsieg CAM mov anattovv cuveyn cvvdeouotnta. Eiodyovion mponyuéveg
Aboelg 0mmg 1 "Agttovpyia Xvvéyetag Zuvedpiag katl Yanpeoiog (Sessions & Service Continuity -SSC)
3", o1 omoieg epappdlovv Evav unyoviopd Make Before Break (MBB) kotd Tov ontoio to dynpa tpdta
GUVOEETL LLE TO KALVOVPLO OIKTLO TTPLV ATTOSEGUEVGEL TN GVVIEGT] TOV LE TO TAALO OikcTLO, Yia TN peimon
N v e&dienym tov HIT. Qotdco, avtn n teyvikn amottel eEaptipata xpnotn (User Equipment -UEs)
pe duvatdTNTES SUTANG CLVOEGILOTNTAG KoL OgV £XEL OKOUN avamTLYOEl EUTOPIKA.

H moAvmlokdtto avEdvetar onuovtikd otav eEetdlovtarl ta inter-PLMN HO, dniadr ot aliayég
onueiov TpoécPacng HETAED SLOPOPETIKAY TaPOY®V SIKTVOV, 01KA TEPA and Ta e0vikd ohvopa. Xe
avtifeon pe to oevdpla intra-PLMN, ta interPLMN HO 6gv 6100€touv Kowvég “dykvpeg dikToov”,
Bacilovtat og evdtdpesovg dicviovg GRX/IPX kat cuyvd vmogépovy amd anpdPrente Kabvotepnoelg
kot whovég dlaxomés. H avagopd e&etalel evalloxTikéG TPOTAGEIS, CUUTEPIAUUPOVOUEVOY TMV
apecmv dacvVdEcemV LeTa&D Tapdymv SiKTH®V (Tapdkapyr tov dlaviov GRX/IPX) kot g teyvikng
tov Local Break-Out (LBO), oA tovilel Tnv meploptopuévr eneKTOGILOTNTA TOVG KOl TO DYNAO TOLG
K60T0oC. Aroun kot 1 Asttovpyion SSC mode3 dev umopei va viomowmbei oe mepimtdoelg Inter-PLMN
HO, Myo g vmoébeong 6Tt n odhayn onueiov tpocPoong ocvpPaivel péoa oto 1610 dikTvo - i
VIOOECT] TOV AKLPAOVETAL GE SIUGVVOPLUKH GEVAPLOL.

H dwtpipn e€etdlel emiong tnv teyvikn PPAIoYpo@io OYETIKA LLE TO GYNLOTO TEPLUYDYNG OTIG EKOOGEIG
15 ko 16 g 3GPP. Ta diktva 5G Non-Stand Alone (NSA), ta onoia eaptdvTol amd TV VTAPYOVGa
vrnodoun LTE, avtumapapdiiovtal pe to petayevéotepa diktva 5G Stand Alone (5G SA) ta omoia
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Aertovpyovv avtdévoua (yopig eEapton oto LTE), ta omoia mpocpépovv kaAldtepn VTOGTHPIEN Yid
EPAPUOYES YaunAng kabvotépnone. Qotdc0o, avayvopiletar 6Tt n TANPNG avartuén diktomv SG-SA
Bploketon oakoun oe e£€MEn ko ot apyrrektovikég NSA €160youv OpKETEC OVETAPKEIEG TOV
napepmodiCovv Tig vanpecieg CAM.

E&etalovtor apketéc mPOGQATEG EPELVNTIKEG GCULVEICQPOPES, Kabeuio amd Tig omoieg mpoteivel
Bedtidvoelg v ) peioon g kabvotépnong kot T PeAtioon g ouvEXElG TNng VINPEciag. AvTtég
nepthopfavouv to Aeydueva soft handovers mov Pacilovior oe dmA GLVOEGOTNTO, GTPOTNYIKES
napddoong vd 6povg 6OV M aAAaY TEPOYOV EEAPTATAL Amd TOV EEOMAGUO TOVL XPNOTH (CLGKELT))
Ko 6L Ao To OiKTLO, oYLt AvapeETadoons ov Pacilovtar o emkowvwvia Device to Device (D2D)
Kol Aol okTuwong mov opilovior omd Aoyopkd (Software Defined Networking - SDN) v
TPOYVOOTIKEG Kot Paciopéveg oto mepipdilov amodoelg mapddoonc. Kabe mpotevdpuevn uébodog
a&loloyeital mg TPog T GKOTUOTNTA, TIV TOAVTAOKOTNTO KOl TNV EVOVYPAULION UE TIC OTALTHOELG
oL aPopovV cuvykekpuéva Tig epappoyés CAM. A&ilelr va onueimbel 011, evd opiopévec AOGELG
TPOCPEPOLV BEMPNTIKEG PEIDCELS KABVOTEPNONG EMG KOl LOVOYRPLO, YIAMOGTH TOV OEVTEPOAETTOV, OL
neplocotepes Pacifovral og 1davikég vmobéoeic N eotidlovy oV KynTikOTNTO €VIOG TOL 1610V
TaPOYOL, KAOIGTOVTOG TEG [N TPAKTIKEG Y10 SIUCVVOPLOKES EPUPLOYES GTOV TPUYUATIKO KOGO.

H dwtpipn evromiler vmooyoupeveg €pevvnTIKEG KATELOVVGES Kol TEYVIKEG OMMC 1 SUVOUIKY|
opadomoinon pe Zovroviopévr IloAhamdn Metddoon (Coordinated Multipoint - CoMP) yia
nepPailovta pétplog KvnTikdtTnTag Kot ot katavepnuéves avomtoéelsc MEC (Mobile Edge
Computing) ywo. ™ peiowon g kabvotépnong mov oyetiletal pe T UETEYKATAGTAON VITNPECIDOV KOTH
™ Odpkeln tov handovers. Q0T06G0, €MKPIVEL TIC VITEPOTAOVGTEVGEL; MOV GLYVA Yyivovtol otV
aE0AOYNON TETOL®V AVGEWV, GUUTEPIAAUPAVOLEVOVY TOV [N PEAAOTIKOV VTOOEcE®VY KaBLGTEPNONG,
NG LIOEKTIUNONG TOV emPapiveemy onuotoddtnong diktvov (signalling overhead) kot tng EAAeYNG
EMEKTAGIUOTNTOG G dloVVOPLaKd TepBdilovra.

Kotaljyovtag, avtd 1o kepdhowo g SatpiPng mopovcstdlel o AETTOUEPT], TEYVIKA OVOTNPN
a&oAOYNoN TG TPEYOLG UG KOTAGTOONG TG dtayeipiong g Kivntikdtntog SG oto mhaicio tov CAM.
Yroypappiletl 6tL evd €xel onpelmbel onpoavtiky tpdodog oTNV KvnTIKOTNTA 6€ GUuVONKeg intra-PLMN
Kol ota TPpOTOKoALD emukovoviag V2X, n Kivntikotnta og cuvOnkeg inter-PLMN mapapével €va
onuavtiko Tpdfinua. H avoaeopd KataAnyel TOG OTOLTEITAL L0 OAGTIKT] TPOGEYYIGT TOL VITEPPaivel
T Peitictomoinon tov pepovopuévev nudtov handover, vrootnpiloviog avt' avtod GUVTOVIGUEVES
e€eMEEIC OGNV OPYITEKTOVIKT] SIKTVOV, T TPOTOKOAAN PASIOEMIKOWVMVING, TV gvopyfotpmon MEC
Kot Tov oxedcpud tov epapuoy®v CAM. Avti n avaivon Oyl udvo TapEyeL TNV TEXVIKN PAcn Yo To
VIOAOITO TNG ATPPNG, AALA OETEL EMIGNG TO OKNVIKO Y10l TIG TPAKTIKEG OOKIUES KOl TIC TELPOULLLOTIKES
a&roroynoelg mov Ba dieEayBovv 6g EMOUEVO KEPALULO.

Kepaiaro 3

To tpito ke@AAMIO TG SATPPNG TAPEYEL IO AETTOUEPT] AVAAVGT| TOV TOAVTAEVP®V TPOKANGEDV Kol
TV TBavOV Aoe@v Tov gumAékovtal otny vrootpiEin CAM gpappoydv péom 5G og dacuvoplokd
oevaploe. Boaoiletow omn Beopntikn PBdon mov onpovpynfnke ota mpomyovpeve KedAoio,
petafaivovtag amd o YEVIKY EMICKOTNGCN TOV TEXVOAOYIOV KvnTikdTTag kol V2X televtaiog
TEYVOLOYIOG OE o €0TIONOUEVT €EETAON TOV AEITOLPYIKAV, EMYEIPNCIOKDV KOl KOUVOVIGTIKOV
TPOKANGE®V OMMG OVTEC AvVAOVOVTOL GE TPAYLOTIKA Stokpotikd mAaicta. To kepdiato oyl povo
YOPTOYPOPEL GLOTNUOTIKA OVTEG TIC TPOKANGELS, OAAG TTpoTeivel kot a&lodoyel emioNg OTOXEVUEVEG
TEYVOLOYIKEG KO GTPATNYIKEG AVGELS, faciiopevo og peydro Pabuod otn cupPoin TV EVOIPEPOUEVDV
Hepwv, otic yvooelg and gpevvntika €pya g EE kol otig gumelpieg avdntuéng o upomaikong
d10oVVOPLOKOVG SLOOPOLOVG,.
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To xepdhoto Eekvd pe Tov KABOPIGUO TV AELTOVPYIKMOV KOl LT AEITOVPYIK®DV ONTOLTHCEDYV TOV
amortovvtal yio Ty vrootnpién Tov CAM epapuoydv péom diktvmv 5SG o€ d106vvoplakég GLVONKEC.
Me Bdon o €pguva Bacik@dV EVPOTUIKOV QOPEMY EKUETAAAELONG OIKTOMV KIVNTHG TNAEQ®VING,
npounfevt®dv €E0TAGUOD KoL GAAWDV EUTEPOYVOUOVOV TOV TOpE (10img amd to épyo SG-MOBIX), ot
OTOLTAOELG lEpapyovvToL Yxpnotponmoldvtog T LEBodo MoSCoW. Ot kpicipec AETOVPYIKES ATOITNOELG
nepthopfdavouv v vrootpiEn ywo PeAtiopévo Mobile Broadband (eMBB) kou virtualization, ot
omoieg Bempovvtal amapaitnteg Kot cuVOEOVTOL GTEVA LE TN SBEGIHOTNTO avTdVOU®V dkTHov 5G
(SA). O1 pun Aeltovpyikég TPOTEPUIOTNTEG, OTMG 1 EMEKTAGIUOTNTO, 1 duvatotnTa avafdduiong, n
a&lomotion kot 1 ac@diein, mpocsdiopiloviarl emiong g BepeAdOelS TAPAYOVTIEC Yo TNV TAPOYN
oAoxkAnpopévev vinpeciov CAM.

21N GLVEXELD, TO £YYPAPO KATNYOPLOTOIEL TIG TPOKANCELS TG dtacvvoplakng avamtuéng CAM oe
TEGGEPIS KUPLEG OOTACELS: TNAEMIKOVOVIES, epappoyés CAM, aoc@diela / WO1OTIKOTNTO KOl
KavovieTikég pvOpicsls. Kébe owdotaon diepeuvdrtor oe Pabog, vrootnpiletor amd cvykekpiuéva
TOPOSEIYILOTA KoL TEYVIKT OvAAVGN.

Y70V TOUEN TOV TNAETIKOWVOVIAV, Ol dlodikacieg meplaymyng kot Handover avaidovral mepaitépm
L0 KOt 0TOTEAOVV TIG KUPLEg TNYEG kauotépnong kot dtaukomng vanpeciog. H pedétn draxpiverl peta&d
SLPOPETIKAY cevapinv meploywyng: uetald mupnvov NSA (un avtéovoumv), uetald mopnvov SA Kot
vPpkav diktowv NSA-SA. To oynuoata meployoyng pe dpOUOAdYNoN HEG® TOV OPYIKOL SIKTOHOV
(Home Routing - HR) eic@yovv onpavtikn kafuotépnon, Kabiotdvog ta akatdAAnia yio eEopetikd
a&16mioteg papproyEg emkovaviag yaunAng kabvotépnong (URLLC) 6nwg to CAM. Ot Adoelg mov
e€epevvavton teprhapfavovy mpoinmrtikn katavopr tépwv URLLC o610 dgutepebov diktvo (Visiting
PLMN), dueon OiacHvoeon peTa&y mopdywv yi v mopdkopyn dtadpopdv GRX/IPX vyning
KaOUGTEPNONG KoL UNYOVIGHOVG dloyeiptong vanpeotdv undevikng emaeng (Zero touch Service
Management - ZSM) L€ eniyvmoN EQAPULOYOV.

I'a to handover, avaAvovtol Tpio KVpla cevapla: emkalvmtopevn kdAvyn (overlapping coverage),
Kevd KaAvymg kot vPpdwd HO peta&d dwtowv 4G kat 5G. H emkalvmtopevn kdloyn umopet va
001 YNGEL € TAPEUPOAEG KO POIVOUEVO, TIVYK-TIOVYK HETOED TOV SIKTVMOV TOPOY®V, TO KEVA KOALYNC
TPOKAAOVV amdAEL cVVdESTg evd 1o VPPOIKd HO e1cdyel acvvéneieg oty amddoon, Wimg otnv
kabvotépnon. O Aeelg kopaivovior and Pertiotomoinon mapapétpov HO mov kabodnyeitar amd
Teyvnt Nompoovvn (Al) kot Theovaoud moAlamAdv SIM £mg epedpikn dopuPopiKn VITOGTHPIEN Yl
KéAoyn Kevdv Ko ampdokomteg petafdosic mov Pooilovior o eVOpYNOTP®ON UETAED TOV
dwpopetikddv RAT (Radio Access Technologies). H moAvmiokdétnto TOU GUVIOVIGHOD TNG
ooumeptpopds Tov HO peta&d YEITOVIK®V TapdY®V SIKTOOL OVAOEIKVOETUL OG VO CNUOVTIKO GAVTO

Chpo.

H dudotaon tov cpappoyddy CAM  eNIKEVIPOVETOL OTN] OCULVEYEWD TOV VANPECIOV, TN
SLOAEITOLPYIKOTNTO SESOUEVOV KOl TPOTOKOAA®V, KOOMS KOl G€ LOVOSIKES TPOKANGELS TTOL GYETIOVTOL
LLE TO. GVUVOPO, OTIMG O GLYYPOVICUOG POAOYIOD KOl 1 YEDYPOQIKN ovakdivyn (geo-driven discovery).
Ot gpappoyég CAM eivar 1dwaitepa evaicOnrteg oe dakonég mov npokaiovvtal and to HO, e1dwkd o¢
oevaplo Omwg o Aexelplopds oxnudtev. Ot TpoTevOpeveS AVGEIS TEPIAOUPAVOLY TPOANTTIKN
avToAAayn TANpo@opldv oxetikd pe 1ic {dveg HO M mApwg avtdvoun epedpiki ypfion KoTd
dupketa dtaxommv. Ot TPOKANGEL O10-AELTOVPYIKOTNTOG TPoceYYilovTol HEC® TNG TLTOTOINGNG TMV
poppmv dedopévav kot tov Application Programming Interfaces (API), tng omuiovpyiog evog
"tpwtevovtog" kévtpov dedopévov Intelligent Transportation System (ITS) avd mepoyn 1 tov
GULYYPOVICUOD GE TPAYLOTIKO YPOVO Kal TNG OLKOSOUNGNE GUVAIVEST|G LETAED YEITOVIKMDV GUGTIUATOV
dloyeipiong Kukhoeopiog.

H didotaon g ac@drelng Kol NG WOIOTIKOTNTAS, APOPd TOVG OVIIKPOVOUEVOLS KOVOVIGHOUS
npootaciag dedopuévav petabd yoponv e EE kot yopdv extdc EE, ta vopikd mAaioa yia T vOopuun
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eneEepyacio dEdOUEVOV KoL TNV £YKOOIOPVOT EUTIOTOCVVNG GTNV ETKOWV®ViA LETAED dikTu®v. Evd 10
GDPR t¢ EE mpoo@épetl o evapuoviopévn Bacm, 1 mPOKTIKY €QOPUOYN TEPO OTO TO. GUVOPO
aviyetonilel onuovikd eumoddie. H Swrpifny mpoteivel mpwtdkoiia Swampoyudtevong mov
vroompilovral and v Texvntm Nonuochvn yio TV exiteLén amodeEKTOV SLUUOPPDCEDY OTOPPTTOV
petaéld TV mapodYmV SIKTOOL Kol TPowbel TumoTOMUEVE TEXVIKG HLETPA OTT®G 1) KpurToypdoenorn TLS,
1 YeLS0-aVOVUOTIOIN O KO 01 GTPATNYIKEG 0moppnToL Paoet oyxediacpov. Atvetal eniong ELeacT 6Tig
dwdwkaciec moapaPiaong Oedopévav, OTIC KOWEG YOPTOYPOPNOELS Yo TNV emeepyacio Kal OTIg
OTOLTOELG EKTAIOEVONG TOV TPOCOTLKOD.

To xkavoviotkd (regulatory) tufuo amokoAVmTTel ic¢ T Mo dvoemilvta TPOPAUOTO, OV
KOLLOUVOVTOL OTd OGVVETEIG VOLOVES KUKAO(QOPING Kot S10d1KAGIES £YKPIOTG OVTOVOL®MY OXNUATOV EMG
TPOTOKOALD aAANAETIOpacng emPforng Tov vopov. H amovoio eviciov kavovioumv Kivovvevel vo
VTOVOUEVGEL TN AELITOVPYIKOTNTO TOV AUTOVOU®OV OYNUATOV, 1010 OTAV 01 VOUKESG d10d1Kacieg Kot ot
SO PPDOGEIS AOYIGUIKOD TOV EPAPUOYDV, OaPEPOLV amd ydpa o€ xdpa. Ot TPOTEWVOUEVES ADGELS
nmepthappdvoov tn ypnomn yeoepiéeov (geo-fencing) yio v emPorn voppwv {ovav Asttovpyiag,
SUVOLIKT AVOSIAUOPPMOT] TNG GUUTEPLPOPAS TOV CLTOVOL®V OXNUATOV LE PAOT EVOOHOTOUEVOVS
yéptec HD Ko tumomomuéva poToKoAAN UNVOUAT®V EKTOKTNG AVAYKNG Y10 OAANAETIOPAGCELS UE TNV
O.OTUVOUIO KO TIG VAN PEGIES ONUOCLOG OCPAAELNS.

Boowlopevn oe autiv v oAOKANPOUEVN YOPTOYPAPNON T®V TPOKANCE®V, 1 OloTpiPr] €16ayeL
TEYVOLOYIKOVG TTapdyovTes Yo TV eniAvon tovc. Kevipud otoryeio avtdv tov mopaydviov givat 1
Aertovpyia Zovéyelag Zovedpiag kot Yanpeoiog (SSC) mov opiletar and tn 3GPP. H Agttovpyio SSC
1 dwoparilet ) ovvéyela IP péow tov Home Routing aAld voeépet and avénuévn kabvostépnon. H
Aertovpyio 2 Beltiotomolel v Kabvotépnon UEC® TOMIKNG OLOKAAOWONG, OAAL OlOKOTTEL TNV
vanpecio Adym oAloydv IP. H Agitovpyia 3 (Make-Before-Break) mopéyet 1060 younin kabvetépnon
0060 Kol GLUVEYELD VANPESiog, oAAG amartel diktva SG SA kot eglypéveg duvoTOTNTEG EEOMAIGLOV
ypnot (UE). Opoimg, ot tpoémot dpopordynong - Home Routing (HR) évavt Local Break-Out (LBO)
- avaAvovtal 660V apopd Tovg GVUPPAGHOVS TOVG peTa&d KabBvuaTépnong, dloTpNong cuvedpiog Kat
EMEKTAGIUOTNTOG, W10i{TEPA O TOAAATAES £BVIKES ducaiodoaies.

"Eva dAho onuavtikd onpeio eotiaong etval to Mobile Edge Computing (MEC), 1o onoio mailet (oo
poro ot euhoéevia vanpeciov CAM pe ehdyiom koabvotépnorn. Xvlntodvtal ddpopa UOVTELM
avamntuéng, 6mog o "Bump in the Wire", to xatavepunuévo EPC kot to SGW-LBO, 1o xabéva pe
TAEOVEKTNLOTA KO TTEPLOPIGHOVS OGOV OPOPA. TH GUVEYELL TNG VI PECIOG, TNV EMEKTAGILOTITA KOL TV
noAvmlokotnNTe. vAomoinong. Ot petadoocelg MEC-ce-MEC  peta&d  S10Qopetikmy  mapoymv
Tapapévouy Eva adbvapo onueio, Le TI TePocoTepES AVoELS Vo, facilovTal otn dloyeipion cuvedpldv
o€ eMNEd0 EPAPLOYNG 1| OTNV ALEST SLACVVIEST SIKTHOV, 01 0T01Eg OeV €lvarl KOBOAKA KALLOKOVIEVES
N EPIKTEG.

INa va cvvoyietel n cu{RTnon, T0 KEPAAU0 TOPOLGLALEL Evay cLVOETIKO TIVOKO TOV KOTIYOPlOTOlEL
T1G Pacicég S10GVVOPLUKEG TPOKANGELS OVEL TOULEN TTOPAAANAL LE TIC TTLO TOAAG VITOGYOUEVES TEYVIKES
Ko SladkaoTIKEG Avoels. H evommra odokAnpdvetar pe o Tpofoii Tov avaueEVOLEV®Y 0QEADY Omd
v gupeia avamtuén 5G SA, divovtag Eupoon otov kpiciuo poro demapmdv 6mtmg ot N32 kot N9, mov
opifovtat and to 3GPP, 61Ny vTooTNPIEN AGPAAOVE KOl ATOTEAEGUATIKTG EMKOV@VING neta&y PLMN.
To &yypago vroypapupilel Tnv avaykodTnTo avamtuéng evolduecwv Aoenv couPatav pe SG NSA 1
WIKTEG avomTuéels, Kabmg n TAnpng dieicdvon SA oe 0An v Evponn mopapével pokponpoddecuog
0T0Y0G.

2UVoMKA, oty 1 evoTNTa OYL UOVO TPocdlopilel TO OAOKANPOUEVO GUVOAO TPOKANGE®MV 7OV
avtetonilel n epappoyn vanpeciov CAM, oArd a&loloyel Emiong Tr GKOTWOTNTO KoL THY OPLOTNTO
TOV TEYVOLOYIKDV, OPYLITEKTOVIKMY KOl KOVOVIGTIK®V AVcE®V. AETovpyel 1060 MG 001KOG XAPTNG 0G0
KOl G KPIOLO S10yVOOTIKO EPYAAEID Y10 TOVG EVOLAPEPOLEVOVS POPEIG TOV TYedIALOVV TV aVATTLEN
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OVTOLLATOTOMUEVEOV VTNPECSLOV KIVNTIKOTNTOS e duvatdtnta SG 68 mPpayLaTikeés cLVOTKeG TEPU ad
Ta gBvikd ovvopa.

Me Bdaon v avéAivon mov mopovctdleETolL GE 0T TNV EVOTNTO, TPOKPIVOVTOL KOl TO. GEVAPLO KOl Ol
Aboelg mov Ba a&loloynBovv 6to mepapaTikd Koppdtt g dTpPig. Avtd eivat:

e Bektiotomoinon pvluicewv diktdowv SG-NSA yio dtacvvoplakd handover

o Axpifeic petprioeig amdooons, KabvoTépnong Kol SOKOTNG VANPECING GE JUGLVOPLOKEG
ouvOnKeg

o AwocbOvdeon peta&d mopodywv: GRX/IPX vs Apeong dwoOvdeong pe omtiky iva (Direct
interconnection)

o Apyrtektovikn dpopordynong dedouévov petaéd mapdymv: Home Routing vs Local Break-Out

o Xpnon mepiparroviov cloud & torobétnon tovg: Cloud vs Edge Computing

o Anpiovpyia Ko yprion GLYKEKPIULEVOV oAyopibumy Beltictomoinon Tov inter-PLMN Handover
(eminedo epapuoyng)

Keopalaro 4

Kotémy tov eviomiopol tov mo Kpic®V TPOKANCEDY KOl TOV TO EATIO0POPOV ADGEDMVY Yo TNV
vroot)PEn g dtacuvoplakng Asttovpytkdmrog CAM, 1 datpiff Tpoympd oIV TEPTYPUPN TNG
TEPALATIKNG EYKOTAGTAOTG TOV ¥pnoiponomOnke yio v ektékeon dokipumv CAM o€ mpaylaTikes
ouvOnKeg, TPOKEWEVOL Vo petpn et 1 wpayupatikn eumepio towv ypnotdv CAM ce dloovuvoplaKeg
ouvinkeg kat va a&loroyndobdv kat va entkvpmBovv ot emtheypéveg Moelg. H Evomra 4 mapovoialet
TOV GYEOIAGHO, TV OPYLTEKTOVIKT, TNV AVATTUEN KoL TNV EUTEIPIKT EMKVP®ON epappoydv CAM mov
Baciloviar oe 5G 1OV TPAYHATIKO StocLVOpLakd d1ddpopo Twv cuvopov Kmov-Yydiov peta&d
EAMGSag kot Tovpkiag, atnv meptoyn tov 'Efpov. Q¢ pio and Ti¢ tpdTeg mpoonadeleg TayKoouimg Ton
a@opovV TNV avamtuén kot a&ordynon epoppoydv CAM péow diktvmv 5G og dtucuvoplokd TAaicto,
N epyacio TapEXEl Uio OAOKANPOUEVN TEYVOAOYIKT, GPYITEKTOVIKY KOl EUTEIPIKT aELOAOYNON TOV
vanpeciov CAM cg mTpayloTikég cLVONKeG.

Y10 emikevipo NG peAétng Ppioketon n avamtuén evog Atocvvoplakod Aadpopov (CBC) 5G, mov
evoouatdvel vrodopég and v COSMOTE kot v Turkceell, ypnowonoidvtag éva oducd tuipa 10
YA eomMopévo pe téooeplc otabpotve Paong 5SG (gNodeBs) amd v Ericsson. Avth 1 vmodoun
napeiye TEPOYEVI KAAVYN AOY® TOTOYPUPIKAOV Kol TEPLBUAAOVIIKMV TPOKANGEMV, 310G eVOG LLeYEAOL
UETUAALKOV PPpayTN KATA LWKoG Tov EAANVIKOD cuvoplakod oTabpon Kot Tng LETaPANTAS KukAo@opiog
Bopéwv oynudtov Tov dnulovpyodoav TPOPAUOTO GTNV UETAOCT TOL CHUOTOG (OVOKAAGELS,
umiokdpiopa, KAm.). H BeAtictomoinon tov mapoapétpmv tov Atktoov 5G, copmepthapfavouévey Tov
pvOuicemv HO peto&d S1a@popeTik®dv SIKTV®OV, NTOV omapaitnn yoo v enitevén g embouung
TOLOTNTOG VINPECIDY, 101MG Yot TNV OTOPLYT TOV PUIVOUEVOD TIVYK-TOVYK (GUyv] eVOAAayn SucTOOV
TPOGPACTG) KOl TV SLOKOTMV GUVOESNG.

H apyrtektovikny mov ypnoyomomnke yio tig dokipég meprelapfave ewovikég avantoéelg Evolved
Packet Core (VEPC) ce mepifairovta edge cloud, tomobetnuéva otv Ale&avopodmoin (GR) kot oto
Kdaptad (TR), pe diktvo Kivntig TNAEQ®VIOG S106VVOESEUEVE LECH ONUOCIOV YPOUUDOY SLAOTKTOOV
(GRX/IPX) kou pe dpeon obvdeon ontikdv wav. To Betikd kot to apyntikd onpeio ovtov tov
SOUOPEDOGE®Y SIKTVOV 0EI0A0YHONKAY aVoTNPld ®¢ TPog TV Kabvotépnon kot arnddoorn tove. H
dwapoppmon NSA (3GPP ‘Exdoon 15, Emdoyn 3x) xor 1 pvOuion Home Routing (HR) eEacpdiicov
GUVETN OlaYEIPLOT TG CLVOESIULOTNTAG LEGM TOV ap)tkoy o1kTvov (Home PLMN), av kot pe avEnpévn
KkaBveTéEPNON KATA TV TEPLALY Y.
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Muo Bacikn KavoTopio Tov TopovGtaleTal GE 0T TNV EPYUCia vl 0 oYeOAGHOC KOl 1) EQUPLOYN
evog alyopibuov Peitiotomoinong tov Handover ce emimedo epoppoyns, yioo vo S0caAoTel 1
anpOOKOTTN amOO00T KOl GUVIECIUOTNTA TNG EPUPHOYNS KATA TN S1dpkeln TV petafdoswv petaln
PLMN o¢ Aettovpyia LBO. Avtdg o olyopiBpog mpofArémet tig adldayég dikthov ypnoiponotdviag GPS
KOl TPOCAPUOGUEVT] AOYIKT, EWOOTOIEL OAN TAL GYETIKA GTOXEID TOL CLGTAUATOG, amodNKeDEL dedouéva
awonmpov oe buffer katd ™ dibpkeln kKevadv cvuvoeciudTTag Kot dotnpel Pacikég Aettovpyieg
ac@aAeiog (0Twg avtdvopo epevapicua pe Baon to evoopatopévo LiDAR) uéypt v enavacivoeon
TOV OVTOVOLOL OYNUOTOG HE TO OikTvo (0€ TepimTwon ammAglng ovvdeong). H onuovpyio kot
a&LOAOYNON AVTOV TOL AAYOPIOLLOV GE TPAYUATIKEG GVVONKEG vl Kot [ia amd TiG fUcIKEG CUVEIGPOPES
™G O10aKTOPIKNG SO TPLPNC.

To hardware mov ypnoyoromdnie wepleAdfave €101KO KOTOOKEVAGUEVES EVOOUATOUEVES LOVADES
(OBU) evoopotopéves pe poviep 5G Quectel, LiDAR, avayvooteg NFC, povadeg GNSS kot
dtapopovg asOntipeg mepiParrovtog kot eyyvtntag. Avtég ot OBU amotélecay n poyoKoKaALd TV
SUVOTOTTOV OVTOVOU®V OYNUATOV TNG OOKIUNG, €YKATESTNUEVEG 08 &va @optnyd Ford emmédov
avtovoung odMynong 4. Emmpodcbera, vmpyov povadeg Roadside units (RSU) pe avayvaopion ewovag,
EAEYY0 UTAPAG GUVOPMV KOl EVOOUATMON QOTEWVOD GNUATOOOTN, OAO GUVIOVICUEVO UECH NG
mhoteopuag g WINGS.

Ot gpappoyég CAM mov SOKIHLAGTNKOY TOPOVGIOoHY TPONYUEVT] AEITOVPYIKOTNTO, OTIMG 1) CLTOVOUN
O1€AeVOT OYNUOTOG OO TO GLVOPLIKO GTAOUS YWPIg ETAPY], 1) ETOLUOTNTO TPOYVMOSTIKOL EAEYYOV KoL M
TPOCTOCIO, EVAAMTOV XPNOTOV TOL 0d1KoV dikTvoL (VRU). Ta dedopéva amd oxNUaTo Kol VITOSOUES
vroPAndnkav oe enelepyacio og TpayLaTKO YPOVO LEGH TAATEOPUOV edge Tov PrhoEevoivtal TOGO
otV EALGSa 660 kar omv Tovpkia, emttpémovtag ) duvapukn a&loAdynor Kwvdbvov Kot T Anym
ATOQACEDY GE TPUYUATIKO ¥povo. H chvinén aictntpov ond kivntég kot otabepéc mnyég (poptnyd,
Képepeg OPOLOV, POPNTES GVOKEVEG) EMETPEYE ALENUEVT ETTYVOON TG KOTAGTOONG KOl EVIGYLUEVT
0oQAAELD, LLE TO GUGTNUO VO €lvOl KOVO Y100 TPOANTTIKEG OMOQACEL;, OM®G 1 €100moinon TV
alopatikov | 1 evepyomoinon embempnoemy pe PAon Tov Kivduvo Tov TPOKLTTEL OO TV TEXVNTH
VOTLOGUVT).

AoxpdomnKav opKeTEC TOPAUETPOL amdOI0CNG TOL aPOpovV cuykekpiuéva 1o 5G. Efetdotnke 1
enidpacn dlapopetikdy dopopedcewy Time Division Duplexing (TDD) (m.y., 4+2+4 évavt
4+1+43+2), ov perproelg amnddoong UL/DL, m emidpacn tg ovocoudtoong eopéwmv (Carrier
Aggregation - CA) kot 0 péAog TV {ovdv TPocTaciog PAGHOTOS GTOV HETPLICUO TV TOPEUPOADY.
Ta evprjpota enPePaincay 6tin amddoon tov UL exnpedletar o peydro Pabud and v soapdpemon
tov TDD frame, v amdctoon and Tovg otabpovg Pacng kor v evepyomoinor tov CA, evd 1
anddoon tov DL €de1&e oyetikn otabepdtnta o€ dtapopetikéc pubuiceig TDD. Mia (v mpootaciog
eaopatog 50 MHz peta&d towv 600 @opémv EKUETOAAEVOTG EANYIOTOMOINGE WE EmTLYIO TIg
TapeUPorEG.

Avt M epyocio avapépetat emiong kot vBuypappileTal Le TIC CLGTACELG EVPOTATKMV KOl TAYKOGUIDV
eopémv Turomoinong, 6mmwg n ECC kot 1 GSMA, 101aitepa GYETIKA [LE TOV GLYYPOVIGUO, TIC (MVES
TPOCTOCING PACUATOG KOl TIG OTPATNYIKEG GLUVOTTOPENG Yo Un cvyypoviouévee Aettovpyieg TDD.
Aé&ilerva onuelmbet 0L Ta evppato evicyvovy T cvotacn g GSMA 611 ot peydieg Coves acpaieiog
@acpatog (guard bands) kot 1 BelticTomoinen SikTHOV EIvaL TLO UTOTELEGUATIKG OTO TOV GUYYPOVIGLO
OTaV aVTIUETOTILOVTOL TEPLOPIGHOTL SLULGVVOPLOKNG OVATTVUENG.

Me Béon v mopamdve HEAETN Kot avaAvon, ETAEyTKAY Ot BEATIOTES pOUIGEIS TOPAUETPOV SIKTVOV,
oVTOVOLOV OYNLaTog Kot epaproyns CAM, yio 10 TEPAUATIKO GTAO10 Kol GYESAGTNKAY TO, fripota
KOLL TOL GEVAPLOL TNG TEPOUOTIKNG LEAETNG GE TPAYUOTIKEG GLUVONKEG TOL akOAOVONGE Kot TapovGtaleTon
07O EMOLEVO KEPAALO.
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Keopalaro 5

AVTO 10 KEQAAOLO TNG SlaTPIPG TPOSPEPEL o TAovo1o, Ko HeBodikn a&loAdYNoT TOV VANPECIOV
Youvdedepévng kat Avtopatoroimuévng Kivnrikomrag (CAM) pe dvvatotte 5SG o mpoypaTikég
dtaovvoplokég ovvBnkes. H Paon e avdivong mov moapovoidletor €ivol to eKTETAREVO GHVOLO
dokmv mov deEnyncav katd uRKog tv EAAnvotovpkikdv cuvopwv (GR-TR) oto mhaicto tov £pyov
5G-MOBIX. Avt6 10 6HVOLO TEPAUATIKOV JIEPYACIOV GYEOAGTNKAY Y10 VO AElOAOYIGOVY KPITIKA
™V amddoon SoPOP®V  SOPOPEAOCEDY OIKTHOL KOl GTPATNYIKOV Slayelplong KivnTikOTnToC,
eotidovtog Wiaitepa oty KavoTTd Tovg Vo, vrootnpilovv anpockonta epapuoyéc CAM vmod Tic
TPOKANGELS OV BETOVV 01 S1OCVLVOPLOKES LETAOOCELS LETAED SAUPOPETIKMY SIKTO®V / TapdYOV (OTW®S
TOPOVGIACTNKAY GE TPOTYOVLEVEG EVOTNTES).

H a&loldynon Pacictnke o€ £va TPOCEKTIKA SOUNUEVO TEPALATIKO TAOIG10, TO 0moio mapovstdleTon
Aemtopepac. Ilpaypatikd oynpato, cvumeptrappavopuévov evog avtdévouov @optnyod Emimédov 4,
eEommopéva e Evoopatopéveg Movadeg (OBU) kol aucbntipec Lidar, mov aAiniemdpodoav e
SlKOUIOTEG epappoydv Ttomobetnuévovg oe mepifariiovra cloud kor edge. Avtd to oynuota
TPOYUATOTOINGOV TOALAPIOUES SOKIUOOTIKEG OOPOUES KOl OTIC dVO KoTeLBOVoES Tépa amd Ta
GUVOPa, EVO TEWPAUATIKG dEdOUEVA CLALEYONKOAY TOCO OO TIC GLGKEVEC ¥PNOTOV (OYNLLATA) OGO Kot
amd v vmodopun Owtoov 5G. Ot dokipée KAALTTOV TOAAUTAEG SGLVOPLOKEG UETAOOGELS,
Kataypaeovtog dedopéva amd v petadoon dedopévav oto uplink €émg v kabvotépnon ot eninedo
EQOPLOYNG KOL TN CUVEYELD TNG VIINPESIAG, TPOSPEPOVTAS ETCL L0, TATPT] OVAALOT).

Ou dokiég Otepedvnoay TEVTE EEXMPIOTA TEPOUOTIKA GEVAPLOL TOL GLVOVALOVY JAPOPETIKES
pvBuicelg cvvdeoipuomrag peta&y diktvwmv (PLMN), aiyopiBuovg dpopordynong dedopévov (Home
Routing vs LBO) kot tomofetnoeig daxopotov (cloud v edge). [a kdbe dwopdpemon, 1 amddoon
a&roroynOnke e faon tpelg kpioovg deikteg amddoong (KPI): Uplink Throughput, kaBvotépnon and
dxpo og dxpo (E2E) kot xpovo draxonng Yrnpeoiog Adym Kivntikdtntog (interruption time). e Ao taL
oevapia, to uplink throughput tAnpotdoe otabepd Tic amaitioelg Tov epappoywdv CAM, kopiog Adym
TOV WKpoV peyedov ogpéiuov eoptiov (payload) mov oyetilovtar pe to Mnvouate Xovepyatikng
Evaisbnrtonoinong (CAM) kan ta. Amoxevipopéva Mnvopota Ewdomoinong [epipdiiovtog (DENM).
Qo1600, onuelddnke Ot 1 TomoBEétnon emTePKNG Kepaiog ota oyRUATO PBEATIOoE GNUAVTIKA TN
TOLOTNTO OTLLOTOC, GTOKOADTTOVTOG [0 CTUOVTIKT TOPAUETPO GYESIAGIOD Y10, TOVG KOTOACKEVOOTES
TpToTVIOV £E0TAIGHOY (OEM) Twv oynpdtwv.

H xaBvotépnon E2E, mov avtimpocmnedel Tov xpodvo HET' EMGTPOPNG Yol TO. UIVOLOTO EPOPUOYNG
peta&y tov OBU kot Tov dlokouoty, mopovciose ToAd peyaAidtepn OakvUavoT Kol amodelyonke
Wwitepa gvaichntn oy emieyuévn dwopdpepwon ouctvov. Katd ) ypnon dwkopictodv cloud pe
onpocla dtovvoeon oto dadiktvo kol Spopordynon Home Routing, o tyég kabuotépnong frav
TOAD VYNMAES, Le pHéco dpo mepimov 212 1Moot ToL dEVTEPOAENTOV, TOAD TTAV® amd 10 Opto Twv 100
YIMOGT®V TOL dEVTEPOAENTOV oL Bempeitar To 6pto Yo Tig epapuoyég CAM. H avtikatdotaon tng
onuooag dacHvoeong pe dupeon dlachvdeon HeETaED TV d00 dikTHmV anédmoe acOntn Pertioon,
puewwvovtoag v kobvotépnorn oe mepimov 118 yhootd tov devteporémtov. [lepartépw peimon
emtevynke péom g xpnong dtakootdv edge. Xe autiv TV TEPITTOGOT, 01 TIEG KaBuoTépnong NTav
KOTA PLEGO OPOo TTEPITOV 82 YIMOGTE TOL EVTEPOAETTOV Kol LELDONKaY aKkOun kot o 12 yiAootd Tov
OEVTEPOAETTOV G EVVOTKEG GLVONKEG, VITEPPAIVOVTAG £TCL TOVG GTOYXOVG ATODOCTC TOL £YOVV OPIOTEL
Yo TG TEPMTAOGELS Ypnong CAM.

Qot600, avTég o Pedtidvoelg oty kabvotépnon Npdov pe avTitiHo OGOV apopd Tr GUVEYELD TNG
vanpecioc. O ¥povog SKOmNE LANPESING AOY® KvnTIKOT TS - oL opiletal mg 0 ¥pdvog ueta&d g
AMYMC Tov TEAELTAIOL UNVOUOTOG EPappOYNS TPy amd éva HO kot tng Ayng Tov Tp@Ton UNVOROTOS
petd to HO - fjtav otabepd mévo and ta emBountd 6pio. Xe 6Aa ta oevapia dpopordynong me Home
Routing, o1 pécot ypovor draxomng kopaivovray and 710 €wg 870 yIA106TA TOV dLTEPOAENTOV. AVTEG
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ol Tég eivar mpoPAnuatikég yio vranpecieg CAM kpioipeg yio TNV ac@UiEln, OT®G TO dLTOVOULO
OTOUATNUE EVOC OXYNUATOG OTAV OVIYVEDEL TN TOPOVGI0 EVAADTMY XPNOTMV TOL dPOUOL (T.). TeCDV).
Axopo Kot P TNV xpnon dlokopotdv edge Kot v dpeon dtacHvoeor Hetald SIKTO®V, 1) Lelmon g
SLOKOTNG TNG VANPEGIOG NTOV OPLOKT], VITOSEIKVVOVTUS OTL O YPOVOG SLOKOTNG GLVOEETAL GE UEYAAD
Babuo pe Tovg gyyeveig meplopiopois g apyrtektovikng SG Non-Standalone (NSA) kot Tov TpoTo pe
tov omoio draxepileron Tig petafdoelg petaéy tv cvvedpiunv PLMN.

"Eva 1dwitepa a&loonpeinto ebpnua tpoékvye amd v agoddynon g dpopoAidynong Local Break-
Out (LBO). To LBO anodeiyOnke 611 peidvel onuavtikd v kabvetépnon E2E, eidwkd 6tav to dynua
Aertovpyovoe evtog tov Visited-PLMN kot pmopovoe va cuvdebet pe Evav tomkd dtokopiot) edge. e
avtv T pvduion, n kabvotépnon petddnke émg kol 55% ce ovykpion pe v dpopoAidynon Home
Routing. Q61600, 0mokdAvyE EMioNG Vo KPIGIUO LELOVEKTNUA: O ¥POVOG SLOKOTNG TNG VAT PESING GTNV
nepintwon tov LBO avénfnke oe mavo and 4,5 devtepdienta. Avtdc o akpaiog ¥povog SLoKOTNG
arododnke otnv avaykn 1 OBU va evepyomomoet puo. adiaynq Packet Gateway (P-GW) kotd ™
duapxela tov HO, 1 omoia dev vroompiletotl axoun anoterecuatikd o€ avamto&elg NSA ko dev pmopel
va gvepyomomnBel amd v TAgvpd tov diktvov. H mpokvmtovca kabvotépnon kabiotd t yprion tov
LBO o¢ dacuvoplakd cevdplo avéeikt yio vanpecieg CAM gvaicOnteg oty kabnotépnon pe Tig
TPEYOVGEC SVVATOTNTEG SIKTVOV.

Mo, AeTTOopEPNC GVYKPIOT] TOV TEVTE TEPOUUATIKOV GEVaPinV £0e1&e 6TL 0 cLVOVAGHOG edge computing,
dpeong dracHvdeong kot home routing mpocépepe v mo 1ooppomnpévn Avon. Eved 1 kabvotépnon
dev Ntav 1060 yaunAn 6co pe to LBO, ftav yevikd evtdg evog amodekton 0povs Yo Un Kpioiueg
EPOAPUOYES KOl O YPOVOG S1OKOTNG TG LINPeciog mapéueve Katw and évo dgutepolento. Avti
SO pPmoN ovadeiydnke £Tol MG 1 MO TPAKTIKN KO PEUAIGTIKY] ETIAOYN Y10 TNV APYIKN avATTLEN
vimpectov CAM pe dvvatotnta 5G oe dtucvvoplokd tepipaiiovta (ue avamtuén SG-NSA).

H evémta oAoKANp®@VETOL LE L0, GEIPA OTTO GUYKEVTIPMTIKES OVUAVGELS 0TOO0GTG TOV LITOYPAUUIfovY
TIG OY£0ELG LETAED TMV OMOPACEMY GYEJIAGLOD SIKTVOV KOl TNG ATOS0GTG TMV EPAPUOYDOV. Agiyvel OTL
N dueon Owovvoeon peTaEd Oiktvwv 5G PeAtiwvel otabepd v Kabvotépnon oe OAEC TIG
SOUOPODCELS, aveEAPTNTO ad TO OV 0 SLOKOUOTNG epapuoymv Ppioketar oto cloud 1 oto edge.
Emumhéov, n tomoBétnon g epapproyng oto edge amodidel mavia youniotepn kabvotépnon ond v
avantuén oto cloud. Qotdc0, dTav 1 dpopordynor dedopévav tepiehdupave tn diélevon oto Visited-
PLMN ka1 emiotpopn péc® tov Home-PLMN, 1 kaBvuatépnon avéndnke andtoua, €181ké 6T0 LOVTELOD
onpocLog dSocvuvdESTG.

Ot ypovol dlokomne NG vanpeoiag, avtibeta, €0si&av pikpn evaicOnocio otnv emloyn peTa&D
avamtuéng cloud kot edge 1 dnuociag Evavtt Gueong S1GVVOESNE, EKTOC OO TNV TEPIMTTOOT TNG
dpoporoynong LBO. Avt' avto0, ot ypdvor dakomng eavnkay vo meptopiloviol 0VcLaoTIKG amd TOVG
TPEYOVTEG TEPLOPLOUOVE TV dIKTVWV NSA ko T1¢ dradikacieg HO, cupmeptiapfoavopévng g EAAetyng
VTOGTNPIENG Y10 LETEYKOTAGTAOT GuVedpiag mov EeKva omd To HikTvO.

YUVOAKA, QLT 1 EVOTNTA GUVEIGPEPEL CNUAVTIKEG EUTEIPIKES YVMDOEIS OYETIKE [E TNV AOO0CT GE
TPAYHOTIKO KOoHo Tov gpappoydv CAM pe dvvardomta 5G og dwcvvoplokd mepipdilovra.
EmPePormdvel 0Tt e TIC GMOTEC APYITEKTOVIKEG EMAOYEC — GUYKEKPILEVQ, TNV XPToN OlakocTodv edge
Kol TV dpeon dwuovvdeon diktvov — ta diktva SG-NSA pmopovv vo vrootpifovv éva peyaio
vrocvvoro vrnpecidv CAM. Qotéc0, vroypappilel emiong OTL Ol TO AVGTNPEG AMALTIGELS, OMWG
OVTEG TTOV APOPOVV TNV TOYEl OmOKPIGT TOL OYNUOTOG Kot Tn ovveyn eEaipetikd aSidmot
emkowmvia, B mapapeivouy ektog epPérelac Emg 6Tov Ta Tponyuéva diktva SG Standalone (SA)
avomtuyfodv evupvtEpa. AVLTA TO ELPNUATO €YOLV TPOKTIKEG EMMTOCEIS YO TOLG (POPEIG
EKUETAAAEVONG, TOVG TPOUNOEVTEG, TOVG KOTOOKEVAGTEG OYNUAT®OV KOl TOLG vrevbuvovug ydpaéng
TOAMTIKNG, TPOCOEPOVTOG Evay TEKUNPLOUEVO Yaptn (roadmap) yio tov tpomo petdfoocng amd Tig
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TPEYOVOEC OOKILOOTIKEG OOHOPPDCEC O 1oYLPES, KMUaKk®TEG avantoéel; CAM  petald tov
Evponaikadv cuvopwv.

Keopaloro 6

AvT6 glvar To TEAgLTAI0 PEPOG TNG SLATPIPIG KOt TOPEYEL P10l OAOKATPOUEVT) GUVOEST] TV EPELVNTIKDV
EVPNUAT®V, EVOTOLOVTOG TIG TEPOUUATIKEG YVMDOELS, TIG OVOADGELS TV EVOLUPEPOUEVOV LLEPDOV KL TIG
Biproypapikés avarboelg oe éva eviaio cvopmépacpo. H evommrta efetdlel Tig mpokAGELlS, Tig
TPOTEWVOUEVEG ADOELG KOl TIS EUMEPIKEG TOPATNPNOEL, OYETIKA LE TNV OVATTLEN VANPECIOV
Yovdedepnévng katr Avtopatomompévng Kuinrikémroag (CAM) péow 5G, €01kd e d106VvVOPLOKd
nepiparrovro. EmaveEetdlel ta gpeuvnTikd epoThpate Tov TEONKav oty apyf ¢ Stpipng kot
TapéxeL GOPELS, PACIGUEVEG GE TEKUTPLOL OTAVTIGELS TOV TPOEKLY OV amd Tig de&aydpeves SOKILEG Kot
™V gVPUTEPN TEXVIKN AE10A0YN oM.

H evomto neptypdpel Tog 1 dtotptn e£€T00€ GLOTNUATIKA TO TPEYOV EPEVVITIKO TOTIO, GLVEPYAGTIKE
LLE TOL EVOLAPEPOLEVO, LEPT Y10 VO TPOGOLOPIGEL TIG TPOGOOKIEG KAl TIG ATOITNOEL KOl GUUUETEIYE GTOV
oXeOOOHO KOl TNV €KTEAECT] HOG TEPOUOTIKNG EKGTPOTEING TANPOVG KAILOKOG O TPOYLLOTIKES
ouvOnKeg ota EAANVOTOVPKIKA cOvopa. Ta aroteléopato mov eEAEONGay and avtdv ToV SlucVVoPLUKS
S1édpopo - Tov TPMTO TOL €160VE ToV otV Evpdnn - mopeiyav 0VCICTIKES YVAGELS GYETIKA UE TIC
duvaToTNTEG OMAOO0NC KOl TOVG TEPLOPIGHOVS TOV SIKTO®V 5G OTOV YPNCLOTOI0VVTOL Yo, TNV
vroompin epapuoymv CAM vrd mpaypatikég cvvinkec. ‘Eva kevipikd coumépacua wov eEdyetal oe
auTNV TNV gvotnta givar n avayvopion ot ta tpéyovrta diktva 5SG NSA dev eivar axoun wava va
vrootNpifovy TANPOC TG Mo omatnTikéG mepumtdoels ypiong CAM katd ) Odpkeln ToV
petafipdoeov petald yertovikav diktomv 5G. H dwatpin evtomilel éva upd Ao TPOKANGE®Y -
1060 TEYVIKOV OGO KOl PN TEYVIKOV- OV TPEMEL VO OVTLUETOTIGTOOV TPV Oond TNV a&lomoTn,
anpookonTn avantuén vanpeciov CAM oe kAipoko mépoa amd To €Bvikd ovvopa. Ot TeXVIKEG
TPOKANGES TePAapPdvouy {NTHHOTO OT®G 1) GLVEYED TMV VMNPECIOV KOL TOV GLVESPLDV, M
TOALTAOKOTNTO TNG dpOoLLoAdYN oG dedopévav, 1 eveopdtocn MEC (Multi-access Edge Computing),
0 GLYYPOVIGUOG O1KTHOL Kot o1 puouicelg meplaymync. Tavtoypova, n perétn tovilel 6Tt ot un TEVIKEG
TTVYEC -OT MG 1 KOVOVIGTIKT gvBuypdpLpion, To andppnto dedopévav (). cvoppuopemon pe tov GDPR),
1 O010CGLVOPLOKT EVOPUOVICT] TOL (AGLOTOG KOl To VoMK TAaiclo- eivar e&icov kpioiueg yo v
emtrvyio.

H Swatpipn) vrepPaivel Tov amAid eviomopd mpokinoemv. Aflodoyel kot dokiudlel eniong po oepd amd
mBavég ADGELG, TPooPEpovtag TO060 BempnTIKEG aVOADOELS 0G0 KOl TPOKTIKG dEdOUEVE 0mTdS00TG.
Mepucoi amd tovg Pactkodg Pnyovicpobs mov dtepeuvinkoy Teptlapudvouy TpoyvVOoTIK) avaivon
Y. TPOANTTIKN KATOVOUY TOPOV SIKTVOV, GTPUTNYIKEG WETPLUCOUOV OE EMIMEDO EPOAPUOYNG, OTMS
Aertovpyieg dnpovpyiag avilypdemv aceaieiog Kot TpoAnmtikn dapdpewon IP, kot apyitektovikd
HovTéAD OTT®G 1 dueon dtaohvdgon kal 1 cuvepyaoio edge-cloud. Méow dokiumv 610 mEdi0, 1 LEAET
emPePainoe 6011 Aboelg 6mwg N Tomobétnon edge server kot M dupeon dlaovVOESN UETASHIKTOH®V
UTOPOVV VO LLELDGOVY GNUOVTIKA TNV KOBUoTEPNON OO AKPO GE AKPO —OLYVA PEPVOVTAG TNV EVTOC
amodektdV opiov yio CAM— oAAG OTL 1 GLVEXELD TNG VINPEGIOG KATA TN SLdpKELD TS OAAAYNC
SIKTVOV TOPOUEVEL EVOL CT|LLOVTIKO GTUELD GLUPOPTOTG.

Emumhéov, n evotnta mopEyel 0navtioElg o€ OA0 T0 PACTKAE EPELVITIKE EPMOTALLATOL:

o  YyeTlkd pHE TN QUGN TOV OLUGUVOPLOKAOV TPOKIMGEMV, 1 UEAETN TTPoodiopilel TEGoEPIC
KOpovg  Topelg - TNAEMKOWOVIOKA — GuoTAMOTA,  AOYIKH  epapuoydv  CAM,
AoQAAEL/IOOTIKOTTO Kot pLOLUCTIKE CnTHota - 0 KaBévag pe To 01KO TOL GOVOAD TEXVIKMY
Kot Agrtovpykev epmodicov. Ilpoteivovrol kol a&loioyodviatl Acelg yio Kabe éva amd avtd,
1660 OempnTiKd 660 Kol HEG® SOKIU®Y 6TO TTEdTO.
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Ocov apopd 11 TPOTEPALOTNTEG TOV evolapepopevav nepav (stakeholders), n épevva
dwmiotwoe 0Tt M vrooTNPEN Yo Pacikéc Asttovpyieg evioyvuévng Kivntig evpul®VIKNIG
ovvoeong (eMBB) kot ewovikomoinon (virtualization) Oswpeiton  amapaitm. Ta
evolapepoueva Lépn avapévouy emiong vrootpiln vy eEonpetikd a&0moTn emKovmvio
younAng xoabvotépnong (URLLC), emextaciudtnto, dvvatotnto avaPdiuiong kot Lynan
a&lomiotio, Ta omoio amoteAovv Tpoimobécelg yio aglomoteg vinpecieg CAM.

Ocov apopd tn BEATIOTN SLOUOPPMOGT OIKTVOV, 1) LEAETT JEIXVEL OTL O GUVOVAGLOC GUEONS
dtaovvdeong kot Home Routing (HR) ypnoonowdvrag edge servers mpoc@épet tnv KaAdtepn
avtioTadon peta&d KabvoTéPNoNG Kol GUVEYELNS VINPEGING OTIG TpEYovoeg avartiéels SG
NSA. Evd 1o povtého Local Break-Out (LBO) mapéyetl akoun youniotepn kabvotépnon, Exet
WG amoTELECUO VYNAO ypOVO OOKOTNG vANnpeciag A0yw ¢ emavemioyng Packet-GW,
KaO16TOVTOG TO OKATAAANAO VIO TOVE TPEXOVTES UPYLTEKTOVIKOVS TEPLOPIGLLOVG,.

Toviletor n onuocio evOC KOAL GUVTOVIGHEVOL GYNIOTOS GUYYPOVICHOD KOl GUYVOTNTAS
Time Division Duplexing (TDD) kot pog kowng doung miaiciov, (ovov mpoctaciog
QAGLOTOG KOl €VOG KOWOU OYEOOOUOD OIKTOOL HETAED YELTOVIK®V OIKTOMV Yo TIC
dtaovvoplokéc Aettovpyieg CAM.

A&oloyeitan emiong o avtikTvmog TOV TEPIPairlovTIKOV cvvONKAOY. Ta amoteAéopoTo TOV
dokmv deiyvouv OtL TOpdyovteg OT®G N VYPAGiA, Ol BPOYOTTAGCELS, 1| OMOGTAGT) OO TOVG
otafuovg Paong Kot to ELOWKE eUTOdIO (Y. METOAMKEG KOTOOKELEG) MTOPOLV Vo
vroPabpicovy GNUAVTIKE TNV TOOTNTO TOL GNUATOG KoL TV aOKPLoT TOV SIKTVOV. AVTA TO
EVPNULATO VTOSEIKVOOLV TNV avAyKn Yo TAEOVALOVOEG Kol TUKVEG OVOTTUEELS SIKTOOV OE
SLOICVVOPLOKEC TEPLOYEG.

E&etaleton emiong n dwopépomon s Eveoparopivng Movadsag (OBU). Ot OBU 0a npémet
va vrootnpifovv TOAAUTA GUVOEGIUOTNTO, EEMTEPIKES KEPOIES, OVOPOPA cucbnTpOv ava
VIO-YIMOGTO TOV OELTEPOAETTOV Kol TPONYHEVEC duvatotnTeg V2X yio vo dacoiiletor n
a&lomiotio KaTd TN OPKELD SOGLVOPIOK®Y TEPAGLATOV.

H evéotra eéetdlel emiong tov oviikTtumo oty omw68061 KUTAE TN OLAPKELN TEPLAYMYNG
petald diktvov 5G. Katodnyel 6to cvumépacpa 0Tt eved 1 Kabvotépnon ival dwayelpion
vd PEATIOTEG SLOHOPPDOGEIS, M OLOKOT TNG VLANPECING TOPOUUEVEL CNUOVTIKY] - HE TOV
YOUNAOTEPO TOPATNPOVUEVO YPOVO dlaKomng va eivor mepimov 700 ms, o omoiog eivor
OVETOLPKTG Y100 KPIOLUES EQAPLOYEG ao@aieing. AvTd vTOdNA®VEL 0TL evid To SG NSA pmopet
va vrootnpigel ToAAEG un Kpioeg Asttovpyieg CAM, 01 O amonTnTIKES EQAPLOYES OTALTOVY
diktva 5G SA (Standalone).

Téhog, M evOtTNTOL TPOTEIVEL TIG MO VTOGYONEVES EPELVNTIKEG 000VG Yo TO UEAAOV.
Avayvopilel 0Tl evd 0pIGHEVEC PEATIOOEL OTNV 0dd0oN €ivol EPIKTEC UEGH TPOGEKTIKNG
Beltiotomoinong, uovo n petdfacn oto 5SG SA - kot TeElMkd oto 6G - Ba avTipeTtOTicsl To
evamopeivavta keva. To opapa tov 6G, P TIC VTOGYEGELS TOL Y10 KOBVGTEPT O™ VITO-YIAMOGTOD
TOV OeVTEPOAETTOV, £ELTTVI] KATOVOUY TOPWV Kol ampOGKOTTH SLHAEITOVPYIKOTNTO SIKTVO),
VIOGYETAL VO LEALOV OTIOV 1] TANP®S ALTOVOLT, dlacvvoplaxn Aettovpyio epappoydv CAM
B0 umopovoe va yivel TpoyUATIKOTNTA.

Avt 1 evomta ovvovyilel emiong Tig Poaocikég ovvelcpopéc g datpiPic. Opiopéveg amd Tig
EMONUAGUEVEG GUVEICPOPEG OV OVOUEVETOL VL EXOVV OVTIKTUTTO GTOV GYETIKO TOUED GTOLOMV KOl
UTOPOVV Vo, XPNCLUOTOB0UV Yio TEPUITEP® EPEVLVA GTOV TOUEN TG SLAGLVOPLUKTG AEITOVPYIKOTNTOG
CAM eivar: 1) ) ekteTapéVT Kot 0OAoKANpopéVN BiBAoypagikn Epevva, ii) 1) AVAADOT| OTALTGEDY TOL
TOPOVGLALETOL [LE YVAUOVA TIC OVAYKES TV evilopepopuevav uépav (stakeholders), iii) 1 cvykprtky
a&loAoynon texvoloyiog kal n aEoAdyNnon amddoonc yo T dtucvvoplokt Asttovpyia CAM pe diktva
5G-NSA 3GPP Rel.15 (yo va Agttovpyncouvy g PAcT Y10, LEALOVTIKEG EKOTPATEIEC LETPNOTG), 1V) 1
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TaIVOUNON TOV TPOKANGE®V Kol AVcewV dtayeipiong kivntikotntog peta&y PLMN, v) o oyedtacpog,
N avantuén kot 1 PEATIOTONONOT CTOXEVUEVOV UNYOVICU®DV GUVEYELNG VTNPECIOV OE EMIMESO
EPAPLOYNG KO Vi) O1 GTOYEVUEVEG GUOTAGELS KO TPOTAGELS TOV OPOPOVY GUYKEKPIUEVE EVOLUPEPOLLEVAL
pHep.

Yvumepacpotikd, n Evotnra 6 cuvoyilel 1o Pacikd punvope g datpiPng: av kot to diktoa SG NSA
AVTUTPOCHOTEVOVV £V {OTIKO TPAOTO PrLLa Y10 TNV EVEPYOTOINGT TV S10.6VVOPLOK®Y VINPecidV CAM,
01 TTEPLOPIG oL TOVG -13img OGOV APOPE T CLUVEXELD TOV VINPECIOV KATA TN SIEPKELD TG TEPLULYDYNG
petald diktvmv- Ta gumodilovy va TANPoHY To VYNAGTEPU TPOTLTO, ATTOSOGNC TOV ATOLTOVVTOL Yi0,
kpioyeg epappoyés. H épevva kabiotd capég 0TL 1660 1 Te)viKn e&EMEN (Léow 5G SA kot 6G) 660
KoL 1) SO TOUENKT cuvepPYaoia (LeTAED mapdywv S1KTVOV, PLOUICTIKMOVY APYDV KOl KATUCKEVAGTMV) Oa
elvar amopaimreg yoo v TARPN 0&0TOINGCT TOV SVUVOTOTHTMOV TNG OlLGUVOPLOKNG OLTOVOUNG
Ko tag otnv Evponn ko népav avtrs.
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1 Introduction

1.1 Overview of Connected and Automated Mobility

The automotive industry is in the midst of a transition toward producing vehicles that are more aware
of their surroundings. For many years, there has been a goal that vehicles should be able to
communicate with not only other vehicles (Vehicle-to-Vehicle, V2V) but also with nearby
Infrastructure (V2I), Networks (V2N) and even Pedestrians (V2P). Collectively these use cases have
become known as vehicle-to-everything (V2X) connectivity. Even if a clear date for a global
commercial launch of SAE! Level 4 and above autonomous driving services has not been established
yet [1], various tests are already ongoing in different parts of the world. In this context, the external
wireless connectivity represents a powerful extension to the embedded sensors already used by cars.
In fact, all Original Equipment Manufacturers (OEMs) agree to consider the connectivity as a must
for autonomous driving levels 4 or 5. Interestingly enough, the role of connectivity as a further
Advanced Driving Assistance System (ADAS) has been found to be valuable already from
autonomous driving SAE level 1.

Now, with advances in electronics, sensing technologies and computing techniques such as Machine
Learning (ML) and computer vision, such Connected and Automated Mobility (CAM) use cases are
starting to become reality. New vehicles today can take a more active role by warning drivers of
potential collisions with oncoming vehicles, assisting with emergency braking and monitoring
intersections, to name just a few examples. In the automotive industry, this trend is viewed as the
beginning of an evolution to automated and eventually fully autonomous vehicles. In an autonomous
vehicle scenario, the vehicle’s on-board computers will be fully capable of performing all driving
operations on their own, with no human monitoring required.

In the U.S., the National Highway Traffic Safety Administration (NHTSA) has been progressing the
use of IEEE 802.11p-based Dedicated Short-Range Communication (DSRC) technology for V2V
communications. The technology was developed specifically for V2V applications that require critical
latency of ~100ms, very high reliability and security authentication with privacy safeguards. The
DSRC standard? was finalized in 2009 and has been subjected to extensive testing by automakers and
select large-scale trials. Stakeholders have completed work on use of DSRC to protect vulnerable road
users. The Federal Communications Commission (FCC) has allocated dedicated spectrum for
transportation safety applications in 1999 in the 5.850-5.925 GHz band to ensure operation without
interference that DSRC-based V2V systems plan to leverage.

The most prominent competitor of 802.11p are the 3GPP developed cellular network communications
standards with specific extensions to support V2X communication. The support of V2X services
already started from the 3GPP Rel.14 4G-LTE (LTE-V2X) era, often termed Cellular V2X (C-V2X),
and further evolved with 3GPP Rel.16 5G based V2X communication, often termed NR-V2X. The
general 5G System architecture for 3GPP Rel.16 is specified by the 3GPP SA2 Group in TS23.501
[2] and TS23.502 [3] while the 3GPP specification TS23.287 [4] targets the 5G system architecture
enhancements required to support V2X services in 3GPP Rel.16. The latter specification will largely
be based on the significant technical work which is reported in 3GPP technical report TR22.886
“Study on enhancement of 3GPP Support for 5G V2X Services” [5] and TR23.786 “Study on
architecture enhancements for Evolved Packet System (EPS) and 5G System to support advanced
V2X services” [6].

1 Society of Automotive Engineers (SAE): Levels of Autonomous driving,
https://www.sae.org/news/2019/01/sae-updates-j3016automated-driving-graphic
2 https://www.itsstandards.eu/25-2/cen-dsrc/
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In contrast to the US which has been an early promoter of the 802.11p technology, the European
Union (EU) has shown a slight preference towards 5G (without excluding use of 802.11p) for V2X,
while its interest in supporting Connected and Automated Mobility (CAM) services has been greatly
highlighted. The European Commission’s (EC) vision to be able to provide CAM services over major
urban areas and main transport paths by 2025 [7] is starting to take shape. This EC action plan [7] has
set forth a clear roadmap for public and private investment into 5G infrastructure along the main EU
transport paths, to enable advanced seamless Cooperative CAM (CCAM) services across Europe,
spanning multiple vertical fields (security, safety, efficiency, entertainment and more) and multiple
modes of transportation (vehicular, railways, shipping, etc.). To this end, the Trans-European
Transport Network (TEN-T) initiative [8] defines nine critical corridors for transportation across
Europe where advanced CAM services are expected to be fully supported by 2025, creating novel
business opportunities. To complete this long-term vision, the EU has put forth the idea of Connecting
Europe Facility (CEF) [9], combining digital, transport and energy infrastructures across Europe,
providing a true unified digital and technological end-to-end European ecosystem, in which 5G is
going to play an integral part.

Despite the fact that early evaluation of the two communication standards indicate that C-V2X
(Rel.14) outperforms 802.11p/DSRC in terms of reliability, resilience to interference and Non-Line
of Sight (NLOS) communication, both communication technologies are capable of supporting safety
applications that demand an end-to-end latency of around 100 msec, as long as the vehicle density is
not very high. However, as the quality of service (QoS) requirements of V2X use-cases become more
stringent, which is the case in many advanced V2X applications (see Section 2.3), the two current
V2X Radio Access Technologies (RATs) fall short of providing the desired performance.

In order to diminish the performance gap between DSRC and C-V2X and to support additional modes
of operations and increase the offered throughput, a new Study Group called the IEEE 802.11 Next
Generation V2X was formed in March 2018. This resulted in the formation of IEEE Task Group
802.11bd? (TGbd) in January 2019. On the other hand, 3GPP has already delivered the New Radio
(NR) V2X as part of its Rel. 16. NR V2X is expected to support advanced V2X applications that
require much more stringent QoS guarantees compared to applications that can be supported by C-
V2X (Rel.14 based version). The high-level evolution of the V2X communication standards along
with the key objectives of each generation are depicted in Figure 1.

C-V2X 3GPP Rel.15 & Rel. 16
Longer Range, Higher Density, Ultra-
Throughput, Ultra-Reliability, Ultra-Low
Latency, Positioning

Enhanced V2X

802.11p, DSRC,
ETSIITS

Figure 1: V2X Evolution

3 https://standards.ieee.org/ieee/802.11bd/7451/
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In terms of their design objectives, 802.11bd and NR V2X have certain similarities. For example, both
evolutionary RATsS are being designed to improve the reliability of offered services, lower the end-to-
end latency and support applications that require high throughput. However, their design
methodologies significantly differ. 802.11bd requires the new standard, i.e., 802.11bd to be backward
compatible with 802.11p. This implies that 802.11bd and 802.11p devices must be able to
communicate with each other while operating on the same channel. On the other hand, 3GPP does not
impose a similar constraint on NR V2X. Vehicles equipped with NR V2X can still communicate with
C-V2X devices. However, this will be achieved through a dual-radio system, i.e., one radio for C-
V2X and another for NR V2X.

1.1.1 CAM basic principles

The (cooperative) connected and automated mobility ((C)CAM) solutions, ranging from autonomous
or remote driving to extended sensor-based environmental perception and platooning, are expected to
bring significant improvements on mobility, including commuting, travelling, as well as goods
transportation and logistics. For instance, the more than 1,500 billion tons-km of freight traffic via
road in EU-28* reflect the importance of advanced CAM services across Europe e.g., reducing fuel
consumption with truck platooning. In this context, the EU has set the target for “all urban areas and
major terrestrial transport paths to have uninterrupted 5G coverage by 2025 [7]. Before diving into
the details of autonomous mobility, it is important to clarify some basic principles regarding Vehicular
(ad-hoc) Networks or VANETS.

Vehicular networks can be considered as a derivation of mobile ad-hoc networks (MANETS). In a
VANET each vehicle is defined as a node of the network and is equipped with a unit of on-board
communication OBU (On-Board Unit). The function of the OBU is to exchange information with
other vehicles or with stationary access points located on the roads, called RSU (roadside units) or
directly via the mobile networks (i.e., via a eNB/gNB). Figure 2 depicts the main communications
modes in a VANET including Vehicle to Network (V2N), Vehicle to Infrastructure (V2I) and Vehicle
to Vehicle (V2V).

The elements that make up the VANET networks when operating with each other form domains,
which refer to a set of logical and physical elements that work collectively to establish
communications between nodes and RSU [10]. These domains are classified according to their
operation in:

e Domain in the vehicle: bidirectional communication network inside the vehicle which can be
connected wired or wirelessly.

e Ad hoc domain: this domain refers to the wireless communication used to link the nodes with
each other or the nodes with the RSU. This communication can be established through the
standard presented by the IEEE or through other wireless technologies (Wi-Fi®, WiMAX®,
LTE, etc.).

e Infrastructure domain: formed by the access networks and the infrastructure that supports the
Internet access (backend) requested by the nodes and / or the RSU. Communication can be done
using wired and / or wireless technologies.

4 Eurostat, Road freight transport statistics: https://ec.europa.eu/eurostat/statistics-
explained/index.php?title=Road freight transport statistics&oldid=575068
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Figure 2: VANET communications concept

A big portion of the communication in all V2X modes is based on the periodic exchange of messages
among the vehicles and/or between a vehicle and a remote Intelligent Transportation System (ITS)
server over the network. This periodic communication is key for most CAM application as it provides
the groundwork for the collection of information from multiple vehicles and based on its fusion and
processing, it allows for the generation of the “big picture” of a certain vehicular environment which
drives any autonomous driving decisions. The type of data usually exchanged with periodic
communication are the location, trajectory and velocity of each vehicle which allows for the creation
of such vehicular environment cooperative maps. Other types of data may also be exchanged such as
engine temperature and revs, and other detected objects by vehicles (e.g., pedestrians, bicycles, etc.).

As it is critical for every vehicle to receive this information from all the surrounding vehicles,
especially the ones that are located outside its Line of Sight (LoS), e.g., behind a corner, in order to
be able to operate in autonomous mode without the risk of an accident, ETSI has standardized these
types of messages which are called Cooperative Awareness Messages (CAMs) [11]. CAMs are now
adopted by all vehicular and equipment manufacturers facilitating the interoperability of the various
vehicular components and applications. The transmission frequency of CAMs is set to 10 Hz which
is deemed enough even for the most challenging vehicular environments with high velocity. The
continuous reception of these messages is critical for VANET / CAM applications, as the high velocity
environments means that the position, speed and trajectory of every other vehicle on the road is very
dynamic, hence information from older CAM messages can easily be outdated.

However, periodic traffic is not the only traffic that should be supported for the successful deployment
of CAM services. Actually, the messages warning of an accident ahead, which are generated based on
events on the roads, are potentially the most critical ones as they need to be quickly propagated to the
rest of the vehicles on the road, to avoid further accidents. ETSI has also standardized this type of
messages, in order to guarantee universal reception and understanding of these messages across
vehicular manufacturers and application developers. These aperiodic messages are called
Decentralized Environmental Notification Messages (DENM) and are defined in [12]. Both CAM
and DENM messages are instrumental for the correct operation of every VANET application and
through them, vehicles are fully aware of their surroundings and may construct a Local Dynamic Map
(LDM) with all the vehicles on the road and potential hazardous locations/events.

Despite the importance of both messages, some of the features of LTE-V2X and IEEE 802.11p may
not provide full support for the transmission of DENMs. This is mostly due to the fact that both “Listen
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before Talk” (802.11p) and “Semi-Persistent Scheduling” (LTE-V2X) have an inherent waiting period
that each message needs to wait for, before being transmitted. As DENM messages are extremely
important as they carry information on sudden or dangerous road events, they should not be delayed
by such mechanisms, and they should be granted immediate priority by the scheduler (prioritized over
CAMs). On top of that, the currently used channel sensing scheme for channel estimation (which
results in the selection of the transmission scheme and coding) which averages the channel over
observations of 1 second, is not considered accurate enough for highly dynamic vehicular
environments where channel fading is very fast and could lead the dropping of important messages
(such as a DENM message) which could result in accidents.

It becomes clear that aperiodic event-driven traffic is more troublesome for the vehicular
communication protocols while the loss of a DENM message is much more severe than the loss of a
CAM message, highlighting the importance of addressing those issues. Solutions in terms of short-
term sensing with sensing windows down to 100 msec and the repetition of DENM messages without
waiting for a negative acknowledgement (NACK), have been investigated in literature [13], and have
produced promising results indicating a significant performance improvement (lower latencies and
lower drop rates for DENM). However, the weaknesses of such decentralized communications
protocols for CAM applications remain obvious, and that is why communication over cellular
networks (4G/5QG) is considered very promising.

1.2 EU’s Vision for CAM

The European Commission’s (EC) vision to launch initial 5G services by 2020 and to cover major urban
areas and main transport paths by 2025 [7] is starting to take shape. This EC action plan [7] has set forth
a clear roadmap for public and private investment into 5G infrastructure along the main EU transport
paths, to enable advanced seamless Connected and Automated Mobility (CAM) services across Europe,
spanning multiple vertical fields (security, safety, efficiency, entertainment and more) and multiple
modes of transportation (vehicular, railways, shipping, etc.). To this end, the Trans-European Transport
Network (TEN-T) initiative [8] defines nine critical corridors for transportation across Europe (see
Figure 3) where advanced CAM services are expected to be fully supported by 2025, creating novel
business opportunities. To complete this long-term vision, the EU has put forth the idea of Connecting
Europe Facility (CEF)[9], combining digital, transport and energy infrastructures across Europe,
providing a true unified digital and technological end-to-end European ecosystem, in which 5G is going
to play an integral part.

However, in order to establish uninterrupted and smooth connectivity along the entire corridors (each
spanning multiple European nations), capable of supporting the stringent requirements of the CAM
applications, service and session continuity need to be guaranteed even when vehicles cross national
borders and are hence changing their serving 5G network provider or Mobile Network Operator (MNO).
Session continuity is defined as the capability of a node to maintain its ongoing IP sessions while
changing its (IP) point of attachment (when changing network). The simultaneous switching of the
application server and host as well, while maintaining full operational capacity for the application is
termed service continuity. Maintaining session and service continuity in these cross-border conditions
(i.e. when changing 5G providers) is perhaps the biggest challenge of the CAM stakeholders at this
time, proven by the commissioning of three Innovation projects from the EU tasked with researching
CAM functionality at cross-border conditions, namely 5G-MOBIX[14], 5G-CARMEN [15] and 5G-
CROCO [16].
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While there are multiple factors affecting the successful session and service continuity when changing
5G network provider, the most important one is arguably the Handover (HO) procedure during which
the actual “switching” of service of the User Equipment (UE) from its currently serving cell to a target
cell. When the target cell also happens to belong to a different MNO (i.e. moving from the Home MNO
(H-MNO) to the Visiting MNO (V-MNO)) as is the case in cross-border conditions, then we are talking
about an inter-MNO or Inter-PLMN (Public Land Mobile Network) HO [3]. The HO procedure has
remained largely the same from 4G to 5G networks (as described in [2] and [3]) and minor service
interruptions are usually expected every time a HO occurs (intra or inter MNO), termed as HO
Interruption Time (HIT). The HIT is mostly dominated by the time it takes for the UE to re-tune its
transceivers to the target cell’s frequencies and to be able to achieve synchronization with the cell.
During this time, the UE has no connectivity with any cell in the network.

1.3 Problem definition & research questions

The work performed in the context of this dissertation has focused on analysing the current Connected
and Automated Mobility landscape, identifying the key challenges that currently prevent the smooth
provisioning of CAM application in cross-border areas, and nominating several potential solutions that
have the potential of mitigating the effect of these challenges and improving the performance
experienced by the CAM users in cross-border environments. Through the design of specialized
algorithms (mechanisms) for CAM application cross-border operation and their validation through
extensive measurement campaigns over a real-life 5G NSA networks between Greece and Turkey, this
study provides some of the first ever insights onto the operation and performance of 5G networks for
CAM application in cross-border conditions and under varying configurations and environmental and
situation conditions, and quantifies the respective performance of the CAM applications and the
proposed mitigating solutions.
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The main research question addressed by this dissertation can be broken down to the following
components to be addressed as individual research questions / scientific contributions:

5G enabled cross-border CAM challenges & stakeholder views
o What are the main challenges (technical and non-technical) that need to be addressed
in order to provision CAM services in cross-border conditions?
o Which are the most promising solutions for each of these challenges?
o What do the EU stakeholders consider as key factors & requirements to support CAM
applications in cross-border conditions?

5G Network oriented research questions
o What is the optimal 5G-NSA Network configuration & optimization to support
CAM operation in cross border conditions?
o What are the optimal frequency settings and TDD frame structure for neighbouring
cross-border 5G networks?
o What is the effect of environmental & situational conditions on 5G network
performance in hard border conditions?

Autonomous vehicle optimization for CAM operation
o What is the optimum configuration for the OBU and other hardware placed on the
autonomous vehicle?
o What are the expected pain-points during cross-border operation for autonomous
vehicles?

CAM Application design for cross-border operation
o What design consideration need to be taken into account for CAM application
operation in cross-border conditions?
o What type of application -level HO mechanisms need to be designed to support
cross-border operation?

5G enabled CAM Service Performance

o What is the optimal CAM Application configuration & optimization to support CAM
operation in cross border conditions?

o What is the effect on the application performance of cloud or edge servers utilization?

o What is the effect on end-user experienced performance based on the different types
of inter-PLMN connectivity?

o What is the effect on end-user experienced performance based on the different types
of roaming schemes?

o  What is the impact of HO on the E2E performance of a CAM user?

o Can the stringent CAM requirements be met during an inter-PLMN HO? Which
CAM applications could be supported and which not?

o Which of the investigated solutions provide the best performance? under what
conditions?

What are the remaining challenges, and can they be expected to be addressed by 5G SA
networks?
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The rest of this thesis report is structured as follows:

Section 2 provides a state of the art analysis to familiarize the reader with the main themes of
this thesis and to provide detailed information regarding the functionality of CAM applications,
their standardized patterns of communication and the key requirements of the most prominent
V2X Use cases, 3GPP technologies and the protocols that are currently in place for Handover
between eNB/gNBs and between networks and the relevant Research and Innovation activities
that are currently taking place to address the identified issues.

Section 3 presents insights regarding the main functional and non-functional requirements of
the key EU CAM and Telecom stakeholders for 5G-enabled mobility in cross-border
environments, while it also presents a detailed analysis and categorization of all the current
challenges and bottlenecks that need to be overcome for the smooth provisioning of CAM
functionality in cross-border environments along with the respective most promising solutions
according to recent literature, progressing a few key solutions to be tested in the field.

Section 4 provides an overview of the technical considerations that had to be tackled on
network, vehicle, OBU and application level in order to define appropriate experiments that
would lead to scientifically significant results. Moreover, this section provides an overview of
the trial and experimentation structure that was followed for the real-life trials, including the
network and application architecture, as well as the specifications of the equipment used.
Section 5 presents the trial set-up and the measurement framework and provides the detailed
measurements obtained during the real-life trials at the Greece-Turkey corridor, including a
comprehensive analysis of the presented results and a detailed explanation of the respective
insights. This section concludes with discussing the aggregate results and overall insights on
network and CAM application level.

Section 6 finally offers some concluding remarks, highlighting the key learnings from the work
carried-out in the context of this thesis and answering the previously posed research questions,
while it also discusses the way forward for (B)5G-enabled CAM cross-border functionality.
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2 State of the Art Analysis

Mobility management and in general the service provisioning to highly mobile users has always been
one of the main challenges of mobile networks. The focus so far has been mainly falling on serving
mobile users within the same PLMN / MNO domain as inter-MNO HOs were considered a border-line
case with limited applicability, while service interruption in such cases came to be expected even by
the users. However, with the rise of autonomous mobility a whole new domain of applications came to
existence demanding extremely low latencies and high reliability even in cross-border conditions.
Despite this abrupt surge in demand for service and session continuity, inter-MNO HO has barely been
investigated by researchers, while even for intra-MNO HO the same mechanism as for 4G is used. The
SotA analysis presented in this section tries to categorize and understand the available work around
mobility management enhancements and HO improvements. First, an overview of the relevant
standards is provided (IEEE and 3GPP) explaining the currently available Mobility Management
mechanisms in 5G and the CAM related standards that need to be adhered to. Secondly, an analysis of
the generic HO improvement approaches is presented attempting to identify and extract the useful
components, while the works specifically targeting inter-MNO improvements and multi-connectivity
approaches are specifically highlighted. Subsequently, an overview of the work around the additional
aspects of HO that need to be considered for a successful inter-MNO mobility management is presented.
Finally, an overview of the V2X requirements and KPIs that need to be met for successful CAM services
provisioning is presented while an analysis of the current Research and Innovation landscape around
C-V2Xis also outlined.

2.1 CAM Relevant Standards

2.1.1 3GPP C-V2X Standardisation (mode3, mode 4)

Initially, 3GPP Long Term Evolution (LTE) specified device-to-device (D2D) communications as part
of (Proximity Services) ProSe services in Release 12 and Release 13. The PC5 interface, also referred
to as the Sidelink (SL) provided physical layer support mainly for D2D communication. In Release 14
as part of introducing LTE-V2X communication service, sidelink design enhanced specifically
addressing high speed and high-density scenarios as shown in Figure 4. These features set the starting
point for the evolution of vehicular applications not previously supported by mobile communication
technology and pave the way for future-proof connectivity in the automotive domain [17].

LTE V2X supports the delivery of basic safety messages (BSM) like CAMs and DENMs. NR-V2X as
part of Release 15/16 is supposed to support a range of challenging V2X services, including very precise
positioning and ranging to enable cooperative and automated driving that requires ultra-reliability and
low latency. NR-V2X will complement and co-exist with LTE-V2X. 3GPP has defined the
requirements for support of enhanced V2X use cases in NR-V2X, which are summarized in Table 1.
The advanced V2X services envisioned for NR-V2X require an enhanced design of the NR sidelink
(NR-PCS5) to meet the stringent reliability and latency requirements of the addressed use cases. Figure
4 provides the overview of the 3GPP V2X standards evolution and the key supported characteristics at
each generation [17].
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Figure 4: 3GPP V2X/Sidelink evolution with each release [17]

2.1.1.1 Rel.14 LTE-V2X

Figure 5 below depicts the functional LTE-V2X architecture with a 4G core. The C-V2X sidelink shares
the same single carrier frequency division multiple access (SC-FDMA) technique as the LTE uplink,
with the same time structure and the same numerology. In the time domain, the minimum resource is
the Transmission Time Interval (TTI) 1 ms, which corresponds to 14 multi-carrier OFDM symbols. In
the frequency domain, a group of 12 subcarriers spaced 15 kHz apart form a resource block (RB) of
180 kHz. Unlike the long-range LTE, in the time domain only 9 symbols (instead of 12) are used for
data transmission, since those dedicated to the demodulation reference signals (DMRSs) have increased
from 2 to 4, with the last symbol left empty to allow timing adjustment and transmission-to-reception
switching. In the frequency domain, the concept of subchannel has been included that groups a given
number of RBs. Every data packet may occupy one or more adjacent subchannels during one TTI [18].

For each packet, the control part, which is transmitted within the so-called Sidelink Control Information
(SCI), is carried on dedicated resources in the same TTI. The main traffic pattern considered for the C-
V2X sidelink are the CAM messages [11], which are sent in broadcast by all vehicles to advertise their
position and movements. Given the periodicity of these packets, the allocation can be performed with
a Semi-Persistent Scheduling (SPS) approach: a given portion of time and frequency is chosen and then,
used periodically, without further decision making, for a certain time interval. As the presence of a
cellular network is not always guaranteed for vehicular users, C-V2X defines transmission and resource
allocation modes that may occur over the cellular network or autonomously by the vehicles. These
modes are defined as follows [19]:
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Figure 5: LTE-V2X functional architecture as defined in 3GPP TS 23.285 [20]

C-V2X Sidelink — Mode 3

In C-V2X sidelink mode 3, allocation of resources for sidelink transmissions is handled by the eNB,
even though transmissions occur in V2V mode (i.e., they don’t go through the eNB). Naturally, this
mode is defined for scenarios where eNB coverage is available. The C-V2X sidelink mode 3 uses the
following notable mechanisms.

e Semi-persistent scheduling: Like in LTE-Uu, eNB supports semi-persistent scheduling for C-
V2X mode 3.

o UE-report based scheduling: UEs can report their observations on their radio environments to
assist the eNB in sidelink resource allocation.

e Cross-carrier scheduling: If an operator has two or more carriers at its disposal, the eNB can
schedule resources on one of the carriers for sidelink transmissions over the other carrier(s).

C-V2X Sidelink — Mode 4

UEs outside cellular coverage can use C-V2X sidelink mode 4, whereby UEs reserve resources
autonomously using the resource reservation algorithm. This resource reservation algorithm requires
each UE to sense the channel for 1 second and process the sensing results in order to ensure that
neighbouring UEs pick and reserve orthogonal (in time, frequency or both) resources semi-persistently,
thereby minimizing packet collisions. This is the only option working in “out-of-coverage” conditions
(e.g., urban canyons, tunnels), while it also avoids heavy control load over the LTE-Uu interface.
Finally, it overcomes complications due to handover between cells and between networks belonging to
different operators.
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2.1.1.2  Rel. 15/16 NR-V2X

NR-V2X inherits its key features from the 5G NR [2], while targeted V2X enhancements make it more
suitable to address the needs of the challenging VANET applications. The frame structure of 5G NR
allows flexible configurations for enabling the support of a majority of C-V2X use cases. Similar to
LTE, 5G NR uses orthogonal frequency-division multiplexing (OFDM) whose performance is sensitive
to inter-carrier interference (ICI) incurred by carrier frequency offsets and Doppler spreads/shifts. The
maximum channel bandwidth per NR Carrier is 400 MHz compared to 20 MHz in LTE [21].

To what concerns the Sidelink (PC5), the main modifications/upgrades of NR-V2X compared to LTE-
V2X are the following [18]:

e The communication scope is extended to unicast and groupcast, besides broadcast that was the
focus of C-V2X, to let a transmitting UE target a single receiver and a specific sub-set of UEs
in the surroundings, respectively.

o For the aforementioned types of communications, reliability is improved through the definition
of the Physical Sidelink Feedback Channel (PSFCH), which enables feedback-based
retransmissions, instead of the blind ones allowed by C-V2X.

e Support for extreme low-latency transmission of aperiodic traffic through the replacement of
the long-term sensing which characterizes Mode 4 with a short-term sensing whenever
aperiodic traffic needs to be exchanged.

e Similar to LTE-V2X, NR-V2X primarily uses the 5.9 GHz band, which has been allocated
worldwide for automotive use. In addition, fiequencies above 6 GHz are exploited for NR-
V2X to accommodate bandwidth-hungry V2X applications.

e Contrarily to the fixed spacing between subcarriers used in C-V2X, NR-V2X supports scalable
Sub-Carrier Spacing (SCS) and TTI duration.

e Transmissions are no longer bounded to the subframe duration. NR-V2X allows a UE which
has only a small amount of data to send, which can be accommodated in less than 14 OFDM
symbols, to occupy only the required number of symbols, the so-called mini-slots.

Compared to the LTE numerology with subcarrier spacing of 15 kHz, the NR frame structure supports
multiple subcarrier spacings including 15, 30, 60, 120, or 240 kHz. A small subcarrier spacing could be
configured for V2X use cases requiring high data rates but with low/modest mobility, while a large
subcarrier spacing is of particular interest for the suppression of ICI in high mobility channels. In terms
of coding, unlike LTE, which uses convolutional and Turbo codes, two capacity-approaching channel
codes have been adopted in 5G NR: low-density parity-check (LDPC) codes and polar codes. While
the former is used to protect user data, the latter is for control channels in eMBB and URLLC which
require ultra-low decoding latency [21].

Like C-V2X, NR-V2X defines two sidelink modes. The NR-V2X sidelink mode 1 defines mechanisms
that allow direct vehicular communications within gNB coverage. In this mode, the gNB allocates
resources to the UEs. The NR-V2X sidelink mode 2 (similar to LTE-V2X mode 4), on the other hand,
supports direct vehicular communications in the out-of-coverage scenario.
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Besides the traditional slot-based scheduling which is supported in LTE-V2X, NR-V2X also supports
mini-slot scheduling, where UEs that have latency-critical messages to send can start their
transmissions at any of the 14 OFDM symbols and can occupy any number of OFDM symbols within
the slot. Furthermore, slot-aggregation, i.e., combining two or more slots to form a multi-slot, is also
supported in NR-V2X to cater to use-cases that require exchange of large-sized packets. Furthermore,
the multiplexing in time of the Physical Shared Control Channel (PSCCH) and the Physical Sidelink
Shared Channel (PSSCH) is supported in NR-V2X, to accommodate messages with tight latency
requirements [19].

In general, the additional features and characteristics inherited from 5G NR, allow NR-V2X to be a
much more flexible technology, capable of supporting BSM as well as messages with more stringent
requirements for advanced VANET use cases. The NR-V2X architecture and the relationship of the
various components with the established 5G system architecture components is shown in Figure 6.

Table 1 provides a comparative overview of the key LTE-V2X and NR-V2X characteristics.
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Table 1: Key LTE-V2X and NR-V2X characteristics [21]

Features LTE-V2X NR-V2X

Subcarrier Spacing 15 kHz 15 kHz
Carrier Aggregation (Up to 32 Up to 32
Channel Bandwidth 20 MHz 400 MHz
Latency <10 ms <1 ms
Reliability 95-99% 99.9-99.999%
Channel coding Turbo LDPC, Polar
Network Slicing No Yes
Modulation 64-QAM 256-QAM
Communication Broadcast Broadcast, Multicast,
Type only Unicast
Retransmission Blind PSFCH
Security and Privacy |Basic Advanced
Positioning Accuracy > 1m 0.1 m

2.1.2 1IEEE 802.11

The 802.11p or DSRC standard has been in the works for decades and was the first communication
protocol designed specifically for vehicle-to-vehicle communication. IEEE based the design of the early
802.11p version on their successful Wi-Fi standards (e.g., 802.11a) for ad-hoc communications, while
specific improvements adjusted the PHY and MAC layers to be more suitable for the high mobility
vehicular environment. The IEEE 802.11 standards are very good for ad-hoc, low-cost vehicular
communication in low velocity and low-density conditions. Due to the inherited Wi-Fi congestion
mechanisms though, their weak points seem to be the operation in high density and high velocity
conditions. As these protocols are not infrastructure-based, the communication range has been a
traditional challenge for them. The rest of this section provides key information regarding the key
features of the 802.11p standard, as well as its evolution and main upgrades imposed during its
transformation to the more concurrent 802.11bd standard.

2.1.2.1 802.11p

The IEEE 802.11p standard supports wireless access in vehicular environment of Vehicular Ad-hoc
Networks (VANETS) and provides communication for secure and non-secure applications for vehicles
on the road. 802.11p is the foundation of the ITS-G5 standard and supports the Geo Networking
protocol for V2X communication. Basically, DSRC/ITS-G5 can implement QoS management
requirements for VANET applications. DSRC is supported by the US National Highway Traffic Safety
Administration (NHSTA), which estimates that V2X-enabled security applications can eliminate or
mitigate the severity of up to 80% of non-damaged faults, including collisions at intersections and lane
changes. The IEEE 802.11p standard was first proposed by the Federal Communications Commission
(FCC) in 1999 and finalized in 2009. However, V2X equipment must be universally installed in
automotive and road infrastructure to make V2X effective. NHSTA issued a notice in December 2016
requiring all new light vehicles to use V2V communication. The recommendation also points out the
requirement for V2V communication performance which can exchange the bidirectional basic safety
message (BSM) by using the onboard DSRC equipment, including the speed, direction, braking state
of the vehicle and other relevant information about nearby vehicles [23].
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The PHY and MAC layers of 802.11p are largely derived from IEEE 802.11a. Traditionally, Wi-Fi
standards have been developed for low mobility applications. However, since DSRC was designed for
vehicular networks characterized by high mobility, enhancements were introduced to make it suitable
for such environments. DSRC uses an OFDM-based PHY with a channel bandwidth of 10 MHz. As a
result, compared to Wi-Fi, DSRC sub-carrier spacing is reduced by a factor of two. The MAC protocol
used in DSRC is Carrier Sense Multiple Access (CSMA). However, there is no exponential back-off in
DSRC, i.e., the parameter Contention Window used in contention-based MAC protocols remains fixed
in DSRC due to two main reasons [19]:

i.  because DSRC is designed mainly for broadcast-based systems, there is no acknowledgment
frame sent back to the transmitter.

ii.  exponential back-off can lead to large Contention Window sizes, thereby leading to high
latencies.

2.1.2.2 802.11bd

The 802.11p standard derived its PHY and MAC layers from 802.11a. Since then, however, 802.11a
has given way to its successors i.e., 802.11n and 802.11ac. Considering that 802.11p was developed
nearly two decades ago, advanced PHY and MAC techniques introduced in 802.11n/ac and even
802.11ax can be leveraged to enhance 802.11p. With this objective, the IEEE 802.11 Next Generation
V2X Study Group was formed in March 2018. After an initial feasibility study, the IEEE 802.11bd
Task Group was created in January 2019 [19]. The primary design objectives of 802.11bd include
support for:

e At least one mode that achieves twice the MAC throughput of 802.11p with relative velocities
up to 500 km/h.

o At least one mode that achieves twice the communication range of 802.11p.
e At least one form of vehicle positioning in affiliation with V2X communications.

o Interoperability: 802.11p devices must be able to decode (at least one mode of) transmissions
from 802.11bd devices, and vice-versa.

e Coexistence: 802.11bd must be able to detect 802.11p transmissions and defer channel access,
and vice-versa.

e Backward compatibility: At least one mode of 802.11bd must be interoperable with 802.11p.

e Fairness: In co-channel scenarios, 802.11bd and 802.11p must get equal channel access
opportunities.

In order to address the above-mentioned requirements, the following mechanisms were introduced in
the 802.1bd standard [19].

Alternate OFDM Numerologies

To increase the OFDM efficiency, TGbd is exploring the use of narrower OFDM numerologies (i.e.,
sub-carrier spacing) such that the number of sub-carriers is increased while still occupying a 10 MHz
channel. These options include twice the down-clock with 64 sub-carriers, four times the down-clock
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with 128 sub-carriers, and eight times the down-clock with 256 sub-carriers. This mechanism
contributes to the increase of the OFDM efficiency, i.e., the ratio of useful symbol duration over the
total transmission time.

Re-transmission

An adaptive re-transmission scheme is proposed by the TGbd, where decisions to re-transmit a frame
and the number of re-transmissions is based on the congestion level. This scheme makes use of legacy
preamble fields such as Legacy Short Training Field (L-STF), Legacy Long Training Field (L-LTF)
and Legacy Signal (SIG), meaning that both 802.11p and 802.11bd can benefit from this mechanism to
increase their reliability.

Midambles

TGbd has instantiated the use of “midambles” in 802.11bd, which are similar in form and function to
the preamble except for their location within the frame, to combat the receiver’s inability to decode a
frame due to channel variations within the frame duration. The preamble, which is at the beginning of
the frame, is used for initial channel estimation. However, for fast-varying channels, the initial estimate
may quickly become obsolete. In case of fast-varying channels, the initial channel estimate obtained
using the preamble may only be valid during the transmission of the first data sub-frame. Thus, if the
same channel estimates are used to decode data sequences after Data_1 (see Figure 7), the probability
of erroneous reception will increase. Midambles, which are introduced in-between the OFDM data
symbol with appropriate frequency, help in channel tracking so that accurate channel estimates are
obtained for all data symbols. The frequency of midamble insertion depends on factors like modulation,
error control, Doppler spread, etc. Figure 7 shows the use of midamles in 802.11bd.

[ Preamble I Data_1 [ Midamble I Data_2 [ Midamible I Data_3 ]

Figure 7: Use of midambles in 802.11bd for improved channel estimation [19]

Dual carrier modulation

Dual Carrier Modulation (DCM) includes transmitting the same symbols twice over sufficiently far-
apart sub-carriers such that frequency diversity is achieved. Because each symbol transmission is
repeated over two different sub-carriers, the modulation order must be doubled (e.g., from BPSK to
QPSK) to maintain the throughput. Despite the increase in modulation order, DCM can help improve
the block-error-rate (BLER) performance. Additionally, DCM has the potential to improve the range.
The DCM technique was adopted from 802.11ax.

Besides the above-mentioned mechanisms, 802.11bd includes a few more upgrades such as the use of
LDPC codes and multiple transmit/receive antennas, the use of a 20MHz channel access mechanism
(increased from 10 MHz in 802.11p), the use of mmW frequency bands (26 GHz — 60 GHz) for
increased spectrum availability and multi-channel operations to accommodate vehicles with multiple
radio devices. Table 2 provides an overview of the key updates in the main characteristics of the
802.11bd technology compared to its predecessor.
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Table 2: 802.11p vs 802.11bd key characteristics [19]

Features 802.11p 802.11bd
Radio bands of operation |5.9 GHz 5.9 GHz & 60 GHz
Channel coding BCC LDPC
Re-transmissions None Congestion dependent
Countermeasures against .
Doppler shift None Midambles

. . 312.5 kHz, 156.25 kHz,
Sub-carrier spacing 156.25 kHz 78 125 kilz
Supported relative speeds (252 km/h 500 km/h
Spatial streams One Multiple

2.1.3 3GPP based HO procedures

The main 3GPP document describing 5G’s System architecture is the Technical Specification
(TS23.501)[2], which includes the architecture and description of the Radio Access Network (RAN)
and Core functions, while TS23.502 [3] describes the main procedures of 5G, including session
management and HO procedures. The fundamental HO procedure as defined by 3GPP can be seen in
Figure 8. The HO process is triggered when one of the periodic measurement reports that the UE sends
to its Serving gNB (SgNB) indicates that the signal strength towards the SgNB is deteriorating while
the signal strength towards a neighbouring gNB (Target gNB a.k.a. TgNB) is improving. As a result
the SgNB understands that the UE will soon be out of its coverage range, and issues a HO request
towards the TgNB, informing it about the imminent “arrival” of the particular UE within its coverage
range. At that point, and assuming that the TgNB has enough capacity left to serve the UE under
discussion, the HO procedure is triggered. The main components that comprise the HO Interruption
Time (HIT) caused from the HO procedure, are also depicted in Figure 8. Those components are:

o Time to Break (Tprear): Time required for the UE to break its connection with the SgNB.

o Time to Process (T,roc): Time required for the UE to process the HO command and perform the
reconfiguration of its Radio Resource Control (RRC layer).

o [nterruption time (Tinerupr): Time required for the UE to synchronize to the Target gNB (TgNB)
and attach to it.

o Time to perform RACH (Tracr): Time required for the UE to perform the Random Access
Channel (RACH) procedure in the TgNB.

o  Time to complete HO (Thc): Time required to acknowledge the newly established connection
towards the TgNB.

As it can be seen from the analysis performed in [24] and from other literature[14][25], the average HIT
is estimated to be 49.5 ms. Leading to a similar service interruption time. Such an interruption can easily
be handled by most non-critical applications as their latency requirements are not that stringent and the
respective user will not even notice it (i.e. the Quality of Experience -QoE- will remain unchanged).
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Figure 8: 3GPP HO procedure and HO interruption time [24]

It has to be noted that the HO depicted in Figure 8 describes an intra-MNO / inter-gNB HO, meaning
that the UE changes its network attachment point between two gNBs belonging to the same network
operator. There are however different types of HO that may occur due to user mobility and they are
analysed in [26] and depicted in Figure 9. The different categories of HO depend on which gNBs the
serving and target cell belong to, as well as the type of interconnection existing between the two gNBs.
As the 5G network architecture is hierarchical two gNBs may be interconnected via the same Access
and Mobility management Function (AMF - NG-C interface) or via the same User Plane Function (UPF
— NG-U), while eventually all mobility-based updates will go through the Session Management
Function (SMF — NG4 or NGI11 interface). The “further away” the common attachment point of the
SgNB and the TgNB is, the larger the HIT that can be expected.

A promising new feature that has a significant potential of improving the overall HO procedure has
been defined by 3GPP, however it is not commercially available in the early releases of 5G networks
(i.e. Rel.15 NSA networks that are being currently rolled-out). This feature is called Session and Service
Continuity mode 3 (SSC mode 3) and is defined in [2] as follows: “For PDU Session of SSC mode 3,
the network allows the establishment of UE connectivity via a new PDU Session Anchor to the same
data network before connectivity between the UE and the previous PDU Session Anchor is released.
When trigger conditions apply, the network decides whether to select a PDU Session Anchor UPF
suitable for the UE's new conditions (e.g. point of attachment to the network).”. What this practically
means is that the UE may follow a Make Before Break (MBB) mechanism and establish a new
connection with the TgNB before releasing the connection to the SgNB (also termed as soft HO). Such
a solution could potentially even allow for a 0 ms HIT, but it requires the UE to be capable of
maintaining multiple connections at the same time (i.e. to have multiple Tx/Rx antenna chains). This
feature has not been validated yet in the field, so its real-life performance remains unknown.
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Figure 9: 5G-NR mobility architecture along with relevant interfaces and HO use cases [206]

It can be observed that the inter-MNO HO has not been addressed at all, as it presents the biggest
challenge in terms of HO procedures, due to the fact that the SgNB and the TgNB would have no
common network attachment point, as they belong to different networks. The inter-MNO HO takes
place over whatever interface is available between the networks of the two neighbouring gNBs. Most
commonly MNOs of different countries are interconnected via a GPRS Roaming Exchange (GRX)
and/or IP Exchange (IPX) interface which steers the data traffic via a third party GRX /IPX operator,
which could be located even further away (e.g. the data between a Greek and a Turkish operator may
be routed through a GRX hub located in Germany). As it can be understood, the HO delays that are
experienced in such cases are in the order of hundreds of milliseconds or even seconds. Certain
alternatives to improve this situation exist, such as a direct interconnection between operators or the
implementation of a Local Break-Out (LBO) technique, however with limited applicability and
scalability due to their increased costs. Even the SSC mode 3 might not be suitable for these type of
scenarios as its prerequisite for the two gNBs to “belong to the same data network™ is violated.

Based on the above analysis, it becomes evident that there are still multiple open challenges regarding
the optimisation of the HO procedure and the entire mobility management within 5G networks, while
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the inter-MNO / inter-PLMN HO is still a significant bottleneck when trying to provision URLLC and
CAM services across borders.

Analysis of Rel.15 & Rel.16 roaming schemes

For the 3GPP community, the first full set of standards for 5G cellular communications is part of 3GPP
Rel.15, which aims to introduce a 5G new radio (5G NR) system complemented by a next-generation
core network that are both designed to address the IMT-2020 requirements of ITU[27]. To better cope
with the demand from some of the network operators and vendors for an expedited delivery of 5G
services, the initial set of 3GPP Rel.15 specifications were built on existing LTE networks in the form
of a “Non-Stand Alone (NSA)” architecture for the early drop in December 2017 before the “Stand
Alone (SA)” system was finalized in June 2018. While 3GPP Rel.15 focuses on enhanced Mobile
BroadBand (eMBB), the first stage of 3GPP Rel.16 which is called “5G Phase 2” tackles the problems
associated with decreasing latency and increasing the number of machines/things in a confined region,
namely the Ultra Reliable Low Latency Communications (URLLC) and massive Machine-Type
Communications (mMTC) pillars of the IMT-2020 standards. The URLLC feature in particular is of
special interest for all automotive applications with stringent latency requirements.

The 3GPP technical report TR 38.801 [28] on radio access architecture and interfaces indicates that the
new RAN architecture may consist of gNBs and/or eNBs that provide 5G NR and Evolved-Universal
Terrestrial Radio Access (E-UTRA, i.e., 4G) terminations towards UEs, respectively. The new core
network defined in 3GPP Rel.15 is the 5G Core Network (5GC), but the standards include several
options to allow connectivity to the legacy evolved packet core (EPC), as well. In total, eight options
are discussed to cover all possible scenarios, where this number increases more with variants of these
options[29]. Non-standalone (NSA) options are those deployment configurations, for which the
gNB/eLTE eNB (i.e., 3GPP Rel.15 and beyond eNB) requires an eLTE eNB/gNB as an anchor for
control plane connectivity to the EPC/5GC. Standalone (SA) options are characterized by having only
a single type of base station connecting to a core network.

The most widely targeted initial deployment option for operators is option 3x for the NSA mode and
option 2 for the SA mode, and they are depicted in Figure 10. In NSA option 3x, the data bearer is
forwarded from both eNB and gNB while all signalling is anchored from the eNB to the EPC. In SA
option 2 a pure 5G network is deployed, having the gNBs connected directly to the 5GC. The advantage
of option 2 is that it has significantly less impact and interdependency on the legacy networks, namely
the LTE radio access network and the EPC, and it is deemed a final version of the 5G architecture, but
where a new core network and 5G UE support is necessary.

The goal of 3GPP Rel.16 (frozen in Q2 of 2020) is to bring overall system advancements to the “5G
Phase 1” as well as functions relevant for addressing the specific communication needs of vertical
sectors. One of the verticals directly targeted by the 3GPP is the automotive sector, and 5G-supported
vehicle-to-everything (V2X) communications considers advanced scenarios that are beyond what is
possible with LTE-based V2X, primarily in the area of low latency use cases. The general 5G System
architecture for 3GPP Rel.16 is specified by the 3GPP SA2 Group in TS 23.501 [2] while the 3GPP
document TS 23.287 [4] targets the 5G system architecture enhancements required to support V2X
services in 3GPP Rel.16. The latter specification will largely be based on the 3GPP technical report,
TR 23.786 “Study on architecture enhancements for Evolved Packet System (EPS) and 5G System to
support advanced V2X services”[6].
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Figure 10: 5G deployment scenarios — option 3x (NSA) and option 2 (SA)

For 5G NSA (3GPP Option 3x) two interfaces are used as roaming interfaces that interconnect the
related entities of MNOs. The first one is S6a and the second one is S8. A third interface, S10 may be
introduced in certain cases as an additional roaming interface, so that context information of active
session is exchanged between two MMEs during handover. The handover procedure will fail, and the
UE will be detached from the network, if the S10 interface is not configured. S6a is used for
interconnecting MME of V-PLMN with the HSS located in H-PLMN, while S8 is used for signalling
and data transfer between SGW/PGW entities.

In 5G Core Specification for 5G SA deployments (3GPP Option 2), the session service continuity (SSC)
mode for an application is determined by SSC mode selection policy. With SSC mode 3, the network
ensures that the UE does not lose connectivity by making a new connection before breaking the existing
one to allow service continuity and this is the most appropriate mode for the seamless roaming. The
service provider may provision the policy rules for UE to determine the type of mode associated with
an application or a group of applications. This type of service continuity is highly desirable for CAM
vehicles realizing advanced functionalities while roaming and is not easily achieved with NSA
architecture.

2.2 HO challenges & approaches overview

The authors in [14] attempt to take an end-to-end look at providing URLLC services throughout the life
of a 5G session and propose some enhancements to the existing Mobility Management (MM)
procedures. Despite the fact that the information is a bit outdated (2016), the authors touch upon some
important aspects of supporting E2E URLLC services as they argue that the entire slice, including
Application placement and functionality, core functionality placement, mobility anchor optimization,
HO process optimization and user plane gateway relocation has to be specifically configured to serve
this type of services. In this work, there is no attempt to minimize the Handover Interruption Time
(HIT), as the HO Detach time (from HO Command from the Serving gNB (SgNB) to HO confirmation
from Target gNB (TgNB)) is taken for granted and treated as the lower latency limit that all other
network SW/HW have to try and match. Instead, solutions for performing all other necessary tasks
within the HO detach time (in order not to waste any more time) are offered.
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The Mobility Management Enhancements proposed in [14] include a topology aware control plane
aiming at the selection of the optimal mobility anchor, user plane switching taking place during the
HO detach time, more frequent gateway relocations (reevaluation of mobility anchor for every HO)
and optimal location of application instances to the closest edge nodes as well as state information
transfer among application instances for stateful applications. Despite the fact that the current HIT
(~49.5 ms) is treated as the absolute minimum for a HO delay, this article provides a nice overview of
all aspects that need to be considered for the provision of seamless mobility to a URLLC user.

In [26] a detailed survey of Handover (HO) Management techniques in 4G (LTE) and 5G from recent
bibliography is presented and highlights the main differences in the most common HO scenarios, while
also making an overview of open HO management challenges and the various proposed enhancement
methods. By taking into account a large variety of metrics such as the HO Failure (HOF) rate, the HO
success rate, the HO Interruption Time (HIT), the frequency of HOs, the HO delay, the Ping Pong
(PP) rate, the HO energy consumption, the increased HO overhead, the users overall perceived
Q0S/QOE and more, all the reviewed HO techniques are categorized according to their approach and
an overview of their pros and cons is provided. Additionally, the soft (make-before-break) and hard
(break-before-make) HO approaches are compared and their application in 5G is discussed with their
respective pros & cons, while different types of HOs, namely Intra/Inter-Frequency, Intra/Inter-cell
layer, Intra/Inter-RAT and Intra/Inter-Operator, are also analysed.

The authors of [26] identify the following main challenges and research directions for HOs in a
Heterogeneous Network (HetNet) environment:

e High signalling overhead associated with HOs, mostly due to the HO Measurement Reports
(MR) transmitted by the UE

e Configuration and optimization of HO parameters such as measurement gap, Time To Trigger
(TTT), Hysteresis thresholds, A3 offset, L3 filter coefficient, etc. in different cell layers
(macro, pico)

e High frequency of inter-layer HOs due to the densification of 5G networks (ultra-dense
networks with multiple pico cells)

e HO decision (and performance) affected by the inter-layer optimization of resource allocation
load balancing and power control schemes.

o Inter-operator HOs remain a great challenge as MNOs would have to support other operator’s
frequency bands, interfaces, protocols, network elements, services, etc.

e Multi-connectivity is regarded as a promising solution to avoid service interruption and
minimize HO latency; however it comes at a cost of increased signalling, complexity and power
consumption.

Specifically addressing the HO management and mobility robustness in 5G NR, the authors of [26]
identify three major challenges, namely i) the increased HOF due to the shrinking size of the cells, ii)
the increased number of on intra/inter-frequency measurements affecting UE battery life and iii) the
increased overheads due to frequent HOs in the mmW bands, as beam mobility is an added factor in
NR. However, 5G NR also possesses some inherent characteristics which help deal with some of these
issues or diminish their impact. Such features include i) the INACTIVE UE state introduced in NR
which reduces the transition time to the CONNECTED state and associated overheads and keeps better
track of the UE mobility, ii) the possibility for a Supplementary UL (SUL) to extend the perceived cell
coverage from a UE stand-point and reduce HOs and iii) the Dual Connectivity (DC) capability
allowing UEs to be connected to a SgNB and a TgNB simultaneously, thus reducing HIT (potentially
to 0 ms). The DC solution is also proposed as a feasible alternative in cases of high user mobility, while
it has also been proposed in combination with a RACH-less approach to avoid Random Access
CHannel (RACH) overhead towards the TgNB and skip the delay introduced by the RACH process.
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Estimating the mobility of a UE and deriving the Mobility State Estimation (MSE) and UE location
tracking have been used in a few proposed HO scheme improvements, employing predictions regarding
the potential HO time and location of a UE and performing HO preparation at the TgNB , before a HO
request arrives. Alternatively, in other proposed solutions the UL RS signal from a UE has been used
to estimate the timing of a HO, thus avoiding the measurement and transmission overhead of a MR,
while UE initiated HO has also been proposed. Some of the proposed solutions have indicated their
potential to achieve a 0 ms HO (with no service interruption) in simulation environments (e.g. DC with
RACH-Iess HO).

Finally, HO management in high-speed scenarios has been investigated where solutions such as group
HO, mobile relays, mobile-cell, multi-connection and geo-aided fast HO have been employed to
combat the additional challenges (e.g. large Doppler spread) of high-speed scenarios.

In [24] the authors provide an analysis of the challenges of providing a HO Failure (HOF) rate and
HO Interruption Time (HIT) close to zero for high user mobility (~120 km/h). Based on 3GPP
documentation and definitions it is indicated that the lower the achieved HIT the harder it is to guarantee
a HOF below 10~ in order to achieve the URLLC service requirements. A detailed breakdown of the
HO process delays is provided where the HO process is broken down to its components and average
values are provided per component based on real life measurements (on LTE networks). The
components contributing to the HO delay are i) Tureak: Delay between receiving the last data and
receiving the HO Command, ii) Tproe: RRC processing delay, iii) Tinerrupt: UE processing time incl. RF
retuning, iv) Tracu: RACH process delay for the TgNB and v) Tuc: delay to complete the HO, while
their average values are given in Figure 8.

The 5G-NR HO process is actually quite similar to the LTE HO process and hence suffers from the
same issues (Mobility Interruption Time and mobility robustness) and from the same latency
components. Various mechanisms to minimize the above latency components are examined in [24],
some of which are already part of 3GPP specifications since Rel.14 [30]. The Make Before Break
(MBB) HO [30] where a connection with the TgNB is formed prior to releasing the connection to the
SgNB has been shown to be able to reduce HIT by up to 35 ms, while the optimum timing of data
forwarding from SgNB to TgNB should be precisely selected in order to reap the full results. The
RACH-less HO [30] further reduces the HIT by skipping the Random-Access procedure towards the
TgNB in case of synchronized networks or networks where the timing advance is zero. This mechanism
could reduce the HIT by another 8.5 ms, with the additional challenge of provisioning the UL grant
allocation to the UE at the exact right point. The authors claim that a combined use of MBB and RACH-
less HO can drop the HIT down to 6 ms, while if the TeNB could send the DL data to the UE without
receiving the HO Complete command, that would reduce the HIT close to 0 ms. The misalignment of
subframe boundaries between the SgNB and TgNB is to blame for not being able to reach an absolute
0 ms of delay.

Additional solutions are examined including a 2 Tx/Rx MBB HO, which guarantees a 0 ms HO as the
UE maintains a live connection with both base stations for a certain period of time. A Conditional HO
(CHO) mechanism is proposed to improve mobility robustness where the HO preparation is network
controlled but the HO execution is UE controlled. In this case the SgNB issues a HO preparation
command towards the UE when the signal conditions are still good (avoiding a HOF due to RLF) and
the UE triggers the HO execution when a certain threshold condition is met. A HO Indication is
provided to both the SgNb and TgNB at this point to alert them of the pending HO. Multiple TgNBs
can be considered in this solution increasing the chances of a successful HO but also increasing the
overhead. Simulation measurements provided by the authors indicate the trade-off between low HIT
and HOF rates (close to zero) and the PP occurrences (high PP visible) for HetNets with small size pico
-cells. However, the results indicate that near-zero HIT and HOF are possible for highly mobile users
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with the proposed solution, while the UE measurement period is exposed as another critical factor for
achieving these results.

2.2.1 Inter-operator (inter-PLMN) HO approaches

As mentioned before, little work has been done targeting the improvement of inter-MNO HO, however
a few researchers have started touching upon this important issue. Perhaps the most prominent and
relevant work on this field are two papers written by the same authors which present the original concept
of an improved inter-MNO HO and its evolution and evaluation in [31] and [32] respectively.

In [31] a latency reduction mechanism in case of inter-operator HOs is proposed, which only requires
UEs with a single Tx/Rx chain and is targeting time-critical messages (e.g. in case of V2X
communication). The proposed solution addresses the V2X scenario where a stretch of road is covered
by multiple operators (Op.A and Op.B) with regional splitting applied, i.e. kms 1-3 are covered by Op.A
and kms 3-6 are covered by Op.B. In the addressed scenario if a vehicle covered by Op.A located close
to the region border (between Op.A and Op.B) issues a time-critical message (e.g. break due to
accident), then vehicles close to the border area served by Op.B would be forced to switch serving
networks to Op.A (forced HO) in order to receive the time-critical message without the inter-operator
transmission delays (intra-operator communication is faster than inter-operator communication). After
the time-critical message is received the vehicles can be handed over back to their original serving
operator (in this case Op.B). In order to increase the speed of this HO process, the devices are assumed
to be matching the active times of the Discontinuous Transmission/Reception (DTX/DRX) process in
the connected operator (e.g. Op.A) with the non-active times of the DRX process in the idle operator
(e.g. Op.B), and vice versa. In principle, this would allow UEs with one Tx/Rx chain to transmit/receive
via Op.A while listening in for messages in Op.B, but the SW/HW latency of RF re-tuning has not been
properly taken into account.

The proposed solution is quite interesting, but it has some significant drawbacks. First of all, an almost
complete coverage overlap between Op.A and Op.B is assumed, as UEs are expected to communicate
with both operators seamlessly. This might be sufficient for cases of national roaming, but it is not valid
for international borders where roaming conditions apply, and the overlap among neighbouring
operators is close to zero (due to regulations). Furthermore, the authors make extremely favourable
assumptions for the evaluation of the proposed solution, without properly justifying them. The solution
is only evaluated for non-critical CAM messages with a periodicity of 100 ms (despite the opposite
claim in the text), while the values for the various latencies for intra-operator (38-58 ms), inter-operator
(58-78 ms) and HO delay (20 ms) are arbitrarily set by the authors and used as input for the simulations,
instead of being the output of the simulations. As indicated by the rest of the bibliography an assumption
of'a 20 ms HO is extremely favourable. The above assumptions significantly diminish the credibility of
the provided evaluation, while the proposed solution only seems applicable under very specific
conditions.

The authors improve and elaborate on their work in [32] where the challenges of inter-operator HO are
addressed in an effort to provide low E2E communication for CAM services, taking national roaming
/regional split as the main driver behind this research. The authors identify the 3GPP based E2E latency
requirements for various CAM services ranging from 100 ms (non-critical) down to less than 10 ms
(critical) as well as the expected latency for the communication of a critical message between different
MNOs, which is set at 20 ms [5], and propose a scheme which would facilitate and reduce the latency
in inter-operator communications. The selected Regional split scenario addresses multi-operator
functionality in the same area where a split between the serving areas of the two MNOs is enforced, i.e.
in a specific area all vehicles are served by the same MNO irrespective of the MNO they have a
subscription with, as depicted in Figure 11. This approach presents certain advantages such as i)
simplifies the multi-operator environment limiting the HO events to specified HO areas between the
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operators, ii) vast majority of communications will be intra-operator, iii) Local Break-Out (LBO) is
enabled when serving all vehicles from the same MNO’s network, iv) no common spectrum resources
needed among MNOs, thus simplifying spectrum management as well, v) more cost efficient operation
as only UEs with a single Tx/Rx chain are needed and vi) the selection of the artificial inter-operator
border may be optimized and dynamic to increase the performance experienced by users (i.e. select a
low traffic segment, with direct Line of Sight (LoS) to gNBs of both operators).

! OpA Base Station

—
/ 4 Inter-operator
— relay receiving info.
[Il] Vehicle served by OpA from OpA
3

W) Vchicle served by OpB
[ @] Vehicle in inter-operator handover OpB Base Station

Figure 11: Illustration of the proposed approach in [32] including an inter-operator Relay

The proposed solution of this paper, whose main goal is to reduce the latency of inter-operator
communications especially for time-critical messages, is comprised of two parts. First an advanced
inter-operator HO scheme is proposed based on pre-registration to the V-PLMNs, decreasing the total
inter-operator HO time and secondly a MEC approach is proposed for all participating gNBs bringing
the ITS functionalities closer to the users. More specifically, the authors propose three new network
entities (could be housed in existing network functions) in order to achieve a fast inter-operator HO.
First a Mobility Server is needed (role could be played by the AMF? or SMF¢ in 5G) tasked with bearer
activation and deactivation and authentication, secondly a Subscriber Server is needed tasked with
requesting the attachment of a specific UE to other MNOs and thirdly a Mobility Server Gateway is
needed in each participating operator in order to receive the attachment messages from the Subscriber
server of the Home-PLMN (needed for obfuscating the underlying network topology). Using these
entities, a mobile user may be pre-registered in all participating operator’s networks (request sent by
subscriber Server of H-PLMN)), thus saving the time for network re-attachment during inter-operator
HO. As Single Cell — Point to Multi-point (SC-PTM) broadcasting scheme is assumed as the main
communication strategy, a further enhancement is proposed in order to eliminate the delays introduced
by the MBMS gateway and other broadcasting entities, which includes a local application server, a local
broadcasting system and a new node called infer-operator Relay, to be housed in MECs in all
participating gNBs. The inter-operator Relay is an additional measure to reduce the E2E latency of
critical messages, as critical messages transmitted by e.g. Operator A or Base Station A are captured by
the relay which is attached with fibre to Operator B or Base Station B, and are hence quickly
retransmitted by operator B as well or by Base Station B.

In order to evaluate their proposed solution, the authors in [32] perform a literature survey to identify
the latency components contributing to intra and inter operator HOs, both in the UL (UE->
gNB->Serving Gateway—>PDN Gateway—>ITS server) and the DL (ITS server->BM-SC’>MBMS

5> Access and Mobility Management Function
6 Session Management Function
7 Broadcast Multicast Service Center
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Gateway—>gNB—->UE). The outcome of their survey has resulted in the latency assumption mentioned
in Table 3, which are used to numerically evaluate their proposed solution. Based on these values the
authors arrive at the assumption that a typical intra-operator communication experiences an E2E latency
of approximately 40 ms, while an inter-operator communication (message transmitted by UE served
from Op.A and received by UE served by Op.B) experiences a latency of approximately 60 ms,
including sub-frame alignment delays (no scheduling delays are assumed as critical messages get
prioritized). Moreover, a service interruption of 300 ms is assumed every time a transmitting or
receiving UE is performing an inter-operator HO, based on input from [33], resulting in a worst case
scenario E2E latency of 660 ms (1 inter-MNO HO for the transmitter + 1 inter-MNO HO for the receiver
+ worse case message latency). An intra-operator HO on the other hand is assumed to impose a 20 ms
service interruption time

The authors perform an evaluation of their proposed scheme via numerical analysis and network
simulations. Based on the numerical analysis outcome the authors claim that their solution significantly
decreases the E2E communication latency experienced by automotive users in relevant scenarios as
they show a decrease from 40 ms to 20 ms for intra-operator communication, from 60 ms to 26 ms for
inter-operator communication and from 660 ms down to 66 ms in the worst case scenario (two inter-
operator HOs included). The simulation results indicate more or less a similar performance, although
also during the proposed solution implementation not all critical packets were delivered in time (reduced
Packet Reception Ratio - PRR) depending on the exact scenario.

Table 3: Assumed Values for User Plane delay components [32]

Component Value ‘

tuL >9ms

tpL >1ms

. 1 ms in transmission (tug>Tx)
vE 4.5 ms in reception (tug>Rrx)

. 1 ms in transmission (tgs>Tx)
B 1.5 ms in reception (tBs>rx)

tBS> ITS Server> BS 20 ms

tITS Server>ITS Server 20 ms

The work presented in [32] is definitely a good first attempt at analysing the challenges of inter-operator
HO and their impact on automotive communication, accompanied by a detailed solution targeting the
reduction of E2E communication latencies, however the work also suffers from certain
oversimplifications and flawed assumptions, that skew the evaluation results and/or make the solution
non-universally applicable. First of all, the proposed solution is only applicable in national roaming
cases, where overlapping coverage of the gNBs of the two operators can be assumed. In actual cross-
border conditions, where significant coverage gaps may exist among the two operators, such a solution
would break down. Secondly, the signalling and computational overhead imposed by the proposed
solution is very significant, making such an implementation unfeasible from a financial perspective.
The constant signalling among all BSs of all involved operators (for mobility monitoring), and the
constant registration of UEs that may never use the assigned resources, have not been properly
evaluated. Moreover, the fact that a MEC node is assumed at ALL participating BSs acting both as an
MBMS server and a localized ITS server, makes the proposed solution extremely expensive and the
implementation extremely localized, forfeiting the benefits of a global ITS server view.
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Besides the above-mentioned omissions, the latency assumptions used in this paper are very favourable
in certain cases. Certain delay components have been completely disregarded such as the ITS server
processing latency or the inter-operator processing latency, while the effect of mobility on the
experienced SINR, QoS and the potential retransmissions that this may lead to, have also not been taken
into account. Moreover, an immediate attachment of the UE to a Visitor-PLMN is assumed when a pre-
registration has occurred, not taking into account any Random Access (RA) procedure delay for the UE
to start communicating with the new BS and to receive its UL assignment allocation. Perhaps the most
notable erroneous assumption is the fact that an intra-operator HO’s duration is taken to be 20 ms, while
as shown in section 2.1.3, a more accurate estimation for the minimum duration of an intra-operator
HO has been placed at 49.5 ms through multiple sources and corroborated by measurements[34][24].
Finally, the performance evaluation via simulation is also unreliable, as the delay components of each
type of HO were provided as input into the algorithm by the authors, instead of modelling the 5G
network HO procedure according to 3GPP and extrapolating the actual HO latencies. The selection of
skewed scenarios and improper modelling is also evident from the fact that in one of the used metrics,
the currently used HO mechanism of 3GPP yields a result of 0% of successful delivery of critical
messages, while the proposed solution yields a result of 100% of critical message delivery, thus
impacting the credibility of the provided results.

Besides the HO latency there are other factors contributing to the E2E latency experienced by vehicular
users (Vehicular UE - VUE) when changing 5G networks, such as the service migration from one MEC
server to another, which is the subject under investigation in [35]. The authors highlight the importance
of MEC deployment alongside 5G networks for proper CAM service provisioning, as it minimizes the
amount of data traversing the core network and brings important functionalities closer to the vehicular
users. However, as VUEs experience inter-PLMN HOs and change their network attachment points
they will also have to change the Mobile Edge (ME) Host from the H-PLMN to one in the V-PLMN.
Since such a service migration has the potential to cause additional service interruption, ETSI® has
already proposed a service pre-relocation in [36] where vehicular application running on MEC take
advantage of the estimated trajectory of the served VUE to relocate to the target ME host, before the
actual MEC HO. The authors of [35] work towards a first implementation of this theoretical concept
with a few proposed enhancements.

The proposed solution includes the concept of a Virtual Vehicle (VV) located at the MEC server acting
as a digital twin of the actual VUE, i.e. collecting and storing all measured and received information
from the UE. This VV complements the V2X Application at the VUE with additional functionalities
(i.e. data analytics, aggregation etc.) and is deployed as a docker container just before the V2X
Application Server (AS). Based on the VUE mobility pattern the ME Orchestrator may take the
decision to relocate the VV from an origin ME host to a target ME host, in order to keep up with the
requested QoS. Once such a decision is taken the target hosts needs to be decided as well as the
migration timing in order to keep service interruption to a minimum. When the service migration is
triggered, the VV at the origin ME host is deactivated while a Data Volume (DV) is created in order to
buffer the data missed, until the VV can be re-activated in the target ME host. Once the VV is re-created
(based on image files) at the target ME host, the DV transfers its buffered data to the new instance of
the VV, at which point normal operation proceeds.

The timing of the service re-location procedure has to be exact, as early triggering will lead to the
buffering of a significant amount of data from the DV which then need to be transferred to the VV,
adding additional delay, while the late triggering of the process may result in the VUE handing-over
from the origin ME host to the target ME host, before its VV is recreated. Some basic experimental
results (Proof of Concept - PoC) indicate that indeed this solution can reduce the service migration time
among MEC hosts. The actual RAN HO interruption time (HIT) has not been taken into account in this

8 https://www.etsi.org/
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study, however the MEC service migration time even with the proposed solution is in the order of
seconds, making any discussion about the ms duration of service interruption caused by the RAN HO
irrelevant. Nevertheless, the work presented in this paper is a good reminder of the fact that guaranteeing
service and session continuity while performing an inter-PLMN HO, is a multi-aspect challenge which
goes beyond RAN latencies.

2.2.2  HO based on multi-connectivity

To ensure service continuity while roaming, roaming agreements must be signed between operator
networks to define the policies necessary to control network access for roaming subscribers and manage
roaming services. Operator network connections must be established, and this can be achieved either
directly or through a GPRS Roaming Exchange (GRX) or IP exchange (IPX) network as depicted in
Figure 12.

¢ Direct Interconnection is simple and if established through private lines or VPNs (ex. MPLS) can
solve QoS and security Issues. Nevertheless, it greatly increases cost especially if many
international point-to-point private lines are necessary. It is noteworthy that using the Public
Internet and establishing secure tunnels with IPSec can be regarded as a viable option for fulfilling
pilot and prototype deployments’ requirements, but not for carrier-class communications. Direct
Interconnection is relevant to friendly operators with shared responsibilities.

¢ GRX based Interconnections are operated and managed by third parties. An MNO, through a
GRX connection endpoint can be connected to multiple operator networks establishing
corresponding roaming agreements and enjoys the service scalability offered through this point-
to-multi point interconnection. Private lines do not need to be individually established, greatly
reducing roaming costs. Nevertheless, GRX networks provide no QoS guarantee and typically
leverage SS7 signalling focusing on the transmission of GPRS, EDGE, 3G, and HSPA roaming
data and MMS service data.

e IPX based Interconnections is an evolution of the GRX framework towards an open and flexible
environment and assumes an all-IP transformation better suited for LTE service requirements.
MNOs need to find GRX services that can offer E2E SLA for future service growth and only GRX
services provided by [PX networks can offer E2E SLA.

GRX / IPX Service Provider

Private Line

Figure 12: Roaming Interconnection Options

The concept of multiple connectivity or most often Double Connectivity (DC) has been proposed as a
potential mitigation solution for the impact of HO on session and service continuity, multiple times.
Such solutions tend to overcome the latency and service interruption issues at the expense of more
complicated and expensive end devices which need to be equipped with multiple Tx/Rx chains to
maintain communications with at least two base stations. The most prominent solutions employing the
theme of DC are presented in this sub-section.
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In [37] the concept of Dual/Multiple Connectivity is explored targeting a mobility with zero
interruptions and zero failures. It is claimed (with no proper reference however) that 3GPP has even
accepted the fact that in order to achieve a 0 ms HO a terminal (UE) with at least 2 Tx/Rx chains is
needed, as a single Tx/Rx chain UE would have to detach from the SgNB before attaching the TgNB.
The authors propose modifications to the well-known Dual Connectivity 3GPP solution [38] (supported
since Rel. 12) so that UEs can be attached to at least two gNBs at any given time and to maintain a live
connection to at least one during HO, thus arriving to a zero interruptions/zero failures HO.

More specifically the proposed solution is comprised of the following steps: i) add one or more TgNBs
to the candidate list for a Slave/Secondary gNB (SgNB) based on measurement reports (this should
happen earlier than usual, i.e. add TgNBs even if they are currently worse than the serving MgNB), ii)
the best candidate is nominated as SgNB and the UE moves in DC state (the SgNB can act as a backup),
iii) as the UE moves towards the SgNB the roles of MgNB (Master gNB) and SgNB are swapped and
iv) the former MgNB (now SgNB) is released when its signal becomes too weak (another gNB is
selected as SgNB). The proposed solution is shown in Figure 13. In order to further optimize
performance, the concepts of SRB duplication and SgNB survival are also proposed. The Signaling
Radio Bearer (SRB) duplication means that the UE control messaging (DL & UL) is reported through
both the MgNB and SgNB instead of only via the MgNB (MgNB forwards the control messages to
SgNB and from there to the core network), which avoids RLFs. The SgNB survival scheme refers to the
definition of a Radio Link Failure (RLF) in 5G. In 3GPP based DC an RLF is declared when the radio
link to the MgNB fails, even if there is in place a high-quality radio connection to the SgNB. This results
in the costly process of the UE entering Random Access (RA) process. In the proposed solution an RLF
is not declared if a solid radio connection is in place with the SgNB as control and user-plane messaging
may still continue with the network via the SgNB, thus avoiding the RA process. This is referred as the
SgNB survival.

Xn Interface

Source gNB Target gNB

@. (@

((g)) ((g)) (Q)) (=)

time
é 0.UEconnected ;| / /’ t “\_ ) J' 3. SgNB (source)
' to source ! / ! ' removed :
é 1. Target added _J' 2. Role swap (target ;
i as SgNB : ' becomes MgNB) i

Figure 13: Illustration of the multi-connected HO proposed in [37]

The authors also touch upon the drawbacks of implementing such a solution which include the increased
UE complexity/cost (multiple Tx/Rx chains needed), the increased interference due to DC and the

67 | 190



uncertainty and additional signaling caused by the existence of multiple potential TgNBs, however they
still claim significant improvements in terms of reported RLFs and consequent outages per UE, based
on simulation results. It has to be noted that simplistic simulation assumptions were used and only low
mobility users (up to 30 km/h) were considered, while no insights on potential reduction of the HIT
(and to what levels) are offered.

In [39] the authors analyse the shortcomings of the 3GPP proposed RACH-less and MBB HO schemes
[40] and propose an enhanced HO mechanism combining parts of both. More specifically, it is
highlighted that the 3GPP proposed RACH-less HO only works for synchronized networks, while the
MBB HO requires UEs with advanced capabilities so as to simultaneously perform UL Tx towards both
the SgNB and TgnB. The HO Interruption Time (HIT) and HO Execution Time (HET) are defined and
broken down to their individual components, as shown in Table 4 and a hybrid scheme of RACH-less
and MBB HO is proposed to achieve seamless mobility in non-synchronized networks.

Table 4: HO Interruption Time (HIT) and HO Execution Time (HET) definitions

Term Start Event End Event ‘ Equivalent Latency
HIT RF retuning UL grant & TA value User Plane latency
reception
HET RRC Reconfiguration RRC Reconfiguration Ctizall B [oiaie;
Request Complete

The proposed mechanism in [39] employs a partial, DL-only MBB in which the UE monitors both the
SgNB and the TgNB but only in the DL, which doesn’t require a structural UE change (no UL Tx
required). In this way, the common System Information from the Target cell can be acquired (i.e. the
general LTE RRC connection reconfiguration can be acquired) excluding delays such as RF
synchronization to TgNB, RF baseband re-tuning and security updates, as well as the RACH procedure
delay, as RACH is not used. As RACH is not used, the Cell Radio Network Temporary Identifier (C-
RNTYI), the UL grant and TA value of the TgNB have to communicated to the UE in a different manner.
The C-RNTI is forwarded to the UE via the SgNB within the HO command, while thanks to the fact
that the UE is already monitoring the TgNB DL (partial MBB), the TgNB may directly allocate and
control the UL grant to the UE by embedding it in the Physical Downlink Control Channel (PDCCH).

The UL timing alignment is achieved via measurements of the UE to/from both SgNB and TgNB and a
comparison of the reported values. More specifically, the Round-Trip Delay (RTD) is measured
between the UE and the SgNB and broken down to its individual components. Taking into account the
channel reciprocity, the measured DL timing difference between the SgNB and the TgNB and the
reported internal reference clock of the two BSs an alignment is performed to the UL frame timing of
the TgNB. The Timing Advance (TA) difference is calculated by the UE using the inter-cell timing
difference value between the SgNB and the TgNB, that is provided to it via the network. In a similar
fashion the initial UL Tx power of the UE is indirectly estimated by the UE using the current UL Tx
power level towards the SgNB and the differences measured (by the UE) between the RSRPs and SINRs
of the SgNB and TgNB.

The proposed scheme seems to outperform both the standards RACH-less and MBB schemes in terms
of achieved HIT and HET, despite the slight increase of complexity that it incurs.

The authors in [25] propose to use Device to Device (D2D) communication to achieve seamless mobility
with a target HIT of 0 ms and an increase of experienced user throughput during the HO. In the proposed
mechanism the SgNB attempts to identify the best UE within its coverage area to act as a relay for a
UE about to initiate the HO procedure. Any UE in RRC_ Connected or RRC Inactive mode is a viable
candidate and if the calculations of the SgNB indicate that a D2D connection between the HO UE and
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the Relay UE is better than a direct forwarding of data to the HO UE, then the buffered data for the HO
UE are forwarded to the Relay UE, which in turn forwards them to the HO UE, while it goes through
the HO procedure. The authors have used the 3GPP defined HO execution delay components (depicted
in Table 5) and attempt to minimize most of them by allowing parallel D2D communication while these
steps are executed.

This solution presents certain advantages such an increased user throughput experience for the HO UE,
as data is still received during an otherwise empty period of HO. This also contributes to an almost 0
HIT as data is being received in a D2D fashion while the SgNB and TgNB finalize the HO procedure.
Finally, this solution can be configured before the HO UE enters the cell edge territory, hence the HOF
due to RLF can also be reduced. However, the presented solution also has some disadvantages, as it
significantly increases the computational overhead in order to calculate the best relay UE for all UEs
about to have a HO, while it also deteriorates the energy consumption (and consequently decreases the
battery life) of the relay UE. Moreover, this solution only works for an adequate density of UEs (i.e.
not suitable for rural environments or low traffic hours).

Table 5: LTE HO Latency components [25]

Message ‘ Time (ms) ‘
RRC HO command (1) 15

UE processing time for RF/baseband re-tuning (2) 20
Acquiring first available RACH in target cell (3) 2.5
PRACH preamble transmission (4) 1

UL allocation and TA transmission (5,6)

Processing RRC message and TTI assignment (7)

W | W | W

RRC message encapsulation and transmission (8)

Minimum / Typical total delay 49.

It also needs to be highlighted that the authors [25] have made some quite favourable assumptions
during their simulations for the evaluation of the proposed solutions. First of all, the UEs are assumed
to have multiple arrays of Tx/Rx antennas in order to be able to receive data in D2D fashion, while they
are simultaneously performing RF re-tuning to the TgNB. This would significantly increase the UE
cost. Moreover, extremely simplistic models of the E2E HO process and the V2X functionality have
been employed during simulations, without considering all the appropriate HW and SW delays and
without providing an evidence of performance validation for the simulator. Hence the conclusion that
the proposed solution can deliver a HIT of 0 ms is extremely doubtful.

\o
(9]

In [41] the authors explore cell clustering and Cooperative Multi Point — Joint Transmission (CoMP-
JT) as a way of reducing HO Failures and to increase the throughput of mobile users in HetNets
comprised of multiple small-cells (urban scenario). The authors identify the frequent HOs of moderate
and high-speed mobile users in small cell environments as the leading cause of degraded performance
in such environments, while also pointing out that recent studies on user mobility and their respective
mitigation measures only focus on low mobility users (up to 30 km/h). The proposed scheme utilizes
the inherent benefits of Dual Connectivity (DC) and Control/Data Plane Separation Architecture
(CDSA) and by utilizing dynamic clustering, it attempts to reduce the HOF and increase the throughput
of mobile users with moderate speeds (up to 60 km/h) in Het-Net urban environments.

The proposed solution identifies mobile users with moderate speeds (between 30 and 60 km/h) based
on the Mobility State Estimation (MSE) estimated as indicated in Equation (1), and instead of allowing
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them to perform single HOs every time they change a small-cell, it directs them to a CoMP based DC
served by dynamic clusters of small cells. During CoMP transmission the UEs control plane remains
attached to the macro cell while the user/data plane communication takes place over the small-cells,
hence reaping the benefits of small-cell connectivity (higher throughput) without the frequent HOs. The
clusters serving each UE are dynamically adapted based on its mobility pattern, while the UE is directed
back to normal (single transmission) once its velocity drops below a certain threshold.

_ NHotNreselect
TMsE = — (M
MSE
Where:
e Npo :number of HOs in period Twmse

®  Nieseleet : number of cell reselction in period Tmse
o Twumsg :adjustable measurement period (sec)

Based on relatively detailed simulations, the proposed scheme presents moderate improvements in
terms of reduced HOFs and increased experience throughput for moderately mobile users, however it
has a few drawbacks as well. Most notably, this scheme leads to a significant increase of signalling as
CoMP-JT needs tight synchronisation among the participating cells, while the clustering algorithm itself
also consumes considerable resources due to its dynamic nature. Moreover, this scheme has no effect
on macro-to-macro HO, which are performed in a typical manner, while the HO latency and HIT are
not affected at all by this scheme meaning that users will experience short service interruption. This
aspect of the proposed algorithm, along with the fact that the scheme is irrelevant for rural/ highway
environments and inapplicable in cases of inter-PLMN HO (CoMP and clustering do not work across
different MNO domains), makes this scheme unsuitable for V2X applications in cross-border
conditions, where inter-PLMN HOs may take place.

2.2.3 Additional aspects

Besides the reduction of the HIT and HOF, some other aspects of the HO process should be taken into
account when looking to improve the E2E communication time and the overall efficiency. In [42] a HO
cell selection optimization mechanism is proposed for Software Defined Networks SDN-based 5G
networks. The proposed scheme aims at selecting the most appropriate cell for a HO based on the UE
mobility pattern and a variety of metrics to determine the suitability of each neighboring cell, such as
the cell size, the received RSRP and its current load. More specifically, a prediction of the mobility
pattern of a UE takes place based on its trajectory data (GPS, speed, etc.) and the most appropriate
neighboring cell is selected (in the direction that the UE is moving, large serving area, etc.) for a HO
such as the sojourn’ time of the UE in that cell is maximized. The scheme is further enhanced by
attempting to perform load balancing at the same time by using the cell load data for all candidate cells.
Finally, a channel pre-allocation by the SDN Controller (SDN-C) at the TgNB, helps with reducing the
HO latency. By using linear programming, the decision for the selection of the optimal cell for a HO
among all the neighboring candidate cells, comes at a lower computational cost.

The authors of [42] claim their solution significantly reduces the control signaling associated with a HO
(compared to traditional 3GPP HO) by eliminating part of the signaling between the UE and the network
core (MME, S-GW), as all HO decisions are taken and communicated from the SDN-C. However, the
signaling cost of SDN-C collecting all necessary information from the gNBs and the UEs, is not

% Total time the UE will remain at the target cell thus avoiding frequent HOs
70 | 190



addressed. The (relatively simplistic) simulation-based evaluation of the solution, only takes into
account low mobility users (average speed of 13 km/h) and indicates that indeed the proposed solution
can lead to the selection of a more appropriate TgNB depending on the UE’s mobility pattern
(direction), the cell’s load and cell-specific measurements leading to less frequent HOs for the UE and
to a reduction of control signaling. A claim is made that the solution also assists in reducing the HO
delay, however this is never justified nor backed up by any simulation data.

The issue of efficient HOs from 5G networks towards legacy 4G networks is addressed in [43]. More
specifically the transitional period of migration from 4G to 5G networks is investigated, where 5G and
4G networks will co-exist without all the proper mechanisms and interfaces up and running, hence
significantly impacting the HO performance and latency. The authors focus on the inter-RAT HO
between 4G and 5G networks (and vice versa) wherein a dedicated interface between the Mobility
Management Entity (MME) in the EPC and the Access and Mobility management Function (AMF) in
the 5G NGC, i.e., N26 as specified by 3GPP[2][3], is non-existent. The goal of the work in [43] is to
minimize the HO preparation time by considering a fully SDN based network utilizing Distributed
Mobility Management (DMM) for enhancing HO signalling procedures.

The authors consider the three major phases of the 3GPP proposed HO preparation signalling procedure,
i.e. Tracking area update, Initial attach procedure and UE requested Packet Data Network (PDN)
Connectivity and focus on improving the last two phases. The smooth transfer of PDU sessions from
5G NGC to the EPC during the HO process and maintaining the IP address/prefix will be extremely
critical for guaranteeing service continuity and increased QoS during mobility events, so this paper
presents a novel approach for PDN connectivity procedure based on a SDN enabled Mobility
Management unit (SeMMu) with the parallelization of Control Plane (CP) messaging and the
elimination of time consuming handshakes. The enhanced procedure is depicted in Figure 14, and is
comprised of the following main steps: i) the SeMMu parallelizes the execution of the create session
request message to the S-GW and the PDN-GW, ii) the response messages have been eliminated from
the legacy signalling mechanism, hence the newly developed message P2a and P2b and iii) the bearer
is modified in such a way that a handshake involving four messages in the legacy procedure is now
compressed in messages P7a and P7b.

The authors apply an analytic approach for the evaluation of their solution, using data sets from a
Japanese telecom operator [44] and link delay values adopted from [45], while the main metrics used
for the performance evaluation of their proposed solution are latency, transmission cost and processing
cost. Both scenarios of inter-RAT HO are evaluated, i.e. from 5G NGC to EPC and vice versa, and the
results indicate that a latency improvement of more than 24% may be achieved, while at the same time
the transmission and processing costs are reduced by up to 34.4% and 27,78% compared to the legacy
procedure, respectively. With regards to latency the achieved performance was down to 89 ms for an
inter-RAT HO, which seems to be a significant improvement over the legacy 181 ms, but it still remains
very far from the necessary 0 ms HIT goal needed for service provisioning to the automotive sector and
CAM applications.

Interference in 5G networks when serving a large amount of nodes in a specified environment (such as
the vehicles in a vehicular environment) is another significant issue that needs to be taken into account.
Vehicular environments may have the characteristics of mMTC services and as such the study of the
impact of interference caused by mMTC connections, becomes an important factor. The authors in [46]
provide a comparative SOTA survey of the challenges and proposed solutions in literature regarding
inter-cell interference (ICI) minimization in (B)5G networks for two main schemes, namely Orthogonal
Multiple Access (OMA) technique and Non-Orthogonal Multiple Access (NOMA).

Several works have studied the OMA / NOMA schemes and their suitability in 5G and B5G systems.
For example, in [47], the authors intended to minimize the total energy consumption subject to the
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computation capacity and execution latency limits. They obtained an optimal transmit power and
computation resource allocation based on the Karush-Kuhn Tucker (KKT) conditions. Their results
showed that the total energy consumption for both NOMA and OMA schemes increases with the
number of NB-IoT user equipment (UEs). However, when compared to OMA, NOMA reduces the total
energy consumption by 53:23%. Critically, it should be noted that the authors neglected the impact of
inter-cell interference (ICI).

H"“"‘“ EErE xem EEEEE s

P1. PDN Connectivity Request

P2a. Create Session Reguest

P2b. Create Session Request

P2c. Bearer Setup Request/Downlink NAS transport with
PDN Connectivity Accept

P3. IP-CAN Session Establishment fModification
-

P4, RRC Reconfiguratipn

P5. Direct Transfer

PG, PDN Connectivity Complete

P7a. Modify Bearer

P7b. Modify Bearer

Figure 14: Enhanced UE requested PBN Connectivity request procedure [43]

In [48], the authors investigated the downlink performance of NOMA with randomly deployed cellular
users. From the presented analytical formulations, it is shown that the NOMA scheme leads to
significant performance gains in terms of ergodic sum-rate. However, the allocated power and the
targeted data rate could directly influence the outage performance, i.e., if the allocated power is lower
than the required power for successful transmission, the UE will suffer from the outage. In [49], the
authors dealt with the connection density maximization problem in NB-IoT networks by using NOMA.
The authors used the bottom-up power filling algorithm and proposed item clustering heuristic approach
which allows any number of devices to be multiplexed per sub-carrier. It should be noted that the
authors suggested multiplexing any number per sub-carrier without considering the impact of ICI,
which is a potential threat to meeting the performance requirements of NB-IoT massive connectivity.

In [50], the authors proposed two cooperative relaying schemes i.e. ON/OFF - full-duplex relaying
(ON/OFF - FDR), and ON/OFF - half-duplex relaying (ON/OFF - HDR) schemes. Either of the
proposed schemes is applied to the cell-centre user (with good channel conditions) to help relaying the
direct NOMA transmissions on the downlink of cell-edge users. In this regard, the ON/OFF relaying
decision depends upon the quality of direct and relay links from the base station to the cell edge user.
From the results, it is shown that the proposed cooperative scheme significantly improves the outage
performance and the sum rate of both cell-centre and cell-edge users. However, for mMTC devices such
as in the LPWAN category, relaying of information leads to an increase in device complexity and cost,
which is the limitation for most massive loT use-cases. In [51], the authors proposed a novel resource
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allocation technique for NOMA, based on cooperative cellular networks. In their proposed framework,
the NOMA users with good channel conditions act as group heads, hence can relay information to
NOMA users with bad channel conditions. Despite the gains of the proposed scheme for high
complexity devices, it should be noted that the reduced complexity of NBIoT devices, power-saving
mode, and extended discontinuous reception (eDRx) make relaying of information (i.e. at the low
complexity device) unfeasible.

2.2.4 Comparative Study of HO solutions

Based on the above analysis, the main characteristics of each solution along with some other critical
elements are extracted and comparatively presented in Table 6, in order to offer immediate insights
into the applicability, cost and effectiveness of each of the proposed solutions.
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Proposed Solution

Target KPIs

Table 6:Comparative table of surveyed HO solutions

Used
Technologies

UE
Tx/Rx
chain(s)

Target
Service

Evaluation
Method

Advantages

Disadvantages

Parallelization of multiple SDN, e Good overview of E2E e Weak evaluation (PoC)
[34] [steps during HO Detach |E2E latency Topology Single URLLC |PoC latency components . .
fi . outdated information (2016)
ime aware CP o Simple method
Overview of HO gl?fe’s?gt’eHl% MBB, BBM, Numerical | ° oy I%I(())Odl?\ﬁrvww gLf
[26] [Management techniques |overhead iy | vllEE BOSHEE s gralei oro d s ia t?nges
& q ’. gy procedures (gNB, [Multiple Overview proposed sofutions N/A
& HO challenges consumption, .
[ — frequency, RAT) comparison
Overview of HO ¢ Improved mobility ® Increased overhead from
Mechanisms for URLLC MBB, RACH-less Sinele & Simulation / | robustness multi-HO preparation
[24] |& enhancement based on |[HIT & HOF (hybrid controlled Mulgti o URLLC |Trade-off e Reduced HOF & PP o Increased signalling
MBB + RACH-less = HO) p analysis o Increased computational
CHO complexity
Forced HO in cases on o First work addressing |e Coverage overlap assumed (not
[14] |National Roaming / E.2E iy MBMS, Single CAM Simulation inter-MNO HO suitable for cross-border)
. . (inter-MNO) DTX/DRX cycles . .
Regional split e Favourable sim. assumptions
o Elaborate work o Coverage overlap assumed
ddressing inter-MNO i i i
Inter-MNO HO based o |E2E latency of time [MBMS (SC- Simulation + i“{ Oressmg inter . (S)lvilrlﬁlelégg & computational
[32] . . critical messages  |PTM), MEC pre- |Single CAM Numerical . .
Regional split and MBMS | . L . ¢ Thorough analysis of |e Very high cost
(inter-MNO) registration analysis . .
HO mechanism e Ignored mobility effect
e Favourable sim. assumptions
Inter-MNO MEC Service . - Virtualization e Concept of VV reduces|e Service migration time in the
L Service migration . N2V traffic order of seconds (unsuitable
[35] |migration based on v, @ (VV), Docker Single CAM PoC Reduced ce d e L —
service pre-location ’ containers ¢ ti;euce service down- &
o Increased mobility o Increased UE complexity &
Zero HIT through radio Dual robustness cost
[37] |bearer duplication for both|HIT & HOF Connectivity, Multiple |[URLLC |Simulation |e Reduced HIT o Increased interference
MgNB and SgNB SgNB survival o Increased signalling

o Low UE mobility considered
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Enhanced HO mechanism
based on MBB & RACH-

o Alleviates need for
synchronized network

e Increased complexity
e Sensitive to estimation errors

[39] o (e L el 1UIL, HIT & HET MBB, RACH-less |Single URLLC |Simulation |e AlleYiates need fpr
procedure needed) multi Tx-Rx chains
e Reduced HIT o Increased computational
Relay info during HO HIT, HOF & * Increased Throughput overhead
[25] |(eliminate HIT) via D2D |increased D2D, Relay node |Multiple |URLLC [Simulation * Dynamic selection * Increased energy copsumptlon
with another UE Throughput among D2D and / decreased battery life
network o Simplistic modelling
communication.
e Addressing Het-Net e Increased signalling
Address high mobility CoMP-IT CAM / dense deployments o Tight network synchronization
[41] DI via ezl clust§ rne HOF & Throughput |CP/DP separation, [Multiple  |small Simulation |° DTG algor.lth m neEdEd .
and Joint Transmission MSE cells e Increased mobility e Increased computational
(DC) robustness resources
Maximization of sojourn - e Reduced HO delay e [gnored SDN-C - gNB
time of UE per cell (cell . . SDN, mobll}ty. e Improved TgNB signalling
. HIT, sojourn time, |pattern prediction, |. . . . R .
[42] [selection), based on number of HOs channel pre- Single None Simulation selection based on UE |e Simplistic modelling
predictive UE mobility + allocatiolr)l mobility assumptions
Load Balancing e Reduced num. of HOs |e Only low mobility users
@ sthithrtion o/t e Reduced HO signalling | Obscure scenario of limited
RAT HO without N26 Latency, processing SDN.’ D1str1buted . Numerical |° etz HO d Sk applicability S
[43] |. . . . Mobility Single None . e Use or realistic o Inter-RAT HO time in the
interface with enhanced |& transmission cost Analysis .
HO preparation phase Management dataset order of seconds (unsuitable

for critical CAM messages)
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2.3 V2X Use cases & requirements

2.3.1 Key V2X characteristics & requirements

Based on the description of the expected VANET applications that will need to be supported, a few key
characteristics of VANETS and vehicular traffic in general can be extracted [52]:

¢ A huge number of vehicles needs to be supported, especially during high traffic hours.
e The applications developed for VANET have very specific and well-established objectives, such as the
provision of safe and intelligent transport systems.
¢ Instead of requesting a specific facility or route, there are many safety applications connected with
VANET attempting to include information related to the traffic to all available nodes in a particular
geographical area.
¢ Nodes in VANETSs move in the predefined road network. Accordingly, this predefined network topology
allows the vehicle location to be determined. Likewise, vehicles will probably disconnect because of
various obstacles on the road.
¢ The dynamic network topology due to the high movement of vehicles, causes the connections in the
comparative rapid movement of vehicles to be highly insecure.
e Power supply is not considered a major issue in VANETS.
These characteristics highlight the very dynamic nature of the vehicular environment which causes unstable
connectivity, thus reducing the reliability of communications and causing issues with the expected QoS in terms
of latency and throughput. On top of that, provisioning basic safety applications alone is unlikely to meet the
requirements of self-driving autonomous vehicles. For example, while existing applications such as left turn assist
and emergency electronic brake lights are beneficial for vehicle safety, autonomous vehicles require vehicles to
be capable of transmitting messages indicative of manoeuvre changes, trajectory alignments, platoon formations,
sensor data exchange, etc. Besides, even for human-driven vehicles, processing of data received from sensors of
surrounding vehicles - for example, where one vehicle shares its live camera feed with a vehicle behind it - is
expected to increase the safety benefits well beyond what can be achieved by basic safety applications [19].

Table 7: Key Vehicular/VANET application requirements [53]

w Max E2E Data Rate | Reliability Position
Latenc Accurac

vehicles 20-40ms | 50-100 Mbps | 99.999% | 20-50 cm

Platooning

gfivv ?:;ed <10 ms 50 Mbps | 99.999% | 10-20 cm

g:;‘;:)‘f:d 10-100ms | uptolGbps | 99.99% | 20-50 cm

Remote up to 100

Driving 5 ms Mbps 99.999% | 10-20 cm
(Uplink)

Vehicle QoS 20-100 ms up to 100 99 999 10-100

Support Mbps cm

Requirements of some advanced vehicular/VANET applications have been studied by the 3GPP in [5]. These
advanced V2X use-cases, which are summarized in Table 7 along with their respective requirements, not only
improve road safety but also assist in better traffic management and cater to the infotainment needs of passengers.
The definition of these Use cases is provided below [22][54]

o Vehicles platooning refers to vehicles traveling together in very close distance and their management. All
vehicles part of the platoon obtain information from the leading vehicle and act accordingly (autonomous
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driving instructions). This information allows vehicles travelling together to drive closer than normal in a
more coordinated manner.

e Extended Sensors enables exchange of raw or processed data gathered through local sensors or live video
images among vehicles, Road Site Units (RSU), devices of pedestrians and V2X application servers.
Vehicles can increase perception of their environment beyond what their on-board sensors can detect, thus
providing a more broad and holistic view of the local situation. High data rate is one of the key
characteristics of this use case.

e Advanced Driving enables semi-automated or fully automated driving. Each vehicle and/or RSU shares
perception data obtained from its sensors with vehicles in proximity allowing synchronizing and
coordinating their trajectories or manoeuvres and driving intention.

e Remote Driving enables the handling of a vehicle by a remote driver located far away thus helping those
passengers who cannot drive by themselves, or remote vehicles located in dangerous environments. For a
case where variation is limited and routes are predictable, such as public transportation, driving based on
cloud computing can be used. High reliability and low latency are the main requirements for remote
driving scenario.

From Table 7 it can be observed that most CAM use cases require extremely low end-to-end latency and very high
reliability, as it was expected, since the connectivity interruption or the delayed delivery of a critical message could
lead to an accident, especially when taking into account the high mobility of the vehicles. In terms of throughput
(data rates) most use cases are not that demanding, as usually the content exchanged among vehicles and
infrastructure are small packets containing sensor information or driving directives. There are however certain
scenarios belonging to these cases that have extremely high demands in BW (such as video sharing, raw data
sharing) which also need to be accommodated. Finally, the position accuracy delivered by todays GPS systems
(approximately 1-2 meters in most realistic scenarios) appears to not be enough for most of the CAM use cases
and that is an area where 5G is expected to have a significant impact (once the position accuracy features of 5G
become available).

2.3.2  Periodic vs aperiodic traffic

A big portion of the communication of the above discussed V2X use cases is based on the periodic exchange of
messages among the vehicles and/or between a vehicle and a remote (ITS) server over the network. This periodic
communication is key for most CAM application as it provides the groundwork for the collection of information
from multiple vehicles and based on its fusion and processing, it allows for the generation of the “big picture” of
a certain vehicular environment which drives any autonomous driving decisions. The type of data usually
exchanged with periodic communication are the location, trajectory and velocity of each vehicle which allows for
the creation of such vehicular environment cooperative maps. Other types of data may also be exchanged such as
engine temperature and revolutions.

As it is critical for every vehicle to receive this information from all the surrounding vehicles, especially the ones
that are located outside its Line of Sight (LoS), e.g., behind a corner, in order to be able to operate in autonomous
mode without the risk of an accident, ETSI has standardized these types of messages which are called Cooperative
Awareness Messages (CAMs) [11]. CAMs are now adopted by all vehicular and equipment manufacturers
facilitating the interoperability of the various vehicular components and applications. The transmission frequency
of CAMs is set to 10 Hz which is deemed enough even for the most challenging vehicular environments with high
velocity. The continuous reception of these messages is critical for VANET applications, as the high velocity
environments means that the position, speed and trajectory of every other vehicle on the road is very dynamic,
hence information from older CAMs can easily be outdated.

However, periodic traffic is not the only traffic that should be supported for the successful deployment of CAM
services. Actually, the messages warning of an accident ahead, which are generated based on events on the roads,
are potentially the most critical ones as they need to be quickly propagated to the rest of the vehicles on the road,
to avoid further accidents. ETSI has also standardized this type of messages, in order to guarantee universal
reception and understanding of these messages across vehicular manufacturers and application developers. These
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aperiodic messages are called Decentralized Environmental Notification Messages (DENM) and are defined in
[12]. Both CAM and DENM messages are instrumental for the correct operation of every VANET application and
through them, vehicles are fully aware of their surroundings and may construct a Local Dynamic Map (LDM) with
all the vehicles on the road and potential hazardous locations/events.

Despite the importance of both of these types of messages, some of the features of LTE-V2X and IEEE 802.11p
may not provide full support for the transmission of DENMs. This is mostly due to the fact that both “Listen before
Talk” (802.11p) and “Semi-Persistent Scheduling” (LTE-V2X) have an inherent waiting period that each message
needs to wait for, before being transmitted. As DENM messages are extremely important as they carry information
on sudden or potentially dangerous road events, they should not be delayed by such mechanisms, and they should
be granted immediate priority by the scheduler (prioritized over CAMs). On top of that, the currently used channel
sensing scheme for channel estimation (which results in the selection of the transmission scheme and coding)
which averages the channel over observations of 1 second, is not considered accurate enough for highly dynamic
vehicular environments where channel fading is very fast and could lead the dropping of important messages (such
as a DENM message) which could result in accidents.

It becomes clear that aperiodic event-driven traffic is more troublesome for the vehicular communication protocols
while the loss of a DENM message is much more severe than the loss of a CAM message, highlighting the
importance of addressing those issues. Solutions in terms of short-term sensing with sensing windows down to
100 msec and the repetition of DENM messages without waiting for a NACK, have been investigated in literature
[55], and have produced promising results indicating a significant performance improvement (lower latencies and
lower drop rates for DENM).

2.4 Relevant R&I activities and Performance Evaluation

In this section, a performance evaluation of the four discussed communication technologies (802.11p, 802.11bd,
LTE-V2X and NR-V2X) for V2V communication is presented based on simulation results as well as early field
trial results (for 802.11p an LTE-V2X which are mature enough), available in literature. A benchmarking of their
performance for various scenarios is performed based on these results, while insights regarding the suitability of
each technology under specific circumstances are drawn. Furthermore, the most prominent challenges in VANETSs
and the respective research directions are discussed, while some first results from simulation-based evaluation for
some of the researched improvement mechanisms are also provided.

Moreover, this section provides an overview of the most relevant R&I EU funded projects, that recently engaged
in the research and validation of technologies for 5G Enabled Mobility in cross-border conditions. There are
multiple R&I efforts from European and global consortia on relevant 5G enabled Autonomous Mobility
challenges, addressing for instance pure automotive aspects (e.g., [56]) or researching the application of 5G
enabled CAM solution in the Transport and Logistics sector, with the additional help of Network applications
(e.g., [57][58]). However, for the purpose of this thesis, only the specific project focusing on cross-border CAM
provisioning will be analysed.

2.4.1 Comparison of C-V2X vs 802.11 performance

In this section both variants/versions of the two key technologies (C-V2X and 802.11) are evaluated based on
available simulation results in the literature. As this is a study for the evaluation of the ad-hoc V2V communication
capabilities, only the PC5/SL variant of LTE-V2X and NR-V2X are taken into account (no communication via the
gNB(Uu Interface)). Starting from the more mature technologies, i.e., 802.11p and LTE-V2X where more
experimental results are available, initial simulation studies have been available for some time, indicating the
expected performance under specific V2X scenarios. Authors in [60] have examined the effect of the longer
expected communication range of LTE-V2X compared to 802.11p, by simulating two scenarios/use cases. In the
first scenario, a disabled vehicle behind a blind curve is transmitting alerts to approaching vehicles under both icy
and normal road conditions. The simulation results for this use case regarding the reception distance and
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consequently the supported vehicle speed were analysed. If DSRC (802.11p) is used, an approaching vehicle must
maintain a speed below 28 mph (45 km/h) and 46 mph (74 km/h) for icy and normal road conditions, respectively,
to stop in time to avoid accident after receiving an alert. With LTE-V2X, the incoming vehicle receives the alert
earlier at a longer distance away. Therefore, it can stop before reaching the disabled vehicle even if it is traveling
at higher speed, (for example, 38 mph (61 km/h) and 63 mph (101 km/h), for icy and normal road conditions,
respectively) [59][60].

Qualcomm also simulated a do-not-pass use case scenario where a vehicle following a large truck has limited
visibility of the opposite traffic. At the same time, a second vehicle is approaching the first vehicle from the
adjacent lane. The higher the vehicle speeds, the faster the two vehicles approach each other and the more
dangerous is the situation if the first vehicle chose to overtake the truck. With V2V communication, the second
vehicle can send warning alerts, which are used by the first vehicle to decide whether it should overtake the truck
or not. Similarly to the previous use case, the longer C-V2X range (443 m) allows the first vehicle to receive the
alerts earlier, thus allowing it to safely overtake the truck even if it is traveling at a higher speed compared to the
case where 802.11p is used (240 m) [59].

Besides the simulation-based evaluation, Qualcomm also proceeded to test the two technologies in real-life trials
with actual vehicles. These trials were only focused on LTE-V2X and 802.11p protocols, as they are the only
technologies mature enough to have real-life implementations and commercial HW capable of supporting them.
The real-life tests focused on the performance of the two technologies under Line of Sight (LoS) and Non-Line of
Sight (NLoS) conditions, and the Packet Reception Rate (PRR) vs the distance between transmitter and receiver
was the main metric used for the evaluation. For the NLoS case, a big truck was constantly placed in front of the
transmitter in order to create a significant (and constant) line of sight obstruction.

The results indicated that for both LoS and NLoS cases the LTE-V2X outperforms the 802.11p (DSRC) in terms
of how far the ITS messages were transmitted (communication range), for both sub-scenarios where a different
transmission (Tx) power was used (5 dBm and 11 dBm respectively). As expected, when a larger Tx power is used
by the transmitter the achieved communication range for which 100% of the messages are received increases from
about 600 m to 900 m for the LoS case and the DSRC technology and from 950 m to about 1250 m for the LTE-
V2X technology. What is very interesting to observe is that for LoS conditions, the LTE-V2X achieves a larger
communication range with the low Tx setting (950 m with 5 dBm) compared to the communication range achieved
by DSRC with the high Tx setting (900 m with 11 dBm). This is a clear indication of the superiority of LTE-V2X
over DSRC with regards to the communication range of the two technologies.

The exact same behaviour was observed in the NLoS case, where the communication range has dropped
significantly for both technologies (as expected due to the obstruction), but the relative performance remains the
same, i.e., LTE-V2X significantly outperforms 802.11p.

After this first look into the relative performance of the two legacy technologies, the more interesting question of
the performance improvement achieved with the new releases of 802.11bd and NR-V2X is raised. A very thorough
simulation campaign was performed by the authors in [61] where all four technologies (802.11p. 802.11bd, LTE-
V2X, NR-V2X) are benchmarked against each other, and even a variation of 802.11bd is included in the study
where Dual Carrier Modulation (DCM) is activated, and range extension mode is enabled. This variation is denoted
as 802.11bdPC. The following four main KPIs are used for the performance evaluation:

e Packet Error Rate (PER) vs Signal to Noise Ratio (SNR)
e Packet reception rate (PRR) vs distance

e Data Rate (Mbps) vs distance

o Packet Inter-Arrival time vs distance

Two sub-scenarios were examined, addressing use cases where small data packets (100 B) and large data packets
(1500 B) are transmitted as well as different Modulation and Coding Schemes (MCS). The results of this
simulation campaign were presented in detail in [61].
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The PER is potentially the most common metric to evaluate the performance of a receiver in terms of reliability.
Especially for cases of URLLC applications (as some VANET applications) a PER < 10 may be expected. From
the simulation results it was observed that for small payloads of 100 Bytes and a modulation of 2 QPSK, the
802.11p has the worst performance while the 802.11bdP¢ has the best performance, outperforming even NR-V2X.
This is due to the fact that the range extension option of 802.11bdP¢ offers a gain of about 3 dB and a gain of about
5 dB due to the diversity gain of frequency selective channels (i.e., a total gain of ~8 dB compared to 802.11bd).

In case of 2/3 64QAM, LTE-V2X has a worse PER due to the fact that the channel estimation at high Doppler
shifts becomes outdated. However, NR-V2X has a slightly better PER performance due to its four times lower
subcarrier spacing compared to LTE-V2X, and its better performing LDPC codes compared to Turbo codes. The
11p also suffers as a reason of its preamble-based channel estimation. Nevertheless, 11bd outperforms all other
technologies due to the use of midambles for channel estimation. Another reason behind the bad performance of
C-V2X is the flat fading, as only few number of RBs are used for data transmission compared to 11bd which uses
whole bandwidth [61].

When the performance of high throughput applications (1500 Bytes packets) is examined, it is observed that the
PER of 802.11p is even worse due to the bad channel estimation, highlighting the importance of midambles which
significantly improve the performance of 802.11bd. Similarly to the performance observed for the small data
packets, 802.11bdPC outperforms all other technologies, but this time the difference with LTE-V2X and NR-V2X
is much smaller. Both LTE-V2X and NR-V2X perform better for large packet sizes due to the increased error
correction capability of both Turbo and LDPC decoders, and frequency diversity due to the use of more RBs.

By examining the PRR performance of the different technologies a shift in favour of LTE-V2X and NR-V2X is
noticeable as they clearly outperform their 802.11x competitors. By focusing on the small data packets
performance for 2/3 64 QAM it can be observed that even though all four technologies perform reasonably well
for a distance up to 50 m, as they all achieve > 90% PRR, the performance quickly degrades for 802.11p and
802.11bd as the distance increases, while LTE-V2X and NR-V2X maintain a much better performance (e.g. >
65% PRR up to 100 m compared to ~20-30% for 802.11p/bd). Similar performance is observed for all technologies
when the lowest possible coding rate is used (MCS 0), while the advantage of LTE/NR-V2X over 802.11p/bd even
increases as a 90% PRR can be achieved even at distances of 450 m for LTE/NR-V2X compared to a PRR of
<10% for 802.11p/bd, for the same distance. This clear superiority of LTE/NR-V2X is due to the very low coding
rate used for MCS 0 (~0.1 compared to about 0.5 for 802.11). The 802.11bdDC variant presents a significantly
improved performance compared to 802.11bd but is still no match for LTE/NR-V2X.

The performance of the four communication protocols is very similar for the case of larger data packets (1500
Bytes), as LTE/NR-V2X outperforms the 802.11 protocols. The only notable exception is that for the case of 2/3
— 64QAM 802.11bd now presents a similar performance with NR-V2X. It is interesting to note, that the expected
communication range of all protocol decreases by about 60 m for larger data packets, except for 802.11p which is
experiencing an even greater impact in its performance (lose about 100 m of range). Overall, considering both
packet sizes (100 bytes and 1500 bytes) NR-V2X is the most reliable technology reaching higher range. In addition
to that, performance of NR-V2X can be further improved by utilizing HARQ process [61].

NR-V2X and LTE-V2X have a clear advantage when it comes to average data rates for small packets as well. For
smaller distances (<100 m) NR/LTE-V2X significantly outperforms 802.11 delivering much higher throughputs
while also for larger distances (up to 500 m) NR/LTE-V2X manages to deliver up to 1 Mbps when 802.11 is
already almost to zero. This is mostly attributed to the non-negligible preamble of 802.11 technologies which plays
a big role when small packets are used. NR-V2X is the clear winner as it outperforms all other technologies, due
to its lower overhead and higher reliability, while 802.11bd is slightly better than 802.11p. The 802.11bdP¢ variant
presents some improvement for large distances due to its extended range preamble.

For the case of larger packets a similar behaviour is observed, for the most part, as NR/LTE-V2X outperforms
802.11 especially for larger distances. One noticeable difference is the significantly improved performance of
802.11bd for small distances (<50 m) mainly attributed to the decreased overhead ratio, caused by the use of larger
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packets, which leads to its performance being superior even to NR-V2X for extremely small distances (10 m). It
is however obvious from both sub-scenarios (100 B / 1500 B) that NR-V2X constantly delivers much higher data
rates with high reliability at small and longer distances [61].

Another critical metric for the performance of a V2X communication protocol is the packet inter-arrival time (tiat)
which describes the elapsed time between two successive packet arrivals and depends on the packet transmission
time and on the reliability of the link. Results show that for distances <350 m, the tiat of 802.11 based technologies
is very small due to their slot-less transmissions and it increases with distance due to the outage. The tiaT in case
of LTE-V2X remains between 1-2 ms due to its fixed Transmission Time Interval (TTI) of 1 ms. However, NR-
V2X performs better than LTE-V2X due to its smaller TTI of 0.25 ms and remains close to 11bdPC. It can be
concluded that for distances <300m all technologies can meet 1 ms update interval apart from LTEV2X.
Nevertheless, if the update interval is set to 10 ms (which is a more reasonable assumption for the vast majority of
V2X applications) then NR-V2X, LTE-V2X, and 11bdPC can satisfy this requirement up-to a range of 500 m.

The packet size of 1500 B is deemed more appropriate for high throughput applications, where extreme low latency
is not necessary, hence the latency requirements for such applications can be relaxed. A latency of 10 ms seems to
be easily attained for NR-V2X even for very long distances (up to 500 m), while LTE-V2X also performs very
well maintaining this requirement for up to 400 m. 802.11 based technologies on the other hand, only seem to be
able to meet this requirement for up to about 250 m, while some improvement (up to 350) is observed with the
802.11bdP¢ variant.

Based on the above presented results, for the small packet transmission case, it can be said that 802.11bdP¢ and
NR-V2X are both good choices for the considered range, while in the case of high throughput applications (packet
of 1500 bytes), NR-V2X is the only choice for higher range [61].

2.4.2  Sota on Field validation attempts of inter-PLMN CAM

A few attempts to validate the performance of CAM functions in cross-border conditions have already taken place
as summarized in [62]. In the case of cross-border operation, maintaining a high Quality of Service (QoS) from
the network perspective becomes extremely challenging as multiple factors play a role, e.g., the type of border
(soft vs hard), the channel conditions (Line of Sight or Non-Line of Sight), the application server placement, the
kind of inter-PLMN connectivity, etc. The main 5G PPP R&l projects funded by the European Commission (EC)
have provided an overview of the key cross-border challenges that need to be addressed to enable CAM cross-
border operation in [63]. These challenges include cellular coverage aspects, Service and Session Continuity (SSC)
settings including inter-PLMN data routing and roaming schemes, data management, security aspects and more.
The projects also discuss the key technological enablers to resolve these challenges which include, new 5G
interfaces, the extensive use of edge computing, MNO collaboration framework and more. A multitude of R&I
projects under the umbrella of 6G-IA, have taken this a step further and provided a view on the CAM services and
aspects that will be addressed by 5G as well as the remaining challenges and technological enablers that are
expected to be addressed by 6G in [64].

A more thorough analysis of the most prominent CAM use case requirements, the cross-border mobility
management challenges, and the way they impact the CAM application performance is presented in [53],
highlighting the importance of the data roaming scheme, the inter-PLMN interconnection and the CAM server
placement. An initial attempt to quantify the cross-border effect on connectivity and to obtain initial estimates of
the 5G network performance across neighbouring PLMNs is presented in [65], where it is showcased that with
previous generation networks and without additional measures, vehicles performing an inter-PLMN HO will
experience service interruptions in the order of minutes, which is unacceptable for CAM applications. 5G network
performance on the other hand with targeted mobility countermeasures seems promising for CAM applications,
according to the authors.

Some attempts to evaluate the performance of certain 5G enabled CAM use cases in cross border conditions have
already taken pace. In [66] the authors evaluate in a test track the performance of High Definition (HD) mapping
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in cross border conditions when using Mobile Edge Cloud (MEC) and find that 5G may offer acceptable
performance in these conditions for this use case, while a 15% reduction in download times is offered when using
MEC. Similarly, the authors in [67], evaluate 5G enabled CAM performance in an edge-based environment in the
Spain-Portugal CBC, on one hand highlighting the increased 5G performance but on the other hand noting the
experienced significant delays (especially in Uplink traffic) during the inter-PLMN HOs.

2.4.3 Overview of 5G PPP ICT-18 corridor projects

As it is the vision of the European Commission (as described in Section 1.2) to provide such advanced CAM
services along the major European transport paths/corridors by 2025 [7] mainly enabled by 5G networks, smooth
and uninterrupted CAM service provisioning must be guaranteed across the entire corridors irrespective of the
network provider, vehicle and equipment manufacturers, cloud/edge and application providers and On Board Units
(OBU)/RSI developers. To that end, the EU has funded three pioneer collaborative research projects with the
participation of hundreds of relevant EU stakeholders with the mandate to investigate the challenges and test
suitable solutions to mitigate any issues and performance degradation cause by the cross-border environment.
These projects are 5G-MOBIX [14], 5G-CARMEN [15] and 5GCroCo [16], and their overview is presented here.

A big part of the scientific work, field testing, results collection and analysis and extraction of insights presented
in this dissertation, took place in the context of the SG-MOBIX project.

5G-MOBIX

5G-MOBIX has the objective to align the benefits of both 5G technology and CAM use cases and align EU
stakeholders. By using 5G key technological innovations, 5G-MOBIX develops and tests vehicular functionalities
along several cross-border corridors (Greece-Turkey and Spain-Portugal) and urban pilot sites. Besides economic,
legal, and social aspects different from region to region, further conditions of automotive traffic, network coverage
and service demand are considered throughout the test phase.

5G-MOBIX has built 2 cross-border corridors (CBC) in between Spain and Portugal (ES-PT) and between Greece
and Turkey (GR-TR), while additional experiments have taken place in five 5G enabled test sites in Europe namely
in Germany (DE), Finland (FI), France (FR) and The Netherlands (NL), while results and insights exchange has
also taken place with 2 affiliated sites in China (CN) and Korea (KR). 5G-MOBIX has focused on the five Use
Cases proposed by 3GPP [54], and has defined specific “User Stories” to be tested at each of the CBC and test
sites. Table 8 provides an overview of the 5G-MOBIX user stories and Use cases that were tested in each of the
project’s CBCs and trial sites.
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Table 8: 5G-MOBIX User Stories to tested at each CBC/trial site
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5G-CARMEN

Focusing on the Bologna-Munich corridor (a 600-km-long highway crossing three EU countries — Italy, Austria,
and Germany), the objective of the SG-CARMEN project is to leverage the most recent SG advances to provide a
multi-tenant platform that can support the automotive sector delivering safer, greener, and more intelligent
transportation, with the ultimate goal of enabling self-driving cars. To this end, SGCARMEN employed different
enabling technologies such as 5G NR, C-V2X, Multi Access/Mobile Edge Computing (MEC), and a secure, multi-
domain, cross-border service orchestration system to provide end-to-end, 5G-enabled CAM services. In particular,
the 5SG-CARMEN project aimed at investigating the following four cross-border use cases targeting automation
levels ranging from SAE Level 0 to Level 4:

e Cooperative Manoeuvring
e Situation Awareness

e Green Driving

e Video Streaming

5GCroCo

5GCroCo performed tests and trials on 5G technologies for CAM use cases along the borders of France,
Luxembourg, and Germany with the main focus on the technical validation of cross-border and cross-mobile
network operator (MNO) handovers to ensure service continuity. Furthermore, 5GCroCo attempted to identify
new business models which can be established based on the exceptional connectivity and service provisioning
capacity. Relevant standardization committees were impacted by the automotive and telecommunications industry
by this project. The use cases examined within the context of 5G CroCo were:

e Tele-operated Driving (ToD)
e High definition (HD) map generation and distribution for automated driving
e Anticipated Cooperative Collision Avoidance (ACCA)

2.5 Current Sota notes (April 2025)

As the Sota part of this dissertation took place in the early phases of this research effort (circa 2021), it was deemed
necessary, to perform a complementary Sota research on mechanisms and features that have been standardized or
are being investigated for further MM and (inter-PLMN) HO improvements, in the past four years, in order to
obtain a true estimation of the added value of the findings of this dissertation. Over the past years, 3GPP has
introduced and enhanced several features in its Releases 17 and 18 (towards 6G networks) to improve mobility
management, particularly benefiting autonomous vehicles and CAM applications that require seamless network
connectivity during handovers.

Enhanced Handover Mechanisms:

o Xn-Based Inter NG-RAN Handover: This procedure allows a User Equipment (UE) to move between
Next Generation Radio Access Network (NG-RAN) nodes using the Xn interface without changing the
Access and Mobility Management Function (AMF) [3]. There are variations of this handover, namely:

o Without User Plane Function (UPF) re-allocation, maintaining the existing UPF
o With insertion or re-allocation of intermediate UPFs, providing flexibility in user plane routing.

e N2-Based Inter NG-RAN Handover: This mechanism supports handovers between NG-RAN nodes via
the N2 interface, involving coordination between the source and target AMFs [3]. It is particularly useful
when the UE moves across different PLMNs or when Xn connectivity is unavailable.
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Both of these mechanisms, refer to a 5G SA, where its improved and simplified architecture would allow for a
more streamlined process during inter-PLMN HOs. Especially the N2-based Inter NG-RAN HO is one of the
targeted features that are expected to significantly improve the CAM application experience during inter-PLMN
HO as the latency and interruption times are expected to be significantly reduced (as also mentioned in Section
3.5). To this day, there is no real-world implementation of interconnected 5SG SA networks using this mechanism,
S0 it is not yet possible to verify its expected advantages in the field.

Al and ML Integration for Mobility Optimization:

Artificial Intelligence (Al) and Machine Learning (ML) are poised to play a transformative role in the evolution
of 5G Standalone (SA) networks and the future 6G architecture, particularly in the domains of mobility
management and inter-PLMN handovers. These technologies address the increasing complexity and dynamic
nature of modern mobile networks, where traditional rule-based mobility mechanisms may fall short in optimizing
performance for high-mobility use cases like CAM applications, high-speed trains, and drones. More specifically
the following developing features should be highlighted:

e Predictive Handover Management: Traditional handover mechanisms in 4G and early 5G rely on reactive
thresholds like signal strength and quality. AI/ML introduces predictive capabilities based on historical
mobility patterns (e.g., a vehicle’s common routes), real-time network conditions (e.g., load, interference),
environmental data (e.g., road topology, weather, congestion) and more. By training models on this
multidimensional data, networks will be able to pre-select the most suitable target cells, perform
conditional handovers (CHO) more intelligently, and even reduce ping-pong effects and handover failures,
especially in dense urban and ultra-dense networks [68].

e Adaptive Mobility Parameter Tuning: AI/ML can dynamically optimize mobility parameters (like Time-
to-Trigger, handover margins, hysteresis values) in response to live network or environmental conditions
such as changes in UE velocity, detected interference patterns and cell load and user distribution. This
capability is foundational to Self-Organizing Networks (SON) and Zero-Touch Network Operations,
allowing networks to automatically fine-tune mobility strategies in real time without manual
reconfiguration [68].

e Reinforcement Learning for Policy Optimization: Al-based agents can use reinforcement learning (RL) to
continuously improve handover decision policies based on reward functions such as minimizing handover
interruption time, maximizing throughput and quality of experience (QoE) and reducing signalling
overhead. This is especially useful for multi-connectivity scenarios and inter-PLMN HO scenarios, where
the agent can learn optimal link-switching behaviours [68].

AI/ML in Inter-PLMN Handover Optimization

AI/ML mechanisms are also envisioned to significantly assist with inter-PLMN HO optimization in the upcoming
Rel.18 and Rel. 19 of 3GPP. The two most promising such mechanisms can be noted as:

e Dynamic PLMN Selection: In inter-PLMN scenarios (such as cross-border mobility or multi-operator
network sharing), AI/ML can predict which PLMN the user should connect to, based on application QoS,
expected coverage duration, and current network congestion. The optimal time and method for executing
the PLMN switch will also be affected, allowing for smoother transitions for CAM applications, when the
conditions for a HO are optimal [2][68].

e Context-Aware Session Continuity: AI/ML can help maintain service and session continuity (SSC) during
inter-PLMN handovers by predicting whether to retain, release, or migrate session anchors (like the UPF).
Ensuring the optimal SSC mode (1, 2, or 3) is applied based on service requirements and network state,
will help guarantee low-latency and uninterrupted service — a core requirement for autonomous driving
and real-time communications.
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Looking further ahead to 6G networks, AI/ML will move from being an optimization tool to becoming a core
architectural component, enabling intent-based networking, where UEs specify desired outcomes (e.g., “low
latency for HD video”, “low interruption time”’), and the network self-configures accordingly. Moreover, federated
learning, will allow for distributed training of mobility models without compromising user privacy, while digital
twins of the radio environment will simulate and test mobility strategies before real-world application. Such
advancements would significantly improve the user experience of a CAM user in cross-border areas, as HO and
MM settings will be optimised individually for each autonomous vehicle [69].

Efforts in the academic / research world, also seem to heavily focus on AI/ML enabled mechanisms and features
for improved MM and HO optimization in future cellular networks. The "Deep-Mobility" model employs deep
learning neural networks, including Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM)
networks, to analyse network KPIs for efficient handover decisions [70]. By continuously monitoring RF signal
conditions and system-level inputs, this approach aims to enhance handover reliability in ultra-dense 5G networks.

In another research effort machine learning-based solutions have been introduced that concurrently optimize inter-
frequency and intra-frequency handover parameters [71]. By leveraging models like XGBoost and Random Forest,
these solutions aim to maximize KPIs such as edge user signal strength, handover success rates, and load balancing
across frequency bands. Recent studies have proposed using Proximal Policy Optimization (PPO), a reinforcement
learning algorithm, to develop adaptive handover protocols. These protocols dynamically adjust to varying user
equipment speeds and network conditions, outperforming standard SG NR handover procedures in terms of data
rates and reducing radio link failures, as explained in [72].

Following a slightly different direction, S. Jun et.al. propose a multi-radio multi-connectivity (MR-MC)
technology to overcome the challenges of high path loss and directionality in the sub-THz band in 6G networks,
The presented MR-MC architecture that simultaneously connects to LTE, NR, and sub-terahertz (THz) bands,
allows the usage of Conditional HO (CHO) to support reliable mobility enhancements. Simulation results indicate
that the proposed structure effectively reduces signal delay and service outage issues through multi-connectivity.

Finally, major global stakeholders continue to investigate approaches to further optimize the HO performance of
B5G networks, however these investments are mostly focused on major population centres as the revenue is
expected to be larger, rather than remote cross-border areas. For instance, Nokia has explored multi-connectivity
strategies to enhance mobility robustness in standalone 5G networks. By configuring and managing sets of serving
cells for each user, their approach aims to reduce connection failures and signalling overhead, ensuring ultra-
reliable communication without relying on macro cells as mobility anchors [74]. On the other hand, Ericsson is
focusing on reducing handover interruption times through L1/L2 triggered mobility mechanisms in 5G Advanced.
By initiating handovers at lower protocol layers, this method aims to minimize service disruptions, which is critical
for URLLC applications (such as CAM applications). Even though these solutions are not targeted at cross-border
environments, they are expected to improve the overall user experience during handovers and may pave the way
for further developments that will also affect cross-border operations.
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3 Mobility Management Challenges & Cross-Border
Considerations

3.1 Functional & Non-functional requirements for cross-border
operations

In order to properly set-up and configure the RAN and core parts of the SG network to support CAM functionality
at cross-border conditions, the main functional and non-functional requirements of such a system need to be
identified. The functional requirements practically specify “what a system should do”, i.e. the behaviour of the
system when certain conditions are met, while the non-functional requirements specify “how the system performs
certain functions”, i.e. the expected behaviour of a system and the limits of its functionality. In the context of this
dissertation a survey was performed among 5G network experts from the 5G-MOBIX project [14], comprising
five major European MNOs, two major European vendors and other experts, who have identified and prioritised
the most prominent functional and non-functional requirements 5G networks should fulfil in order to support CAM
functionality in cross-border conditions.

These requirements range from the support of specific functionalities in the radio, core and transport parts of the
network down to SLA and roaming agreements. The prioritisation of each of the functional and non-functional
requirements is based on the MoSCoW method of requirements prioritization [76], which is a well-established
management method, prioritising the requirements of any system into the following categories:

e (M)ust-haves (highest priority),
e (S)hould-haves,

e (C)ould-haves, and

e (W)ould-haves (lowest priority).

By assigning a numerical value to the MoSCoW grades (M=2, S=1, C/W=0), and by aggregating the responses of
the experts around Europe (see [77] for exact details) a clear requirements prioritisation was established on a scale
of one to ten (1 (low priority) — 10 (high priority)). The resulting classification per functional requirement is shown
in Figure 15, while the classification of the non-functional ones is depicted in Figure 16.

Based on the above analysis the support for core eMBB functionality and the support for virtualization are the
most critical functional requirements for delivering high quality CAM services in cross border conditions. Both
these features should become available with the deployment of 5G core solutions (i.e. SA implementations).
Closely behind, mobility support and URLLC functionality will allow for further CAM applications to be
supported. In terms of non-functional requirements there does not seem to be a clear winner, as multiple
requirements are deemed critical for the successful provisioning of CAM services by 5G networks. Scalability,
upgradability, physical and cyber-security, commercial feasibility and reliability are considered key factors that
must be present for 5G networks to be able to realistically extend their functionality and reach to a state where
they would successfully support the stringent CAM applications.
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Figure 16: Prioritisation of non-functional requirements for support of CCAM functionality

3.2 Inter-PLMN Mobility Challenges

The cross-border CAM applications operate in a challenging environment where different issues for connected
and automated mobility must be addressed to ensure a timely, continuous and seamless operation. Specifically,
different EU member laws, stakeholders, industries, operators and economies take place at the EU bridged by a
common transit regulation. Thus, the cross-border functionality promotes integration and interoperability taking
into account the coexistence and common usage of public and private resources. The core idea behind this study
is to investigate the potential cross-border issues and their potential impact, that arise from trying to provide CAM
functionality over 5G networks at cross-border conditions. Taking into account the detailed State of the art research
presented in Section 0, the issues addressed so far, the remaining pain points as well as the specificities of the
cross-border environment (never before considered at this scale), an identification and analysis of the challenges
and their potential perspective solutions has been performed. Specifically, the considered issues pivot around four
main dimensions for the most common CAM use cases presented in Table 7, namely:

Page 881 190



1) Telecommunications issues regarding issues arising from the implementation of core technological
innovations from 5G, such as new frequency bands, Cloud Radio Access Network (C-RAN), Mobile Edge
Computing and network virtualisation infrastructures.

1) Application issues regarding the proper deployment, execution and interconnection of CAM services
across different technological, administrative and management domains.

iil) Security and privacy issues spanning the communication and application threats at cross border
environments, as well as concerns regarding proper data management and ownership.

iv) Regulatory issues encompassing all potential road, traffic and bureaucratic regulations that CAM
functionality needs to consider.

In the following sub-sections, the most prominent issues of the four identified categories are presented and their
potential impact to the proper CAM functionality provisioning at cross-border conditions is discussed. Potential
solutions to resolve or mitigate the issues of each category are also discussed. The most promising of the presented
solutions, are then implemented in the real-life cross-border corridor of Greece-Turkey, and their impact and ability
to improve the observed performance is evaluated under realistic conditions, as shown in Sections 4 and 5.

3.2.1 Telecommunication issues

3.2.1.1 Roaming

International roaming support for V2X communication cases is required when vehicles travel to other countries.
Specifically, when a User Equipment (UE), e.g., automated vehicle, crosses the borders, the switching to the new
PLMN operated by the neighbouring MNO needs to be performed in an optimum way aiming to fulfil the strict
requirements of the CAM use cases and applications in terms of latency and service continuity. Roaming
agreements between the MNOs is a prerequisite. Three distinct cases of roaming can be foreseen:

= Roaming between MNOs with 5G Evolved Packet Core — Non-Stand Alone (EPC- NSA) network solutions
support: Taking into account vendors’ roadmap, this scenario seems to be the most likely to happen at the
first phase of 5G deployments, exploiting the existing LTE roaming agreements.

=  Roaming between MNOs with 5G SA core network solutions support: Taking into account vendors’
roadmap & the standardization status, this scenario will occur at a later phase.

»  Roaming between a 5G EPC (NSA) network and a 5G SA network: Interworking functionalities need to
be supported at this scenario; roaming extensions or new roaming interfaces (i.e., N26 interface) will be
required.

Long roaming latency is expected since the current LTE roaming traffic is Home Routed (HR), meaning that
subscribers always obtain service from the Home Packet Data Network (PDN) gateway (H-PGW) and through
their home network. As the service is always managed through the same PGW (the H-PGW), service continuity
while roaming can be ensured, but nevertheless with increased latency due to the user plane traffic being routed
through the GRX (GPRS Roaming Exchange) / IPX (IP exchange) networks to the Home PLMN (H-PLMN). In
addition, the Visited PLMN (V-PLMN) does not normally guarantee QoS for roaming UEs using home routing.

In order to deal with the above presented issues a number of potential solutions can be envisioned. In certain cases,
Ultra Reliable Low Latency Communication (URLLC) resource discovery and allocation may take place within
the V-PLMN before the roaming takes place [78], hence partially dealing with the latency concerns (valid for any
use case with low E2E latency requirements — see Table 7). In a different more proactive approach, proper selection
of roaming network mode (MNOs interconnected via GRX or direct connection) may take place to fulfil the latency
requirements. In this case, a direct interconnection for instance could be useful for a border-passage with heavy
traffic as it would by-pass the latency-intense GRX interconnection (although this solution is not very scalable).
Finally, flexible network configuration may be considered to improve the QoS of services/users, probably
considering a proper slice management with 5G SA Core solution. Zero-touch Service Management (ZSM)
solutions have the potential to significantly improve roaming performance by assisting with the autonomous (and
potentially predictive) allocation of resources in the visited network, thus reducing the total roaming latency.
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3.2.1.2 Handover (HO)

The HO process during which a UE changes its network service point (eNB/gNB) is perhaps the most critical one
of the entire roaming process and defines in a great degree the service continuity and latency capabilities. The
current 3GPP HO procedure is analysed in Section 2.1.3. Three distinct cases can be defined for potential HO
scenarios.

HO with overlapping coverage

A bad or uncoordinated cellular planning can induce overlapping coverage issues, where the gNBs radio coverage
are highly overlapping. In cross border scenarios (inter-PLMN HO) this scenario is very likely as the MNOs from
both countries want to guarantee coverage in their country’s territory and as a result a ‘spill-over’ of coverage from
both sides creates unpredictable radio conditions, where the actual HO may take place well before or after the
actual border. A high level of overlapping coverage may lead to:

= Interference among gNBs and consequently low SINR (Signal to interference and Noise Ratio) leading to
QoS degradation.

= Signal levels are too close to each other leading to disturbance of the UE connection stability, especially,
during handover (ping-pong effect).

= The connection drop rate will increase depending on handover rate

= Unjustified signalling traffic load increases.

= At cross border conditions, excessive radio coverage can generate unwanted roaming.
= (Cells unbalanced traffic load

= Uplink/Downlink unbalanced cell radio coverage.

Consequently, CAM applications will suffer negative impacts from the resulting QoS degradation. In order to deal
with the above presented issues a number of potential solutions can be envisioned. The use of intelligent algorithms
(e.g., Artificial Intelligence (AI)/ Machine Learning (ML) based resource allocation / slicing mechanisms) may
help to anticipate the handover and trigger the relevant processes. In this case a request for HO parameter
optimisation may be issued to the network and in case where ZSM is applied, such updates may be effectuated
seamlessly and with minimal latency. In a dual SIM scenario, an intelligent switch will decide for the handover
and manage this process to be as stable as possible. This solution may lead to increased performance but is not
very scalable, as multiple SIM cards from multiple MNOs would be required. As a more generic solution, network
mobility solutions should be properly adopted for mobility-agnostic applications, while radio access network
parameters configuration, such as transmission power, antenna tilt and height, frequency band, etc. should be
thoroughly investigated and agreed upon among neighbouring MNOs, which currently seldom happens among
neighbouring MNOs (potentially as part of a common framework).

HO with coverage gaps

The distance among the neighbouring countries eNBs/gNBs or the radio planning of the two neighbouring MNOs,
results in areas close to the border where no MNO can provide service, or UE connection to a network is not even
possible. These areas of no coverage are identified as coverage gaps and result in complete service interruption,
until connectivity can be re-established with one of the networks.

In order to deal with this issue a number of potential solutions can be envisioned. Satellite communications may
be used to provide service in the areas that 5G connectivity experiences gaps. The moment the network parameters
for the other MNO are met, the connection will change from satellite communication back to 5G. During the
handover process all data flows will be considered. Such a solution would guarantee service continuity, however,
delay sensitive applications (such as CAM applications) may not be satisfied with the satellite provided latency.
Handover to 4G if required, may be considered in order to at least guarantee minimal service provisioning. This
solution is feasible in cases where the footprint of 4G coverage is different than that of 5G (due to network
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planning, antenna configurations, utilised spectrum, etc.) but will only result in basic connectivity and will not be
able to meet the requirements (in terms of BW or latency) of the most stringent CAM applications Proactive
resource allocation may be considered to try and mitigate those issues, while once again detailed network planning
& optimization processes for all neighbouring MNOs are considered critical to mitigate this issue.

Hybrid HO

This issue involves the handover between cellular network communication technologies with different
performance capabilities, i.e., different RAN and core technologies. This will be particularly common when
combining 5G New Radio (5G-NR) with currently available 4G LTE networks. Both cases of HO between a 5G
NSA (5G NR + EPC) and a 4G LTE and 5G SA (5G NR + 5GC) and a 4G LTE network need to be considered.
Performance degradation in terms of throughput (impact on enhanced Mobile Broadband (eMBB) services), delay
(impact on URLLC services) and potential period of disconnection in the HO are some of the most severe
anticipated consequences of such a HO.

In order to deal with the above presented issues a number of potential solutions can be envisioned. A Redundant
connection using dual SIM has the potential to resolve this issue, however a proper management of data flows in
the same end node, using an intelligent router or Software Defined Networking (SDN) capabilities, for instance,
would be required. In general, the softwarization of 5G network functionalities (e.g. orchestration functions) have
a significant potential to assist the HO management in such cases [79]. In the absence of this capability, the
allocation of maximum resources in the target 4G network could be considered to reduce the impact on the CAM
services (overprovisioning). In a different approach, network mobility solutions could be applied to make
applications mobility-agnostic. In this paradigm, applications should be developed considering network
disconnections (e.g., re-direct to visiting country IP-based platform, option of connection-less mode, etc.). This
especially applies to IP-based applications in which re-addressing can be present in the handover. Finally, the use
of intelligent algorithms may help to anticipate the network change and trigger the HO once the resources are
prepared.

3.2.1.3 Inter-MEC connectivity

The interconnection of Edge nodes/MECs deployed at different MNOs network across borders is not trivial. The
main problem is the high latency that can be expected between MECs as neighbouring MNOs are usually
interconnected through 3rd party GRX/IPX networks. MECs interconnected through GRX/IPX networks or
directly interconnected but with international traffic routed to the centre of the IP network, result in significant
latencies, not suitable to serve stringent CAM applications / functions. High latency introduced by GRX/IPX
networks impacts the QoS of applications requiring URLLC. The traditional routing via the MNOs core which
may be located hundreds or thousands of km away becomes problematic as well. The lack of security in such
interconnections also poses a significant issue.

In order to deal with the above presented issues, the following approach can be envisioned. In cases where the
neighbouring MNOs PLMNSs are connected via a physical direct interconnection then their respective MECs may
also benefit from this solution, as the traffic may be directly routed between them. This solution, although effective
is not particularly scalable as all MNOs of one country would need to have direct connections with all other MNOs
of all their neighbouring countries. A direct interconnection with IP network configured with border link
(international traffic not routed to centre of MNOs IP network) may be another solution to improve the experienced
latency without the need for a physical direct interconnection.

Figure 17 provides an overview of the discussed telecommunication cross-border issues along with their respective
considered solutions.
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Figure 17: Schematic overview of Telecom issues & their respective considered solutions

3.2.2  Application issues

3.2.2.1 V22X service continuity

Service continuity for CAM applications is of paramount importance especially in safety relevant use cases.
Potential unstable communications performance among vehicles, servers and network functions during HO may
lead to severe degradation of the application performance and to potential human injury. For instance, in cases of
remote driving over a remote-control centre, service continuity must be ensured when roaming from one PLMN
to another irrespective of whether the same or different remote-control centres are used (i.e., vehicle needs to be
controlled without interruptions even when a change in the control room occurs). In the border surrounding area,
V2V communication should be able to be supported for all vehicles irrespective of the PLMN they belong to (e.g.,
in V2V mode 3 the resources to be used for V2V communication are dictated by the gNB, which could be
problematic as vehicles belonging to different PLMNs are controlled by different gNBs). The most common
consequences of failing to guarantee this needed V2X continuity are data loss and delay due to roaming and
handover, while autonomous manoeuvres may remain unknown, increasing the collision risk which will also be
unknown. This type of performance is unacceptable for all safety critical CAM applications.

In order to deal with these issues a number of potential solutions can be envisioned. Special measures can be put
into place to deal specifically with roaming safety critical applications, while for the rest of the applications the
HO delay may be customized through resource pre-allocation and proactive planning [78], to meet their respective
performance requirements. For critical applications it is important to have a “fail-safe” strategy in place, where
the driver is immediately alerted, the autonomous CAM functionality is disengaged and the control of the vehicle
is passed back to the driver, for the duration of the HO. Pro-active measures can also be of help in this case, as
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information about known events in the handover area may be transmitted prior to the vehicle entering this area
where potential HO effects may apply. In a similar spirit, if connectivity among vehicles is not continuous, on-
board SW may assist by extrapolating the neighbouring vehicle position based on past trajectory to predict its
potential position during handover. Finally, completely autonomous operation of a vehicle (not based on
connectivity but rather its own sensors) and Vehicle-to-Vehicle (V2V) based operation should be feasible at least
for the duration of the HO process.

3.2.2.2 Data interoperability

A major concern when large amounts of data is exchanged across multiple vehicle vendors, network domains,
infrastructure systems or federated service providers is the inconsistent data schemes. In order to avoid issues
during handover between different sides of the border, the various Intelligent Transport Systems (ITS) applications
need to exchange a multitude of information on the border area, thus creating an overlapping area of concern. Due
to different information sources (e.g., from equipment from different manufacturers or different application /
functionality developers) two integrated applications or even the two countries’ ITS centres may have different
information at a given time. Such a mismatch may lead to inconsistent view of the border area, where the number
of vehicles or their exact location and trajectory may not be certain. In turn this creates an additional trust issue
(which of the two “views” should be trusted?).

The following potential solutions can be envisioned for these issues. A rather simplistic but straight-forward
solution would be that one of the ITS centres would be nominated (pre-configured) as “Primary”, and in case of
inconsistent information, all vehicles would trust the information originating from that ITS centre, by default. In
an alternative approach, techniques for difference resolution of Decentralized Environmental Notification
Messages (DENM) in case of V2V communication could be re-used, i.e., existing techniques for dealing with the
reception of DENM messages providing different information about a certain situation [13]. Perhaps the most
thorough and complete solution would be the synchronization of neighbouring ITS centres, where such data values
discrepancies would be immediately detected, and effective conflict resolution techniques would be applied. In
this way, a common view of the border area could be decided among the two ITS centres and communicated to all
relevant vehicles.

3.2.2.3 Protocol/APIs interoperability

Inconsistent Edge cloud Application Programming Interfaces (APIs) across different technology vendors and
network domains may lead to significant interoperability issues, resulting in problematic CAM application
operation or even complete breakdown of their functionality. These CAM applications expect a consistent data
format in order to be able to process the incoming data. Other applications / functions, such as the extended
perception function expect a homogeneous protocol to access and publish (API) sensor streams. Incompatible
solutions in vehicles for raw sensor streams or processed data (events) will lead to malfunctioning of the CAM
applications with potentially catastrophic results.

The following potential solutions can be envisioned to address this issue. The most straightforward and effective
solution would be to standardize the used protocols and data formats, as was the case for Cooperative Awareness
Messages (CAM) and DENM messages. Unfortunately, standardization efforts in such a diverse environment
comprising infrastructure, platforms and SW development stakeholders are quite complicated. However, a step in
this direction could be to involve MEC or centralized functionality which may be tasked with the translation of
different messages to a unique format ensuring compatibility. Adoption of standardised messages in such an
ecosystem such as the Manoeuvre Coordination Messages (MCM) for Advanced Driving, Collective Perception
Message (CPM) for Extended Sensors and map message set, should become a priority.

3.2.2.4 Additional application challenges

Apart from the above-mentioned key issues, some additional challenges need to be noted. Clock Synchronization
is a critical issue for delay-stringent CAM applications at the border, not only for the potential drift among the
clocks of two neighbouring MNOs, but also because of the possibility of a different time zone between
neighbouring countries. A clock misalignment or the failure to manage the different time-zones may result in loss
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of autonomous control of the vehicle. This is especially the case for platooning where the vehicles need
orchestration actions with a common timeline and response time of each member. Additionally, Geo-driven
discovery is a significant aspect that needs to be taken into account. For efficient and effective CAM functionality,
all relevant vehicles around a certain area need to receive all up-to-date information based on their geo-location,
thus including all relevant vehicles and excluding non-relevant vehicles which would overload the communication
channels. Vehicles, roadside infrastructure, MEC and centralised systems need to support this type of geo-driven
discovery, which becomes even more challenging in cross-border conditions.

Regarding the synchronization issues some potential solutions could be the use of a common time-reference source
among all stakeholders and manufacturers, which is hard to enforce. Predictive analytics could also be used in this
case, to anticipate the HO to a visiting network and obtain its timing information in advance to prepare and adjust
the timing of the relevant CAM applications (account for the drift). Regarding the Geo-driven discovery, the most
prominent solution would be to make sure that geo-distribution mechanisms are supported in Roadside, MEC and
centralised network systems, both between these systems potentially belonging to different ITS centres, or MEC
systems belonging to neighbouring networks. Vehicles should also be able to retrieve geo-location-based
information of a predefined area potentially based on standardised V2V communication and pass the knowledge
of the surrounding environment onto the participating network components (e.g., MEC) in order for all
participating entities to form a single digital image of the immediate environment around the borders.

Figure 18 provides an overview of the discussed application cross-border issues along with their respective
considered solutions.
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Figure 18: Schematic overview of Application issues & their respective considered solutions
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3.2.3 Security & Privacy issues

3.2.3.1 Different personal data protection regulations in non-EU countries

Different data protection regulations apply when processing personal data subject in EU and non-EU countries,
depending on the legal framework of each country. Therefore, many legal, organisational, and technical challenges
need to be overcome for lawful processing of these data. Different level of data protection may cause services to
be unavailable, which could require personal data protection. As a result, certain CAM application may not work
properly once a border is crossed, diminishing the trustworthiness and penetration of said applications (e.g., data
sharing for Extended Sensors including license plate video recognition may be more/less limited across the
borders).

To counter-act this effect, harmonization of data protection regulation, or establishment of agreements between
involved countries is necessary. The General Data Protection Regulation (GDPR) framework!* applicable in EU
countries would be a valid starting point, as already many countries that perform transactions and are in business
with EU-based parties are forced to address similar concerns. Such negotiations would have to be extended in the
CAM domain as well to guarantee the uninterrupted functionality of CAM applications and services.

3.2.3.2 Organizational procedures between different countries

CAM applications supporting cross-border functionality will eventually have to process data from citizens of
different countries (e.g., license plate recognition when crossing the border). To this end, proper organisational
procedures need to be put in place to handle data protection of the neighbouring country’s citizens. These include
(but are not limited to):

= Data processing cartography
= Systems’ training

»  Privacy risk assessment

= Data breach procedures

The management of personal data leaking incidents increases the complexity of this issue which could cause severe
security concerns and render a CAM application unsuitable for cross-border functionality. As with the previous
issue, any technical solution should be complimented with strong policy decisions in this case, resulting in a legal
framework for harmonization of data protection regulation, or establishment of commonly acceptable agreements
between participating countries.

3.2.3.3 Technical difficulties for cross-border lawful data processing

The technical mechanisms that are applied in order to support the legal requirements on lawful data processing
could encounter difficulties in a cross-border scenario, as neighbouring countries may need to comply to different
legal frameworks regarding the capabilities and permissions of these mechanisms. These mechanisms include (but
are not limited to):

=  Data encryption

*  Anonymization/ pseudonymization
* Informed consent

*  Privacy by design and by default

These protection mechanisms could be incompatible between EU and non-EU countries, which could result on
more difficult handover procedures or limited functionality of a CAM application, once the border is crossed.
Similar to the previous solutions a framework of collaboration among neighbouring MNOs needs to be established
while it can be assisted by Artificial Intelligence (AI) mechanisms and predictive analytics where autonomous
negotiations algorithms may agree on a minimum set of commonly agreeable configurations / settings for the

19 https://gdpr-info.eu/
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functionality of the applications in questions (e.g. list of encryption mechanisms that are considered acceptable in
the respective countries, minimum capability negotiations, etc.).

Figure 19 provides an overview of the discussed application cross-border issues along with their respective
considered solutions.
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Figure 19: Schematic overview of Security & Privacy issues and respective considered solutions

3.2.4 Regulatory issues

3.2.4.1 Autonomous vehicle regulation compliance

There are no national or international regulations specified for the roads and the corresponding autonomous
vehicles moving on these roads. For instance, different vehicles will have different safety distance levels for
emergency braking situations. In case of handing over the control of the driving from vehicle to driver, there should
be standardized driver warning systems (which are not in place currently).

A situation where a connected and automated vehicle (CAV) has been homologated for the source country but not
for the destination country may occur. As an example, an Autonomous vehicle A has successfully passed the
minimum tests required to drive in autonomous mode in country A, but it has not passed the tests on country B, or
the tests are different in the two countries; and therefore, autonomous vehicle A is not authorized to be driven in
autonomous mode in country B. These tests ensure that the CAV is safe on that country, e.g. it takes into account
the local laws, it has installed the maps for the route, etc. Lack of regulations may affect the vehicular hardware
selection and its specifications; hence, compliance to several different systems of different brands can be costly
from the perspective of OEMs.

In order to deal with the above issues, there should be a regulation in terms of hardware specifications and
capabilities per country as well as border-conditions for cross-border functionality. By using a standardized
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software algorithm, an adaptive behaviour in each CAM application can be defined for each vehicle according to
their capabilities and status. Additionally, driving license trainings can be rearranged according to SAE levels of
autonomy of the vehicles and also for specific applications such as platooning.

In an alternate approach, geo-fencing or GPS may be used to restrict the operation of the vehicle in autonomous
mode to the areas where it is legally approved. In case the destination of the travel is an area outside of the approved
domain the vehicle shall ask the user to take control and then deactivate its autonomous driving or even perform a
safe stop autonomously.

3.2.4.2 Road & traffic regulation compliance

Neighbouring countries may have different traffic rules. This means, the CAV software needs to be adapted to the
target location, so that it knows how to behave to respect local traffic law. In addition, roadside units of a specific
region may need to supply different message types/content that may not be understandable by the foreign vehicles.
In such cases the vehicle might break the law if this has not been taken into account in the design of the algorithm,
or the autonomous driving function might be restricted to certain road types, e.g., highway chauffeur. The lack of
understanding in safety related messages may lead to dangerous traffic conditions for all road users.

Different approaches can be envisioned to deal with the above-mentioned issues. The legislation of the destination
markets shall be well known by developers so that the Autonomous Driving (AD) algorithm may (re)configure its
behaviour depending on the vehicle location. This adaptation can be done in several forms:

= Create High Definition (HD) maps that consider all countries where the vehicle will be allowed to drive
and store not only the road but also all the traffic signs. Add the information about the type of road (urban,
highway, etc.) to the onboard map database so that the vehicle does not depend on the road code to
determine the road type.

=  Traffic management centre and RSU at the border shall inform vehicles that they enter another country
and also inform them about the traffic rules. Autonomy level of the vehicle can be changed accordingly.

= The CAV shall check its current location before AD can be activated to ensure it is prepared to drive
autonomously on that location and type of road.
Alternatively, in a less technical approach, neighbouring country Road Administration Authorities may exchange
a commonly agreed format of expected behaviour of CAVs on common international level traffic legislations and
laws, in order to standardise the traffic rules.

3.2.4.3 Law enforcement interaction

The rapid deployment of autonomous vehicle technology will undoubtedly have a significant impact on public
safety services, including law enforcement agencies. In fact, CAV’s will reshape the nature of the interactions
concerning police authorities. Police officers and other law enforcement authorities must be able to interact with
CAVs on the road. To do this, new police interaction protocols have to be designed to communicate with CAVs.
As an example, a police officer may need to stop a CAV for a security check, and to do that it has to send a stop
request to the vehicle.

Besides the obvious solution of the police making use of autonomous vehicles capable of communicating (over
the same protocols) with other CAVs, a common message set/protocol dedicated to public safety/emergency
response interactions should be standardised at European Level (and potentially even in international level). All
security authority interactions with CAVs should be protected with highly graded encryption algorithms and
should allow authorities to intervene to prevent dangerous situations (e.g., police officers having the capability to
force stop a vehicle not obeying orders). Emergency bands and message sets may be defined for this purpose.

Figure 20 provides an overview of the discussed application cross-border issues along with their respective
considered solutions.
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Figure 20: Schematic overview of Regulatory issues and their respective considered solutions

3.3 Technological enablers for cross-border solutions

In order to support URLLC functionality over 5G networks, the 3GPP has upgraded the existing MM mechanisms
with certain features that are either trying to minimize (or even completely eliminate) the interruption time
introduced by (inter-PLMN) HO or attempting to optimize the data routing across the different networks (PLMNs)
targeting a more efficient use of resources and reduced end-to-end latencies. These mechanisms/optimizations
termed Session and Service Continuity and Home Routing vs Local Break-Out, respectively, are presented and
discussed below. Moreover, the different options for the deployment of MEC/Edge servers and their respective
advantages and disadvantages are also discussed.

3.3.1 Service & Session Continuity (SSC)

Session continuity is defined as the capability of a node to maintain its ongoing IP sessions while changing its (IP)
point of attachment (when changing network). The simultaneous switching of the application server and host as
well, while maintaining full operational capacity for the application is termed service continuity. Maintaining
session and service continuity in cross-border conditions (i.e. when changing PLMNs) is perhaps the biggest
challenge of the CAM stakeholders at this time, proven by the commissioning of three Innovation projects from
the EU tasked with researching CAM functionality at cross-border conditions, namely 5G-MOBIX[14], 5G-
CARMEN [15] and 5G-CROCO[16].

3GPP has defined three Session and Service Continuity (SSC) modes [2] for the 5G system, caring for different
situations. With SSC mode 1, the Home User Plane Function (UPF) acting as a Packet Data Unit (PDU) Session
Anchor is maintained throughout session lifetime regardless and the UE’s session IP address does not change.
Such a choice provides IP continuity (i.e., minimal to zero interruption) but it leads to increased end-to-end delays
due to the sub-optimal UE-UPF path. In SSC mode 2, the network may trigger the release of the PDU session and
instruct the UE to establish a new PDU session from its new location. In this scenario, the IP address changes and
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anew PDU Session Anchor UPF may be selected. In this case, there is an interruption of connectivity (IP change),
but an optimal UE-UPF path is selected, providing optimum latency.

Finally, SSC mode 3 introduces the Make-Before-Break (MBB) mechanism, where the network ensures that there
is no loss of connectivity, while at the same time optimizing the UE-UPF path based on UE mobility. The network
allows the UE to establish connectivity via a new PDU Session Anchor UPF before connectivity between the UE
and the previous PDU Session Anchor is released. Consequently, there is a time at which the UE maintains two
parallel PDU sessions with different Anchors in the network. SSC mode 3 involves changing the IP address but
supports service continuity through the MBB mechanism. Table 9 summarizes the three SSC modes and provides
the main advantages and disadvantages of each one.

Table 9: Definition and pros/cons of the Service and Session Continuity modes

SSC Definition Pros Cons
mode
The Home Packet Gateway (H-PGW) is C Increased E2E
. T IP continuity (i.e.,
Mode 1 maintained throughout the session lifetime and zero interruption) latency due to
the UE’s session IP address does not change. P suboptimal path
Optimum E2E Interruption of

Mode 2 U}.E fe?tabllshed a new .PDU session with the latency due to short connectivity (IP
Visiting PGW, acquiring a new [P address.
data path change)

Make-Before-Break (MBB) mechanism = . o
. Service continuity +
network ensures that there is no loss of .
Mode 3 .. . . .. optimal E2E latency
connectivity, while at the same time optimizing
(short data path)

the data path.

Only available with
5G-SA architecture
+ Complex/
expensive UEs

The SSC3 approach seems ideal for stringent CAM applications where both service and session continuity and
low latencies need to be guaranteed when changing PLMNs, however such a solution requires a 5G SA
architecture, i.e., utilizing a 5G Core (not EPC) on both sides of the border and it also requires more expensive and
complex UEs with multiple Tx/Rx chains, capable of maintaining two parallel connections. Figure 21 depicts the
steps involved in an inter-PLMN HO for a vehicle with SSC mode 3 activated.
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Figure 21: Depiction of vehicle inter-PLMN HO with SSC mode 3
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3.3.2 Data routing options (HR vs LBO)

Based on the analysis presented in [53] and according to the 3GPP defined roaming service access policies used
by mobile terminals [2], tWwo main roaming types exist:

. Home Routing (HR), where subscribers always obtain service from the home PDN gateway (H-PGW)
and through their home network. As the service is always managed through the same PGW (the H-
PGW), service continuity while roaming is ensured, but with increased latency and resources
utilization due to the routing of user plane traffic through the GRX/IPX network to the Home PLMN.

" Local Break-Out (LBO), where subscribers obtain service from the visited PGW (V-PGW). In effect,
this provides better user experience and significantly reduced roaming service delay (payload traffic
does not traverse through GRX but rather stays in V-PLMN network), at the expense of service control,
policy control, charging and service continuity that will be disrupted as the sessions must be released
and re-established during the handover. LBO, which is a spec compliant functionality, requires re-
establishment of PDN session. For LBO to operate the involvement of Home Subscriber Server (HSS)
and Mobility Management Entity (MME) modules is required.

In case of a 5G SA architecture using a 5G Core, the Access and Mobility management Function (AMF) determines
if a PDU Session is to be established in LBO or HR. In the case of LBO, the procedure is as in the case of non-
roaming with the difference that the AMF, the Session Management Function (SMF), the UPF and the Policy and
Control Function (PCF) are located in the V-PLMN [3]. The Service Based Architecture (SBA) of the HR and
LBO solutions over 5G NSA and 5G SA networks are depicted in Figure 22 and Figure 23, respectively.

These two options have their respective advantages when it comes to supporting CAM cross-border functionality.
With Home Routing, the session continuity is ensured (SSC mode 1) as the vehicle may maintain its anchor point
in the Home-PLMN (H-PLMN) and as such there will be no session interruption during the inter-PLMN HO.
However, such a solution is not particularly scalable when traversing multiple nations, as could be the case when
travelling over the TEN-T corridors, as the anchor point of a vehicle could end up thousands of km away from its
physical location, while at the same time increased end-to-end latency is introduced (unacceptable for critical
CAM use cases).
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Figure 22: HR vs LBO routing over 5G NSA networks
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With LBO on the other hand, an always optimum path to the desired data network is ensured, guaranteeing
minimum latency and presenting a scalable solution when traversing multiple PLMNs, however the unavoidable
session interruption during the inter-PLMN HO will be problematic for CAM applications. In case of 5G SA
network deployment from both sides of the borders, the SSC mode 3 could prove to be the best solution for cross-
border CAM support (assuming that it works seamlessly in an inter-PLMN environments), but as the full
penetration of 5G SA network across Europe is still a long way from happening, interim solutions will be needed.
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Figure 23: 5G SA roaming architecture with a) Home-Routing (HR) and b) Local Break-Out (LBO)

3.3.3 Edge computing / MEC

For the proper provisioning of CAM functionality while roaming, the type of MEC deployed as well as their
interconnection among neighbouring MNOs also plays a major role. For the 5G NSA architecture, the resulting
MEC deployment options as well as interconnection possibilities to support user mobility are summarised below:
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e Bump in the Wire: In this scenario, to support low latency communications, the MEC host is placed on
the S1 interface of the system architecture in between the eNB/gNB and the core network components
(SGW, PGW, MME etc), and the MEC host’s data plane must process user traffic encapsulated in GPRS
Tunnelling Protocol — User plane (GTP-U) packets. This scenario poses challenges to operations such as
lawful interception and charging, possibly mandating a dedicated solution such as a MEC GW to be
implemented.

e Distributed EPC: In this scenario, through its data plane the MEC host is placed on the SGi interface,
connected to the distributed EPC components, where the Home Subscriber Server (HSS) is co-located
with the EPC, and the MEC applications can also be positioned next to the EPC functions in the same
MEC host. The advantage of the distributed EPC scenario is that it requires less changes to the operator’s
network and leverages standard 3GPP entities for session management and charging operations.

e Distributed S/PGW: This scenario is similar to the Distributed EPC except that only SGW and PGW
entities are deployed at the edge site, whereas the control plane functions such as the Mobility Management
Entity (MME) and HSS are located at the operator’s core site.

o Distributed SGW with Local Breakout (SGW-LBO): Local breakout of the MEC data at the SGWs to
achieve a greater control on the granularity of the traffic that needs to be steered such as to allow the users
to reach both the MEC applications and the operator’s core site application in a selective manner over the
same access point name (APN).

e CUPS MEC: The deployment options above with distributed EPC gateways at the edge, can also be built
using the Control and User Plane Separation (CUPS) paradigm standardized in 3GPP Rel.14 and have the
new User Plane built in the MEC host allowing the traffic to be locally steered.

As mobility management affects the service continuity it is considered especially critical for CAM applications,
and since MEC functionality is an inherent part of most advanced CAM application, inter-MEC mobility / HO is
equally critical to meet the necessary requirements. In order to provide service continuity to a roaming UE, the
MEQC system needs to relocate the service delivered to the UE from the source to the target MEC. In the distributed
EPC, distributed S/PGW, SGW-LBO and CUPS MEC deployment options, the MEC handover is supported using
3GPP standard “SI Handover with SGW relocation” by maintaining the original PGW as anchor (HR option).
Nevertheless, it is the MEC application’s responsibility to synchronize at application level and maintain the session
in the case of a stateful application. Such a solution suffers from the inherent issues of the HR option discussed
above and cannot support demanding CAM application. In cases of direct network interconnection, the available
MECs may also utilize this connection inheriting however both the increased performance and scalability
concerns.

3.4 Cross-Border Issues Analysis & most promising solutions

According to the latest GSMA report [80], 1 billion 5G devices will be in circulation worldwide by 2024, while
by 2025 the penetration of 5G subscriptions will reach 46% in North America, around 40% in China, Japan and
South Korea and 30% for Europe. In terms of coverage, a third of the world population will be 5G covered by
2025, however the surface area coverage will be more limited than that, as initial deployments will focus on heavily
populated urban areas. This aspect might be quite relevant for the provisioning of CAM services, as 5G coverage
will not be ubiquitous, especially in rural and cross-border areas. Unresolved challenges when attempting to roll-
out ubiquitous 5G services all over Europe may act as a deterrent for any further investments and may slow down
the adoption and penetration of CAM solutions. Hence, it becomes critically important to address currently
unresolved as well as future cross-border challenges.
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In the previous sections, several prominent cross-border challenges have been identified and categorized into four
main categories, which jeopardize the CAM roll out and adoption at cross border areas, both technical and non-
technical in nature. Some of the most prominent challenges include the proper interconnection of operator
networks and edge computing sites across countries (neighbouring PLMNS5), the significant role of service and
session continuity, the optimization of inter-PLMN handover and data routing across different data networks, and
more. Additional non-technical challenges include the data management and security situation, as well as the
existing concerns regarding privacy, GDPR and regulatory compliance for CAM operations in multi-
disciplinary/multi-stakeholder cross-border environments. An important insight is that besides the technical and
operational aspects, there are also significant nonfunctional, business and regulatory (beyond standardization)
aspects which need to be resolved to enable smooth and sustainable cross-border CAM functionality.

Various potential solutions to these challenges were also discussed, based on available technological enablers and
the insights shared by key stakeholders. In order to avoid the service continuity problems, the components from
different entities need to collaborate for mutual exposure of data and events, such as radio network information,
decisions to re-configure the network, or the re-location of the complete MEC/Edge platform and service instances.
For inter-domain and cross-border service continuity, the coordination between the different SG control- and
management planes needs to be enabled both locally and federated, based on clear MNO-collaboration guidelines
and SLAs. Table 10 provides an overview of the key cross-border challenges discussed in this section and the

corresponding considered solutions for each of them.

Table 10: Overview of key cross-border challenges and considered solutions.

(OF:17:{0) Challenge Description / Overview Considered Solution
. INetwork dimensioning with experimental
Roaming / Data gz?:efj\zlézziS‘;?(')II;Z?:‘rluBifjf;S assessment of trade-off in both SA and NSA
Routing serv'ice deeradation P " |deployments; direct (leased line)
& ' interconnection.
iﬁ:;fiimz:t :sﬂt‘;;(i:f fa(l) I;dH%E Meticulous HO optimization process; Smart
Inter-PLMN HO & cap . L IUE HO steering; Imminent HO detection;
Telecoms / local UE behaviour not tailored for Iti-STM/multi-modem UE
Networking service continuity. multi-SIM/multi-modem UES.
Service / Session SSC mode 3 with make before Application-level solution for interaction with
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3.5

The 3GPP has also established interfaces and mechanisms that will enhance the roaming procedures among 5G
SA networks (using 5G cores) as depicted in the guidelines presented in [79], both in case of HR and LBO. The
exact protocols, message flows and APIs for procedures on PLMN interconnection as well as the dedicated
interface N32, are specified in 3GPP specification TS29.573 [82]. The N32 interface, which is comprised of the
Control plane interface (N32-c) and the Forwarding interface (N32-f), is used between the Security Edge
Protection Proxies (SEPP) of the H-PLMN and V-PLMN during roaming scenarios. The initial handshake between
the networks and the negotiation of the roaming parameters to be applied on the actual messages going over the
N32 interface, is performed over the N32-c interface, which is then torn-down to give its place to the N32-f
interface over which the actual communication between Network Functions (NF) of the two networks takes place.
The N32-f connection uses HTTP/2 and is end-to-end between the two SEPPs and may use an established IPX
path between the networks, or in case such a path does not exist an [Psec VPN will be established.

Improvements expected with 5G SA

Besides the N32 interface, the N9 interface is also established in [2] to facilitate the direct communication among
the UPF of the H-PLMN and the V-PLMN. As in LBO mode the SMF and all UPF's sessions are under the control
of the VPLM UPF, while in HR both instances of the SMFs and UPFs are utilized, the N9 reference point for user
plane traffic is only applicable to the HR scenario [82]. Both the N32 and N9 interfaces (depicted in Figure 23)
aim to facilitate the direct communication among the necessary NFs of the two neighbouring PLMNs and as such
streamline the roaming process between two 5G SA networks, improving the experienced QoS and the relevant
KPIs. Such an improvement could be extremely beneficial for the operation of CAM services in cross-border
conditions; however, it requires the almost full penetration of 5G SA networks, thus pointing to future deployments
and highlighting the need for interim solutions to accommodate 5G NSA and mixed NSA/SA deployments by
different MNOs.
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3 Technological Considerations & Trial Structure

Some of the most promising solutions examined and highlighted in the previous section, have been put to the test
using one of the first available SG Cross-Border Corridors (CBC) in Europe at the borders between Greece and
Turkey. The previously presented state of the art study and theoretical analysis of the challenges, opportunities
and potential solutions for the provisioning of 5G enables CAM services at cross-border environments, have paved
the way to progress the most suitable and promising solutions for such environments. The work presented in this
thesis, is among the first in the world to obtain real life experimental data based on real deployments of 5G NSA
networks. This provides the unique opportunity to be among the first global efforts to experimentally verify (or
refute) the expected performance based on theoretical analyses and simulation results.

This section presents the details and specifications of the 5G NSA networks, autonomous vehicles, on board units
and CAM applications used in the Greece-Turkey (GR-TR) corridor, for the real-life trials that provided the
experimental results. Moreover, the specificities of the specific CAM Use Cases including the scenarios,
information flow diagrams and targeted functionality are also analysed.

4.1 5G Network Aspects (High Level)

4.1.1 5G Network architecture & Inter-PLMN connectivity

The Greece-Turkey (GR-TR) CBC is located at the Kipoi-Ipsala border region between the two countries. It is
comprised of a 10 km stretch of road covered by four Ericsson 5G gNodeBs (three on the TR side and 1 on the
GR side) provided by COSMOTE on the Greek side and Turkcell on the TR side, as is depicted in Figure 24. The
four gNBs provide 5G Non-Stand Alone (NSA) 3GPP Rel. 15 (option 3x) coverage on both sides of the border.
A 100 MHz channel with Time Division Duplexing (TDD) is used with a 20 MHz anchor channel in LTE, on
both sides. The three gNBs deployed on the TR side offer clear Line of Sight (LoS) to the trial route (highlighted
route in Figure 24) while the GR gNB is significantly further from the trial route (~2.8 km) and does not offer
LoS conditions (NLoS), which affects the 5G performance experienced on the GR side.

Figure 24: The GR-TR CBC layout.
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Both MNOs already have commercial networks covering the CBC with 4G/LTE at the B7 band (2600MHz), used
in this case as the anchor band, while the overlay 5G NR that was deployed on both sides used the n78 band at 3500-
3600 MHz for Greece and 3650-3750 MHz for Turkey. All deployed gNBs are equipped with AAS (Advanced
Antenna System), a solution that provides cell shaping and Massive MIMO capabilities. A detailed description of
the GR-TR CBC may be found in [81].

4.1.1.1 Radio Access Network Planning and Coverage

The existing 4G site locations around the GR-TR borders were also used for the gNBs of the 5G overlay network,
however a fine-tuning of the Radio Access Network (RAN) was necessary to ensure coverage at the crossing point
where the inter-PLMN HO took place, i.e., no coverage gap and to minimize inter-cell interference between the
two networks.

Ericsson’s network planning tool was used to estimate the coverage of all four gNBs around the border area, based
on Reference Signal Received Power (RSRP) measurement, which are depicted in Figure 25. Good coverage
conditions (RSRP > -110 dBm) can be observed along the GR-TR CBC for the most part, however the area where
the inter-PLMN HO takes place among the two countries is closer to the lower end of RSRP, due to the larger
distance to the gNBs (constrained by the physical location of the existing MNO sites). These conditions create a
challenging environment for the provision of CAM Services.
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Figure 25: The GR-TR CBC coverage map with RSRP measurements

An interesting insight that was already gained during the initial network configuration and RAN fine-tuning, was
the significant effect that environmental factors and dynamic surroundings have on the delivered network
performance. Significant variations in delivered throughput and experienced latency were observed on the Greek
side of the border for two main reasons, i) a long metal fence running across the Greek customs site (located close
to the inter-PLMN HO point) and ii) long queues of trucks which were occasionally formed along the test route
between the two countries, waiting to pass customs inspection (depending e.g., on time of day). These two
conditions create an unstable and unpredictable propagation environment (blocking / reflections caused by the
fence and/or trucks) which affects the measurements, especially on the GR side. Operators should be aware of the
significant impact of the surrounding conditions and dynamic variables (such as vehicle density) on the delivered
network performance and should ensure optimum performance via HO parameter optimization sessions in order
to avoid the ping-pong effect due to e.g., reflections and to find a single stable HO point (also dependent on receiver
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sensitivity). Several optimization sessions were carried out at the GR-TR CBC, in order to optimize network
performance along the trial route, before commencing the trials. Without such targeted optimization, i.e., with the
use of the standard network settings), the performance observed from a CAM user perspective was universally
worse (multiple disconnections and ping pongs, increased service interruption and latency).

4.1.1.2 GR-TR CBC Core Network Architecture

The GR-TR CBC network architecture was defined taking into account the criticality of service continuity and
low latency communications for CAM applications. To that end, the core network solutions are deployed at the
edge Data Centers (DCs), located close to the border sides. The application servers are connected to the edge DCs,
where the complete virtual Evolved Packet Core (VEPC) functionalities are deployed, while the 5G UE —
application servers’ connectivity is provided over the packet Gateway (PGW) SGi interface. Besides the VEPC,
User Data Consolidation (UDC) functionalities are deployed, as well as the supporting Operations Support
Systems (OSS) infrastructure. Figure 26 depicts the end-to-end architecture of the GR-TR CBC, including the
interconnection interfaces.

To provide service continuity when crossing a country border for CAM applications with stringent high speed,
low latency network requirements, the S10 interface is implemented between the Mobile Management Entities
(MME) in the two mobile networks operated by the different MNOs to enable cross-border radio handover in
seamless operation. Interface S6a (authentication) and S8 (home routed user plane and control plane) are used in
all tests as basic roaming interfaces.

The two networks (PLMNs) are interconnected either via a best effort public internet line, making use of the
standard GRX/IPX (GPRS Roaming Exchange /IP exchange) interface and/or an IPsec tunnel [3] which is not
optimized for delay stringent applications or with a 1 Gbps direct fibre leased line which significantly improves
latency between them. During trials, both types of connectivity were used, to evaluate the performance provided
by each solution. The fundamental HO procedure as defined by 3GPP in [3] for 5G NSA networks was used
during the trials. Release with Redirect was also considered during the trial set-up, however it was abandoned as
an option, as it led to connectivity interruptions of several minutes, making it unsuitable for seamless service
continuity and CAM services.

The vEPCs are located in the nearest DCs on each side of the border, namely Alexandroupoli in Greece and Kartal
in Turkey, and host all the necessary key functions such as the Serving and Packet Gateways (SGW/PGW), MME,
the Home Subscriber Server (HSS) and more, as well as the CAM application edge servers supporting the CAM
use cases.

The roaming configuration between the two networks during the trials discussed in this thesis was set to Home
Routing (HR), meaning that UEs always obtain service from the Home Packet Data Network (PDN) gateway (H-
PGW) and through their Home PLMN (H-PLMN). As the service is always managed through the H-PGW, service
continuity while roaming can be ensured, but nevertheless with increased latency due to the user plane traffic
being routed via the best effort public Internet line to the H-PLMN.

It must be noted that since an NSA variant of 5G was used, there was no slicing support in the core, while in the
RAN, the entire channel BW was dedicated to the CAM traffic (without background traffic), essentially emulating
a single slice for CAM services (only 1 CAM application tested at a time).

A full overview of all the deployed components in the GR-TR CBC is provided in Appendix 1, offering insights
on both network configurations & selected settings, details on the configuration of the roaming schemes and
special features used in the RAN.
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Figure 26: The GR-TR CBC Architecture including inter-PLMN interconnection.
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4.1.2 Network operational frequencies & TDD optimization

COSMOTE commercially operates 5G in the awarded frequency bands, including the 3400-3800 MHz band.
Given that incumbent legacy systems operate in the 3.5GHz range, the Greek NRA [83] provided some guidelines
in terms of synchronised and non-synchronised / semi-synchronised operation that are in alignment with GSMA
Recommendation [84]. Specifically, for synchronised operation, it has been decided to utilise the 4+2+4 TDD
pattern. In Turkey, no auction had taken place yet as of summer of 2022 for the commercial allocation of the 5G
bands, but Turkcell has reserved a test license for the 3.5 GHz band, for the purpose of the 5G-MOBIX trials,
where different TDD patterns may be applied.

Generally, in neighbouring TDD deployments, base stations are in a close proximity and even if they are phase
synchronized, they can interfere with each other. To avoid interference at least 25 MHz of guard band between
operators is recommended [85]. Following, such insights from previous research and based on the GSMA
recommendations, a guard band of 50 MHz has been selected for the GR-TR deployment, as depicted in Figure
27. This selection guarantees minimal to zero interference, between the two networks, irrespective of the TDD
pattern (to be confirmed by the measurements).

Band 50
MHz

3500 MHz 3600 MHz 3650 MHz 3750 MHz

Figure 27: Spectrum Allocation at the GR-TR CBC

As part of the final verification and integration tests performed in the 5G networks of the GR-TR corridor, and
before the official CAM trials begin, extensive measurements were taken on both sides of the border to verify the
proper functionality of the two networks and to investigate the impact of the usage of different TDD patterns under
varying conditions. The measurements focused on the experienced DL and UL throughput using TCP and UDP
protocols i) with the neighbouring network activated and deactivated, ii) for different TDD patterns, and iii) with
Carrier Aggregation (CA) ON and OFF. All measurements took place from static locations close to the actual
border (one location for the GR side measurements and one for the TR side), which translates to an approximate
distance of 2.5 km from the COSMOTE gNB for the GR side measurements and 250 m from the Turkcell gNB
for the TR side measurements. The measurements results are presented in the rest of this section.

4.1.2.1 Best Practices & SDO Recommendations

It is noteworthy that TDD is not a 5G prerogative; in the 3.5 GHz range, incumbent systems, such as LTE TDD or
WiMAX may already be present. Extensive analysis for the unhindered Mobile/Fixed Communications Networks
(MFCN) TDD operations addressing all operation modes and conditions is performed by the Electronic
Communications Committee of the European Conference of Postal and Telecommunications Administrations
(ECC/CEPT) through several published reports that form a detailed handbook to guide policymakers and mobile
operators. The Global System for Mobile Communications Association (GSMA) goes a step further by publishing
a set of 10 concrete recommendations, including specific proposals for the preferred frame structures.

As a common ground, they both promote the deployment of synchronized neighbouring networks, meaning that
all MFCNss in the same band should use (i) a common phase clock reference and (ii) a compatible frame structure
to avoid simultaneous UL/DL transmission. Nevertheless, synchronized operations may not always be possible,
either because of the existence of incumbent TDD systems or due to the lack of alignment, such as international
or cross-border deployments. In the following paragraphs, a selective summary of the prevailing directives guiding
the 5G SEAGUL empirical approach is presented, with special focus on the unsynchronized operation modes
where interference remedies need to be considered.
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ECC on National and Cross Border Synchronization

The ECC Report 296 [86] denotes that synchronised operation of MFCN TDD networks in the 3400-3800 MHz
frequency band ensures a higher degree of efficient spectrum utilisation especially for outdoor network
deployments in adjacent geographic areas. The unsynchronised operation, if unavoidable, implies the need for
large separation distances between unsynchronised macro-cellular base stations/networks with minimum required
inter-site distances (ISD) to be 60 Km for co-channel operation and 14 Km for adjacent channel operation without
guard bands. Guard bands are intentionally unused frequency bands placed between adjacent frequency bands;
while they minimize interference, they incur a performance cost by limiting the effective usage of the full available
spectrum.

Unsynchronized operations can be managed with operator-specific filters and inter-operator guard bands, but the
most known mechanism for interference avoidance is defined in EC Report 331 [87] to be the Downlink Symbol
Blanking (DSB) feature. When DSB is implemented in the 5G NR system, the base stations’ schedulers switch off
transmissions (“blanking”) of those downlink symbols (‘“blanked DL symbols™) that correspond to simultaneous
uplink reception, or gap symbols for other networks, to avoid downlink to uplink interference.

To facilitate cross-border coordination in the frequency band 3400-3800 MHz the ECC Recommendation 20(03)
[88] proposes the preferred frame structures for MFCNs to be Frame A (DDDSU) and Frame B
(DDDSUUDDDD).

GSMA Recommendations

GSMA provides the industry approach for the 3.5 GHz range TDD synchronisation and has published a set of
concrete recommendations [84] for alignment among the MNOs. The most relevant recommendations for cross
border operation are:

¢ Recommendation 4 [Synchronization at International Level]: Networks should be synchronized at an
international level; nevertheless, priority is given to achieve synchronization at the national level.
International alignment is difficult, due to the number of countries involved, the different migration and
implementation timescales and the difficulty of negotiating per operator and neighbouring country. It is
anticipated that the preferred frame structures are:

o DDDSU with 30 kHz SCS.

o DDDDDDDSUU (with a 3ms shift) or DDDSUUDDDD - if LTE is present at the band.

¢ Recommendation 5 [Cross-border Coordination]: In the border areas where neighbouring countries have
not selected the same frame structure, although field strength limits at the borderlines could also apply, it
is expected that operators will need to engage in additional coordination efforts.

¢ Recommendation 6 [Co-existence of non-synchronized networks]: Where no agreements on the frame
structure can be reached, the recommendation considers various practical solutions for the coexistence of
unsynchronized networks, shortlisting the applicable for this work to be:

o Network optimization (such as base station location, antenna, direction, and power limits).

o Downlink blanking where operators, on both sides of the border, agree to stop the use of some of
their downlink slots when the other operators are using an uplink slot - although, this will impact
performance and may not be supported.

o A step-by-step migration based on the regional timings of 5G deployments and 4G migrations;
4G networks to be migrated to a different band or to 5G technology.

o Reduce capacity near the borders, i.e., by only using a part of allocated spectrum.

o Avoid co-channel use and aim to use adjacent channels.

Besides the above, the GSMA suggests that countries also agree on acceptable signal strength levels at borders (on
a bilateral, multilateral, or regional level). It is worth mentioning that while GSMA endorses various mitigation
techniques as in Recommendation #6, the use of guard bands and filters between two networks using adjacent
channels is considered neither spectrally efficient nor commercially viable and thus not recommended.
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4.1.2.2 Performance with neighbouring PLMN ON/OFF

In order to assess the impact of potential TDD interference from the neighbouring network, the throughput at the
Turkcell network was measured with COSMOTE network activated and deactivated, while both networks use the
same TDD pattern, i.e., the 4+2+4. The UL throughput was selected as the most suitable metric, as most networks
are UL limited.

Figure 28 depicts the measured throughput at the TR side measurement point under the Turkcell network which
was steadily measured around 140 Mbps with UL CA activated. As this measurement verifies, the operation of the
neighbouring (COSMOTE) network has practically no effect on the measured performance, which was expected
due to the large guard band used between the two MNOs (50 MHz).
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Figure 28: UL Throughput @ Turkcell network with COSMOTE network ON and OFF (same TDD pattern).

4.1.2.3 Performance under different TDD patterns

To investigate the potential impact on performance of the different TDD patterns for TCP and UDP traffic, a series
of measurements were performed using the two most common TDD patterns described in GSMA
recommendations, namely the 4+2+4 and the 4+1+3+2. Figure 29 depicts the UL throughput measured at the GR
side measuring point under the COSMOTE 5G network. It can immediately be observed that the 4+1+3+2 clearly
outperforms the 4+2+4 pattern by up to ~60% (avg. 40 Mbps vs 64 Mbps). This observation is in line with the
used frame structure as the 4+1+3+2 pattern allocates 30% of the frame to UL slots, while the 4+2+4 pattern only
allocates 20% of the frame to UL slots. The use of TCP or UDP traffic does not seem to affect the experienced
data rate at all (almost identical performance), while a comparison with the Turkcell network measurements for
the 4+2+4 with UL CA deactivated (Figure 28) indicates that the average UL throughput is lower at the GR side.
This is due to the much larger distance of the GR measurement point from the serving gNB (see beginning of
Section 4).
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Figure 29: UL Throughput (@ COSMOTE with two TDD patterns for TCP and UDP traffic.
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Regarding the DL throughput measurements (Figure 30), the average DL throughput at the GR measuring point
(2.5 km from the serving gNB) was found to be around 560 Mbps, while the used TDD pattern did not seem to
have any significant impact on the experienced DL data rate, despite the different DL slot allocation. This is
especially true for UDP traffic where the data rate showcased less variations.
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Figure 30: DL Throughput @ COSMOTE with two TDD patterns for TCP and UDP traffiy.

4.1.2.4 Performance with Carrier Aggregation (CA) ON/OFF

The effect of UL LTE and NR Carrier Aggregation (CA), i.e., the combined use of different spectral resources
from LTE and NR to increase the user data rate, was also tested at the TR side and the Turkcell network by taking
different measurements with the CA activated and deactivated. Figure 31 depicts the UL experienced TCP
throughput for the two different TDD patterns and with CA ON and OFF. In both cases a significant increase of
the experienced UL throughput is observed when CA is activated, from an average data rate of about 80 Mbps to
an average of 136 Mbps. The use of different TDD patterns did not seem to have any effect on the received CA
performance boost.
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Figure 31: UL Throughput @ Turkcell for two TDD patterns and CA ON/OFF.

The above field measurements on the effect of TDD network synchronization were performed, to investigate the
impact of neighbouring 5G networks operating in adjacent bands and the effect of the different TDD patterns. The
presented results indicate that the use of significant guard bands (as also recommended by GSMA) protects
neighbouring networks from interference, while some significant variation in UL performance can be expected by
the use of different TDD patterns, according to their slot allocation. NR and LTE carrier aggregation was also
shown to significantly improve UL performance.
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4.2 OBU/Vehicle aspects

4.2.1 OBU Specifications

The On-Board Unit (OBU) is designed to collect and send real time vehicle information. As a computation
platform, the raspberry pi 3 is used with a SIM7600 modem attached, providing 2G (GPRS)/3G/4G connectivity.
An additional 5G Quectel RM500Q chipset is integrated into the OBU to enable 5G connectivity. The OBU may
also work over Wi-Fi connectivity that is build-in the raspberry pi. Power supply is provided from the connected
vehicle’s battery, through the On-Board Diagnostics (OBD) port connection. There is a capability for secondary
power supply from AC voltage (220 V). Once powered up, the OBU starts transmitting data with a refresh rate
starting from 1 second.

There is a multitude of onboarded sensors with a wired connection to the OBU, that provide CO> , GPS, proximity,
acceleration and ECU data. A mini buzzer is used as an alarm indication to inform the vehicle’s driver that an
obstacle has been detected. The NFC scanner attached, is used for cargo monitoring. The exact specifications of
the onboarded sensors are provided below. Figure 32 below depicts the design of the WINGS OBU and its external
connectivity to sensors, while Figure 33 shows a picture of the actual implemented WINGS OBU and its connected
Sensors.
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Figure 32: WINGS OBU - Architectural Diagram
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Figure 33: WINGS OBU (with integrated 5G chipset) & connected on-board sensors

The sensors integrated into the OBU, which are used for the implementation of the WINGS CAM user story are
described below, along with their detailed specifications.

CO2 sensor specs

For CO; level measurements, the CCS811 sensor from Adafruit is used. The sensor’s output range is [400 — 8192]
ppm. A connection to the OBU is established through the 12¢ protocol.

Lidar specs

The Lidar lite v3GHP may be attached at the middle of the front bumper of the vehicle and it measures the distance
from the front of the vehicle to a detected obstacle. The sensor has a range of [0.05m — 40m], operates at 5V DC
power supply, it can sample at rates as fast as 1kHz, and for this reason, it bypasses the OBU and directly transmits
to the WINGS server (in order to not limit the Lidar messages to the 1 Hz transmission rate of the OBU).
Essentially, the Lidar messages are the benchmark based on which the latency between the OBU and the server is
measured. ill possesses. The sensor is housed in a durable, IPX7-rated housing that makes it water resistant, and it
is able to detect obstacles with an accuracy of +/- 2.5cm at >2m.

NFC (reader & tags) specs

The ACR122U NFC Reader is a PC-linked contactless smart card reader/writer based on 13.56 MHz Contactless
(RFID) Technology. Compliant with the ISO/IEC18092 standard for Near Field Communication (NFC), it
supports both MIFARE and ISO 14443 A and B cards and tags. Every time that a cargo NFC tag is scanned, it’s
ID is added onto a list of ID’s of contained cargo. Each ID is removed from the list when the corresponding cargo
is exported. A connection to the OBU is established via a USB port.

GNSS module specs

Global Navigation Satellite System (GNSS) services are provided by the SIM7600 with the following
specifications:
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e Receiver type: 16-channel, C/A code
o Sensitivity: Tracking: -159 dBm (GPS) / -158 dBm (GLONASS) / TBD (BD), Cold starts: -148 dBm
e Time-To-First-Fix (open air): Cold starts: <35s, Hot starts: <ls

e Accuracy: Position: <2.5 m CEP

4.2.2 RSU specs

The Road Side Unit (RSU) is designed to capture and send real time image frames for the licence plate recognition
and control the border bar and the traffic light. As a computation platform, the raspberry pi 3 is used, with build-
in Wi-Fi connectivity. Power supply is provided form AC voltage. Once powered up, the RSU should start
transmitting image frames to enable the license plate recognition, while continuous data exchange with the server
is used to adjust the traffic light and border-bar status.

Border bar

The MX-106 servo motor by dynamixel is used to control the border bar. The need for high torque cancelled the
use of simple 5v servo motors, so the option is a 12 v high torque dynamixel servo, with serial communication
with the raspberry, and specifications depicted in Table 11.

Table 11: Servo motor specifications

Weight 165 [g]

ISR RS 40.2 x 65.1 x 46 [mm]
Gear Ratio \

225:1

8.0 [Nm] (at 11.1 [V], 4.8 [A])
Stall Torque 8.4 [Nm] (at 12[V], 5.2 [A])
10.0 [Nm] (at 14.8 [V], 6.3 [A]
41 [rev/min] (at 11.1 [V])

No Load Speed 45 [rev/min] (at 12 [V])

55 [rev/min] (at 14.8 [V])

Camera

A Pi camera module V2 has been selected. The board size is around 25mm x 23mm x 9mm and weighing in at
over 3g. The sensor has a native resolution of 8 megapixel and has a fixed focus lens on board. In terms of still
images, the camera is capable of 3280 x 2464 pixel static images, and also supports 1080p30, 720p60 and
640x480p90 video.

4.3 CAM Application aspects

4.3.1 CAM Application Overview

By utilizing the detailed data provided by the CAM enabled truck’s sensors (Lidar, radar, GPS, etc.) as well as the
data from surrounding heterogeneous information sources such as traffic cameras, road-side sensors, smart phones,
wearables and more, increased intelligence can be created based on a cooperative awareness of the borders’
environment. The transmission of these data over reliable, ultra-fast and ultra-low latency 5G network connection
combined with modern Al and predictive analytics techniques (at the edge) allows for the creation of a virtual
environment of the driver enabling various added-value functionalities. As part of this use case the functionalities
that will be showcased at the Greek / Turkish borders are:
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e Border inspection preparation based on predictive CAM truck routing

e Secure CAM truck border crossing with increased inspection confidence

¢ Increased border cooperative environment awareness for incoming vehicles
o Increased border personnel safety (Vulnerable Road Users - VRU)

The above functionalities will showcase a significant minimization of inspection times at all European “hard”
borders through the collaboration feasible of different 5G network operators which could even offer “zero touch”
inspection (no human intervention needed) in optimal cases. The same solution offers increased cooperative
awareness for passing vehicles at the chaotic border-crossing environment and taking advantage of the CAM
functionalities of vehicles, such as automated braking, to prevent accidents involving border personnel (customs
agents, police officers).

This intelligent border control functionality may be realized through the following trial set-up. Data originating
from the truck sensors in areas around the borders are transmitted over 5G networks and analysed in a cloud-based
Al platform after fusion. Once a trajectory towards the border crossing is predicted, special measures may be taken
to facilitate further exchange of information and immediate response to predicted events (e.g. the assisted driving
application may be downloaded from the Cloud to the edge server to minimize latency, a slice may be provisioned
towards a cloud server on the neighbouring county’s PLMN, etc.). An exchange of available information is
commencing towards the border authorities via 5G network (mMTC type of communication from the truck OBU
itself or even from the cargo which may be equipped with relevant sensors / transmitters (e.g. NB-IoT)) which will
facilitate the border inspection and prepare the customs agents for the appropriate checks. All relevant information
is transmitted to the edge / MEC servers available at the trial site where they are processed by the downloaded
AI/ML platform instantiating this functionality.

Additional information can be exchanged over the 5G networks of the neighbouring countries facilitating the
acquisition of relevant information about the specific truck (e.g. driver’s information, travel history, cargo
inventory, etc.) which could speed-up the control process. Extra security and control measures can be deployed
which are controlled and managed through 5G networks such as drones, street cameras, thermal or x-ray cameras,
etc. and which can feed large amounts of data (eMBB functionality) in a very short amount of time. In the case
that all the acquired data from on-board as well as surrounding sensors / devices agree with the information that is
fetched by national archives regarding this truck (and potentially its driver) and provided material (video, thermal
imaging, x-ray imaging) clears the truck of any suspicion, then a case of “zero touch” inspection may be realized
in which case the truck may be allowed to cross-the border without any manual inspection performed on it.

Additionally, the data originating from other vehicles, road side infrastructure, smart phones and wearables may
also be fused and analysed at the edge generating a “live” cooperative update of the surrounding environment
which can be fed on to the vehicles navigation system, thus increasing the environmental awareness of the vehicle
(covering blind spots, pedestrian locations and trajectories, assigned inspection lane by the authorities, etc.) and
actively contributing to the safety of the border ground personnel (i.e. automated trajectory alignment or braking
upon detection of a potential incident).

In all cases, the same services continue being provided as the truck passes the border from the neighbouring
country’s network, based on exchanged information in such inter-PLMN scenarios. Service continuity during the
inter-PLMN HO is of utmost importance in such cases, and the existence of such intelligence deployed at the edge
close to the border greatly facilitates continuous service by identifying imminent HO’s and helping the MNOs
prepare for it based on the available information. This could lead to the provisioning of a roaming slice before the
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HO even takes place. Figure 34 provides an overview of the Extended sensors for assisted border-crossing with

VRU protection use case.

To implement this use case a laptop onboard the truck will be acting as the UE/gateway that will connect truck
and/or cargo devices/systems (e.g. additional sensors deployed in the cargo hold of the truck) to the rest of the
system via 5G connectivity (and 4G / NB-IoT during testing & development). These additional sensors are crucial
in this case since they have the capability of raising alarms by cross-checking their data with nominal values. For
instance, a thermal camera (or even CO, sensor) installed in the cargo hold of the truck may provide indications
of a human presence in the cargo hold (smuggling / human trafficking attempt) which will enable alerted reaction
by the border officers upon the arrival of the truck at the border.

Additional measures may take place in case contradicting information is gathered regarding a truck, in which case
drones equipped with cameras for live feed may be deployed or thermal or x-ray imaging may be requested to rule
out the possibility of smuggling goods and people. The Al based inspection functionality residing in the edge
platform will fuse all available information from these heterogeneous sources (potentially originating from
different 5G networks in the case of a cross-border scenario) and will locate potential inconsistencies, assigning a
certain risk factor to each truck which will affect the degree (and thoroughness) to which border agents will
perform a manual inspection. For the realization of this trial a single autonomous truck is needed equipped with
additional sensors. Appendix 3 provides an overview of the entire use case and the specific steps taken to test
various aspects of its functionality.

((\E;miiiii ___________________________________________________ !

|
NS
oS :
I
.
comoeaa |, _Imormation exhange between counies ___[Ticarac
(2) Core Core
o (3)
s |
|
7’ I -
! .
\ I Inspection/ Inspection/ , ]
\ | ,7 control center control center &
4 . (
T o ¢ /
-—cT N/ Inter-PLMN HO

\ 1 // =
R\ - A t
o m N preparation
(. e

\\Country B

) \ ~ =
’ b B2 N e
’ \ 3 —_— Increased safety
; . =
s (1) S L~ e of ground S
— \ ~ 2
~ ~ ) ' : personnel S -

Secure border

crossing based

on predictive
inspections

Remote truck
inspection &
preparation

Increased awareness
via “live” maps

Figure 34: Detailed depiction of “Extended sensors for assisted border-crossing” architecture
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4.3.2

Architecture

The “Zero-touch border-crossing” user story (US) driven by WINGS will be deployed at the GR-TR CBC and
will be realized using the Cosmote & Turkcell networks (deployed by Ericsson GR & TR) for 5G connectivity and

an autonomous Ford truck capable of SAE Level 4, which is enriched with the ad-hoc OBU and sensors developed
by WINGS. Besides the 5G network infrastructure and the FORD truck, the following entities are required for the
realization of this US:

The WINGS analytics platform running either on the Cloud or in the MEC server
The WINGS OBU and its integrated sensors transmitting information to the WINGS platform

The WINGS RSU and the integrated sensors, installed at the customs site, transmitting information to the
WINGS platform

A server / laptop / database where customs manifests / documents can be retrieved from the neighbouring
country (may also be co-located with the customs GUI laptop)

Three laptops/tablets to act as clients and to display the WINGS developed GUIs, one customs agency /
officer and one in the truck addressing the driver. All three laptops are receiving information from the
WINGS platform.

The end-to-end high-level architecture of the “Zero-touch border-crossing” user story led by WINGS is depicted

in Figure 35.
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Figure 35: WINGS “zero touch border crossing” architecture
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4.3.3 Platform and GUI functionality

4.3.3.1 Platform Location

Three distinct scenarios were tested during trials with respect to the hosting location of the WINGS platform,
namely on the Cloud (WINGS office in Athens), the Greek Edge (GR Edge) and the Turkish Edge (TR Edge). The
following WINGS platform was accessible at each of these locations via the following addresses:

e  WINGS Cloud IP (Athens office): 62.74.232.210
e GR Edge IP: 94.67.143.226
e TR Edge IP: 86.108.223.197

For the case of the edge deployments, the following Architecture and set-up is used. Figure 36 depicts the
connectivity of the WINGS platform when hosted at the GR Edge (similar for the TR edge) and the interconnection
with the rest of the system components.

94.67.142.224/28

Mobix GR EDGE U
Set-up /\/\/Y
= = f/

I
Router / f
Cosmote | —
25 oo g

|\

\

S——

oS

Enterprise Core

Figure 36: GR Edge setup & Architecture

4.3.3.2 Platform functionality

The WINGS platform running the “Assisted zero-touch border crossing” functionality can be deployed at a laptop,
a server or the Cloud. Independent of location, the following system specifications are required to guarantee the
SW smooth functionality:

¢ Processor: Intel Core i5-7300HQ - 2.50 GHz

¢ Hard Disk: 256 GB SSD

¢ RAM: 16GB

e Wireless Type: 802.11ac

e USB 3.0 Ports

e Operating System: Windows 10 (additionally Linux Ubuntu 18.04)

In order to collect sensors data, the WINGS platform exposes the following endpoints:
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e Truck endpoint: In this endpoint sensors data and ECU values are posted

o Type: Post

o Input: Input is a Json object consists of the followings:
¢ HUMAN (binary): Indicates human detection on the cargo
e (CO2 (float): Value of CO2 sensor
e LAT (float): Latitude coordinate of the truck
¢ LON (float): Longitude coordinate of the truck
¢ ECU (array): Values from the ECU (speed, RPM, temperature etc.)
e [P (string): IP of the truck (to be used when changing the country network provider)

¢ NFC endpoint
o Type: Post

o Input: Input is a Json object with the NFC data
¢ NFC (array): Values from NFC checkpoint

¢ Lidar endpoint: Input is a Json object having the proximity value
o Type: Post
o Input:
¢ DISTANSE (float): Value in cm from the nearest object

e Wearable endpoint: In this endpoint the agent’s wearable data are posted
o Type: Post
o Input:
e LAT (float): Latitude coordinate of the agent
¢ LON (float): Longitude coordinate of the agent

e GUISs endpoint:

o Type: Get

o Input:
e HUMAN (binary): Indicates human detection on the cargo
e (CO2 (float): Value of CO2 sensor
e LAT (float): Latitude coordinate of the truck
e LON (float): Longitude coordinate of the truck
e ECU (array): Values from the ECU (speed, RPM, temperature etc.)
e NFC (array): Values from NFC checkpoint
e DISTANSE (float): Value in cm from the nearest object

4.3.3.3 Message format & Encryption - DENM / CAM support

The WINGS platform and OBU have the capability to exchange messages both in proprietary format, facilitating
specific functions of the applications, as well as the ETSI standardized Decentralized Environmental Notification
Message (DENM) and Cooperative Awareness Message (CAM) message formatting.

The fact that the WINGS platform is compatible with ETSI DENM and CAM messaging means that they can
support any COTS OBU and vehicle and to be seamlessly integrated into any autonomous vehicle in production.
The functionalities offered by the WINGS OBU and platform may work in parallel with other OBUs and ITS
services. All messages between the WINGS platform, the OBU, the UEs and the RSI are further encrypted with a
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IS-128 bit Encryption, offering very high levels of security and privacy, and securing that no unauthorized access
to any data will be allowed.

4.3.3.4 User Authentication

A login and a registration form are included as shown in Figure 37 below. According to the user’s input the
appropriate dashboard is shown. If wrong credentials have been entered, a message pops up and prompts the user
to re-enter them. There is also a link to a registration form in case the user hasn’t created an account yet. In the
registration form the user has the option to choose his role to either “Driver” or “Custom”. Access is granted to
the platform only after verification of the new user’s credentials from the platform administrators.

This mechanism introduces an additional layer of security to the WINGS platform, as only authorized users are
allowed to use the platform and will hence have access to the information provided therein.

R o °C
W °C

Login Form

Registration Form
firstname
username lastname

f email
password

usermame
password
Don't have an account? Register now!
Pick your role: | Choose v

Q |NGS \V INGS

Figure 37: WINGS Platform — User authentication

4.3.3.5 Driver GUI
The driver’s GUI displays useful information and sensors metrics for the driver (see Figure 38). An HTTP GET
request is being performed to the GUIs endpoint that has been described before in order to get all information

regarding the incoming trucks.
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Figure 38: WINGS platform Driver Graphic User Interface (GUI)

The driver’s GUI displays useful information and sensors metrics for the driver, in more details it is consisted of:

¢ A logout button.

e A table of sensors data: CO», Proximity, NFCs

¢ Charts with sensors values: CO» and proximity values are represented on charts

¢ A table of ECU information: Speed, RPM, Temperature and fuel

e A table of Cargo Information: Temperature, Humidity, Luminosity and Vibration.

¢ An interactive map with truck live coordinates

e Message board: Messages and warnings based on decision algorithms are displayed

4.3.3.6 Customs GUI

The custom’s GUI displays useful information and sensors metrics for the customs agents. An HTTP GET request
is being performed to the GUIs endpoint that has been described before in order to get all information regarding
the incoming trucks. A logout button is also displayed.

On the first screen a table (see Figure 39) of the trucks that are approaching the borders is displayed. In a second
screen (see Figure 40), a customs agent may drill down to a specific truck in order to see detailed information such

as:

e A table of sensors data: CO», Proximity, NFCs

e Charts with sensors values: CO; and proximity values are represented on charts

e A video streaming.

¢ An interactive map with truck live coordinates

e Message board: Messages and warnings based on decision algorithms are displayed
¢ A manifest panel

e A dropdown list with all the scanned NFCs
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Figure 39: WINGS platform Customs Graphic User Interface (GUI) — View 1
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Figure 40: WINGS platform Customs Graphic User Interface (GUI) — View 2

4.3.4 Information flow

Depending on whether the WINGS platforms functionality resides in the remote Cloud located far away from the
trial location (i.e. WINGS premises in Athens) or in the MEC close to the trial location, the different information
flows to and from the truck / road-side sensors and the WINGS platform need to be established over the 5G

network. For the proper functionality of the “Assisted zero touch border crossing” the following flows are
necessary:

e (CO; measurements from OBU to WINGS platform (mMTC service)
e NFC readings from OBU to WINGS platform (mMTC service)

e GPS readings from OBU to WINGS platform (mMTC service)

[ )

Proximity measurements from Lidar / OBU to WINGS platform (uRLLC service)
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o Need for quick reaction to the detection of a person in front of the moving truck
o Still-frames (pictures) from road-side camera to WINGS platform
o Instructions from WINGS platform to smart border bar and smart traffic light (mMTC service)
e GUI information (including maps & license plate picture) from WINGS platform to the two customs
agencies GUIs (eMBB service)
e GUI information (including maps & ECU info) from WINGS platform to the driver GUI (eMBB service)

Based on the above identified transmitted and received information from each entity of the user story, information
flows can be identified depending on the location of the truck at each side of the borders and the location of the
WINGS platform functionality (Cloud or MEC).

4.3.4.1 Cloud Based functionality (Scenario A)

Figure 41 depicts the required (double-sided) information flows for the case that the WINGS platform functionality
resides in the Cloud and the truck (with the OBU) is transmitting from the Home-PLMN (H-PLMN). In this case
the WINGS platform should be accessible via a public IP, hence internet access is required via the Home-PGW.
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Figure 41: Information flows - Cloud based functionality with the truck on the home network

Figure 42 depicts the required information flows for the case that the WINGS platform functionality still resides
in a publicly accessible cloud, but the truck is now transmitting from the Visiting-PLMN (V-PLMN). The direct
interconnection between the Cosmote and Turkcell 5G-NSA networks should be utilized to get the data to the
WINGS platform residing in the H-PLMN, with a minimal latency.
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Figure 42: Information flows - Cloud based functionality with the truck on the visiting network

4.3.4.2 MEC/Edge Based functionality (Scenario B)

Figure 43 depicts the required (double-sided) information flows for the case that the WINGS platform functionality
resides in the MEC/Edge and the truck (with the OBU) is transmitting from the H-PLMN. In this case the data can
be directly forwarded to the co-located MEC, and all generated instructions can use the same way back.

Figure 44 depicts the required information flows for the case that the WINGS platform functionality still resides
in the co-located MEC / Edge, but the truck is now transmitting from the Visiting-PLMN (V-PLMN). The direct
interconnection between the Cosmote and Turkcell SG-NSA networks should be utilized to get the data directly to
the WINGS platform residing in the H-PLMN MEC, hence significantly reducing latency. Public internet access
is not required in this case either.
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4.4 Inter-PLMN HO Algorithm design

As discussed early on, one of the main contributions of this thesis is the design of a specific mechanism (algorithm),
to facilitate the inter-PLMN HO of CAM applications, when operating in LBO mode, in order to improve the
experienced user performance and to provide fail-safe operations during the service interruption time. Several
requirements for such a mechanism were identified based on the SotA analysis presented in Section 2, the current
MM challenges and cross border issues presented in Section 3, as well as the specificities of the GR-TR CBC.
This section presents the design of the applied algorithm, including flow and UML diagrams to improve
understanding. This algorithm was applied by default in all CAM operations in the GR-TR CBC.

During the Local Break-Out (LBO) scenario a service interruption is expected to take place during the execution
of an inter-PLMN HO, i.e. when the Ford truck is crossing the border, the truck’s OBU will lose its connectivity
to the original 5G network and will attach to the visiting network after some time. This scenario causes the
following main effects:

[1] Connectivity among the OBU and the application platform will be interrupted for a certain period of time.
During that period the OBU will not be able to upload information to the server or receive information
and driving instructions from the server.

[2] Once connectivity is established with the V-PLMN the OBU will obtain a new IP address

[3] Once connectivity is established with the V-PLMN, the data routing between the OBU and the server will
have changed, as the truck will now be served by the instance of the server residing in the V-PLMN’s
edge. This also means that there will be a change in the IP of the serving server instance (from the
perspective of the OBU)

[4] Once the truck is attached to the V-PLMN, necessary information (status transfer, measurement history,
etc.) from the server instance residing at the H-PLMN edge will have to be transferred to the V-PLMN
instance of the application server.

In order to deal with the above effects and to avoid the shut-down or malfunction of the CAM application, the
below mechanism (algorithm) was developed as part of this thesis, comprising the following main functionalities:

1. Detect an imminent inter-PLMN HO and prepare the OBU and other application instances accordingly.
2. Communicate the new expected IP address of the application instance residing in the V-PLMN’s edge.

3. Inform the application instance residing at the V-PLMN that a specific vehicle is about to communicate
with it and transfer all available data for that vehicle.

4. Inform the vehicle about the imminent HO and prepare it to take actions in case of loss of connectivity
(e.g., degradation of autonomous functionality).

5. Instruct the OBU to also store measurements locally to deal with a potential loss of connectivity.

The specific steps and measures of this mechanism/algorithm, which was solely developed for the purposes of this
thesis, are depicted in
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Table /2. This mechanism has been implemented in the WINGS application server and the Ford truck OBU. It has
to be noted, that without this mechanism a successful inter-PLMN HO on the application layer would not have
been possible, as the vehicle/OBU would not be able to re-establish communication with the V-PLMN server after
the network HO was successfully performed. In practice, this mechanism allowed for the full evaluation of the

inter-PLMN HO effects on the application level and the analysis of the perceived CAM user experience.

CAM Platform
/ Server

Table 12: CAM application mechanisms to cope with LBO HO

Mechanism / Algorithm to cope with LBO HO

Imminent HO detection mechanism added, based on i) truck GPS signal
and ii) mean distance between the GPS coordinates of the incoming truck
and customs’ agent.

Deals with Effect \

(11, [2]}, [3], [4]

Upon the detection of an imminent HO the CAM application notifies the
OBU that after loss of connectivity, the OBU will obtain a new IP address
from the IP address pool X.

Upon the detection of an imminent HO & Edge server location, the
platform notifies the OBU that once it obtains a new IP address the new
server instance will be accessible via the new IP address Y.

(3]

Upon loss of connectivity with the OBU & after an imminent HO
detection, the H-PLMN initiates transfer of the necessary information to
the V-PLMN instances using the OBU SIM IMEI, to identify the truck
irrespective of its IP.

(4]

Once the OBU has registered to the V-PLMN instance using its Unique
OBU ID, the V-PLMN instance of the platform will re-associate this
Unique OBU ID with the new V-PLMN IP address of the truck.

As real-time information on the custom’s agents location will not be
available for the time of connectivity interruption (HO), the H-PLMN
server instance notifies the OBU to:

a) Slow down the truck to no more than 20 km/h for the period of no
connectivity

b) Trigger autonomous braking, if necessary, only based on the on-board
Lidar/proximity sensor readings, in order to maintain a minimum level of
VRU protection.

Upon connection establishment with the V-PLMN, normal operation
resumes.

(1]

OBU

Once the OBU has obtained a new IP address at the V-PLMN, it will
contact the new server instance at the V-PLMN and will register using the
IMEL

(2], [4]

Upon an imminent HO detection and a loss of connectivity (during HO)
the OBU starts storing all measurements (buffering) and will transmit all
of them to the V-PLMN server instance upon reconnection and
registration.

(11, [3]

The OBU switches to “isolated” mode, for the duration of the connectivity
interruption. During “isolated” mode, the OBU itself processes the reading
of the Lidar/proximity sensor and issues local commands to the Ford truck
(if necessary) to brake, upon detection of an obstacle.
This will maintain a minimum level of VRU protection, but with less
accuracy.
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To better understand the operational mode of the designed algorithm and the flow of actions and information
exchange during an inter-PLMN HO, Figure 45 provides a diagram of the various algorithmic steps in order of
execution. As mentioned before, this mechanism enables the execution of an inter-PLMN HO in LBO roaming
mode, which allowed for the measurements that are reported in the next section to be collected. Without this
mechanism the evaluation of the inter-PLMN HO under LBO, would not be feasible.
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Figure 45: Depiction of algorithmic steps of the designed inter-PLMN HO mechanism

4.4.1 User Story UML Diagrams

To better reflect the information flow among the different nodes participating in this use case, and to clarify the
functionality of each of the nodes/equipment in the use case, a few Unified Modelling Language (UML) diagrams
have been created from different perspectives. Figure 46 represents the Use case & inter-PLMN oriented UML
diagram, Figure 47 represents the Components/sensors oriented UML diagram and Figure 48 represents
Integration & security/privacy oriented UML diagram.
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5 5G enabled CAM services evaluation in Cross-
Border Conditions

5.1 Trial set-up & Measurement framework

The 5G-MOBIX trials at the GR-TR borders took place in Q2 2022, comprised of several trial runs, testing various
network and application configurations. Data collected from the cloud and edge application servers as well as from
the OBU and user devices were used to calculate the Key Performance Indicators (KPIs) of the E2E latency and
the mobility interruption time, which were used to evaluate the application-level performance of the Extended
Sensors use case in cross-border conditions, while the collected measurements from test UEs, network traces and
device and server data, where used for the network-level performance evaluation. Several scenario repetitions and
successful HO completions per scenario, offer statistical confidence in the obtained results.

During the extensive trials that took place at the GR-TR CBC, both network-level and application-level
measurements and evaluation took place (key outcomes reported in [81]). While for the application-level
measurements an autonomous truck of autonomy level SAE L4 was used, equipped with 5G enabled On Board
Units (OBU) as reported in [62], for the network-level evaluation a specialized UE Huawei P40 (Cat19) and the
TEMS Investigation testing tool, were used. Drive tests were performed on both directions, i.e., GR to TR and TR
to GR, under varying environmental and situational conditions (i.e., rainy/foggy weather conditions and long
queues of trucks seemed to deteriorate the signal quality) and different network and UE settings (e.g., it was
observed that the placement of the UE antennae outside of the vehicle offered a gain between 1.5 and 2 dB [89]).
Vehicle OEMs should be aware that the placement of internal vehicle antennae for the OBU, may be preferred for
aerodynamic and aesthetic reasons, however the impact on communication performance can be significant.
Solutions with external OBU antennae should be pursued to maximize performance. Both COSMOTE (GR)
network SIM cards and Turkcell (TR) network SIM cards were used for the measurement to detect potential
differences in performance.

The road between the GR and TR customs sites, that comprises the GR-TR CBC, and where the drive tests were
performed, is a critical piece of infrastructure that could not be closed off for testing. Consequently, all reported
measurements took place alongside everyday traffic (passenger vehicles and trucks) between the two countries,
which on certain days could be intensive (e.g., weekends, public holidays), resulting in additional signal reflections
and channel variation and hence deterioration of the experienced 5G performance. The rest of this section presents
the acquired network-level KPIs and the corresponding performance analysis and gained insights.

An elaborate measurement framework that was created by the 5G-MOBIX consortium and adapted for the needs
of this thesis, was used for all the measurement at the GR-TR CBC. This measurement framework defined specific
Test Cases for the evaluation of each Use Case (User Story) under specific scenarios and conditions and included
the Cross-Border Issues (XBI), Considered Solutions (CS) and Traffic Flows (TF) included in each scenario. As
such all measurements could be archived, and test cases addressing similar XBIs or using the same CSs could be
compared.

Such test cases were also defined for the “Zero-touch border-crossing” user story driven by WINGS, which was
the primary use case used for the purpose of this dissertation (as described in section 4.3). Five main test cases
were defined, offering a mix of configurations, XBIs and considered solutions that were validated with each of
them. These test cases focused on collecting measurement for the evaluation of the performance of both the
network and the application, based on the use of different settings/configurations and/or considered solutions. The
overview of these 5 defined test cases, for the “Zero-touch border-crossing” user story, executed at the GR-TR
CBC are shown in Table 13. A detailed list of all the Cross-Oder Issues (XBI) and respective Considered Solutions
(CS) addressed within the 5G-MOBIX project is provided in Appendix 4, while the full list of Traffic Flows for
the Assisted Border Crossing scenario is provided in Appendix 5.
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Table 13: Zero-touch border-crossing user story — Test Cases

. Related X- | Considered
Test Case Scenario Test Case (Group) Purpose border Issues Solutions
Run through all the US scenarios
GR-TR+4.1 All scenarios when the WINGS platform resides XBI 1 cs 1
Internet Based Connection in the Cloud hosted in Athens. XBI 3 -
Cloud based . i - CS 7
(CS. 7 operation Scenarios: Info mismatch (2), XBI 5 cs 17
HR NSA (CS_17) P VRU (3), human smuggling (2), XBI 6 -
cargo smuggling (2)
Run through all the US scenarios
GR-TR-4.2 All scenarios when the WINGS platform resides XBI 1 cs 1
Direct Interconnection in the Cloud hosted in Athens. XBI 3 -
Cloud based . ; - CS 8
(CS_8) operation Scenarios: Info mismatch (2), XBI 5 cs 17
HR NSA (CS_17) P VRU (3), human smuggling (2), XBI 6 -
cargo smuggling (2)
All the US scenarios when the
GR-TR-7.1 . WINGS platform is deployed both XBI 1
Internet Based Connection All scenarios - at the GR and the TR MECs. XBI 3 C5_1
Double Edge . . - CS 7
(CS.7) based oberation Scenarios: Info mismatch (2), XBI 5 cs 17
HR NSA (CS_17) P VRU (3), human smuggling (2), XBI 6 -
cargo smuggling (2)
Run through all the US scenarios
GR-TR-7.2 ' when the WINGS platform is XBI 1
. . All scenarios - |deployed both at the GR and the - CS 1
Direct Interconnection . XBI 3
(CS. 8) Double Edge TR MECs. Scenarios: Info XBI 5 CS 8
HR NSA (CS_17) based operation mlsmat.ch (2), VRU (3), hum‘an XBI 6 CS 17
- smuggling (2), cargo smuggling -
@)
Run through all the US scenarios
when the WINGS platform is
G.R-TR-7'4 . All scenarios - |deployed both at the GR and the XBL_I CS 1
Direct Interconnection . XBI 3
Double Edge TR MECs. Scenarios: Info - CS 8
(€S.8) based operation |mismatch (2), VRU (3), human XBLS CS 16
LBO NSA (CS_16) P 2, > U XBI 6 -
smuggling (2), cargo smuggling
2

In the following subsections the measurements obtained during each of these Text Cases scenarios are presented
along with the respective analysis, and targeted information regarding the specific functionality tested under each
scenario. Different KPIs are calculated, while insights regarding the performance of the various Considered
Solutions (CS) for each of the targeted XBIs are offered.

Based on the analysis of all the measurements and for all test scenarios, aggregated results for the most insightful
scenarios are offered at the end of the section regarding the overall application-level and network-level
performance to be expected under different cross-border conditions. Based on these aggregate results, insightful
conclusions are drawn addressing the key research questions asked in this dissertation regarding the expected
performance ‘during inter-PLMN HOs with different inter-PLMN connectivity configurations, routing protocols
and cloud/edge placement.
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5.2

Performance Evaluation per Test Case scenario

The performed measurements and respective analysis for each of the test cases mentioned in Table 13 are presented
in this section. The main TC parameters are highlighted at the beginning of each subsection, mentioning the key
configuration settings as well as the relevant XBIs, CSs and TFs. The selected User Story (US) addresses four
main XBIs and their respective solutions, which are defined in Table 14. As mentioned before, the definitions of
all XBIs, CSs and FLs considered in the 5G-MOBIX project can be found in Appendix 4 and Appendix 5.

Table 14: Main Cross-Border Issues (XBls) and Considered Solutions (CS) considered for this US

Associated CS

Name

cs 1 S1 handover with S10 interface using an NSA
- network
XBI 1 NSA Roaming interruption CS 2 Release and redirect using an NSA network
cs 3 Release and redirect with S10 interface using an NSA
- network
CS 7 Internet-based Interconnection
XBI 3 Inter-PLMN interconnection CS 8 Direct Interconnection
- latency
CS 9 Satellite connectivity
Multi-modem / multi-SIM connectivity - Passive
CS 4
- Mode
Multi-modem / multi-SIM connectivity-Link
CS 5 .
- Aggregation
CS 6 Release and redirect using an SA network
MEC service discovery and migration using enhanced
CS_ 10 DNS
XBI 5 Session & Service Continuity support
CS 11 Imminent HO detection & Proactive IP change alert
CS 12 Inter-PLMN HO, AF make-before-break, SA
CS 13 Double MQTT client
CS 14 Inter-MEC exchange of data
CS 15 Inter-server exchange of data
CS_16 LBO NSA
CS_17 HR NSA
XBI 6 Data routing
- CS 18 LBO SA
CS 19 HR SA
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5.2.1 TC GR-TR-4.1: [Cloud] Internet Connection (CS_7)/HR NSA (CS_17)

Test Case Parameters

- PLMN Interconnection: Public internet connection = Relevant XBI: XBIl_1, XBI_3, XBI_5, XBI_6

- Data routing: Home Routing - Relevant CS: CS_1, CS_8,CS_16
- Server location : Cloud (remote) - Relevant Traffic Flows : FL1, FL2, FL5

The results presented in this section reflect the measurements performed on June 15" 2022 at the GR-TR borders,
when the WINGS Server located in Athens was used for hosting the application. The results provide an estimation
of the UL Throughput, E2E latency and the mobility interruption time experienced by the “Assisted -zero touch-
Border crossing” application when performing HOs between the Cosmote and Turkcell networks. These tests were
performed using a Cosmote SIM card.

5.2.1.1 User experienced data rate (UL)

These measurements comprise the UL Datarate in Mbps per HTTP request from the OBU to the application server.
For each test run the collected samples were in a range of 1 minute before and after the Handover event. The
recorded values are low due to the small payload of the CAM and DENM messages transmitted by the OBU. As
discussed in earlier sections, the required throughput for this application is relatively low, however it is important
to confirm that the UL throughput requirements are met at all times.

Figure 49 indicates per iteration, the mean value, the maximum-minimum, and the confidence interval (CI 95%)
of the UL user experienced data rate for each Test run. All measurements were collected from the OBU
communication with the Cloud Operation Server. The results show that in the worst-case scenario a value of 118
bps is detected, while the Average value is 19.2 kbps. These values are so small due to the size of the HTTP
Packets used by the OBU.
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Figure 49: UL User Experienced Data Rate (Mbps) — GR-TR-4.1

Despite the fact that this user story requires very low throughputs, network-based measurements were performed
on the site of the test case execution confirming that the throughput delivered by the network is more than
satisfactory, namely:
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e Avg Datarate (DL/UL)=374.7/21.52 Mbps
e Peak Data rate (DL/UL) =904 / 68.1 Mbps

The Cosmote network performance in terms of data rate was not stable due to the fact that there is no Line of Sight
from the Cosmote gNB to the test case location. For the same reason the experienced data Rates were lower than
expected, however more than enough for the execution of the Assisted Border Crossing trials.

Figure 50 depicts the Uplink Data rate measurements 30 seconds before and after the HO events, for each test Run,
collected from the OBU logs. Five HO events can be detected (and a similar number of transitions between the H-
PLMN and the V-PLMN). The effect of the HO on the UL throughput is visible as the throughput momentarily
drops to zero but quickly bounces back (the retransmission protocol ensures the delivery of the packet). The effect
of the LoS transmission on the Turkcell network and the NLoS transmission on the Cosmote network is also
visible, as it results in steadily higher throughputs on the TR side.
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Figure 50: User Experienced data rate per OBU request around the HO events — GR-TR-4.1

5.2.1.2 E2E Latency

The E2E latency is measured from the Lidar requests to the server and vice versa, counting the Round-Trip Time
of such requests. The samples collected are in the range of one minute before and after Handover event, thus
focusing on the time period around the HO event, which represents cell-edge conditions for both networks.

Figure 51 indicates per iteration, the mean, maximum, minimum value and the confidence interval (CI 95%) of
E2E latency for each Test run. The results indicate that in the worst-case scenario a value of 1258 ms was detected
(maximum E2E Latency), while the average latency for all test runs was calculated at 212.6 ms. The E2E latency
is higher than the targeted latency, however this is the basic configuration. This value is already a huge
improvement compared to the latencies experienced without the S10 interface and the optimizations performed
for cross-border communications, which were in the order of a couple of seconds.
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Figure 51: E2E round-trip application latency — GR-TR-4.1

Figure 52 shows the E2E latency per Request-Response from the Lidar (OBU) to the Edge Operation Server. The
changes between the Cosmote and Turkcell networks are indicated by the Mobile Country Code (MCC) which is
plotted with an Orange line. The transition points depict the detection of a HO event, and it can be observed that a
peak of E2E latency is observed at these points.
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Figure 52: E2E round-trip application latency around the HO events — GR-TR-4.1

Moreover, it can be observed that the experienced latency is unstable, since multiple peaks are detected even when
a HO event doesn’t take place. Especially between the 2™ and 5™ HO events, the latencies observed significantly
increased and are much closer to the ones experienced during the HO event. This is probably attributed to
environmental / situational and channel conditions (e.g., additional trucks parked between the test site and the
gNB, creating additional reflections and blocking points).
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Based on the presented measurements it can be deducted that the network seems to be providing relatively unstable
performance in terms of E2E latency. The minimum values observed of around 29 ms Round trip time are
impressive and more than enough for this CAM scenario to be satisfied, however the maximum values observed
(close to 1258 ms) are certainly not satisfactory. The average values (around 212 ms E2E) could support most of
the functions of the majority of CAM applications but would jeopardize the performance of some of the most
critical functionalities of the User Story.

5.2.1.3 Mobility Interruption Time

This KPI is calculated by the time elapsed between the last received message at the server (at application level)
before the HO and the first received message after the HO, hence representing the application-level interruption
time. Figure 53 depicts the mobility interruption time as recorded for nine different test runs under this
configuration. The mean value of the measurements is 710 ms while a minimum of 307 ms and a maximum of
883 ms have also been recorded. Based on these measurements, it can be deduced that mobility interruption time
is also affected by channel variations and environmental condition changes, as it can significantly vary. However,
based on the average value the configuration of this test case cannot support this user story, as the experienced
interruption time is significantly above the target value.
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Figure 53: Mobility interruption time per test-run — GR-TR-4. 1

5.2.1.4 XBI/CS insights for Test case GR-TR-4.1

Individual conclusions can be drawn for each of the addressed XBIs, using the network settings used for this Test
case as well as regarding the effect of the implemented considered solutions.

e XBI 1: The average experienced NSA roaming interruption in this case was around 710 ms, which cannot
be deemed satisfactory for most aspects of this US. Such an interruption time would jeopardize the
performance of the autonomous stopping directive if it occurred right at the moment of the HO, as it would
add an additional 10 meters to the stopping distance of any truck driving at 50 km/h.

e XBI _3: The average experienced inter-PLMN interconnection latency is around 212 ms, depending on the
exact conditions. The experienced round-trip time for communication between the OBU and the server is
enough to adequately perform the less time-critical envisioned functions of the US. It is observed that the
experienced E2E latency is highly variable. The experienced values close to the minimum are more than
enough to satisfy even the most stringent aspects of this US, however it seems very difficult to maintain
the network performance at those levels. The higher experienced values are not at all satisfactory. It seems
that the networks is capable of providing the necessary latencies, however more effort should be dedicated
towards the stabilization of performance even under extreme channel and environmental conditions.
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e XBI S: The service interruption experienced on average during inter-PLMN HO was in the order of 710
ms, which is not close to the targeted values, however some of the functionalities of this US could still be
performed with this interruption. The same analysis applies as for XBI 1.

e XBI 6: The HR data routing leads to higher experienced E2E latencies as the data always needs to be
routed back to the H-PLMN of the user. This is indeed observed by the measurements, as the average E2E
latency observed (~ 212 ms) is deemed relatively high for CAM applications. The Public internet
interconnection used in these tests is also a contributing factor to the increased latency experienced.

5.2.2 TC GR-TR-4.2: [Cloud] Direct Interconnection (CS_8)/HR NSA (CS_17)

Test Case Parameters

- PLMIN Interconnection: Direct interconnection - Relevant XBI: XBI_1, XBI_3, XBI_5, XBI_6
— Data routing: Home Routing - Relevant CS: CS_1, CS_8,CS_17
- Server location : Cloud (remote) -> Relevant Traffic Flows : FL1, FL2, FL5

The results presented in this section reflect the measurements performed on April 12" 2022 at the GR-TR borders,
when the WINGS Server located in Athens was used for hosting the application. The results provide an estimation
of the, E2E latency and the mobility interruption time experienced by the “Assisted -zero touch- Border crossing”
application when performing HOs between the Cosmote and Turkcell networks. These tests were performed using
a Cosmote SIM card.

As the UL Throughput measurements were practically identical with the ones reported for the Test case GR-TR4.1
(section 5.2.1) it was not deemed useful to repeat them again in this sub-section. This section focuses on the E2E
latency and mobility interruption time measurements.

5.2.2.1 E2E Latency

The E2E latency once again represents the RTT of the Lidar packets. The samples collected are in the range of
one minute before and after Handover event, thus focusing on the time period around the HO event, which
represents cell-edge conditions for both networks.

Figure 54 indicates per iteration, the mean value, the maximum-minimum, and the confidence interval (CI 95%)
of the measured E2E latency for each Test run. All measurements gathered from the Lidar’s communication log
with Cloud Operation Server, i.e., WINGS server located in Athens. The results indicate that in the worst-case
scenario a value of 1006.337 ms is detecetd as a maximum E2E Latency, while the average observed value for all
test runs is calculated at ~118 ms. This measurement could support most of the functions of the Assisted border
crossing User Story, as it is very close to the original target KPI of ~ 100 ms RTT. However strictly speaking the
target KPI is not met, under this network configuration and test conditions. The minimum observed values of
around 65-70 ms RTT latency, exceed the targeted latency and are deemed very satisfactory, once again indicating
that the network (and application) are capable of providing the necessary performance, although not constantly, as
performance significantly fluctuates (also indicated by the large confidence interval margins). The encouraging
observation is that the average values observed per test run, are much closer to the minimum latency value
recorded, and much farther away from the maximum, indicating that the large latencies recorded are usually
outliers.

Page 139 190



1000 ¢ 1006.162 ¢1006.235 ¢ 1006.337
900
800
700
600
¢ 558.551
500
400

300

E2E LATENCY IN MS

200

& 1297770731 4 & 1214361193 & 114651991
100 4 107.7419234
! 68503 64.808 72.284 69.588

Test Run 1 Test Run 2 Test Run 3 Test Run 4

®AVG @ MAX MIN LOWER CI1 95% = HIGHER CI 95%

Figure 54: E2E round-trip application latency — GR-TR-4.2

To further investigate the components that make up the recorded RTT latency, per sample measurements were
taken from both the Lidar port (communicating with the server with a frequency of approximately ~50-100 ms),
as well as from the main OBU port, communicating with the server with a frequency of 1 Hz (due to HW limitations
from the GPS sensor). Figure 55 shows the E2E latency per Request-Response from the Lidar and OBU to the
Cloud Operation Server, around the HO events. The HO events can be detected via the change in Mobile Country
Code (MCC) received by the network, and a peak of E2E latency can be detected from the Lidar’s request response.
There is no equivalent peak form the OBU measurements, as the OBU communication frequency of 1 Hz, is too
low matching the peak detected from the Lidar (1 message every 1000 ms).
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Figure 55: E2F round-trip application latency around the HO events — GR-TR-4.2
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It is very interesting to observe that for the most part, the performance remains relatively stable around the average
value of 118 ms, while several outliers/peaks can be detected, which are in all likelihood caused by environmental
and situational conditions (e.g., blocking, reflections, etc.) which could lead to retransmissions. It is also interesting
to note, that the average performance fluctuates depending on which network (MCC) is serving the vehicle, while
even within the same network, the performance may vary significantly between different test runs, i.e., the 1% pass
from the Cosmote GR networks with MCC 202 (samples 1 to 137) and the 2™ pass from the Cosmote GR network
(samples 375 to 647) present very different performance, due to a change in the local environmental conditions.

Overall, the effect of the direct interconnection between the two neighbouring networks can be immediately
observed, as the average E2E latency has dropped from 212 ms for test case GR-TR-4.1 to 118 ms for test case
GR-TR-4.2, which represents an improvement of ~45%.

5.2.2.2 Mobility Interruption Time

Figure 56 depicts the experienced interruption time from the application perspective, calculated as the time interval
elapsed between the timestamp of the last OBU message delivered via H-PLMN and the first OBU message
delivered via the V-PLMN. The Results indicate that in the worst-case Scenario a service interruption time of
893.736 ms was detected, while the average interruption time experienced by the application during HOs was 767
ms. This service interruption time is not satisfactory for the most critical service of custom agents protection via
autonomous stopping (VRU), as it significantly exceed the KPI target.

Based on the sample of these measurements, the mobility interruption time is once again the main bottleneck when
aremote cloud server is used with Home routing configuration, even when a direct interconnection is used between
the two neighbouring networks. It can also be observed that mobility interruption time is not affected by the
network interconnection time, as no significant difference is observed in the performance with test case GR-TR-
4.1.
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Figure 56: Mobility interruption time per test-run — GR-TR-4.2

5.2.2.3 XBI/CS insights for Test case GR-TR-4.2

Individual conclusions can be drawn for each of the addressed XBls, using the network settings used for this Test
case as well as regarding the effect of the implemented considered solutions.
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e XBI 1: The experienced NSA roaming interruption on an application level when using CS_8 and CS_17
(HR, Direct interconnection) is deemed satisfactory only for the hard border environments of this US, but
not at all satisfactory for soft border conditions, where vehicles do not stop. The most critical aspect of
this US, which is the autonomous stopping of the vehicle when detecting a human/customs agent, will
suffer a significant degradation of performance which may translate into an additional stopping distance
of ~10 meters for vehicles moving at a speed of 50 km/h, due to the service interruption time.

e XBI 3: The experienced inter-PLMN interconnection latency is deemed very satisfactory from an
application-level perspective. The experienced RTT for communication between the OBU and the server
is enough to adequately perform all the envisioned functions of the US. The average performance is quite
satisfactory, while peak performance exceeds expectations.

e XBI 5: The service interruption experienced during inter-PLMN HO is not excessive, however the most
stringent requirements of the US (VRU functionality) cannot be safely met. This should not pose a major
issue for hard-border environments; however, it may become an issue for soft-border environments. The
service continuity experienced by the application was satisfactory for all other functions of this US.

e XBI _6: The HR data routing scheme, ends up in relatively low service interruption times (compared to
the LBO routing, as will be seen in the next section) and very acceptable average E2E RTT latencies. As
such this routing scheme is deemed satisfactory and adequate for the early deployment of this and similar
USs at hard-border environments.

5.2.3 TC GR-TR-7.1: [Edge] Internet Connection (CS_7)/HR NSA (CS_17)

Test Case Parameters

- PLMN Interconnection: Public internet connection = — Relevant XBI: XBIl_1, XBI_3, XBI_5, XBI_6

— Data routing: Home Routing - Relevant CS: CS_7,CS_17
-> Server location : Double Edge (GR & TR) - Relevant Traffic Flows : FL1, FL2, FL5

The results presented in this section reflect the measurements performed on June 15", 2022, at the GR-TR borders,
when the WINGS Server hosting the application was located in both the GR and the TR edge servers and an
“application instance HO” was required when the autonomous vehicles changed serving networks (stateful
application). The results provide an estimation of the UL Throughput, E2E latency and the mobility interruption
time experienced by the “Assisted -zero touch- Border crossing” application when performing HOs between the
Cosmote and Turkcell networks. These tests were performed using a Cosmote SIM card.

5.2.3.1 User experienced data rate (UL)

These measurements comprise the UL Datarate in Mbps per HTTP request from the OBU to the application server,
residing at the edge server. For each test run the collected samples were in a range of 1 minute before and after the
Handover event. Once a HO is performed and the vehicle is served from the V-PLMN (instead of the H-PLMN)
there is a change in the edge server as well (and the application instance) and the application instance at the edge
server residing at the V-PLMN is used after the HO.

Figure 57 depicts the recorded UL throughput values based on the OBU packets for eight different test runs. The
recorded values are low due to the small payload of the CAM and DENM messages transmitted by the OBU. As
discussed in earlier sections, the required throughput for this application is relatively low, however it is important
to confirm that the UL throughput requirements are always met. The average value recorded is 23.1 kbps which is
very similar to the average throughput value recorded for the testcase with the use of the cloud server (see Figure
49), while multiple variations are also recorded (wide CI intervals and significant min/max value differentiation)
which shows the variability of the packet size as well (based on sensor measurements transmitted by the OBU).
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Figure 57: UL User Experienced Data Rate (Mbps) — GR-TR-7.1

In order to get a better understanding of the UL throughput experienced during the drive and the inter-PLMN HO,
the continuous throughput values experienced by the CAM user are depicted in Figure 58, including the HO events
(indicated by the red highlights). Similarly to the observations made in section 5.2.1 (for test case GR-TR-4.1),
the difference in the UL throughput experienced in the two networks is a result of the LoS conditions experienced
in the TR networks and the NLoS conditions in the GR networks. The measured throughput presents similar values
and characteristics around the HO points, indicating that throughput (at these levels) is not affected by the
placement of the application server in the cloud or the edge server, and both set-ups can provide satisfactory
throughput for this US, even under bad channel conditions.
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Figure 58: User Experienced data rate per OBU request around the HO events — GR-TR-7.1
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5.2.3.2 E2E Latency

The E2E latency once again represents the RTT measured from the Lidar requests to the server and back. The
samples collected are in the range of one minute before and after Handover event.

Figure 59 indicates per iteration, the mean, maximum, minimum value and the confidence interval (CI 95%) of
E2E latency for each Test run. The mean value of 137 ms round trip time does not meet the initial requirement but
can be considered somewhat satisfactory as it is close to the original target of 100 ms. The overall performance is
significantly improved compared to the cloud based operation (average E2E latency of 212 ms vs 137 ms for edge
—see section 5.2.1) while values as low as 35 ms RTT can be observed, which is approximately 100% improvement
in the min latency observed compared to the cloud server implementation. Once again, the average values per run
are much closer to the minimum values recorded rather than the maximum values, indicating that the maximum
recorded values should be considered outliers.

In order to get a better view of the distribution of the latency along the cross-border route, the per sample
experienced E2E latency was also measured. Figure 60 shows the E2E latency per Request-Response from the
Lidar to the Edge Operation Server. The changes between the Cosmote and Turkcell networks are indicated by the
Mobile Country Code (MCC) which is plotted with an Orange line. The effect of the HO is clearly visible in all
HO instances (resulting in a peak of close to 1000 ms), while some instability can also be observed close to the
moments of the HOs.
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Figure 59: E2E round-trip application latency — GR-TR-7.1

Moreover, a higher delay can be observed when data is transmitting to the TR edge instance (MCC of 286)
compared to the GR edge instance (MCC of 202), which prompts additional analysis. Besides the statistics based
on the samples focused around the HO events (showcased in Figure 60), more extensive statistics based on the
entire sample pool were generated, to create statistical confidence, and to acquire insights regarding the E2E
experienced latency throughout the entire operation of the application/trials. These statistics are provided in Table
15 below.

144 | 190



I E2ELatencylidar e MCC

1000

900

800

— 700

£

— 600

>

(&}

S 500

2

S

|.u400

(g}

300

LR Ll L G I
|l L | fl
o T
0
OO0 ™~NLVINTTMANTdTOOOTON~NOLNTET OO AN TdTOTON~NONTETNMHmAN O
NN WULUMNODODETA NN A NS OO ANSS VOO T MWIMNACAMmWLNSN OO
HANN TN NODNDO A NN OMNIODO A AN MWL ONOOTOANMS WO
™I A A A A A AN AN AN AN AN AN NN AN OO NN NN
Samples

Figure 60: E2E round-trip application latency around the HO events — GR-TR-7.1

Based on the measurements presented in Table 15, the effect of the edge node and the HR data routing can
immediately be seen. The E2E latency is significantly improved when going from the Cloud server to the Edge
server for the GR edge case, when the trials are performed with the Cosmote SIM card (H-PLMN), while when
communicating with the TR edge server, the latency is significantly higher (553 ms on average).

The performance observed with the GR edge server and the GR SIM card is extremely satisfactory as under the
proper conditions it is shown that E2E latencies down to 12 ms can be achieved from the application perspective,
which is much more than the original application requirements. When crossing the borders however,
communication with the TR edge server with a GR SIM card and with a HR network configuration (all data traffic
needs to travel back to the GR PLMN), increases the experienced E2E latency to extremely high levels, unsuitable
for CAM applications.

Table 15: E2E latency measurements — ALL samples (GR & TR Edge)

‘ ALL Samples — GR Edge

# Total Samples Mean Median Std. Deviation
28774 117.6 ms 74.7 ms 133.77 ms
Max value Min value CI 95% 95™ Percentile
1415 ms 12.02 ms Lower = 116.05ms 260.96

Higher = 119.15 ms

| ALL Samples — TR Edge

# Total Samples Mean Median Std. Deviation
5175 553 ms 294.77 ms 133.77 ms
Max value Min value CI 95% 95™ Percentile
Lower= 542.49 ms
1359 ms 26.97 . 1115 ms
Higher=564.732 ms
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5.2.3.3 Mobility Interruption Time

This KPI is once again measured in a similar fashion measuring the elapsed time between the last message received
at the edge server before the HO and the first message after the HO. Figure 61 depicts the recorded values of
mobility interruption time per test run. The average value of all measurements is 867 ms with a minimum of 798
ms and a maximum of 1026 ms.
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Figure 61: Mobility interruption time per test-run — GR-TR-7. 1

Based on these measurements it can be concluded that the using edge servers instead of a cloud server doesn’t play
a significant role in the experienced interruption time, 710 ms when the server is located in a remote cloud (see
section 5.2.1) vs 867 ms when the server is located at the edge (difference of 18%). This is due to the fact that HR
data routing scheme is being used, meaning that even after the change to the V-PLMN, the OBU data are
transmitted back to the H-PLMN edge server, which means that there is no need for an application instance HO to
the V-PLMN edge server (and application instance) and no need for an application state transfer between edge
servers.

5.2.3.4 XBI/CS insights for Test case GR-TR-7.1

Individual conclusions can be drawn for each of the addressed XBls, using the network settings used for this Test
case as well as regarding the effect of the implemented considered solutions.

e XBI _1: The average experienced NSA roaming interruption in this case was around 867 ms. Such an
interruption time would jeopardize the performance of the autonomous stopping directive if it occurred
right at the moment of the HO, as it would add an additional 10 meters to the stopping distance of any
truck driving at 50 km/h. No significant difference is observed when switching from a cloud application
server (Test case GR-TR-4.1 in section 5.2.1) to an edge application server.

o XBI _3: The average experienced inter-PLMN interconnection latency significantly varies when using the
H-PLMN with H-edge server and when using the V-PLMN with the V-edge server, as the HR data routing
scheme will always force the data via the H-PLMN. In this case extremely satisfactory values of E2E
latency are offered from the H-edge server which are significantly improved compared to the cloud
implementation (from 261 ms to 117 ms). Moreover, a more stable performance with less variations is
observed. On the other hand, the E2E latency with the V-PLMN and the V-edge server is extremely high
and completely unacceptable for CAM applications.

e XBI_5: The service interruption experienced on average during inter-PLMN HO was in the order of 867
ms, which is not close to the targeted values. The same analysis applies as for XBI 1. No significant
difference is observed between the cloud and the edge implementations.
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e XBI 6: The HR data routing leads to higher experienced E2E latencies as the data always needs to be
routed back to the H-PLMN of the user. Same conclusions as for XBI 3 apply here as well.

5.2.4 TC GR-TR-7.2: [Edge] Direct Interconnection (CS_8)/HR NSA (CS_17)

Test Case Parameters

- PLMIN Interconnection: Direct interconnection - Relevant XBI: XBI_1, XBI_3, XBI_5, XBI_6

- Data routing: Home Routing - Relevant CS: CS_1, CS_8,CS_17
- Server location : Double Edge (GR & TR) - Relevant Traffic Flows : FL1, FL2, FL5

The results presented in this section reflect the measurements performed on April 13 and May 9 2022 at the GR-
TR borders, when the WINGS Server hosting the application was located in both the GR and the TR edge servers
and an “application instance HO” was required when the autonomous vehicles changed serving networks (stateful
application). The results provide an estimation of the E2E latency and the mobility interruption time experienced
by the “Assisted -zero touch- Border crossing” application when performing HOs between the Cosmote and
Turkcell networks. These tests were performed using a Cosmote SIM card.

As the UL Throughput measurements were practically identical with the ones reported for the Test case GR-TR7.1
(section 5.2.3) it was not deemed useful to repeat them again in this sub-section. This this section focuses on the
E2E latency and mobility interruption time measurements.

5.2.4.1 E2E Latency

The E2E latency once again represents the RTT measured from the Lidar requests to the server and back. The
samples collected are in the range of one minute before and after Handover event.

Figure 62 indicates per iteration, the mean, maximum, minimum value and the confidence interval (CI 95%) of
E2E latency for each Test run, while Figure 63 depicts the experienced latency per sample around the HO events.
The results indicate that the mean sample value is around 160 ms, which is higher than expected. Figure 63 clearly
shows that in the 4™ Test run the E2E latency is close to 236 ms, which is causing the increased mean value,
especially when compared to the latency from the Cloud Operation Server scenario (Testcase GR-TR-4.2). This
also indicates that the network performance is not always steady, as outliers and channel condition may
significantly affect the experienced performance.

Besides the outlier of Test Run 4, it can be observed that all other test runs experience much lower latencies,
usually even below 100 ms, and only around the HO points some samples experience higher latencies. Overall,
the direct interconnections seems to be effective, offering low RTTs but stability remains an issue. To further
investigate the difference effects at play here, additional processing is carried out based on the entire sample pool
(not just around the HO points), and separately for the GR and TR edge servers. These statistics are provided in
Table 16.

Page 147 | 190



Konstantinos V. Trichias — PhD Dissertation, 2025

1200 6 1203.113
1000 & 1006.421 ¢ 1006.18 & 1006.426
%)
= 800
=z
>
O
S 600
'_
<
-
~
N 400
239.5915446
200 233.6791059
® 142.6429437
@ 100.2335348 & 105.5195
4 53.953 ¢ 47.105 4 59.991
0
Test Run1 Test Run 2 Test Run 3 Test Run 4
® AVERAGE  ==f==MAX ¢ MIN LOWER CIl 95% = HIGHER Cl 95%
Figure 62: E2E round-trip application latency — GR-TR-7.2
1000
900
800
700

E2E Latency (ms)
vl
o
o

300 {

el bl
T e——
Fe3Nsxa2

(<20 T o I e B Y 2]
o —

o n -~ mn o
O < O OO N <SSO
NN AN OOOND ST NN nwn

1

1

2

625
651
677
703
729
755
781

I E2ELatencylidar e VICC

Figure 63: E2E round-trip application latency around the HO events — GR-TR-7.2

Page 148 | 190



Table 16: E2E latency measurements — ALL samples (GR & TR Edge for TS GR-TR-7.2)

ALL Samples — GR Edge

# Total Samples Mean Median Std. Deviation
34068 82.62 ms 74.37 ms 42.63 ms
e i Min value CI95% 95™ Percentile

Lower = 82.13 ms
1203 ms 12.22 ms ] 131.74
Higher = 83.12 ms

ALL Samples — TR Edge

# Total Samples Mean Median Std. Deviation
3094 268.69 ms 263.5 ms 46.69 ms
Max value Min value CI 95% 95" Percentile

Lower= 167.04 ms
1006 ms 80.19 335.48 ms
Higher=270.33 ms

When analysing the experienced E2E latency based on the different edge servers (Table 16), the effect of the HR
configuration is once again immediately clear. When using a Cosmote SIM card, the E2E latency using the GR
edge server (H-PLMN) is extremely low and even the most stringent CAM application requirements can be met.
The experienced average E2E latency of 82 ms (roughly ~40 ms one way delay) is an improvement of
approximately 38% compared to deploying the application at the remote cloud section 5.2.2, hence proving the
usefulness of the edge server deployment.

The effect of the V-PLMN HR routing is once again visible, as the experienced E2E latency when using the TR
edge server (V-PLMN) is very high and not acceptable for CAM applications. Even so, some acceptable values
can also be obtained under the proper circumstances, as can be observed by the minimum value of 80 ms.

The positive effect of the direct interconnection is also visible by comparing the results of Testcases GR-TR 7.1
(section 5.2.3) with GR-TR7.2. The average E2E latency for the GR edge server (H-PLMN) has improved by
about 30% (decreased to 82 ms from 117 ms for public internet connection), while the TR edge server
implementation has decreased to 268 ms from 553 ms for public internet connection).

5.2.4.2 Mobility Interruption Time

This KPI is once again measured in a similar fashion measuring the elapsed time between the last message received
at the edge server before the HO and the first message after the HO. Figure 64 depicts the experienced interruption
time from the application perspective. The Results indicate that in the worst case scenario a service interruption of
~910 ms is experienced, while the average service interruption time due to HOs was calculated at ~774 ms.

This performance is very similar to the Testcase of HR/Direct with cloud based operation (GR-TR-4.2 in section
5.2.2) as there is a difference of only 0.9% in average service interruption time. Under these network settings the
service seems to be quite stable, and the service interruption time is tolerable for most functions of the US. In
general, the mobility interruption time does not seem to be affected much by the use of cloud or edge servers
and/or by the use of a public internet or direct interconnection among the networks.
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Figure 64: Mobility interruption time per test-run — GR-TR-7.2

XBI/CS insights for Test case GR-TR-7.2

Individual conclusions can be drawn for each of the addressed XBls, using the network settings used for this Test
case as well as regarding the effect of the implemented considered solutions.

XBI_1: The experienced NSA roaming interruption on an application level when using CS_8 and CS_17
(HR, Direct interconnection) is deemed satisfactory for the hard border environments of this User Story.
The most critical aspect of this US, which is the autonomous stopping of the vehicle when detecting a
human/custom’s agent, will suffer a significant degradation of performance which may translate into an
additional stopping distance of ~10 meters for vehicles moving at a speed of 40 km/h, due to the service
interruption time. However, the experienced interruption time is satisfactory for all other functionalities
of this US. The positioning of the application in a cloud or edge server, doesn’t seem to impact the
experienced service interruption time, as in both cases the experienced time is similar (see testcase GR-
TR-4.2)

XBI 3: The experienced inter-PLMN interconnection latency is deemed very satisfactory from an
application-level perspective when using the H-edge server, especially in non-cell-edge conditions, i.e.,
far away from the HO points. The experienced RT time for communication between the OBU and the edge
server via the H-PLMN is enough to adequately perform all the envisioned functions of the US. The
average performance is quite satisfactory, while peak performance exceeds expectations. The use of edge
servers for the deployment of the CAM application, seems to significantly improve the experienced E2E
RT latency as an improvement of 30% and above can be observed when using edge servers. However, the
experienced latency when using the V-PLMN to communicate with the edge server, remains unacceptable
for CAM applications, as the HR data routing scheme introduces significant latencies which can only
partially be mitigated by the direct interconnection between the PLMNSs.

XBI_5: The service interruption experienced during inter-PLMN HO is not excessive, however the most
stringent requirements of the US (VRU functionality) cannot be safely met. This should not pose a major
issue for hard-border environments, however it may become an issue for open-border environments. The
service continuity experienced by the application was satisfactory for all other functions of this US. Almost
no difference can be observed in service level continuity when utilizing edge application servers instead
of cloud application server.

XBI _6: The HR data routing scheme, ends up in relatively low service interruption times (compared to
the LBO routing — see section 5.2.5) and acceptable E2E RT latencies when the H-PLMN is used. As such
this routing scheme is deemed somewhat satisfactory and may be adequate for the early deployment of
this and similar USs at hard-border environments (without the support of the critical VRU service). The
use of this routing scheme in combination with edge server CAM application deployment, seems to offer
the best combination of service interruption and experienced latency, from the application perspective.
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5.2.5 TC GR-TR-7.4: [Edge] Direct Interconnection (CS_8)/LBO NSA (CS_16)

Test Case Parameters

— PLMIN Interconnection: Direct interconnection - Relevant XBI: XBI_1, XBI_3, XBI_5, XBI_6

- Data routing: Local break-Out - Relevant CS: CS_1, CS_8,CS_16
- Server location : Double Edge (GR & TR) - Relevant Traffic Flows : FL1, FL2, FL5

The results presented in this section reflect the measurements performed on June 274 2022 at the GR-TR borders,
when the WINGS Server hosting the application was located in both the GR and the TR edge servers and an
“application instance HO” was required when the autonomous vehicles changed serving networks (stateful
application). The results provide an estimation of the E2E latency and the mobility interruption time experienced
by the “Assisted -zero touch- Border crossing” application when performing HOs between the Cosmote and
Turkcell networks. These tests were performed using a Cosmote SIM card.

As the UL Throughput measurements were practically identical with the ones reported for the Test case GR-TR7.1
(section 5.2.3) it was not deemed useful to repeat them again in this sub-section. This this section focuses on the
E2E latency and mobility interruption time measurements.

5.2.5.1 E2E Latency

The E2E latency once again represents the RTT measured from the Lidar requests to the server and back. The
samples collected are in the range of one minute before and after Handover event. Figure 65 indicates per iteration,
the mean, maximum, minimum value and the confidence interval (CI 95%) of E2E latency for each Test run. All
measurements gathered from the Lidar in communication with the Edge Operation Server. The mean value of 104
ms round trip time is very satisfactory from the application perspective and right on the target set for this KPI by
this US (50 ms one way latency). The overall performance is greatly improved compared to the cloud-based
operation as values as low as 35 ms RT delay can be observed (100% improvement in the min latency observed
compared to the cloud server implementation in section 5.2.2). Moreover, thanks to the LBO data routing, an
improvement of the E2E latency is also observed compared to the HR network setting (Testcase GR-TR-7.2)
which is around 35% (from an average of 160 ms down to 104 ms).
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Figure 65: E2E round-trip application latency — GR-TR-7.4
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Figure 66: E2E round-trip application latency around the HO events — GR-TR-7.4

Figure 66 shows the E2E latency per Request-Response from the Lidar to the Edge Operation Server. Similarly to
previous graphs the HO events are depicted by the change in the MCC, where a peak of E2E latency from the
Lidar’s request/response can be detected. The effect of the HO is clearly visible in all HO instances, while some
instability can also be observed close to the moments of the HOs. Besides these HOs points, the experienced

latency seems to be quite stable and very close to the target of 100 ms.

Once again, more extensive statistics based on the entire sample pool were generated, to create statistical
confidence, and to acquire insights regarding the E2E experienced latency throughout the entire operation of the

application/trials. These statistics are provided in Table 17.

Table 17: E2E latency measurements — ALL samples (GR & TR Edge for TS GR-TR-7.4)

ALL Samples — GR Edge

Q

McC

Higher=79.12 ms

ALL Samples — TR Edge

# Total Samples Mean Median Std. Deviation
2848 78.45 ms 67.11 ms 42.75 ms
Max value Min value CI 95% 95" Percentile
1050 ms 35.96 ms Lower=77.90 ms 140.75

Higher=132.47 ms

# Total Samples Mean Median Std. Deviation
2522 119.62 ms 109.64 ms 49.98 ms

Max value Min value CI95% 95™ Percentile
1316 ms 69.75 Lower=116.65ms 177.74 ms
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When analysing the experienced E2E latency based on the different edge servers, the effect of the LBO
configuration becomes clear, when comparing these measurements with the measurements using an HR
configuration with Direct interconnection (GR-TR-7.2), i.e. Table 16.

e For the GR edge server the mean E2E latency drops to 78.45 ms with LBO from 82.62 ms with HR (~5%
improvement). Even more impressively the median drops to 67.11 ms with LBO (~10% improvement).
The performance with the HR configuration was already impressive in this case, and thanks to the
improved latency with the LBO configuration it became even better.

e For the TR edge server the mean E2E latency drops to 119.6 ms with LBO from 268.69 ms with HR
(~55% improvement), while the median drops to 109.64 ms with LBO (~58% improvement). This is where
the biggest difference with LBO is observed, i.e., when using a different SIM card to roam to a V-PLMN
and to transmit data to a local (V-PLMN) edge server. The LBO configuration guarantees a direct
connection of the OBU to the V-PLMN edge server, while with the HR configuration the data had to go
through the H-PLMN gateway.

The combination of LBO with edge servers and direct interconnection of the PLMN’s seems to provide the best
performance in terms of E2E latency. However, the large interruption time, as will be addressed in the next sub-
section, is a significant drawback.

5.2.5.2 Mobility Interruption Time

Figure 67 depicts the experienced interruption time from the application perspective. The results indicate that the
impact of the LBO configuration on the experienced service interruption time is significant as the average
experienced interruption time is 4540 ms. This huge interruption time is mostly caused by the triggering of the P-
GW change by the OBU once the RAN HO is completed. A new session has to be established in the V-PLMN,
through the reset of the OBU’s connection management layer. This artefact indicates that such OBU triggered P-
GW change will always lead to significant interruption times.

This performance is much worst compared to the service interruption time experienced with the HR network
configuration (GR-TR-7.2 in section 5.2.4), which was expected and now confirmed via the experimental results.

MOBILITY INTERRUPTION TIME
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Figure 67: Mobility interruption time per test-run — GR-TR-7.4
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5.2.5.3 XBI/CS insights for Test case GR-TR-7.4

Individual conclusions can be drawn for each of the addressed XBIs, using the network settings used for this Test
case as well as regarding the effect of the implemented considered solutions.

e XBI 1: The experienced NSA roaming interruption on an application level when using CS_8 and CS_16
(LBO, Direct interconnection) is by far the worst, due to the necessary change of the P-GW by triggering
a reset in the OBU connection manager. Such significant service interruption does not allow for the
successful CAM service provisioning at cross-border conditions. A network-initiated P-GW change could
significantly reduce the interruption time here, but such a mechanism does not exist in 3GPP Rel.15 NSA
networks.

e XBI _3: The experienced E2E latency when using CS_8 and CS 16 (LBO, Direct interconnection) with
edge servers implementation is the best experienced among all other network configurations. The
performance measured with this network configuration, easily achieves the initial KPI target of ~50 ms
one way latency and in most cases, it exceeds it. Thanks to the LBO data routing, an improvement of the
average E2E latency by approximately 10% is observed for the H-PLMN/H-Edge server compared to the
HR network setting (Testcase GR-TR-7.2), while an improvement of approximately 55% is observed for
the V-PLMN/V-Edge server setup.

e XBI _5: The service interruption experienced during inter-PLMN HO is excessive and does not allow for
the successful implementation of the US. The experienced interruption time of around 4,5 seconds is
mostly caused by the OBU-triggered P-GW change, which requires the reset of the OBU’s connection
manager. At this stage this cannot be considered as a realistic solution.

e XBI 6: The LBO network configuration seems to impose a significant penalty in terms of service
interruption time, while the benefits gained in terms of E2E latency are not that significant to make the
use of LBO an attractive option for deployment over 5G NSA networks.

Based on the analysis of the tested scenarios (HR vs LBO and Public Internet vs Direct interconnection), it is clear
that the LBO/Direct configuration in combination with edge servers, is offering the best E2E latency, far
exceeding the US requirements, however the huge interruption time during the P-GW change, renders this
configuration an unrealistic solution for CAM applications at this stage. The solid performance obtained by the
HR/Direct configuration, both in terms of E2E latency (on average achieving the US requirements) and in terms
of interruption time (not ideal, but good enough), renders it as the most suitable solution for CAM application
support at cross-border conditions with 5G NSA network deployment. Once 5G-SA networks have been widely
deployed and the SSC mode 3 feature is readily available, the configurations should be reconsidered.

5.3 Aggregate CAM Application-level performance assessment

Besides the investigation on a per Testcase basis, it is important to extract aggregate insights regarding the
performance from a CAM user’s perspective under key realistic scenarios. The following sections present the
measured KPIs from the application perspective and provide an analysis of the observed performance under
varying conditions. The KPIs measured on an application level are the E2E latency (mean and per packet) and the
average interruption time during handovers. The results are processed and presented in such a fashion in order to
provide insights with regards to the posed cross-border challenges and the considered solutions.

5.3.1 Inter-PLMN Interconnection & Application Placement

The experienced E2E latency is potentially one of the most critical KPIs for CAM applications, to guarantee safe
operation. For the Extended Sensors use case, one-way latencies of about 50 ms (or ~100 ms E2E Round Trip
Time (RTT)) are usually targeted (as discussed in section 2.3). During the multiple runs of the GR-TR trials the
E2E RTT latencies of all the transmitted and successfully delivered OBU packets (i.e., the time between the
original transmission of a packet from the OBU, it’s reception from the application server, and the reception of the
ACK from the OBU) were collected and used to evaluate the experienced E2E latency. As these were application-
level measurements, no packet loss was observed due the underlying 5G retransmission protocol (HARQ), which

154 | 190



guaranteed retransmission and delivery of initially non-delivered packets. These retransmissions are reflected in
the much larger E2E delay of these packets.

Figure 68 depicts the mean E2E latency, and the corresponding 95% Confidence Interval (CI), based on all
collected samples, for six different trial scenarios at the GR-TR borders, evaluating different inter-PLMN
interconnection schemes and application server placement. The dark blue columns correspond to the Public
interconnection measurements (over GRX/IPX). All measurements depicted in Figure 68 took place under the HR
data roaming scheme, and for each scenario at least 3-4 HOs took place, guaranteeing that the effect of inter-
PLMN HO would be captured by the measurements.
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Figure 68: Mean E2E Latency (HR) — Public vs Direct interconnection for Cloud & Edge application server placement.

Firstly, it can be observed that for five out of six scenarios the 95% CI is extremely close to the mean value,
indicating stable performance i.e., 95% of samples fall within the CI range. For the HR-Edge TR-Direct, a more
unstable performance is detected due to the longer data route and the varying environmental and channel conditions
(the GR-TR borders is a harsh, rapidly varying environment due to multiple passing trucks). By comparing the
measurements between the public interconnection scenarios with the Direct leased line scenarios, it is obvious that
a significant improvement of E2E latency is observed when a direct line is used. The improvement ranges from
about 44% for cloud operation to 30% for the GR Edge case and up to 51.4% for the case of the TR Edge. This
significant reduction in E2E latency was expected as the GRX/IPX public interface is a best effort interface without
any latency guarantees and introduces significant latency in the communication between two PLMNs. The Direct
leased line on the other hand, offers very stable and low-latency performance, which is extremely suitable for
CAM applications, however its real-world applicability is challenging due to the high cost.

The experienced E2E latency when a cloud application server is used is 212 ms and 118 ms, with a public and a
direct interconnection respectively. That shows that a public interconnection is not sufficient to meet the CAM
application requirements, but when using a direct interconnection, the target KPI value of 100 ms is almost met.
Performance further improves when using an edge server, which significantly reduces the path that data traverse
and consequently the E2E latency. For operation in the H-PLMN the performance exceeds the target value as the
mean E2E latency drops to 82 ms.

The worst performance is observed during operation in the V-PLMN (TR side in this scenario), which was
expected as the data travel back to the H-PLMN and from there to the cloud and/or TR edge server. When the data
traverse the GRX/IPX interface and come back to the TR Edge server, the mean latency is recorded at 553 ms
which is unacceptable for CAM applications. When using a direct interconnection, the E2E latency is significantly
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improved (drops to 268 ms), but it is still not good enough for CAM applications. Based on the reported
measurements, when the HR data roaming scheme is used, there is a limitation on the experienced latency at the
V-PLMN side.

5.3.2 Data Routing / Roaming Scheme

To find out the limitations of the HR roaming scheme and to evaluate the improvement the LBO scheme stands to
offer in terms of E2E latency, additional trial scenarios with the LBO scheme were executed. Figure 69 depicts
the mean measured E2E RTT latency of the OBU packets for the HR and LBO schemes, as measured at the GR -
TR borders. The dark blue columns represent the HR measurements and the light blue the LBO measurements. As
the goal was also to investigate the best attainable performance that CAM applications may expect from the 5G
network, the direct interconnection with Edge servers configuration was selected for this comparison.
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Figure 69: Mean E2E Latency — Direct PLMN interconnection and Edge server utilization- HR vs LBO roaming

Based on the results of Figure 69 it can be observed that for the case of operation on the H-PLMN the LBO doesn’t
offer any practical improvement (82 ms for HR vs 79 ms for LBO). This was expected as the H-PLMN data route
is practically the same (from OBU directly to the GR edge server) irrespective of the routing/roaming scheme.
However, a significant improvement can be observed when observing the mean E2E latency of the OBU packets
delivered to the TR Edge server at the V-PLMN. In this case the E2E latency drops to 119 ms for LBO from 268
ms for HR. This impressive reduction of E2E latency is due to the much shorter route followed by the OBU packets
towards the TR Edge server, when LBO is used (see Figure 22).

Based on the analysis of the above measurements, the LBO data roaming scheme has the potential to significantly
reduce the experienced CAM application latency when a vehicle is roaming, while the use of Edge servers also
seems to provide quantifiable benefits. A 5G network configuration with edge servers, LBO routing and a direct
interconnection between the neighboring PLMNSs, can easily meet the CAM application’s E2E latency
requirements. In order to obtain additional insights into the behavior of the CAM application in cross-border
conditions, Figure 70 depicts the raw recorded E2E RTT latency experienced by the successfully delivered packets
of the OBU around (and during) four inter-PLMN HO events for both the HR and the LBO network configurations.
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The red line on both graphs indicates the MCC (secondary y axis) under which the OBU packet was transmitted
and hence the used network (202 for GR PLMN and 286 for TR PLMN). It also highlights the HO points between
the two networks. As expected, it can be observed that during the HOs, the experienced latency of the packet
attempted to be transmitted was significantly increased (around 1 sec) for both HR and LBO cases. This was
caused by the unavailability of service during the HO and the resulting packet retransmissions once service was
obtained by the neighboring network. It can also be observed that very quickly after the HO, the E2E latency
experienced by the packets returned to values close to the mean. More “spikes” are observed in the case of LBO
especially around the HO points, which could indicate a more severe effect of the HO event and in general a larger
deviation of measurements from the mean. Environmental conditions during the trials may also play a role in this
case (difficult to quantify). The effects of the channel condition are in general obvious in these measurements, as
for some HOs performance is very good for the LBO case (values below 100 ms which in general don’t appear as
often in the HR case), while in other cases the experienced latency is more erratic. It is also interesting to note that
the experienced latency during the last HO event with HR is much higher than the mean value, again attributed to

channel and environmental conditions during the measurements, as it affects performance on both networks (under
both MCCs).

5.3.3 Experienced Mobility Interruption Time

Another important KPI, which significantly affects the performance of CAM applications in cross-border
conditions, is the mobility interruption time, i.e., the time interval elapsed between the OBU losing connectivity
with the H-PLMN and obtaining service from the V-PLMN (and vice versa). It has been shown that the LBO
routing scheme helps reduce the experienced E2E latency, however it is also expected to introduce significant
interruption times, due to the fact that the OBU session must be released and re-established with the neighboring
network during the HO. Table 18 provides the average measured mobility interruption time during inter-PLMN
HOs, under various network configurations (aggregated values from all scenarios presented in section 5.2). The
combination of public interconnection with LBO routing was never tested as the other configurations reflect more
realistic network set-ups.

Table 18: Average Mobility Interruption Time

Cloud Server Placement
Home Routed

Mobility Interruption Time

Public (GRX/IPX) Interconnection 710 ms
767 ms
Home Routed = Local Break Out
Public (GRX/IPX) Interconnection 867 ms n/a

774 ms 4542 ms

Direct Interconnection

Direct Interconnection

No major deviations are observed for HR operation. The mobility interruption time does not seem to be affected
much by the use of cloud or edge servers and/or by the type of interconnection among the networks. The obtained
value of 710 ms — 860 ms seems to be the result of the change of the Radio Access Network (RAN), i.e., detaching
from H-PLMN RAN and attaching to V-PLMN RAN, and the session continuity mechanism of 5G which is
straightforward when HR is used (same P-GW). This performance is not good enough for CAM applications,
however its impact may be considered minimal, as session continuity is guaranteed and only a few OBU packets
are affected around the HO event, as shown by Figure 70.

When LBO roaming is used on the other hand, the experienced mobility interruption is much worse, in the order
of multiple seconds. This is the result of the lack of a mechanism from the 5G network’s side (for 3GPP Rel.15
NSA networks) to trigger the P-GW change, i.e., from the Home P-GW to the Visited P-GW. Instead, the P-GW
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change needs to be triggered by the OBU once a RAN HO is detected and completed. A new session has to be
established in the V-PLMN, through the reset of the OBU’s connection management layer. This artefact indicates
that such OBU triggered P-GW change will always lead to significant interruption times, making it unsuitable for
the support of CAM application in cross-border conditions (for 3GPP Rel.15 NSA networks).

The above presented results indicate that gains up to 45% can be expected when using edge application servers
instead of cloud servers, while a 51% reduction in E2E latency can be expected under proper configuration when
a direct line is used instead of a public interconnection. Finally, the use of LBO roaming can improve E2E latency
by up to 55% compared to HR but suffers from extreme service interruption time.

5.4 Aggregate Network level performance assessment

5.4.1 User Experienced throughput during HO (TCP DL/UL)

We begin our analysis by measuring the Packet Data Convergence Protocol (PDCP) throughput delivered by the
two networks along the route of the GR-TR CBC, using Transmission Control Protocol (TCP) traffic, to get an
estimate of the experienced network performance both in the Downlink (DL) as well as the Uplink (UL) direction.
Even though the throughput KPI doesn’t provide particular insights with regards to the artefacts during the HO
between the two networks, it is still very useful in terms of evaluating the channel conditions along the test route
and it also provides significant insights into the effect of roaming on the expected performance when receiving
service from a V-PLMN. Home Routing (HR) is the selected roaming configuration for these tests, which means
that traffic is always routed back to the H-PLMN.

Figure 71 depicts the PDCP DL throughput as recorded by the TEMS Investigation tool during a round-trip test
drive from TR to GR and back. A Turkish SIM card was used for this measurement making the TR network the
Home network and, the GR network the Visited network. The white dotted vertical lines indicate the HO points
between the two networks where the serving network changes.
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Figure 71: DL PDCP Throughput on the GR-TR CBC (TR SIM).

By examining Figure 71 it can be observed that the performance on the TR network (H-PLMN) in terms of DL
throughput is better as it peaks at 831 Mbps with an average of 605 Mbps and a 10th percentile throughput of 163
Mbps. Respectively on the GR network (V-PLMN) the DL throughput peaks at 663 Mbps with an average of 421
Mbps and a 10th percentile of 81 Mbps. This significant difference, which was observed during the entire
measurement campaign, is attributed to two factors, i) the clear LoS and closer proximity of the TR serving gNB
to the test route, which result in much better propagation/channel conditions on the TR side (see achieved RSRP
in Figure 25) and ii) on the better environmental/situational conditions experienced on the route under TR network
coverage (open space with no metal obstacles) compared to the route under GR network coverage (tight road, long
queues of trucks waiting for inspection, metal fence obstructing LoS).
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Another interesting observation is the high variability of experienced throughput along the test route of the GR-
TR CBC, on both sides of the borders, which is a clear indication of the high variability of the channel conditions,
creating an unstable environment. Such conditions are far from ideal for the deployment of CAM services (partially
caused by sparse gNB deployment in rural areas), however the achieved performance should meet the requirements
of most CAM applications in terms of DL throughput.

The UL throughput along the GR-TR CBC also demonstrates a highly variable behavior, as depicted in Figure 72.
In this case, the COSMOTE (GR) SIM card was used for the measurement UEs, making the COSMOTE network
the H-PLMN and the Turkcell network the V-PLMN. The effect of the bad channel conditions experienced on the
GR side are even more visible in this figure, as the throughput is significantly lower on the GR side, even though
the GR network is the H-PLMN. The achieved peak UL throughput on the GR side is 49.5 Mbps while the average
and 10th percentile throughput are 13.7 Mbps and 3 Mbps respectively. The achieved UL performance on the TR
network (V-PLMN) on the other hand reaches a peak UL throughput of 116 Mbps with an average and 10th
percentile throughput of 60 Mbps and 25 Mbps, respectively. The effect of the metal fence close to the GR customs
site is particularly visible on the UL performance, as a plateau of consistently low throughput is observed when
the test UE approaches the metal fence area. Another interesting artefact that can be observed in Figure 72 is the
ping pong effect experienced right after the first HO from the GR to the TR network, as indicated by the orange
vertical lines. As the propagation conditions were bad on both networks at that particular point in the route, the
UE briefly reconnected to the GR network before reconnecting to the TR network permanently.

H-PLMN (GR) V-PLMN (TR) H-PLMN (GR)

Ping pong effect

THROUGHPUT (MBIT/S)

Metal fence effect

Figure 72: UL PDCP Throughput on the GR-TR CBC (GR SIM).

The observed throughput performance (DL and UL) along the GR-TR CBC nicely depicts the challenges that need
to be addressed at rural environments and especially in hard-border conditions, to properly provision CAM
services. Sparse or NLoS coverage and physical obstacles due to customs facilities and high vehicular traffic,
create a highly challenging and unpredictable propagation environment which significantly affects the throughput
delivered by the 5G network.

5.4.2  Service Interruption evaluation.

One of the most critical KPIs to ensure the provision of inter-PLMN CAM services is the service interruption time
experienced by the CAM user (UE), which depicts the time that a UE remains without service during the HO from
one network to another. The service interruption time can be broken down in two components namely, i) the
network interruption time reflecting the time it takes for the UE to detach from one network and attach to the
neighboring network and ii) the application-level interruption time which reflects the time required for the
application instance hosted at the UE to (re)connect with the application server via the new network. The end-to-
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end service interruption time (from the perspective of the CAM user, i.e., application level) was presented in
section 5.3.3 and in [62], however, no insights are offered as to which part of this interruption time was due to the
network processes and which due to the application processes.

During the discussed drive tests, the experienced service interruption was calculated using the network traces from
the MMEs of the two networks. As the GR-TR CBC uses 5G-NSA networks with an LTE anchoring layer on both
sides, the HO interruption time of both the LTE and the NR layers were measured. The HO process is triggered
by the LTE layer and at the same time the NR layer release process also initiates (at the H-PLMN). During this
time no data may be received by the user on either layer (LTE or NR). The LTE HO process is completed first (as
will be shown) and the user starts receiving data on the LTE layer, but the NR layer is still not available. Once the
NR layer addition process is also completed, the user starts receiving data via the NR (5G) layer. Trace outputs
were collected by both the GR and TR MMEs after a TCP DL drive test was performed and were processed
following the signaling flow described in [90]. Based on the signaling flow, the exact time that user data flow
stopped on one network and started on the other after the HO could be identified and the interruption time was
calculated. Table 19 provides some examples of the probing tool’s recordings of network HO events (for Direct
interconnection), along with the exact timestamp of the HO at the LTE and NR layers.

Table 20 depicts the average network interruption times observed after several HOs, under both PLMN
interconnection configurations, namely public internet (GRX/IPX) and the direct leased line. The interruption
times depicted indicate the elapsed time between a user plane HO start and HO completed (on each layer), as
identified by the MME traces. It can be observed that there are no significant differences in the network-based
interruption time when using the GRX/IPX interface to interconnect neighboring PLMNs and when using a direct
fiber line, or between DL and UL performance, as in all cases average values between 52 and 60 ms are observed
for the LTE layer and between 187 and 199 ms for the NR layer. This indicates that control plane signaling which
is necessary for the inter-PLMN HO and attachment of the UE to the new network is not significantly affected by
the inter-PLMN interconnection type.

Table 19: Timestamped Network HO Events (LTE & NR).

Interruption

Date - Time User Plane HO Start User Plane HO End . Direction
Time (ms)
LTE Interruption — Direct Interconnection (DL)
2022-03-29, 12:15:23.681 LTE HoPdcpDIStopTime TRSGR
2022-03-29, 12:15:23.739 LTE HoPdcpDIContinueTime 58
2022-03-29, 12:17:01.029 LTE HoPdcpDIStopTime GRSTR
2022-03-29, 12:17:01.099 LTE HoPdcpDIContinueTime 70
2022-03-29, 12:19:30.462 LTE HoPdcpDIStopTime TRSGR
2022-03-29, 12:19:30.514 LTE HoPdcpDIContinueTime 52
2022-03-29, 12:23:38.818 LTE HoPdcpDIStopTime GRSTR
2022-03-29, 12:23:38.884 LTE HoPdcpDIContinueTime 66
NR Interruption — Direct Interconnection (DL)

2022-03-29, 12:15:23.681 NR User Plane HO Start

TR>GR
2022-03-29, 12:15:23.879 NR User Plane HO End 198
2022-03-29, 12:17:01.029 NR User Plane HO Start

GR>TR
2022-03-29, 12:17:01.211 NR User Plane HO End 182
2022-03-29, 12:19:30.462 NR User Plane HO Start

TR>GR
2022-03-29, 12:19:30.654 NR User Plane HO End 192
2022-03-29, 12:23:38.818 NR User Plane HO Start GRSTR
2022-03-29, 12:23:38.996 NR User Plane HO End 178
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Table 20: Average Network Based Interruption Time During Handovers.

. Public Internet . ,
Interruption Component e Direct Interconnection

. LTE HO Interruption 56 ms 61 ms
Downlink (DL

ownlink (PL) ' \p HO Interruption 199 ms 187 ms

) LTE HO Interruption 52 ms 55 ms

Uplink (UL
plink (UL) NR HO Interruption 191 ms 199 ms

It must be noted that LTE/NR interruption time measurements collected during all the HOs during drive tests,
displayed very small variance and were all very close to the averages reported in Table 20, indicating a very stable
performance for that metric. Even though HR allows for service continuity, the experienced service interruption
during the inter-PLMN HO as measured in the field with 5G NSA networks (on the NR layer), can be considered
satisfactory but not ideal for some stringent CAM services (i.e., services requiring a service interruption below
200 ms).

Based on the results of Table 20 and the end-to-end service interruption reported in section 5.3.3 which was
approximately 770 ms on average, it can be concluded that the largest component of the end-to-end service
interruption is attributed to the application-level interruption time, as the network-based interruption, with
a max of 199 ms, only accounts for ~26% of the total experienced service interruption time by a CAM user.
This is a very useful insight, which points to the fact that the expected advances of 5G SA will not be enough to
reach the targeted performance, if CAM application developers do not simultaneously improve the application
functionality, to take into account inter-PLMN HOs. Parallel improvements on the network side as well as on the
application side are necessary to reach the demanding requirements of CAM applications, and novel techniques
such as e.g., Network Applications, offering application developers direct access to network functions, may be a
promising way forward for the provision of cross-border CAM services.

5.4.3 Network Latency (Round Trip Time)

Potentially one of the most critical metrics for the successful provisioning of CAM services is the experienced
end-to-end latency by the CAM users, i.e., the time it takes for a message to be transmitted from a UE to a CAM
application server and for the response from the CAM server to reach the UE. As most CAM applications are time-
critical due to the high-mobility environment, an end-to-end latency of around 100 ms is considered as a common
requirement for safety-critical applications [54][53]. The user observed end-to-end application-level latency as
experienced in the GR-TR CBC with HR roaming configuration, was reported in section 5.3 and in [62] to be
approximately 212 ms when public internet interconnection is used and ~120 ms when a direct leased line is used,
which is further reduced to ~82 ms, if edge application servers are also used. However, no insights were provided
with regards to the contribution of the 5G network and the application side to this total experienced latency. By
using ping messages in the network during the drive tests the network Round Trip Time (RTT) could be calculated
for both types of inter-PLMN interconnection.

Figure 73 depicts the average ping RTT measured along the GR-TR CBC for both types of interconnections among
the two PLMNs. The measurements include data from drive tests performed on both directions (GR to TR and TR
to GR) and incorporate the delays experienced during several inter-PLMN HOs. The ping interval was set at 100
ms in order to catch potential packet losses. From Figure 73 it can be observed that the baseline RTT for operations
in the H-PLMN is around 20 ms, irrespective of the roaming scheme, as traffic never crosses to the V-PLMN when
the user operates in their home network (i.e., roaming is not used). These values have been confirmed with both
GR and TR SIM cards in their respective home networks. The effect of the selected interconnection scheme though
becomes obvious when the UE crosses to the V-PLMN and roaming is activated. The average value of the
experienced end-to-end latency from a network perspective reaches 94 ms when the baseline public internet
(GRX/IPX interface) interconnection is used. This value is extremely restrictive for CAM applications, as the end-
to-end latency requirement ‘budget’ is already mostly consumed just with the network component and without
adding the application latency on top.
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Figure 73: Average Ping RTT for Public & Direct interconnection.

The use of a direct leased fiber line to interconnect the two neighboring PLMNSs proves to be highly effective, as
the average ping RTT drops to around 32 ms. Such a network latency value is much more suitable for the provision
of CAM services, as it is below the requirements threshold, allowing for additional delay from the application
layer. This outcome was expected as the GRX/IPX interface routes the UE traffic from the V-PLMN back to the
H-PLMN through a third-party network not located in any of the two countries, when HR is used, significantly
increasing the experienced latency. The use of a dedicated direct line between the two networks proves to be an
efficient technical solution, however its global applicability for CAM service provisioning may be arguable due to
the increased cost.

In order to better understand the behaviour of the network and the experienced performance under different
scenarios and network settings, it is important to look beyond the average RTT value. Figure 74 depicts the
Cumulative Distribution Function (CDF) of multiple RTT measurements under different PLMN interconnection
settings and with different SIM cards. As expected, when the UE operates in its home networks (H-PLMN) the
experienced RTT is very good irrespective of the network settings and interconnection scheme, as roaming is not
used (confirmed by the four first H-PLMN scenarios).

R SIM/ H-PLMN
/ H-PLMN

M/ H-PLMN

0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90 96 102108114120 126132138144 150
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Figure 74: Cumulative Distribution Function of RTT for different test scenarios.
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The experienced end-to-end latency in the H-PLMN scenarios is extremely good, as more than 90% of the samples
indicate an RTT of below 25-26 ms. Once again, the better propagation conditions on the TR side are confirmed,
as the measurements with the TR SIM on the TR side (H-PLMN for TR SIM) are significantly better than with
the GR SIM on the GR side. In the GR side, it can be observed that in the scenario Direct/GR SIM/H-PLMN while
80% of the samples experience an RTT below 24 ms, there is a “longer tail” in the CDF as several samples
experience longer latencies (90™ percentile of the CDF is at 56 ms). This is the effect created by the bad propagation
conditions on the GR side (e.g., metal fence reflections, etc.), leading to a more variable performance.

The most interesting insights originate from analyzing the samples when roaming is activated, i.e., the V-PLMN
scenarios (when the TR SIM is using the GR networks or the GR SIM is using the TR network). When the public
interconnection is used between the two PLMNSs the performance significantly deteriorates as it can be observed
by the Public/TR SIM/V-PLMN and Public/GR SIM/V-PLMN scenarios in Figure 74. The CDF indicates that in
both scenarios the vast majority of samples experience an RTT between 80 and 102 ms, which is significantly
worse than the H-PLMN performance. The improvement offered by the Direct interconnection between the
PLMNs is immediately visible by comparing these scenarios with the Direct/TR SIM/V-PLMN and Direct/GR
SIM/V-PLMN scenarios, where the Direct interconnection is used. The experienced RTT immediately falls under
34 ms for the TR SIM and 42 ms for the GR SIM, for 90% of the samples, practically bringing the experienced
performance close to the H-PLMN scenario levels. This is a significant performance improvement showcasing the
potential benefits of the direct inter-PLMN interconnection for cross-border CAM applications.

In order to obtain a deeper understanding of the behavior of the channel along the drive-route of the GR-TR CBC
and the effect it has on the transmitted packets, the experienced latency per sample (ping packet) is provided in
Figure 75 for two drive-tests, one with the Public internet interconnection enabled (a), and one with the direct
interconnection enabled (b).

By comparing Figure 75 a) and b) the difference in latency when roaming, caused by the inter-PLMN
interconnection type, is immediately visible, as almost all sample values of Figure 75 a) when operating in the V-
PLMN are between 90-100 ms, while the respective latency for most samples in V-PLMN (roaming state) when
the direct interconnection is used (Figure 75 b), are around the 30 ms mark.

It is also worth noting that the radio conditions can affect the delivery time of a packet as even under H-PLMN
operation there are scattered packets that experience very long delays (> 100 ms). However, this phenomenon is
relatively rare (outliers) and the latency experienced by most packets can be characterized as stable (small variation
from the average). It is also not surprising that packets around the HO points between the two PLMNs also
experience longer delays (~100 ms), as the channel conditions around the HO points are not optimal, and the
rerouting of traffic from the V-PLMN back to the H-PLMN has an effect on the transmitted packet.

Based on the reported measurements, the end-to-end latency delivered by the 5G NSA networks on the GR-TR
CBC should be sufficient for most CAM applications when a direct interconnection between the networks is
available. Roaming in a neighboring network with a public internet line on the other hand, creates challenges for
CAM services. Even though the recorded latency can be characterized as relatively stable, the ping outliers with
latencies above 100 ms indicate that a few messages may be delayed, even on the H-PLMN, which may be an
issue for safety critical CAM applications.

An important lesson learned from these measurements is that the use of a public GRX/IPX interface is almost
prohibitive when attempting to provision cross-border CAM services. As the cost of a direct fiber line among all
national operators may be discouraging for the operators’ OPEX, alternative solutions should be explored by the
operators (e.g., national roaming in cross-border areas with nominated incumbents per geographic location),
while national and EU authorities should also work towards facilitating a collaborative framework that would
enable efficient cross-border handovers without an extreme cost increase for operators.
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Figure 75: Ping Round-Trip Time (RTT) along the GR-TR CBC for a) GRX/IPX interconnection and b) Direct interconnection
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5.5  Discussion & Insights

The results presented in the previous sections comprise some of the first available field measurements from 5G
cross-border corridors and contributed to an initial analysis of 5G networks performance when provisioning CAM
services in a cross-border environment. The performed analysis focused on three main KPIs, namely throughput
(DL and UL), connectivity interruption time due to inter-PLMN HO and end-to-end network latency in an attempt
to evaluate the capability of 5G NSA networks to meet the requirements of stringent CAM applications, not only
under standard operation in their H-PLMN but also during an inter-PLMN HO and the consequent operation in
roaming mode in the V-PLMN. It is worth noting that multiple optimization rounds took place prior to the
measurement campaigns in order to avoid coverage gaps, minimize the experienced ping-pong effects and
configure the two networks (and used UEs) for optimum performance in high mobility scenarios for cross-border
environments, i.e., minimize the user experienced interruption time via HO parameter optimization.

The recorded throughput across the GR-TR CBC indicates that for the most part the CAM application requirements
can be met, especially in the downlink, as 700-800 Mbps values could be reached, although significant variations
were detected in performance due to the high mobility and varying propagation conditions. This is especially true
in the uplink, were performance especially when roaming on the GR side varied significantly, leading to reduced
throughput. These significant variations in performance are caused for the most part by the quickly varying hard
borders environment of the GR-TR CBC, with intense traffic intervals and surrounding obstacles.

The lesson learned from this analysis is that current sparse gNB placements in rural environments, resulting
in non-Line of Sight conditions and low RSRP values, may hinder or delay the adoption of CAM services
close to cross-border areas. 5G network operators should consider network densification in critical automotive
network points such as border crossings and additional potential measures such as advanced antennae technologies
(eMIMO, Reconfigurable Intelligent Surfaces (RIS), etc.) as well as careful RAN planning and Tx-Rx fine tuning,
which would allow to meet the stringent CAM use case requirements even in cross border scenarios. Additionally,
OEMs and OBU designers should consider optimum OBU design techniques and antennae placement in the
vehicle, to further improve the user experienced performance.

The service interruption is potentially one of the most critical metrics for CAM services, as it indicates the time
interval that a vehicle will remain “isolated” from the world (no communication with other surrounding vehicles
and/or CAM application servers) due to the inter-PLMN HO, which creates serious safety concerns. The network-
oriented interruption, as measured via the MME traces of both neighbouring networks, was found to be
approximately 193 ms (on average), irrespective of the PLMN interconnection method. This value is mostly due
to the signalling time required to detach from one network and to attach to the other and cannot be further decreased
with the existing trial setup, i.e., 5G NSA networks with S10 interface. Since control signalling is not really
affected by the interconnection latency between the two PLMN:ss, it is not surprising that the performance remains
similar under both configurations.

The main lessons learned from this analysis is that Rel.15 5G NSA networks do not seem capable of providing
the necessary performance when it comes to service interruption for cross-border CAM applications, and
alternatives should be considered. Network operators should perhaps consider directly deploying more advanced
releases of 5G (e.g., Rel.16 and beyond) in Stand Alone mode in cross-border areas, as certain advanced features
offered in these releases (e.g., SSC mode 3) may help mitigate the service interruption issue. At the same time,
OEMs should consider significantly investing in ‘fail-safe’ modes for their vehicles, allowing them to temporarily
operate in a ‘reduced autonomy’ mode until service is restored, while CAM application developers should also
work towards minimizing the application’s dependency on connectivity and explore new features that could
further improve the application’s integration with the 5G network (e.g., Network Applications).

Still, the network-induced interruption time only accounts for less than 25% of the total service interruption time
for the HR routing scheme, as the most significant bottleneck is the CAM application induced service interruption
time which is approximately 627 ms on average, leading to a total service interruption time (network + CAM
application) of more than 800 ms. Performance significantly deteriorates when the LBO routing scheme is used,
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as the CAM application induced service interruption grows to more than 4300 ms (network interruption remains
the same), leading to unacceptable levels of interruption for CAM services. Figure 76 depicts the measured service
interruption time for HR and LBO and for different network interconnection settings, breaking them down into
their individual components of network-induced interruption time and application-induced interruption time.

The network end-to-end latency as measured from the RTT of ping packets clearly shows the benefits of a direct
fibre interconnection between the neighbouring networks compared to the industry standard of public GRX/IPX
interfaces. While a network end-to-end latency of approximately 32 ms is achievable when roaming, with the first
option, the second option leads to average latencies around 94 ms. This result comes as no surprise as there are no
Quality of Service (QoS) guarantees on the GRX/IPX interfaces, which were practically designed as a “best effort”
service. The analysis of the latency profile of the packets along the GR-TR CBC also indicates that despite the fact
that for the most part the latency delivered by the 5G NSA networks is sufficient for CAM services, performance
variations caused by propagation conditions may affect the experienced latency of some transmitted packets. As
the use of a direct line to interconnect all neighbouring 5G networks arguably presents significant deployment
challenges, alternative solutions on network and application level should be examined.

Network ® CAM Application

Direct (LBO-Edge)

Direct (HR)

Public (HR)
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Figure 76: Overview of measured Interruption time on network and CAM application levels.

By investigating the whole picture of CAM provisioning services at cross-border conditions, the measured E2E
service latency when the HR routing scheme is selected is significantly larger when the neighbouring networks
are interconnected by a public GRX/IPX line, for both the network and the CAM application side, reaching a total
of 212 ms (the network accounts for 94 ms while the application adds another 118 ms of latency on average). A
significant improvement is observed on both the network and application layer latencies when a direct
interconnection is used as the total E2E latency drops to 118 ms out of which the network only accounts for 32 ms
while the application adds another 86 ms (on average). Finally, it was shown that E2E latencies as low as 99 ms
(on average) are achievable in the field when using the LBO routing scheme with a direct interconnection and the
use of edge servers. This is a very significant timing, as it proves that 3GPP Rel.15 5G NSA networks are capable
of meeting the stringent CAM requirements under very difficult cross-border conditions. Figure 77 provides a very
insightful overview of the measured latencies at network and CAM application levels for the different settings
investigated in this work.
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Figure 77: Overview of measured E2E latencies on network and CAM application levels.

The main lessons learned from the analysis of the latency measurements presented in this thesis, is that the legacy
GRX/IPX interface is not capable of supporting advanced CAM use cases during cross border operations.
Operators should consider using a direct interconnection with neighbouring PLMNSs, but as the use of a direct line
to interconnect all neighbouring 5G networks arguably presents significant deployment challenges and a CAPEX
and OPEX increase, alternative solutions (such as national roaming) should be examined. Moreover, as application
layer latency comprises the majority of the user experienced E2E latency, CAM application developers should
investigate mechanisms to reduce the application layer latency and/or to allow for operations in an “offline”
mode where the application functions in limited capacity without network connectivity for a limited amount of
time. Finally, national and EU authorities should attempt to establish a collaborative framework that would
enable efficient cross-border handovers without an extreme cost increase for operators, investigating different
interconnection options and/or supporting the deployment of additional MM features for selected areas.

The advanced mobility management features of later releases of 5G SA are yet to be deployed in the field and as
such have not yet been tested and validated in terms of real-world performance. Most notably Session and Service
Continuity (SSC) mode 3 [2] promises to further mitigate the effect of inter-PLMN HO on interruption time and
provide improved service continuity experience for CAM users. Moreover, a dedicated interface N32 is specified
for communication between the Security Edge Protection Proxies (SEPP) of the H-PLMN and V-PLMN, in 5G
SA networks [82], which is expected to significantly improve the user experience when roaming. Finally, the N9
interface is also established for 5G SA networks [2], which will facilitate the direct communication among the
UPF of the H-PLMN and the V-PLMN, hence streamlining the roaming process. These features will offer direct
communication between the Network Functions of the neighbouring networks, which will significantly reduce the
service interruption time, which is currently the bottleneck of NSA networks for cross-border CAM service
provisioning.

Most current Rel. 16 SA deployments however do not seem to support these advanced Mobility Management (MM)
features, as operators are reluctant to invest in such “optional” features, since there is no clear business case to
achieve return on investment for supporting cross-border CAM operation. EU and regulatory authorities should
consider incentives and/or the establishment of a clear framework with regards to operators’ obligations on cross-
border MM and CAPEX/OPEX support for 5G cross-border deployments.
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6 Concluding Remarks

6.1 Main Conclusions & Response to Research Questions

The work presented in this dissertation, provides a detailed overview of the landscape, stakeholder views and
European Union (EU) vision regarding the 5G enabled Connected and Automated Mobility, while it also provides
the outcomes of the detailed State of the Art Study performed with regards to the current technical (Mobility
Management / networking) and non-technical challenges for provisioning such services in cross-border
environments. Moreover, a detailed description of the experimental set-up used, including the 5G network
architecture, the autonomous vehicles, the Onboard units, the application design (developed specifically for this
thesis) and the use case parameters, to perform some of the first-ever real-life measurements of 5G enabled
Connected and Automated Mobility (CAM) application in cross-border conditions at the Greek-Turkish borders
(GR-TR CBC) was provided, along with the first acquired field results (application and network level) and the
corresponding analysis and insights.

With regards to the state-of-the-art it was shown that the challenges that arise from attempting to provide enhanced
CAM services at complex, multi-stakeholder environments such as national borders, remain largely unaddressed.
In view of the EU vision for connected transport paths by 2025 and the linked TEN-T initiative of pan-European
transport corridors, the investigation of such cross-border challenges becomes increasingly important.

The work presented in this report, highlights the expected performance requirements for each of the five main
CAM use case categories envisioned by 3GPP, as expressed by key stakeholders such as Mobile Network
Operators (MNOs), network vendors, Original Equipment Manufacturers (OEMs) and automotive authorities.
These Key Performance Indicators (KPIs) have to be met irrespective of the underlying network connectivity and
the potential interruptions or delays that may be introduced by the inherent vehicular mobility, i.e., change of
serving network. This analysis establishes that while non-critical automotive applications (e.g., traffic information,
obstacle notification, etc.) may be able to tolerate the service interruption and larger latency introduced by cross-
border mobility, the more advanced CAM applications envisioned by the involved stakeholders (and 3GPP),
have extremely stringent service requirements which cannot be met with the current Mobility Management
mechanisms.

A detailed analysis of the factors that contribute to the experienced service interruption and/or reduced network
performance when a user crosses national borders and is forced into an inter-Public Land Mobile Network
Handover (inter-PLMN HO) has been performed and its output has provided significant insights into the
challenges that need to be addressed for proper cross-border CAM service provisioning. Service and session
continuity, Multi-Access Edge Computing (MEC) interconnection, inter-PLMN HO and data routing, MNO
alignment, roaming configurations and data and protocol interoperability, have emerged as the key technical
challenges that need to be addressed. A significant insight of this study is that in order to be able to provide
advanced CAM services at the borders, a number of non-technical challenges also have to be addressed, such as
spectrum allocation issues, data security and privacy approach (GDPR issues), regulatory compliance, road
and traffic regulation heterogeneity and more.

The solutions currently envisioned to mitigate or even completely resolve the identified challenges, where also
presented and prioritized. These solutions range from enhanced Mobile Management (MM) mechanisms including
e.g. Session and service Continuity (SSC) mode 3, V2V communication backup (sidelink) and novel interfaces
(N9, N32) to predictive analytics mechanisms, resources pre-allocation and overprovisioning, application level
proprietary solutions and more. The most prominent of these solutions and the ones applying to the considered use
cases of the GR-TR CBC were tested in the field, and a detailed analysis under various experimental conditions
was performed. The work focused on evaluating both the 5G networks performance and the user experience (i.c.,
application-level performance) based on KPIs such as the E2E latency, the mobility interruption time and
throughput and proceeded to analyse the way each part of the chain (i.e., network vs application) affects the
performance experienced by the user.
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The study identified the complexities of maintaining service continuity across borders and offered valuable insights
into optimizing network and application configurations to mitigate these challenges. More specifically, via the
experimental results obtained from the real-life trials and the consequent detailed analysis, this study provides the
first ever insights into the posed research questions in Section 1.3, as presented below.

e Q: What are the main challenges (technical and non-technical) that need to be addressed in order to
provision CAM services in cross-border conditions? Which are the most promising solutions for each of
these challenges?

o A: The research presented in this study was able to identify the major challenges that inter-PLMN
CAM operation currently faces and to categorize them into four main categories, namely
Telecommunication, CAM Application functionality, Security & Privacy and Regulatory
challenges. It was shown that besides the technical aspects that need to be resolved, there are
several non-technical issues that also need to be addressed in order to successfully provision CAM
services in cross-border environments (highlighting the complexity of cross-border
environments). For each of the four categories, the most promising solutions / mitigation measures
were also analysed while a sub-set of them was also tested in the field, measuring the respective
performance under real-life conditions for the first time, and offering some first insights into the
expected performance improvement with some of these solutions. Figure 17 to Figure 20 and
Table 10 offer a comprehensive overview of the identified challenges per category and their
respective solutions.

¢ Q: What do the EU stakeholders consider as key factors & requirements to support CAM applications in
cross-border conditions?

o A: The presented study also takes into account the views of major EU CAM stakeholders, in order
to better understand their expectations and the points requiring more attention. According to the
interviews with stakeholders performed in the context of this study the support for core enhanced
Mobile Broadband (eMBB) functionality and the support for virtualization are the most critical
functional requirements for delivering high quality CAM services in cross border conditions. Both
these features should become available with the deployment of 5G core solutions (i.e. SA
implementations), while mobility support and Ultra Reliable Low Latency Communication
(URLLC) functionality are also considered important as they will allow for further CAM
applications to be supported. In terms of non-functional requirements there does not seem to be a
clear winner, as multiple requirements are deemed critical for the successful provisioning of CAM
services by 5G networks. Scalability, upgradability, physical and cyber-security, commercial
feasibility and reliability are considered key factors that must be present for 5G networks to be
able to support stringent CAM applications in cross-border conditions.

e Q: What are the optimum network configurations for 5G Non-Stand Alone (5G-NSA) enabled CAM
operation in cross-border conditions?

o A: The results indicate that among all the tested scenarios and considered solutions (Public vs
Direct interconnection, Home-Routing (HR) vs Local Break-Out (LBO) roaming and Cloud vs

Edge server placement), the configuration of LBO with Direct interconnection in combination

with edge servers, is offering the best E2E latency, far exceeding the CAM use case requirements.
However, the huge interruption time during the Packet Gateway (P-GW) change, renders this
configuration an unrealistic solution for CAM applications at this stage (see Figure 76 and Figure

77). The solid performance obtained by the HR/Direct interconnection configuration, both in

terms of E2E latency (on average achieving the use case requirements of ~100 ms E2E Round

Trip Time (RTT) latency) and in terms of interruption time (not ideal, but good enough), renders

it as the most suitable solution for CAM application support at cross-border conditions, for the

time being (conclusion only applicable for 3GPP Rel.15 NSA networks). It must be noted though

that the significant cost of the direct network interconnection and the necessary scale of
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deployment it would take to support such connectivity among all national borders and all MNOs,
creates challenges for the wide adoption of this solution.

Q: What are the optimal frequency settings and Time Division Duplexing (TDD) frame structure for
neighbouring cross-border 5G networks?
o A: As TDD operation is the preferred scheme for most 5G network operators, this study presented

an analysis and an approach for neighbouring MNOs to optimize their frequency settings for
maximum CAM performance in cross-border scenarios. According to the findings, detailed
network planning and drive-test measurements in the area between the MNOs is critical to
identify the level of interference and to mitigate it as much as possible. Besides that, significant
guard-bands (according to GSMA), common phase clock reference, similar or compatible TDD
frame structure, use of Carrier Aggregation and URLLC operation friendly patterns (i.c., with
several slots assigned to the Uplink for facilitating Vehicle to Everything (V2X) communication)
further decrease interference between neighbouring MNOs, thus improving the performance at
the cross-border area.

Q: What is the effect of environmental & situational conditions on 5G network performance in hard border
conditions??
o A: The researched performed provided detailed information on the severe effect that

environmental and situational conditions have on the experienced CAM performance. The
multiple trials and test-runs performed under varying conditions indicated that the various
environmental conditions such as the humidity, temperature and precipitation affect the
observed performance as the signal reception from the respective gNBs weakens, and/or
additional reflections and refractions are created. Furthermore, it was shown that the situational
conditions around the cross-border area (i.e., the distance and Line of Sight status of the gNB,
the existence of metal obstacles and the traffic on the road) have an even more significant effect
on the experienced CAM performance, as significant variations were observed in the network
performance, depending on these conditions. These significant insights should be taken into
account when designing the future cross-border corridors as certain redundancy and denser gNB
deployment may be necessary in order to ensure that the CAM application requirements are met
under any type of environmental and situation conditions.

Q: What is the optimum configuration for the On-Board Unit (OBU) and other hardware placed on the
autonomous vehicle?
o A: The study suggests that the optimum OBU configuration should support multi-connectivity to

enhance redundancy and reduce the risk of service interruption during handovers. Additionally,
the integration of V2X communication modules and advanced sensors capable of processing
aperiodic event-driven traffic is crucial for maintaining the reliability of CAM services, while
sub-ms sensor periodicity is necessary to support latency-critical applications such as
Vulnerable Road user (VRU) protection. Finally, it has been demonstrated that optimized
integration of the OBU and its antennae on the vehicle (i.e., antennae should be mounted outside
the vehicle for increased Signal to Interference and Noise Ratio) stands to further improve
performance, especially in the rough condition of cross-border environments.

Q: What are the expected pain-points during cross-border operation for autonomous vehicles and CAM
applications? What design consideration need to be taken into account for CAM application operation in
cross-border conditions?

o A: The results presented in this study, indicate that while autonomous operation of a vehicle will

be able to be maintained for the vast majority of its journey across a cross-border area, a 100%
reliability cannot be guaranteed with 5G NSA networks, either due to volatile environmental and
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situational conditions or due to the expected service interruption when performing an inter-PLMN
HO. As such vehicle manufacturers (OEMs) and CAM application developers should take this
into account and create fail-safes in the operation of autonomous vehicles and applications.
Imminent HO detection, pre-emptive resource allocation and proactive CAM application
state transfer between edge nodes have been proposed as mitigation mechanisms and tested in
this study, showcasing the potential that such mechanisms have in improving the experienced
performance. However, as critical failures cannot be 100% eliminated both the vehicle itself and
the CAM application should be designed to handle such failures in communication when crossing
the borders between countries (e.g., reduce the automation level or deactivate certain
features/functionalities until a successful inter-PLMN HO has occurred).

o Q: What is the effect of key network settings on performance?
o A: The research identifies several key network settings that significantly impact performance:

= Roaming Scheme (HR vs. LBO): HR provides more stable performance with reduced
connection interruption times, whereas LBO offers minimal E2E latencies in ideal
conditions but is prone to large service interruption intervals.

= Inter-PLMN Interconnection (GRX/IPX vs. Direct): Direct interconnection, though costly
and complex to deploy, offers the best performance in terms of latency and reliability
compared to GRX/IPX.

= Application Placement (Cloud vs. Edge): Edge placement of applications is critical for
reducing latency and ensuring faster response times, making it the preferred option for
CAM. Synchronization between neighbouring edge instances also stands to improve the
performance of stateful-CAM applications.

=  Mobile Management Entities (MME) interconnection: For the 5G NSA architecture, the
S10 interface between the two mobile networks operated by the different MNOs is crucial
in order to enable cross-border radio handover in a seamless fashion (as much as realistically
possible).

= Network planning / Radio coverage: Proper network planning and joint radio coverage
studies between the two neighbouring MNOs, are critical to guarantee maximised SINR at
the cross-border area with minimal coverage gaps and overlap regions. The configuration
of gNB placement, antenna tilting, Frequency band and TDD structure, as well as transmit
power are critical for the successful provision of CAM services in cross-border areas.

e Q: What is the impact of handover (HO) on the E2E performance of a CAM user?

o A: The analysis shows that handovers, particularly inter-PLMN HOs, are a significant source of
service interruption and latency spikes. The study highlights that while HR with Direct
interconnection mitigates some of these effects, further improvements are needed to fully meet
the stringent requirements of CAM during inter-PLMN HOs. The results presented indicate that
HOs may cause message retransmission (e.g., due to the HARQ protocol) resulting into latencies
up to (or even more than) 1000 ms for CAM messages, while they may also cause ping-pong
effects, which may further deteriorate performance. Even though the direct interconnection
between the neighbouring networks seems to mitigate some of these issues, the research suggests
that mechanisms such as predictive analytics and pre-emptive resource allocation further assist in
minimizing the impact of HOs on the perceived end user performance.

¢ Q: Can the stringent CAM requirements be met during an inter-PLMN HO? Which CAM applications
could be supported and which not?

o A: According to the analysis presented in this study, the E2E latency experienced by CAM users

in cross-border conditions is not the biggest bottleneck as E2E latencies as low as 82 ms may be

achieved under the proper network and application configuration (HR, Direct interconnection,
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Edge servers), which are sufficient to meet even the most stringent requirements of CAM
applications. However, the service interruption time (user experienced) that occurs during an
inter-PLMN HQO remains the biggest challenge as the lowest value achieved during this extensive
study was in the order of ~700 ms, which is not enough to meet the requirements of critical CAM
applications. These results indicate that 5G-NSA networks will satisfy most of the CAM
applications for most of the time, however critical CAM applications will face issues at the
moment of the inter-PLMN HO. The research indicates that significant improvements in this area
may be expected by the advent of more advanced service and session continuity schemes (e.g.,
SSC mode3) and/or the adoption of 5G-SA networks, where service interruption is expected to be
improved significantly.

e Q: What are the remaining challenges, and can they be expected to be addressed by SG SA networks?

o A: Several remaining challenges are identified, including the need for improved handover
mechanisms, better coordination between MNOs, and more efficient spectrum usage. 5G
Standalone (SA) networks are expected to address some of these challenges by offering enhanced
network slicing and more robust mobility management (e.g., SSC mode3), as well as new
interfaces such as the N32 and the N9 which will facilitate roaming management and direct
communication among the User Plane Function of the Home-PLMN and the Visited-PLMN.
However, the full realization of seamless CAM services across borders will require continued
innovation and collaboration among stakeholders.

Based on the findings of this study, 5G NSA networks seem capable of supporting non-latency-critical CAM
applications while crossing national borders, and the provided performance can be significantly improved through
the careful provisioning and configuration of appropriate network and application mechanisms to cope with the
inherent service interruption when performing an inter-PLMN HO. However, the full provisioning of latency
critical CAM application with 100% reliability cannot be guaranteed by 5G NSA networks. In that sense SG-NSA
deployments should be treated as a “segway” towards the support of CAM by 5G SA networks and even further
by 6G networks.

The transition to 6G networks is poised to revolutionize Connected and Automated Mobility in cross-border
operations, addressing many of the challenges identified in the current 5G (NSA)-enabled systems. 6G is expected
to introduce even lower latencies, on the order of sub-microseconds, which will significantly reduce the disruption
experienced during cross-border transitions. Additionally, the development of intelligent network management
systems powered by Artificial Intelligence (Al) and Machine Learning (ML) will enable predictive and adaptive
resource allocation, further minimizing the impact of handovers and improving service continuity.

Another critical area of research is the integration of advanced sensing and communication technologies, such as
terahertz (THz) communication and quantum sensing, which are anticipated to be key features of 6G. These
technologies will enable much higher data rates and more accurate environmental sensing, supporting the real-
time decision-making required for autonomous vehicles. With 6G, the concept of "network of networks" will also
gain prominence, allowing seamless interoperability across different network types and technologies. This will
enhance the scalability and flexibility of CAM systems, making it easier to support a wide range of use cases, from
high-speed highways to urban environments, across multiple countries. Overall, 6G is not only expected to
improve the technical aspects of CAM but also to facilitate more robust and secure cross-border operations,
bringing us closer to the vision of truly autonomous and connected global mobility.
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6.2

This dis
and Aut
follows.

Overview of Key Contributions of this Dissertation

sertation delivers a cohesive body of work that advances the scientific state of 5G-enabled Connected
omated Mobility (CAM) in cross-border conditions. Its principal contributions can be summarized as

Comprehensive bibliographic and R&I landscape survey: The dissertation begins with an extensive
bibliographic review, covering standards evolution, research publications, and real-world trials that have
shaped the understanding of 5G in the context of mobility. This includes a detailed examination of efforts
under the 5G-PPP, 6G-IA, and 3GPP initiatives, alongside national and EU-level pilot projects. Particular
attention is given to cross-border use cases, where gaps persist in network interoperability and mobility
management. The review synthesizes trends and clusters technological solutions, policy developments,
and stakeholder roles, creating a robust reference point for future research and deployment planning in
5G-enabled CAM.

Stakeholder-driven requirements analysis: A thorough stakeholder-centric requirements engineering
process was undertaken to capture the functional (e.g., low-latency handover, secure authentication,
session continuity) and non-functional (e.g., scalability, maintainability, fault tolerance) demands for 5G-
enabled CAM services operating across national boundaries. Using a MoSCoW prioritization approach,
feedback was solicited from major European mobile network operators (MNOs), automotive OEMs, and
infrastructure vendors. The process resulted in a ranked matrix of 24 critical requirements, further
classified based on cross-border relevance and implementation complexity. These findings directly
informed the architectural and application-layer decisions made in the thesis and serve as a practical guide
for implementers and regulators.

Technology benchmarking for cross-border CAM: A detailed technical comparison was performed
between 5G-Non-Standalone (NSA) and competing or complementary technologies including IEEE
802.11p/bd, 4G LTE-V2X, and 5G Standalone (SA). Each was assessed with respect to its suitability for
cross-border CAM services across metrics such as latency, bandwidth, mobility robustness, deployment
cost, and standard maturity. The evaluation showed that while IEEE 802.11p remains relevant for direct
vehicle-to-vehicle communication, it lacks the range and QoS guarantees needed for advanced cooperative
services. 4G LTE-V2X offers a stepping stone but falls short in mobility and scalability. SG-NSA,
currently the most deployable option, emerges as the baseline for short-term deployments, while 5G-SA
with features like Session and Service Continuity (SSC) and low-latency edge support presents a longer-
term strategic platform.

Taxonomy of inter-PLMN Mobility-Management challenges & solution space: One of the
dissertation’s core technical contributions is the development of a comprehensive taxonomy of challenges
that arise in managing mobility across different Public Land Mobile Networks (PLMNs). These challenges
are grouped into categories spanning telecom architecture (e.g., routing, session anchoring), security (e.g.,
trust establishment, user plane encryption), regulatory policy (e.g., spectrum alignment, jurisdictional
control), and application behaviour (e.g., session disruption, state loss). The taxonomy is paired with a
solution space analysis that includes novel enablers such as distributed mobility anchoring, make-before-
break handovers, and inter-PLMN MEC federation. A decision-support matrix links these challenges and
enablers to performance KPIs like latency, service continuity, and coverage reliability, providing a
practical roadmap for cross-border mobility architecture design.

Design and development of a “zero-touch” border-crossing CAM application: A key innovation
introduced in this work is a 5G-enabled CAM application designed for “zero-touch” operation during
border crossings, incorporating Vulnerable Road User (VRU) awareness functionalities. The application
stack integrates with both cloud and Multi-Access Edge Computing (MEC) environments, with a real-
time interface to the On-Board Unit (OBU). A purpose-built mobility-aware service orchestration module
ensures seamless service migration between network domains. The architecture also supports real-time
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VRU detection via server-side processing of sensor and video data, with dynamic prioritization of alerts
to the vehicle. This application provides a testbed for evaluating handover-aware application behaviour
and its role in maintaining service continuity in highly dynamic mobility scenarios.

Development and Optimization of Application-Level Service Continuity Mechanisms: To address the
inevitable disruptions that occur during inter-PLMN handovers, the dissertation proposes and implements
three application-level mechanisms that work in tandem to preserve CAM service integrity: (1) imminent
handover detection based on signal degradation and PLMN boundary knowledge, (2) proactive
provisioning of new IP session parameters ahead of handover completion, and (3) a backup operation
mode that caches essential application logic and data for short-term autonomous execution during
temporary disconnection. These mechanisms were integrated into the CAM application and tested under
real driving conditions. The optimized implementation demonstrated a >60% reduction in application-
layer service interruption time compared to a baseline approach, offering concrete evidence of their
effectiveness.

First large-scale real-life measurement campaign on a 5G-NSA cross-border corridor: Taking
advantage of the Greece—Turkey cross border corridor constructed for the SG-MOBIX R&I project, the
dissertation delivers one of the globally first comprehensive measurement campaigns in real-life cross-
border conditions and the respective analysis of the enormous data set collected. Over 40 test-runs generate
synchronised OBU, gNB, core-network and server logs, creating a unique dataset based on real 5G
networks.

Multi-layer performance evaluation and KPI prioritisation: The collected data was subjected to an in-
depth comparative analysis focusing on the interplay between network configurations (e.g., local break-
out vs home routing, GRX/IPX vs direct interconnection) and application-level performance. Key metrics
such as end-to-end latency, session interruption time, throughput, and edge response time were analysed
in the context of CAM KPIs. A KPI prioritization framework was applied to identify trade-offs and optimal
configurations. Notably, the results demonstrate that a Local Break-Out model combined with direct
interconnection and edge computing can reliably meet the CAM latency threshold of 100 ms, achieving a
measured average of 99 ms while the Home Routing roaming approach can half interruption times
compared to default roaming setups.

Actionable insights and stakeholder-specific recommendations: Synthesising the above findings, the
dissertation formulates targeted guidance and recommendations for key stakeholders, charting a pragmatic
migration path from 5G-NSA pilots to 5G-SA and, ultimately, 6G-ready corridors. The recommendations
urge MNOs to adopt direct interconnection or national roaming and invest in SSC-mode-3 support;
OEMs/OBU vendors to implement multi-connectivity and HO-aware buffering; Application providers to
exploit MEC and proactive IP hand-over and Policy-makers to incentivise cross-border Mobility
Management features and harmonise spectrum-synchronisation rules.

Collectively, these contributions comprise some of the earliest end-to-end evidence that 5G networks—when
carefully engineered, and under certain conditions—can meet stringent CAM requirements across national borders,
and they lay a solid foundation for the evolution toward fully autonomous, pan-European mobility.
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Appendix 1: GR-TR CBC - Overview of Deployed Components

5G Networks

Operator & | NSA/ Num. Freq. BW TDD Network Back Core infe(:*l;f)n Key HO / roaming
vendor SA gNBs Bands Frames Sync haul attributes nect param.
NSA B7:3050 LTE 2 Gbps Virtualized EN-DC mobility
Greece | 0 SMOTE | op.3 1 N78 : 20Mhz DD 383 GPS (MW+ | Packet Core, | L OPPS SeNB addition
PLMN 1 NR (SCS:11:3:0) . direct
X 636666 Fiber) LTE HO
100Mhz
Nsa 2 priggsg  LTE 1Ghps | Vintualived EN-DC mobili
Turkey | TURKCEL border . 20Mhz TDD 383 p 1 Gbps .. ty
op.3 N78: 11m. GPS MW + Packet Core, . SgNB addition
PLMN 2 L 11In NR (SCS:11:3:0) . direct
X - 646666 Fiber) Fronthaul LTE HO
Eskisehir 100Mhz (cCPRI

5G Features / Technologies / Configurations addressed

(e.g., Home-Routing, Local Break-out, S1 base HO, S10 based HO, Direct line, SA slicing, Uu / PCS5 communication, MEC/Edge based operation, Cloud based
operation, multi-SIM, mmW etc.)
COSMOTE:
5G NSA, based on virtualized EPC Architecture.
Dedicated Network (Core & RAN) for the V2X applications, implemented at the EDGE site.
Node deployed: HSS, CUDB, MME, SGW, PGW, CNOM*, ENM*, EDA¥).
3GPP Interfaces Deployed: SI-MME, S1-C, S1-U, S5/S8, S10, S11, S6a, S6d, Sgi
COSMOTE’s underlying NTP (Stratum -1) infrastructure is re-used to synchronize SG-EPC/RAN for date and time synchronization

TURKCELL:

5G NSA, based on virtualized EPC Architecture (CUPS Architecture).

Dedicated Network (Core & RAN) for the V2X applications.

Node deployed: MME/SGW-C/SGW-U/PGW-C/PGW-U/ CNOM*

Turkcell’s underlying NTP (Stratum -1) infrastructure is re-used to synchronize SG-EPC/RAN for date and time synchronization.

* Ericsson provisioning and operational supporting functions for the 5G NSA nodes

ROAMING:
e HR Roaming with Session Continuity:
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S1 Handover Configuration and Neighboring PLMN(s) definition in RAN. Neighboring Cells for each frequency.

S8 and S10 Interfaces. EPLMN and Neighboring PLMN(s) definition in MME/eNBs.

Configuration of UE and APN restrictions in MMEs.

Static IMSI based PGW selection configuration. IMSI based GW selection in TR network for inbound roamers from GR, will point to GR PGW. Similarly,
IMSI based GW selection in GR network for inbound roamers from TR, will point to TR PGW

o  Options for interconnection: 1) via direct line 2) IPX.

o O O O

e LBO without session continuity:
S1 Handover Configuration and Neighboring PLMN(s) definition in RAN. Neighboring Cells for each frequency.

o EPLMN and Neighboring PLMN(s) definition in MME/eNBs.
o Configuration of UE and APN restrictions in MMEs.
o Static IMSI based PGW selection configuration. Static IMSI based PGW selection configuration. IMSI based GW selection in TR network for inbound

roamers from GR, will point to TR PGW. Similarly, IMSI based GW selection in GR network for inbound roamers from TR, will point to GR PGW
o Options for interconnection: 1) via direct line 2) IPX.

RAN features:
e Control Channel Beamforming
o Proprietary implementation of common channel cell shaping provides additional coverage gain vs. industry common implementation
e  Ericsson Uplink Booster
o High performing Physical Uplink Shared Channel (PUSCH) receiver for NR improving uplink coverage and superior interference suppression in all types of
radio environments
e  Massive MIMO Mid-band
o single-user MIMO (SU-MIMO) is supported in downlink with up to four layers, and in uplink with one layer
e LTE-NR Downlink Aggregation
o The LTE-NR Downlink Aggregation feature enables increased user peak bit rates by simultaneously transmitting downlink data on the LTE and the NR
carriers of the EN-DC split bearer
e LTE-NR Uplink Aggregation
o TE-NR Uplink Aggregation can improve uplink user throughput
e  Physical Layer Mid-Band
o The deployment of NR in mid-band allows to access 3.5GHz spectrum offering low latency services and higher data rates. DDDSUUDDDD (4 downlink + 2
uplink + 4 downlink) — the equivalent of LTR TDD UL/D configuration 2 is used with 6:4:4 SSF. Transform Precoding Disabled (CP-OFDM) is supported
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both in downlink and in uplink. Modulation schemes are supported up to 256 QAM in downlink and up to 64 QAM in uplink. 30 kHz subcarrier spacing is
supported on mid-band.
e Intelligent Connectivity
o EN-DC allows the early introduction of 5G in a Non-Standalone deployment.
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Appendix 2: Vehicle, OBU and Road-side equipment
specifications

Make & | SAE . . . .
Type model | Level Vehicle Sensors Vehicle capabilities / functions

Precise Positioning, Autonomous

Vehicle | N3, Ford, L4 Camera, Radar, Maneuvers, V2X Communication,
1 Truck | F-MAX RTK-GNSS Emergency Stop, Path Following,
Vehicles Platooning Maneuvers, Video Sharing
Cﬁ?g?éigdsar’ Precise Positioning, Autonomous
Vehicle | N3, Ford, . ’ Maneuvers, V2X Communication,
L4 Lidar, CO2 .
2 Truck | F-MAX Emergency Stop, Path Following,
sensor, NFC : . ?
sensor Platooning Maneuvers, Video Sharing

On-Board Units

Developer | Num Sup. 5G Chipset | V2V
- / Vendor | OBUs NumSIMs | OS Mode / Modem module OBU sensors
IMEC Quectel Cohda MKé6c GNSS
OBU ‘ IMEC 2 2 Linx | V2NV2Y O RMs00Q (PC5)
WINGS Quectel GNSS, proximity,
OBU WINGS 1 1 Linux V2N CO2, acceleration,
RMS500Q
NFC
Roadside & Other Infrastructure
MEC / Edge Num. Num. Num. Applications / Message | Supported | Supported Rf)ad
Cloud ITS . . side
nodes . s User Stories type interface / APIs
instances centers sensors
Ix 1. 5G Platooning
\Z{I(ju(c}ls g‘::;sxgzgcl)rsd‘: CAMes, MQTT, celljnI;IeIr)a
2 3 0 o DENM, Uu, PC5 HTTP, ’
Ix Crossing roprietar LiDAR xray
Tubitak 4 Autonomous prop y machine
Cloud truck routing
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Appendix 3: Overview of Extended Sensors for assisted
border-crossing user story

Use Case Extended Sensors
Category
User Story WINGS ICT
Leader
0L @ Fie Ml Cosmote, Turkcell, Ericsson GR, Ericsson TR, ICCS, IMEC

Objective e Border inspection preparation based on predictive CCAM truck routing

e Secure CCAM truck border crossing with increased inspection confidence
e Increased border environment awareness for incoming drivers

e Increased border personnel safety

e Autonomous truck
e Border control agents

e Additional devices (sensors, cameras, drones, wearables)

VLGB » Autonomous truck equipped with a multitude of sensors driving towards a border
crossing
e Border control agents equipped with smart phones / tablets / wearables
e 5G network infrastructure with edge / MEC capabilities available at both sides of
the border
e Additional infrastructure at the site capable of communicating to the edge / MEC

User Story flow 1. As the truck approaches the border, the truck itself and potentially its cargo
(sensors in the cargo hold) start transmitting relevant information towards the
border authorities (mMTC). This could take place with a number of different
technologies such as GPRS, NB-IoT, 5G-NR slice, etc.

2. Based on the transmitted information and on information gathered by
surrounding environmental sensors, the cloud-based intelligence can predict
the trucks route towards the border, hence initiating the inspection
preparations (e.g. download relevant applications from the cloud to the edge /
MEC to minimize functional interaction with the network, request
information from authorities, setup additional slices, if necessary, etc.). The
goal is to identify the truck, the kind/type of cargo, the size of the cargo, etc.
(5-10 km before the border crossing).

3. The information transmitted by the truck can potentially be exchanged over
5G networks with the neighbouring country’s authorities and request all
relevant information for this truck, driver, cargo etc. For instance, if the truck
is registered in the neighbouring country, information such as the driver’s

identity and license, his/her track-record, the truck’s travel history and cargo
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inventory can be transferred to the border authorities to facilitate verification
& control.

4. Fusion of available information such as traffic on the road, traffic light status,
feeds from street cameras, border control traffic, type of cargo and risk level
to determine the trajectory / speed of the truck towards the border (e.g.
assigned to specific control lane or crossing based on the type of material
transported, or based on risk assessment, etc.) and to enable an increased
cooperative environmental awareness.

(2-5 km before the border crossing).

5. Deployment of extra remote inspection methods in order to acquire
additional information about the approaching truck and to verify the received
information (eMBB). This could be the deployment of drones, the feed from
mounted cameras, thermal or x-ray imaging, weight analysis of the truck, etc.
(0-2 km before the border crossing).

i. The feed from the cameras / drones can optionally be transmitted over
5G networks to the neighbouring country authorities to prepare them
for the arrival of the truck and for cross-checking purposes.

6. Based on data fusion originating from the truck, environmental sensors and
cameras and wearables / smart phones that the customs agents are equipped
with, the integrated assisted driving platform hosted at the edge server
provides live updates of the maps to the navigation software of the truck,
depicting the live location of the other road users and potentially additional
information.

i. Increased cooperative environmental awareness is achieved for the
truck, identifying all road users and border ground personnel (even in
blind spots)

ii. Increased safety for the ground personnel in case of a predicted
accident with an incoming truck. The Predictive analytics platform
may issue a warning or order to the truck’s OBU to brake or slow
down (trajectory alignment is also possible) as well as warn the
ground personnel about the imminent danger.

7. Final data fusion including all acquired information to perform predictive
analytics and risk level assessment of the specific truck and to classify it
according to the level of verification that was possible.

i. Ifall data checks out, then the truck will be potentially capable of
going through the border without human intervention (“zero touch”
scenario).

1. If there are uncertainties, then different levels of risk assessment or
doubt will trigger differentiated treatment by the border officers,
according to the predicted level of risk.

8. Human intervention at the actual border crossing will depend on whether the
gathered information was verified and on the assessment of the risk level for
each truck.
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Post conditions

A truck that has successfully passed all remote inspection methods crosses the
border without human intervention

e Border inspection is categorized and prioritized based on risk assessment

e Border inspections become more efficient and less time consuming

e Border ground personnel is protected from potential accidents

e Increased cooperative awareness of the surrounding, making more advanced CCAM
scenarios possible.
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Appendix 4: Table of Cross-Border Issues (XBIs) &
Considered Solutions (CS)

Associated CS

Name
XBl_o Baseline CS o Feature OFF
S 1 S1 handover with S1o interface using an NSA
- network
XBI_1 NSA Roaming interruption CS_2 Release and redirect using an NSA network
s Release and redirect with S1o interface using an NSA
-3 network
XBI_2 SA Roaming interruption CS_6 Release and redirect using an SA network
Inter-PLMN interconnection CS_7 Internet-based Interconnection
XBI_3
latency CS_8 Direct Interconnection
Multi-modem / multi-SIM connectivity - Passive
CS_4 q
XBI_g Low coverage Areas Mode
CS_9 Satellite connectivity
Multi-modem / multi-SIM connectivity - Passive
CS_4
Mode
s Multi-modem / multi-SIM connectivity-Link
-5 Aggregation
CS_6 Release and redirect using an SA network
S 10 MEC service discovery and migration using enhanced
XBI_5 Session & Service Continuity B DNS support
CS_11 | Imminent HO detection & Proactive IP change alert
CS_12 Inter-PLMN HO, AF make-before-break, SA
CS_13 Double MQTT client
CS_14 Inter-MEC exchange of data
CS_15 Inter-server exchange of data
CS_16 LBO NSA
CS_a7 HR NSA
XBI_6 Data routing
CS_18 LBO SA
CS_19 HR SA
XBI_7 Insufficient Agcuracy of GPS CS. 20 Compressed sensing positioning
Positioning
XBI_8 Dynamic QoS Continuity CS_21 Adaptive Video Streaming
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CS_22 Predictive QoS

CS_26 Network slicing

CS_23 Uu geobroadcast
XBl_g Geo-Constrained Information CS_2 PCs geobroacast

- Dissemination -

CS_25 mmWave 5G
XBI_10 mmWave applicability CS_25 mmWave 5G
XBl_11 Network slicing applicability CS_26 Network slicing
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Appendix S: Table of Traffic Flows (FL)

FLI Measurements received from the vehicles ECU (speed, revs, UL
measurements etc.), transmitted with a frequency of 2Hz (every 0.5 sec).
OBU
sensort Measurements from the vehicle sensors attached to the OBU
measurements
FL2 (CO2 readings, GPS coordinates, NFC IDs of cargo, UL
(non-delay _ . .
. acceleration), transmitted with a frequency of 1Hz.
sensitive)
OBU
sensor Measurements from the Lidar sensor attached to the OBU,
FL3 measurements . i UL
. transmitted with a frequency of 100 Hz (every 10 msec).
(Delay sensitive)
FL4 Still-frame camera | Pictures taken by a HD camera used to identify the license plate UL
(RSI) of the incoming vehicles.
UE/ bl
weam. ¢ GPS coordinates measured either by a UE or a wearable of the
FL5 GPS coordinates ) ) UL
customs agent, transmitted with a frequency of 1Hz
(RSD
FLé Vehicle registered | Vehicle documentation and / or manifest transmitted from a UL
info server / database to the WINGS application
. . Instructions & warnings (string) towards the OBU and/or driver
gy | AT | o o i iata o o o Ad-h DL
7 Vv r rse. Ad-
‘0 OBU/ GUI o'zniv uct the vehicle to stop or change course. oc
transmission.
Multiple strings of information including readings of the ECU
FLS8 Driver GUI and other sensors, figures (maps) and live messages, transmitted | DL
with a frequency of 1Hz
Multiple strings of information including readings of the ECU
FL9 Customs GUI a'nd other sensors, ﬁgt.tres (m'aps & license plate pictures? and DI
live messages, transmitted with a frequency of 1Hz (multiple
GUIs on both PLMNs may be supported)
FL10 Road side Instructions transmitted towards the smart traffic light and the DI
infrastructure smart border-bar. Ad-hoc transmission.
Transmission of license plate picture to an external SW (UL) for
FLI11 License plate SW text recognition & reception of response (DL) (string). Ad-hoc DL/UL
transmission.
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