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ITepiindm

H nopoloa Simhwpotinn epyascta topouctdlel Tn oyedlaor xat Ty VAoToNeT eVog EVIoYUTH
yonhol YoplBou mou Aettoupyel otn Lovn cuyvothtwy 7 — 8.4GHz, ye otéy0 epapuoyéc
aolppotng emxotvwviog dng xou 6ng yewds (5G xar 6G). O evioyuthc oyedldotnxe yenot-
ponowyvtoac to PDK tne teyvoroyiac 22nm CMOS FD-SOI 1 GlobalFoundries, 1 omoia
umooyETL UYNAY amdBoom Ue UELWUEV xaTavdAwaT toyoc. H diadixacio oyedlaong nepihdy-
Bove tn oyedlaon ot eninedo oynuatixoy, T @uotx oyedioon tne ddtadne (layout) xou tnv
enalfidevon tne opdic Aettovpyiog Ye TpocopoldoEC HETE TN puoxt| oyediaor (post-layout
simulations). I8wdtepn éupacn 860nxe oty oxpPr poviehonoinon TadnTixdy otolyelwy xou
TOEACLTIXOY povopévwy. Ta mapdderyya, poviehomoiinxay tnvia, yetacynuotioteg, bond-
wires xou pads, p€ow nAexteopoyVNTIXWY Teocopoloewy. H por| tng oyedlaong napovoidle-
Ton xou cLVOBEVETAL amd YewEenTxd UTOLoEO, ATOTEAEGUATO TEOCOUOLWGEWY oL GYOAL VLo
TNV amodooT, UE GTOYO TO XELUEVO aUTO VO ATOTEAECEL VAL TEUXTIXO EYYELRIO0 YLl YEA-
AOVTIXOUC QOLTNTEC OV OOYOAOUVTOL UE TOV OYESLIOUO EVIOYUTWY Yauniol VoplBou ce
teyvohoylec CMOS. H epyasia ypdptnxe ota Ayyhxd pe otdyo va unopel vo o&tonotniet
a6 YeyohUtepo xowd. Extetouévn nepiindr tne oto ENAnvixd mopotideton otn cuvéyeta.

Aé&eic xhewdid: Evioyutric Xounlol Oopiffou (LNA), Eyedlaon Oloxhnpwuévev
Kuxhwudtwv Padocuyvotitwy, Aclpuatee Emxowvnviee 5G, Aobpupateg Emxowvwviee 6G,
Ohoxhnpouéva Kuxhduoata CMOS, Evioyutéc Tdnhodv Xuyvotitey, Luvteheothc ©opifou,
Hiextpopayvnuxy Ilpocouolwon, Movtelonoinon Iadntixdv Xtoiyelonv






Abstract

This thesis presents the design and implementation of a low noise amplifier operating
in the 7 — 8.4GHz frequency band, targeting 5G and 6G wireless communication appli-
cations. The low noise amplifier was designed using the PDK of GlobalFoundries 22nm
CMOS FD-SOI process, which promises high performance with reduced power consump-
tion. The design process included schematic level development, layout implementation,
and post-layout verification. Particular emphasis was placed on the accurate modeling of
passive components and parasitics. For example, inductors, transformers, bondwires, and
pads, were modeled using electromagnetic simulations. The design flow is documented, ac-
companied by theoretical foundations, simulation results and comments on performance,
with the aim of providing future students with a practical reference guide for LNA design
in CMOS technologies. This thesis was written in English in order to be useful to a wider
audience. A comprehensive summary in Greek follows.

Keywords: Low Noise Amplifier (LNA), RF IC Design, 5G Wireless Communica-
tions, 6G Wireless Communications, CMOS Integrated Circuits, High-Frequency Ampli-
fiers, Noise Figure, Electromagnetic Simulation, Passive Component Modeling






Euyapiotiec

Me v nopoloa gpyacia OAOXANEWMVOVTOL Ol TEVTAETELS OTOUdES Hou 6T oyohr) Hhex-
TeOAOY WV Minyavixay xou Mnyoavixodv Troloyiotedv tou Edvixod Metoofiou Iohuteyveiou.
Or omoudég auTéc amotehoVV EEUEETIXG ONUAVTIXG XEQPAAAO TNE LWAC LOU AOY R TWV YVWOCEWY,
TWV EUTELPLOV XU TWV LXAVOTATOY TOU ATEXTNOA, XAVME XL TV EUXALELMY VLo TO UEAAOV TOU
pou mpodcpepay. Ilpotol cuveylow Ty oxadNUoixT Lou Topeia Gory UTOPNRPLOC BLBEXTOPAS OTIG
Hvwpéveg Hohteleg tne Apepinc, Yo Hdeha va euyaplo thow Yepud 6Aoug 660U GUVEBahoy
TNV OXAOMUAXY) XL EGEUVNTIXY| OV TORELX €W TOEA.

Apyixd, euyopiote dhoug toug Biddoxovtee TN Lyoinc Hhextpohdywyv Mnyovixwdy xou
Mnyovixcyv TTohoYLoT®V TwV 0Tolev godAuate Topoxolotinoa yia Tn UETEB00T) TOADTHIWY
YVOOENY Xou Yia T Slapxr| oTHEEN %xaTtd Tn Bidpxelo Twy omouddy pou. Idwitepes evyopiotieg
ogeihw otov emPBAEnovTa xadnyntr wou, Tov xUpto Ianavdvo, yio Ty xododhynor| Tou xou Tig
GUUPBOUAES TOU UE TIC OTOLEG YOU UETEDWOE TUNUN Omd T1) UEYSAN eUmeLplar Tou ot Brounyovia,
OAAG XU GTOV oxadNUoixd Touéa. Edyouon 1 epyduevn cuvtaglodotnon Tou va elvon evydpeloTn,
oA xou vor cuveyloel va elvan Topny duvauixd oto Epyactiplo Hiextpovinrc, epdoov xon o
(Blog to Véhel, xadg 1 anovoio Tou Va eivon clyovpa YeYdhn amdAeLa.

[Sadtepeg evyapiotice ogelhw xou otor Gk BUO PEAT TNG TEWEAOUE ETULTEOTHC YOV, 1
omola xodohou Tuyata 6ev emAEyUnxe. Euyaplotd oAl Tov xOeto Havaydnovio yio Tig ouyu-
BOUAEC xalL TN YVOOT TOL HOL TROCEPERE XOTA TN Oitdpxela TwV cLlNTAoEWY Pag elte oyeTXd
ME TN OITAGUOTIXY LoV, HE Lo AUNTA TOU BLOAOXEL o TapaxohoLUNCa, 1) UE EPELYNTIXG XaL
Brounyovixd Véparto. Edyopan va €yet xahy) cuvéyelo otn véa Tou xaptépa oto Edvind Met-
o6po Hohuteyvelo xou eAnilew vo pou dodel 1 euxouplior vo cuvepyaoTolue Eavd 6To YERNOV.

Puowd de Vo pmopoloa v Uny vy aelo THow Yepud Tov xVpLo Lo0vTeT Tou, 6TKS oy ohALEL
oLy VA xat o (Blog, Tapoxohoinoo uovo éva udinud Tou yia Eva eEGUNVO, dAAS ExouuE Xdvel
apétenteg oulnthoelg pall xatd TN didpxela TV eounivwy Tou axolovinoay. Ou cuuBouléc
Tou xai 1) xadodHYNoY| TOU OE TEOOWTIXO ETUTEDO GUVTEAECAUY CNUAVTIXE OTO OTL XATAPERA
va e€aopahion petantuytaxés onovdés oTic Hvouévee Ilohtelec. Enlong, tov euyopiotd mou
AVEYTNXE TOL BLOEXT] TORATOVE LOU XTA TNV TERLOBO TWV UTACEWY Yiot VECELS BLBUXTOPIXOU,
%0 %o TOU UOU OVEDELEE EUTEAXTA TT) ONUACIN TWV XOWVWVIXDY XU TWV OLOXNTIXWY Oe&-
LOTATWY otov Topéa pac. Edyoua xou o exeivov xohn cuvéyeta xou vo eoxohoudel vor €yel
NV 6pedn var YiVETOL UEVTORUS TWV QOLTNTAY, OLOTL TO YpeeldlovTol.

Euyopiote enlong to péhn tou topéa Hiextpopoyvntiney Egopuoydv Hiextpoontixrg
xot Hiextpovindhyv TAx®v, 010TL GUVERYACTAXOUE OTEVE Xl PE XoJOBYNoUY TOANES (PORES
XAt TN OLdExEl TV oToLdWY pou. IlapdTi Bev exndvnoa TN BIMAWUTIXY HOU OE EXElvVOV
TOV TOUEN Ol YVOOEIC TOU You PETESwoaY etvar VeUEAOOELS ot EQapuolovTaL XaTd X6pOV GTO
avTixelyevo Ye to omolo ev Téhel eméheda va aoyolnie. O Ap. T'enydeloc Zolpog mpoo-
pépUnUe VoL UE ELOAYSYEL OTNY ETUC TNUOVIXT| EQEUVOL Yol XaTaANEopE Vo Bnpoctevoouue pall
0Lo epyaoieg oL omoleg alyoupa cuVEBUAAY xooPLETIXG GTNY ATOBOYT| LOU YLl DLOUXTOPIXES
OTIOLBES X0 TOV EUYUELO T VeQUAL.



Euyopioto eniong Yepud toug unodhgloug d1ddxtopeg xou utdlotno U€EAT Tou Epyao trplou
Hiextpovixhc yiot Ty emoTnuovixy UToo e, TL¢ TOAITIIES GUUBOUAES, XaL TNV Xodnuepvy
cuvepyaoia, mou cLVEBahay ouclacTIXd oTNY eZEMEN NG OimAwpatixhc pou. Idwaitepa gu-
XoELoTe ToV uodhpo dddxTopa Bactheto Moavoupd yio Tic ouUBouAég Tou xou TNV TOAOTYN
Bordeld Tou xadwg pdouva T oy BT XUNAOUATLY xou To epyaheio. EAnile va mpoywerioet
XA 1) ONOUAT PO TNG DL TOPXNC TOU BlaTEIBHAC Xou EVYOMAL XAAY) oY1) OTNV XAPLEEA TOU.
Enlong, Wialtepeg euyoptotieg TEEmeL va ex@pdon oTov cuvddeipo Anurtelo I'ewpyaxdmovho
TOU You e€0OVOUNCE TOADTILO YEOVO TROGEPEOVTAS LoU ToV xXwdixo ot YAwooo SKILL nou
elye avantOZel yior T OnuLovpYiot OAOXANEOUEVKDY UETATY NUATIO TEOV.

Euyopioto enlong toug cUUOLTNTESC HoU, TOGO Yid TNV oXAdONUoix T cLVUTOEET OGO %ot
yioe T prhlor xou Ty ahknhobnocthplEn Ao autd Ta yedvia. Idladitepeg evyaptotieg ameudive
oToV QiAo xon cuVAdE Ao Adavdoio AdcoUA Yl TNV TEOCEXTIXY| OVEYVWOT TOU XEWEVOU
xaL TNV emoruoven Aadoy, xow Tou edyoud Vo GUVEYLOEL EUYEOLOTA XAl ETOXOBOUNTIXS TG
oTOLOEC OTN OO Woc. TENOC, EUYVWHUOVE® TNV OXOYEVELY HOU XAt TOUC QIAOUG OU Yo T1|
ouveyn oTAELEN XaL TNV UTOUOVY) Toug xo) OAN TN BIAEXELXL TWY GTIOUBKY UoU.

I'xpwunoyidvvng [émpylog
ToVvioc 2025
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Kegdhawo 1

Extetapevn nepiindn ota
EAANVIxd

1.1 Ewoayowyn

Ou tnemixovmvieg amoteholy Yepéhio AMdo tng olyypovne xovmviog, ETTEENOVTAS TNV
AVTOANOLY 1) TANPOPORLOY O UEYAAES ATOCTACELS Ywpelc TNV avdyxn guotxrg enagprc. H e€éhin
TWV TEYVOAOYLOV PETABOONG €YEL OBNYNOEL MO TA TEMTA AVOAOYIXE CHUUTA OE GUYYPOVA
YNnpLoxd GUCTAUATA, UE TN YEHON NAEXTEOUAY VITIXDY XUUATWY Yio UETADOOT TNS TANeopopiag
va modlet xodoplotind poho.

H ouveyric adénon twv anauthoeny yior UPNAES TayiTNTES UETABOONC BEGOUEVLY %ol 1) O-
VA« yior 0ELOTO T ACVpUOTY ETUIXOVWVIN 08y Noay oTNY avdmTulr TV BixTOWY TEUTTNS Xou
éxtne yewde (5G/6G). H teyvohoyio tov Sixtimy autdv Aettovpyel oe uPnhéc ouyvotnteg
OTWe 1 oot TEoTeEWouEYY Lwvn 7.125 — 8.4 GHz, 1 ontola Yewpeitow oA unocydueVN
yior TNV LAOTOINOT EQaPUOYGY BixTOWY éxtne Yewde. H Aettoupyia oe 1600 uPniéc ouyvotn-
TEC CUVETAYETAL ONUAVTIXES TROXANOELS, OTKG AUENUEVES ATWOAEIES BIABOCNC XL TEPLOPLOUEVT
eUPEREL, YEYOVOC TIOU AMAUTEL TUXVOTERT, OIXTUMWOT X BEATIOTOTIOUNUEVO GYEBIAOUO CUTTN-
HATOV.

Ye xdle aovppato 8éxtn Peioxetor To xOxhwuo Tou evioyuth younhol YoplBouc (Low
Noise Amplifier - LNA), 1o onolo evioylet ta adOvapa ohpota o AopBdvovtor and tny
xepaia, TpocUEéTovTag Tov ENdytoTo duvato VopuPo. H enldoor tou evioyuti| youniol Yopiou
¢ tpog tov YopuPo ennpedlel xadoploTind tov cuvteheoTy| YopBou Tou BEXTY, xohoTOVTAC
TOV OYEBLAGUO TOL XploLo.

Down conversion Down conversion

&2

IF

&2
|

LOQ

Lyfuo 1.1: Tumue oduotda dexTn
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KE®AAAIO 1. EKTETAMENH ITEPIAHVH ¥TA EAAHNIKA

Funo)\oinwv (1 1)

FBéx'm = FLNA + Gina

Yy mapoloa dimhwyatixy epyacio e€etdleTon 0 oYESLICUOS EVOC EVIGYUTY Yauniol Yo-
eVBou mou Aertovpyel ot ouyvotnta 7.7 GHz, xovtd oto xévtpo tng Lwvne 7.125 — 8.4 GHz,
HE 0TOY0 TNV eiTELEN LPNATC enidoong cuPBASIOVTC UE TIC ATAUTACELS TWV GUYYPOVGLY XAl
MEAAOVTIX®Y AGORUATOY ETLXOWVOVIOY.

1.2 Ilpodiaypopeg

H oyedlaon evog evioyut| yauniol Yoplfou Bociletar o cuyxexpiuéves Tpodlaypopéc
mou e&aoahilovy N BéATioT Aettoupyio Tou oTNY emMAEYUEVN cuyvotnTo Aettovpyiog. I-
Oaitepn €upaon divetan otov cuvtehestr Yoplfou, oto x€pdog, xadde oL GTN CWoTH TEO-
CUPUOYT EL0600L X €£600UL Yo TN €Yo TN UETapopd loyVog. Emmiéov, AauBdvovtar unddn
TOEAPETEOL OTWE 1) EUCTAVELN, 1) YEOUULXOTNTA XOL 1) XATUVIAWOY LoYVO0C, TEOXEWEVOL VoL
avTamoxplveTon oTIG analTAOES oY YEOVWY CLUOTNUATWY. Tar T cuyxexpwévn SITAwpaTIXT
a&tomoltnxay ototyela and TN PiBAoypapla yioa TNV olohGYNoT ETOOCEWY.

Epyacio | Teyvohoyia | Frequency (GHz) | Gain (dB) | NF (dB)
Gholami [1] | 22nm FD-SOI 16-21.2 20 3.3
Ouyang [2] | 22nm FD-SOI 17.8-42.4 18.3 2.9-4.9
Fu 3] | 22nm FD-SOI | 23.3-30.3 / 38-44.7 | 22 /16 |2.55/ 4.75
Xu [4] | 22nm FD-SOI 60 20 3.3
Spasaro [5] | 22nm FD-SOI 30 8-18 6-7
Cui [6] | 22nm FD-SOI 2232 215 17-22
Mousavi [7] | 180nm CMOS 3-8 18.7 3.7
Han [3] 45nm SOI 17-38 23 4

ivaxac 1.1: Emioxénnon obyyeovwy oyedidoewy LNA oe vavouetpés teyvoroyieg
CMOS: teyvohoryia, cuyvotnta, x€pdog, ewdva YoplBou

Epyoacio | Toweg (mW) | IP1dB / IIP3 (dBm) | S11 / S22 (dB)
Gholami [1] 15 20 / - 10 / -10
Ouyang [2] 15.8 -17.9 /-85 -10 / -10
Fu [3] 18 -17.2 - -30.6 /-10.3 — -21.6 -10 / -10
Xu [4] 8.1 293/ - 20 / -20
Spasaro [5] 0.52 -25.5 / -15 -20 / -20
Cui [6] 17.3 —/-134 -10 / -10
Mousavi [7] 14.6 -/-9.5 -10 / -
Han [8] 59 -/ - -10 / -

ivoxag 1.2: Emoxénnon obyypovwv oyedidoeny LNA oe vavouetpwéc teyvoloyleg
CMOS: xatavdAnon 1oy 00g xon YEoUUULXOTN T
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1.3. Y¥XEAIAYH X XHMATIKOY

1.3  Xyedlaor oynuotixon

Aedouévou 61t atdyog Nty 1 PEYLo TN duvath enidooT), emAEYINxE 1 xooX0BIXY TOTOAO-
yio. T v eniteun BérTiotng oupmepipopds oe VopuUPBo xat YEUUUXOTNTA, axoloudninxe
wia tpocéyyion 8Vo otadiny, neg gaivetar oto oyfua(l.2l To npdhto otddio anoteleita ond
xox00T| cuvoeoUoloyia LOVAC ElcdBoL xou €600V, BeATIoTOTOINUEYN Yo YaUnAo HopuBo
e emapxéc x€p00g HoTe va xatac tellel Tov YopuBo tou deltepou ctadiou. To dedtepo oTddlo
elvo SLopopInd XAoX0BIND, OYECLAGUEVO VoL TETOYEL XOAT] YRUUUXOTNTO XAUTAC TEAAOVTOC OpUO-
vixée dpTiag TdEng Adyw tne dlapopxrc Asttovpylag tou. H yetdBaon and povi| oe dlagpopixt)
Aertovpyio xan avtioTpogo emituyydveton pe TN yeron balancing units (baluns), ta omola
UAOTIOLOUVTOL UE ONOXANPWUEVOUS UETACY NUATIO TES.

LNUEWOVETOL OTL OXOUO XL OE OYNUATIXO ETUTEDO TOAAL XOUUATIA TOU XUXADUATOS TROCO-
HOLUNXOY NAEXTEOUAY VITIXG X0l YPNOWOTOW MUY LOVTEAN UE PEAALO TIXT CUUTEQLPOES VLot
Oho Tor oTotyela. XTo oynuoTind O cuunepthipinxay uévo ol dlcuvdécels. Axohoudiinxe
1 mopaxdtw Topeia oyedloomnc.

Fevixd Pripartas

e Mekétn transistors: Yopufog, x€pdog.

o Mehétn emaywyEwy: NAEXTEOUAYVNTIXY) TEOCOUOIWOT), ENAADELCT) LOVTEADY.
Yyedlaon mpdTou oTadiou:

o IIohwon vy BérTiotn Aettoupyia ¢ mpog Tov YopuBo xou emopxés x€pBoC.

e Ilpocapuoyt| eilcddou xau Tpocapuoyy| YopifBou.

Yyedlaon deutépou oTadiou:

o [I6AwoT Yo XA GUUTERLPORA (S TIEOG T1) YEUUMXOTN T

e Ilpocapuoyt e€ddou.

[Tpocapuoyy| petald otadlwy:

o MeréTn UETAOYNUATIOTMV: NAEXTEOUAY VATIXY| TROCOUOIOT).

e POduion eunedrocwy xou TeoCuUpUOY.

1.4 ®Puowxr, oyedloon

Metd tny eniteudn xohov embdceEwY ot eninedo oynuatxol oelpd elye 1 puoxr oyedlaon
tou LNA, n onola gaiveton 670 oyfua [I.3] Axoroudiinxe n mopuxdte: mopela.
Puowr oyedloon:

o Emoagrn tov transistors ye pétodia oe uPnio eninedo.
o Awouvdéoelc pyetall transistors.
e Tonodétnon ctoiyelwy, eldwd emarymYE®Y.

o Awocuvdéoelc xou pads.
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Vop Vop

Loutl

[ ]

Ly, k& -
LI
La,

I I Lout,
LM, Co, M| —ww—o RF,,
RFZ O

Vss Vs
Yyfua 1.2: H tomoloylo tou LNA autic tng SimAmuatinic

2

Yyfua 1.3: Puowd oyédio tou LNA
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1.5. TEAIKA AIIOTEAEXMATA

1.5 Telxd anoteAECUATA

Ta amoTEAEOUATA TWV TEOGOUOUOEWY PETA TO layout ot ovopacTixée cuviiixeg gaivovto

GTOV TOPOXATE TVOXOL XAl OTOL OLOY PUUUATO TTOU axOAOLTOUV.

Merewxn L ExNpatixo L Enavacyedioon L Post-Layout
NF 0.585dB 0.867dB 1.192dB
NF,.in 0.579dB 0.811dB 1.006 dB
Z ot (43.06 + j 0.812) Q | (69.82 — j14.28)Q | (99.42 — j 0.61) Q2
|S21|aB 33.78 dB 30.52dB 22.37dB
—1S11]aB 33.05dB 23.27dB 16.4dB
[ Salan 37.3dB 37.91dB 22.28 dB
—|S12laB 65.49dB 58.12dB 55.58 dB
IP1dBgpm —31.15dBm —30.13dBm —24.73dBm
OP1dBgpm 1.63dBm —0.611dBm —3.363 dBm
ITP34Bm —7.21dBm —9.407dBm —6.372dBm
OIP34Bm 26.64 dBm 21.15dBm 16.02 dBm
K/ B 19.25 / 0.9996 11.96 / 1.003 22.26 /1.016
w/ 25.41/20.8 18.83/9.093 10.33 /5.811
Ig 39.82mA 29.54mA 22.72mA
Ppe 31.86 mW 23.63mW 18.18 mW

Mivoxag 1.3: LOyxpion anoTeAEOUITWY CYNUATIX0U, ETAVACYEDIACNC UETY T QUOLXY)
oyedloom Twv transistors xow tehxrg oyedioong

Y10V mopoxdTe Tivoxa QaivovTon oL EMBOCELS TOU XUXAWUATOS OF OLAPOPES axpaleg Te-
pimtoelc (corner cases). To xOxhwua Aettovpyel we LNA pe oyetxd younhéd xépdoc oe
OPLOPEVES TIEQLTTWOELS, OLATNEWVTIS OUWS TNV evotdieia oe xde mepinTwon.

Mezpuxd | EAdyioto | Ovopaotixd | Méyioto
NF 0.872dB 1.192dB 1.787dB
NF,.in 0.719dB 1.006 dB 1.591dB
S0t a5 16.21dB 23.37dB 23.33dB
—|S11laB 12.87dB 16.4dB 24.84dB
—|S22laB 10.13dB 22.28dB 22.96dB
—|S12]aB 53.76 dB 55.58 dB 58.07dB
K /B 17.65/0.941 | 22.26/1.016 | 36.52/1.021
/i 2.997/4.016 | 10.33/5.811 | 11.38 /13.67
Ig 10.3mA 22.72mA 43.08 mA
Ppe 7.419mW 18.18 mW 37.91mW

ivaxag 1.4: Anoteréopota TEAMX®Y Tpocopolncewy Tou LNA ot axpaleg

TEPLTTOOELG

Télog, napatidevton xou anoteréopata tpocopoiwoswy Monte Carlo avadewcvbovtag -
%1} dlaxOpavon otov VopuPo xon To x€pdog, pe oyedov PBéRain svoTtdieio 6T cLYVOTNTA
Aettoupylac.
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Chapter 2

Introduction

2.1 Telecommunication

Communication is fundamental to human society. The exchange of information, the
transmission of knowledge, and coordination of activities are necessary for civilization, but
telecommunication means something more than all this. The word telecommunication is
derived from the Greek word "tele-" (tfjAe-) meaning "far away" and the Latin word "com-
munico" meaning "to share", so it should be interpreted as the exchange of information
at distances, which is necessary due to the inefficiency of physically closing the distance in
order to communicate.

The way humans communicate from a distance has changed a lot throughout the cen-
turies. Ancient people used semaphore systems, such as the phryctoriae in Ancient Greece.
However, in recent centuries, the most efficient ways to share information across large dis-
tances have proven to be through the transmission of electromagnetic signals, properly
modulated to carry information. Initially, electrical signals on metal wires used to carry
information in telegraphy and telephony. After the discovery of electromagnetic wave prop-
agation through space, wireless technologies, such as antennas, were implemented and the
breakthrough of radio communications followed. Today, intense bandwidth demands are
not met by wireless technology, due to high power losses inherent to free space propagation,
and electromagnetic wave transmission across optical fibers has become vital. Nonetheless,
wireless communication is indispensable because of applications unsuitable for wires, such
as mobile communications.

Whatever the medium for electromagnetic wave propagation might have been, the
transmitted signals used to be in properly modulated analog form. For example, in tele-
phony and radio a sound signal was converted to voltage, it was carried as voltage along
the wire and converted back to sound at a receiver. However, analog signals face serious
issues of fidelity. They are highly susceptible to corruption from noise and difficult to store,
requiring specialized equipment like magnetic tape. Furthermore, analog signal processing
equipment is not very versatile.

The transition from analog to digital information began with the Nyquist-Shannon
sampling theorem, which paved the way for robust signal discretization and reconstruction
without loss of information. As technology progressed, data resolution became so high that
even quantization errors did not pose a problem. The versatility of digital computers and
the principles of digital signal processing allowed for precise processing of signals, along
with the application of error correction codes for robust transmission and storage. As
a result, every signal today is converted to digital form and treated by general purpose
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equipment designed to handle data, regardless of what information it encodes.

Although in almost all modern telecommunication systems signals are converted to
digital data and transmission is carried out by data modulated signals, the physical nature
of any transmissible signal remains inherently analog, as it must be represented by a
continuous time physical quantity, typically a voltage, current, or electromagnetic wave, to
propagate through a medium. Each transmission medium, for example copper wires, the
air, optical fibers, has unique physical properties and is usually frequency selective. Thus,
different frequency bands are used for each application.

The radio spectrum is the part of the electromagnetic spectrum with frequencies
from 3 Hz to 3 THz. To prevent interference, the generation and transmission of radio
waves is strictly regulated by laws coordinated by the International Telecommunication
Union (ITU). In the following tables, categorizations of frequency bands by ITU and IEEE
are presented, as well as some physical transmission media with their operating frequency
range and some of their applications.

Band J Range L Etymology L Applications
HF 3 — 30 MHz High Frequency Long-range radar, ionospheric
communication
VHF 30 — 300 MHz Very High Long-range radar, TV
Frequency broadcasting, FM radio
UHF 0.3 -1 GHz Ultra High Military communications,
Frequency tactical radar, mobile networks
L 1 -2 GHz Long GPS, mobile telephony, early
wavelength warning radar
S 2 -4 GHz Short Weather radar, satellite
wavelength communication systems
C 4 - 8 GHz Compromise Satellite TV, 5 GHz Wi-Fi,
between S & X marine radar
X 8 — 12 GHz Crosshair Military radar, satellite
(military term) downlinks, some Wi-Fi
Ky 12 — 18 GHz Kurz-under VSAT terminals, satellite
uplinks, Doppler radar
K 18 — 27 GHz Kurz (short in | Experimental radar, automotive
German) Sensors
K. 27 — 40 GHz Kurz-above High-resolution satellite links,
deep-space communication
\Y 40 — 75 GHz Millimeter-wave radar, 5G+,
passive imaging
W 75 — 110 GHz After V Imaging radar,
collision-avoidance systems
mm (G) | 110 — 300 GHz | Millimeter-wave Research, spectroscopy,
band ultra-wideband radar

Table 2.1: IEEE Radar Frequency Bands
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Band L Range Etymology Key Applications
ELF 0.3 -3 Hz Extremely Low Submarine communication,
Frequency geophysical sensing
VLF 3 — 30 kHz Very Low Submarine communications,
Frequency navigation, time signals
LF 30 — 300 kHz Low Frequency Navigation beacons (e.g.,
LORAN), RFID systems
MF | 300 — 3000 kHz Medium AM broadcasting, maritime
Frequency communications
HF 3 — 30 MHz High Frequency | Shortwave broadcasting, aviation
communications
VHF | 30 - 300 MHz Very High FM radio, VHF TV, air traffic
Frequency control, amateur radio
UHF 0.3 - 3 GHz Ultra High Mobile phones, UHF TV, Wi-Fi,
Frequency RFID
SHF 3 - 30 GHz Super High Radar, satellite communications,
Frequency point-to-point microwave links
EHF | 30 - 300 GHz | Extremely High Millimeter-wave radar, 5G,
Frequency high-resolution sensing
Table 2.2: ITU Radio Frequency Bands
Transmission Typical Frequency Range - Applications
Medium

Twisted Pair
(Copper Wires)

Baseband signals and DSL technologies up to ~ 30 MHz.
Telephone lines, Ethernet, DSL.

Power Line
Communication

Data transmission through electrical wiring. From 3 kHz to
~ 86 MHz depending on standard.

Coaxial Cable

From a few MHz up to several GHz. Cable TV (up to
~ 1 GHz), DOCSIS, RF intermediate links.

Free Space / Air

From VLF to EHF. Radio, cellular, Wi-Fi, radar, satellite.

(Radio)
Microwave SHF bands, typically from 3 GHz to 30 GHz. Wireless
Point-to-Point backhaul, military links, high-capacity point-to-point
Links communications.
Millimeter-Wave EHF range, often from 30 GHz to more than 100 GHz.
Links Short-range high-speed communication, 5G, automotive

radar.

Optical Fiber

Infrared light at wavelengths like 850 nm, 1310 nm, and
1550 nm, equivalent to ~ 200 — 375 THz. Ultra-high-speed
data transmission.

Table 2.3: Transmission media and their frequency ranges
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2.2 The necessity for low noise amplifiers

Wireless telecommunication is indispensable in modern society, enabling connectivity
across great distance, without the constraints of physical cables. It is necessary for mobile
communication, Wi-Fi, satellite systems and Internet of Things (IoT). At the core of any
wireless system lies the radio receiver, which captures transmitted electromagnetic signals
and converts them into usable information. A typical receiver chain is shown in Fig.
with the radio frequency (RF) front end followed by processing at an intermediate frequency
(IF) and eventually processing in the base-band (BB). Frequency up conversion of a signal
is necessary for transmission through air or free space, therefore after the reception from
an antenna, down conversion must follow. Usually, at the end of a receiver chain analog
to digital conversion of the signal occurs.

Down conversion Down conversion

Y Y
~ IF Y BB >
(~) LO, LO,

Figure 2.1: Typical receiver chain

Wireless propagation implies great power loss as distance increases. Additionally, as a
signal propagates through space it is susceptible to corruption from a lot of noise sources.
Therefore, antennas are sources of very weak signals already compromised by a lot of
noise. In order to combat this, an amplifier is required after the antenna, providing nec-
essary power so that the signal can be processed by the rest of the receiver blocks, while
introducing as little additional noise to the signal as possible.

() (52)

Since the signal is at its weakest right after the antenna, the noise performance of the
whole receiver greatly depends on the noise factor of the following amplifier. This can be
shown with Friis’ formula for noise and is more thoroughly explained in Therefore,
there is need for an amplifier with sufficiently high gain and sufficiently low noise factor in
accordance with application demands. It is critical to maintain a low noise factor of the
receiver, therefore these blocks are called low noise amplifiers. The figures of merit of a
low noise amplifier are noise factor, gain, input matching, bandwidth, linearity, and power
consumption.

Frest
GLNA

Freceiver = FLNA + (22)

In summary, the indispensable nature of wireless communications makes the design of
high-performance low noise amplifiers a cornerstone for enabling robust and efficient radio
receivers in modern communication systems.
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2.3 5G/6G cellular communications

The acronyms 5G and 6G are used to refer to the fifth and sixth generations of cellular
network technology. The fifth generation has been deployed by mobile operators worldwide
since 2019 and the sixth is upcoming. A generation is a distinct phase or iteration of mobile
network standards characterized by technological features and performance capabilities.
Each generation typically introduces new innovations in areas such as modulation schemes,
frequency bands, data rates, network architecture, latency, and supported applications.
This leads to improvements in data throughput and spectral efficiency, enhanced quality
of service (QoS). In the following table, some information for each generation is presented.

Generation J Data Rates L Key Features and Applications
1G 2.4 kbps Analog voice-only cellular systems. Basic
mobile telephony
2G 64 kbps Digital voice, SMS, early data services like
GPRS and EDGE
3G 2 Mbps Mobile internet, video calls, multimedia
services
4G 1 Gbps High-speed mobile internet, IP-based voice
and video
5G 20 Gbps Ultra-reliable, low-latency communications
and massive [oT connectivity
6G (Future) | 0.1 — 1 Thps | Al integration, terahertz communications,
sensing and imaging

Table 2.4: Cellular communication generations

In order to meet increasing data rate demands, larger bandwidth is required necessi-
tating the use of higher carrier frequencies. Current 5G systems already operate within
a broad millimeter wave spectrum utilizing architectures relying heavily on technologies
like massive MIMO, beamforming, and network slicing. Future 6G technology is currently
in the research and development phase aiming to operate well into the sub-terahertz and
terahertz ranges, enabling data rates in the terabit per second range and integration with
emerging technologies, such as Artificial Intelligence (AI).

Operating at high frequencies introduces significant challenges, such as increased prop-
agation losses, stronger atmospheric absorption, and limited signal penetration resulting
in smaller cell sizes and reduced coverage areas. This necessitates the deployment of dense
networks of base stations and small cells to maintain reliable connectivity. Both 5G and
future 6G systems place increasing demands on hardware design, especially on RF front
end design. This means lower noise factors, higher gain, better linearity all at very high fre-
quencies while keeping power consumption at a minimum. This makes low noise amplifier
design a vital part of future wireless communication technology.

In late 2023, a band spanning from 7.125 up to 8.4 GHz was proposed by the World
Radio Conference for IMT identification, meaning designation for use in International
Mobile Telecommunications systems. This band was considered the most promising for
deployment of 6G technology systems by the end of the decade. Considering all of the
above, the design of a low noise amplifier operating at 7.7 GHz, in the middle of the 7-8.4
GHz band, was decided to be the subject of this thesis.
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Microwave Networks and Amplifiers

Classic lumped element network theory can only be applied to systems operating at
relatively low frequencies of the electromagnetic spectrum. Specifically, use of the lumped
element approximation requires the operating wavelength of the system to be much larger
than the characteristic length of the system, which basically indicates its size. The system
must be electrically small (d < ) for Kirchhoff’s laws to hold. Therefore, in order to
study and design high-frequency systems a distributed element model treating conductors
as transmission lines is necessary.

Furthermore, the characterization of n-port networks at high frequencies using tra-
ditional n-port parameters, such as Z or Y, becomes impossible due to the difficulty of
achieving short circuits or open circuits over a broadband range of frequencies. This led
to the use of S-parameters which are defined in terms of traveling waves that propagate
along transmission lines. Lumped element theory is contained within the distributed el-
ement model, therefore S-parameters can be used over any frequency band and there are
transformations mapping S-parameters to classic parameters and back, leading to a kind
of lumped element representation of distributed networks as well. The study of microwave
networks, including the design high frequency amplifiers like the subject of this thesis, is
performed with S-parameters.

3.1 Transmission lines

In order to extract the transmission line model one assumes a source driving a load
through a transmission line of length L, as in Fig. [3.I] The voltage and the current change
along the line, as electromagnetic waves do not propagate instantly.

+ ot +
Vg v(0) v(2) o(L) || Zs
_ Z(z) _ _
z=20 z=1L

Figure 3.1: Transmission line

Dividing the line into small segments of length Az < A allows for local use of lumped
elements and setting Az — 0 leads to the following equations.
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J Q&

G:

ov 0i .

— 5 (2 1) = L (2,1) + Ri(z, 1) (3.1)
oi ov

_a(z’t) = Ca(z,t) + Gv(z,t) (3.2)

self-inductance per unit length (H/m)

: capacitance per unit length (F/m)

: resistance per unit length (€/m), due to lossy conductors

conductance per unit length (S/m), due to lossy dielectric between conductors

Uncoupling the system leads to the following wave equations, proving that voltage and
current waves, governed by exactly the same equation, propagate along the line.

0*v ov 0*v
0% , o oh!

Under sinusoidal excitation, phasors can be utilized to simplify the equations provided
that transient phenomena are unimportant.

W) = ~(R+ jul)i(2) (3.5)

B 2) = (G + ju0)i(:) (3.6)
) = () 3.7

() =%(2) 33)

v =+V(R+ jwL)(G + jwC) = a+ jp (3.9)

e ~: propagation constant (m~!)

e «a: attenuation constant (m™!)

e 3: phase constant (m™!)

With the following boundary conditions the solutions can be found.

vs —i(0)Zs =v(0) A w(L)=1i(L)ZL (3.10)

v(z) =Ase P+ A A d(z) = —e 7P — —¢77 (3.11)

R+ jwl
Zo= | o 3.12
0 G + jwC (3.12)
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Ar=vs Zo f—OZs 1— Fs;Le—2vL A A= AgTpe " (3.13)
rgzﬂ A FL:ﬂ (3.14)

v(z) = A_e 7 |14 e 202 (3.15)

T(z) = Z((,j)) =Tpe 202 = m (3.16)
.

e 7y: characteristic impedance of the line (), typically 5012

e I'(2): reflection coefficient

Consequently, any transmission line can be seen as a 2-port network with the following
T-parameters. This allows treatment of electrically long lines as simple 2-ports, while the
rest of the network can possibly be treated as lumped or described with other n-ports.
Furthermore, if the line is terminated with a load, it can simply be seen as an impedance.

[U(O)] B [ cosh(YL)  Z sinh(vL)} [U(L)] (3.18)

i(0) Yo sinh(yL) cosh(vL) i(L)
_v(L) o v(0) ., 2+ Zytanh(yL)
Zr=5m) = Zn=50) =20 = %07 7 (v D) (3:19)

If a transmission line is lossless, meaning R = 0 and G = 0, then o« = 0 and v = 54,
which means that the amplitude of the waves remains constant along the line. Any other
wave properties hold as well, matching occurs when Zj = Zy and the Smith chart is used
for convenient calculations.

Depending on the properties of the materials comprising the transmission line, there
could be dispersive phenomena. Therefore, phase velocity and group velocity can be de-
fined. Transmission without distortion is achieved when the Heaviside condition LG = RC
is met. In that case, despite frequency dependency of parameters, the group velocity and
attenuation are constant over frequency. Additionally, the standing wave ratio is defined
as a measure of reflections.

w 1
Vpy=—— AN Vyg= 55— 3.20
p IB(W) g %(w> ( )

Ow

Ou vy

7= -9 _ LG = 21
5, =0 A 5%=0= LG=RC (3.21)
LG=RC — a=vRG A B=wVIC A L (3.22)

R/ 7

1 |0(z)] _ 1|1y
[+ [0)| ~ 1+ T

SWR = (3.23)
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3.2 Scattering parameters

Given the nature of the signals propagating within microwave networks the definition
of traveling waves as separate entities emerge.

v(z) =220 [a(z) +b(2)] A i(z) =4/ = [a(z) — b(2)] (3.24)

e a(z): normalized incident voltage wave (v W)

e b(z): normalized reflected voltage wave (v/W)

a(z) = v(2) + Zoi(z) b(z) = v(z) — Zyi(z)
24/27 24/27
The reflection coefficient can be expressed in terms of these waves and the power at

position z traveling towards increasing z can be seen as the power carried by the incident
wave minus the power carried by the reflected wave.

(3.25)

Z(Z) — Zg b(z)

I(z) = Z(2) + Zo - a(z) (3:26)
S(z) = %U(z)i*(z) = la(2)]* = [b(2)[* +2j Im[a" (2)b(=)] (3.27)
P(z) = Re[S(2)] = la(2)]* = [b()[* = |a(2)* [1 = [T(2)?] (3.28)

e S(z): complex power at point z traveling towards increasing z (V - A)

e P(z): real power at point z traveling towards increasing z (W)

Additionally, from their definition, the voltage waves can be calculated anywhere along
a transmission line if they are known at some point of it.

a(z) = a(z)e 7F720) A b(z) = b(zg)e?*70) (3.29)

The description of voltages and currents in microwave networks with traveling waves
necessitates the establishment of relationships between them when m-ports are present
analogous to the traditional n-port parameters interrelating voltages and currents. This
leads to the definition of the scattering parameters. For a linear microwave network, such as
the one in Fig.[3.2] with n ports connected to transmission lines with each transmission line
having zp = 0 exactly on the port and z; increasing towards the n-port, the S-parameters
are defined as follows, due to linearity. The scattering matrix of the n-port is defined to
have its S-parameters as its elements.

bk(O) = isklal(()) (3.30)
=0

S = (3.31)
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o— —o
— -—
al(o) n—port a2(0)
b(0) b,0)
= 2 5
o— —o

Figure 3.2: Microwave n-port network

If Zo and Yo are the diagonal matrices containing the characteristic impedances of
each port then the Z and Y parameters of the n-port can be extracted. Consequently,
every other set of n-port parameters of the network can be extracted.

1 1 1 1
Z=2721,+S)T,-S)'Z2 A Y=Y, —-S)T,+9S)"'Y¢ (3.32)

The definition of S-parameters implies that they can be measured by driving a signal
into one port while matching all the others. This is easier to achieve in high frequencies
compared to short circuits and open circuits.

=0 = ap(0)=0 (3.33)

Therefore, any linear network containing lumped and distributed elements can be rep-
resented by its S-parameters from which all traditional parameters can be extracted. The
scattering matrix of a transmission line has the following simple form.

0 e L
S = L% 0 ] (3.34)

A 2-port microwave network is shown in Fig. since it is the most common one and
amplifier design is a main concern. The notation of zp = 0 is dropped as usual.

i
<+

5 +

a9 pra—
S () Zr
b2 ) _ E)rtt

Figure 3.3: Microwave 2-port network

by S 512] |:a1:|
= 3.35
[52] [521 Saz| |a2 (3:35)
e Sq1: input port reflection coefficient
e Sio: reverse power gain

e Ss5y: forward power gain

e So9: output port reflection coeflicient,
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e Input return loss: —201log(|S11|) dB
e Reverse isolation: —201log(]S12]) dB
e Gain: 20log(|S2:1|) dB

e Output return loss: —201log(|S22|) dB

When the 2-port is terminated as shown in Fig. the reflection coefficients seen at
the ports depend on the terminations. Note that for the calculation of I'y,; the source
need to be short circuited. The following hold and are useful for the design of microwave
amplifiers, in which case the 2-port is an active element.

v =05 —114s N vy = —ig g, (3.36)

I'r I's
I'i, =S S19991——— A Tou =295 S1959] ——————— 3.37
in 11 + 912021 1= Syl out 29 + 012021 1—Suls ( )

3.3 Microwave Amplifier Design

Utilizing the fundamentals of lumped element and distributed element network theory,
as well as the concepts of the terminated 2-port network, the principles of microwave
amplifier design are laid out.

3.3.1 Maximum power transfer - Conjugate matching

A critical concept of microwave amplifier design is conjugate matching to a source, so
that it can deliver the maximum possible power to a load. For example, an antenna collects
electromagnetic power, but it can deliver only some of it to the load, which could be the
input impedance of an amplifier. The rest of the power is reflected by the load back to the
antenna. In the same way, an amplifier can deliver power to a load, such as an antenna, but
some of it might be reflected back. Minimizing those reflections is required in microwave
amplifier design. Considering the case in Fig. the maximum power available can be
calculated as well as the load for which it is delivered.

Figure 3.4: Load being driven by a source

1 . 1. 1 Rplvs> 1 Rplvs|?
P, = =R =R 2=z = 3.38
L 9 e[ULZL] 2 L‘ZL| 2 ‘ZS + ZL|2 2 (RS +RL)2 + (XS+XL)2 ( )
8PL 8XL % |US|2
9L _ g A 2L _ Zr =75 A Pr — 3.39
OR,, oR, =~ ET s Lmar = SRq (3:39)

It is obvious why the condition for maximum power transfer is called conjugate match-
ing. The maximum possible power delivered to the load is also called available power from
the source.
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3.3.2 Power gain definitions

During the design of microwave amplifiers the topology of Fig. is of main con-
cern. The 2-port network shown is an active element, for instance a transistor, a cascode
combination of transistors or more complex structures.
1y

-—

—O

-~ 4

Qa3 Pm—
S () 71
b2 _ I‘nul

—O

Figure 3.5: Microwave amplifier

A source drives the 2-port which is terminated with a load. Using matching networks
the source and load impedances, equivalently the source and load reflection coeflicients,
viewed from the 2-port can be manipulated. There are three different definitions of power

gain.
Py 1 5 1—|Tp?
Gp= "=~ |Sy]?P— =" _ 3.40
"~ h 1—|Fm!2’ 2 |1 — Sool'r|? (3.40)
e Gp: Power gain
e P;: Power delivered to the load
e P,,: Input power to the network
P 1-|s? o 1|0 1-Tsf? o 1—|Dpf
Gr = = S = — = (341
" P - TolsP 2 T8l = T nrsl 2 T Ty G4V
e Gr: Transducer gain
e P;: Power delivered to the load
o Pg 4y Available power from the source
Py o 1- ’FS‘Q 2 1
Gyp=——= S 3.42
PS,cw |1 - SHFS|2| 21| 1-— ’Fout|2 ( )

e (G 4: Available gain

Py 40: Available power from the 2-port network

Pg 4: Available power from the source

Note that given the S-parameters of the 2-port, each gain is a function of either I'g or
I'z, or both. In the case of conjugate matching at the input and the output, the following
hold.

I = sz N Tou= Fz — Gp=G=Gr = GTmaz (3.43)
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3.3.3 Stability

The stability of a microwave amplifier is a vital consideration during its design. A 2-
port network is unstable and might begin to oscillate uncontrollably when either its input
or its output presents negative resistance. For unconditional stability the following are
necessary. The first two hold under proper termination, thus only the rest are a concern.

Dgl<1 A [Til<l A |Til<l A |Touw|<l (3.44)
S5o — A*S11 ‘ S12521

Tin| =1 < [T — 2 = 3.45

IFind LT 5P~ 1AP| | SmP - AP (345)
ST — A*Sog S12521

Toutl =1 — |[Tg— =1 = 3.46

[Foul ST SuP—TAR| ~ |[Suf - AP (3.46)

A= SHSQQ — 512521 (3.47)

Therefore, the load impedances that provide marginal stability at the input lie on a
circle in the complex plane. The analogous is true with source impedances for stability
at the output. In each case the complex plane is divided into two sub-regions, one stable
and one unstable. By calculating |I';,| and |T'py| at ', = 0 and I's = 0 respectively the
character of each region can be determined.

I'n=0 = ’Fm‘ = ‘511‘ AN Tg=0 = yfout| = ‘522| (3.48)

Provided that source impedance and load impedance are passive, the following criteria
are necessary and sufficient for unconditional stability.

_ 1 Sul — S + AP

K
2[512591]

AJA <1 (3.49)

1 —|Su]? — [Sa0)? + |AJ?

K= A By =148 = |[S2?—|A]?>0 3.50
21251 1 +[511]7 — [S22|” — |A] (3.50)

_ 118l — |S»* + |A]?
2|S12501]

K A By =1+|Sxn” —|Sul>—|A >0 (3.51)

The following criterion is sufficient for unconditional stability, provided passive source
and load impedances.

1—1S11)?

_ 1 — [Soof?
= - >
| S22 — AST, | + [S12521]|

T [S11 — ASS| + [S1251]

1 AW >1 (3.52)
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3.4 Signal distortion - Nonlinearity

A microwave amplifier’s purpose is to increase the amplitude of a high frequency signal.
This is achieved by biasing an active device at an operating point where it is able to provide
an AC gain by consuming DC power. Inevitably, the signal gets delayed as well. In addition
to that, if the signal power becomes too high, the small signal linear approximation begins
to fail and nonlinear effects dominate.

3.4.1 Linear systems - Distortionless transmission

A deterministic system can be described by an operator F' mapping input signals x(t)
to output signals y(t). The system is called linear if the following holds for arbitrary
constants and signals.

F[alxl (t) + agx9 (t)] = alF[xl(t)] + agF[xg (t)] (353)

The system is called time-invariant if the operator F' commutes with the time shift
operator. Generally, amplifiers are time-invariant systems, since their topology does not
change over time. In the case of linear time-invariant systems, transfer functions in the
Laplace domain can be defined.

Flz(t)] = y(t) = Flz(t —to)] = y(t —to) (3.54)

The output is said to be an undistorted version of the input when the system applies
only a constant gain A and constant delay tg. In other words, the system must be linear,
time-invariant and its frequency response should have constant amplitude and linear phase,
or equivalently constant group delay.

Fla(t)] = Az(t — ty) <= H(jw) = Ae ¥l (3.55)

Therefore, the presence of nonlinearity causes distortion, but even a linear, time-
invariant system can distort signals with a frequency spectrum spanning a bandwidth.
Sinusoidal signals on the other hand do not get distorted by linear, time-invariant systems,
since complex exponentials are eigenfunctions of the linear operators, due to their Fourier
transform being a Dirac delta.

Fii[e?0?] = |H (jwg ) |e? {wot—aralH (jwol} (3.56)
Frri[Acos(wot + 6)] = A|H (jwo)| cos{wot + 0 + arg[H (jwo)]} (3.57)

3.4.2 Harmonic distortion

In general, a time-invariant system with a periodic signal of period T at the input
produces a periodic signal with the same period at the output.

y(t+T) = Fla(t +T)] = Fla(t)] = (1 (3.58)

Therefore, when a possibly nonlinear, time-invariant system, such as a realistic model
of an amplifier, is being driven by a sinusoidal input, the output is also periodic with the
same period as the sinusoid.
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3.4. SIGNAL DISTORTION - NONLINEARITY

Any regular periodic signal can be represented by a Fourier series. Harmonic distortion
of order n compares the amplitude of the harmonic of order n to that of the fundamental.
As a measure of the presence of nonlinearity in the output, the total harmonic distortion
is defined. The total harmonic distortion compares the presence of higher order harmonics
to that of the fundamental, which would be the only one present if the system were linear.

x(t) = Acos(wot +6) = y(t) = Z Ay, cos(nwot + ¢n) (3.59)
n=0

> a2
A, n=2

HD, = 22 THD = 1~ .
2 N 1 (3.60)

When the small AC signal approximation holds, total harmonic distortion is very low,

the system can be treated as linear and a transfer function can be defined. The small
signal power gain can be derived from that.

3.4.3 Gain compression

When the input signal to a nonlinear, time-invariant system has relatively large am-
plitude, or equivalently the input power is relatively high, the small signal approximation
fails and nonlinear effects can be observed at the output. For amplifiers, this usually means
that output power begins to saturate as shown in Fig. [3.6]or in other words gain is starting
to compress as shown in Fig. [0.20]

Power gain is defined as the ratio of output power to input power. This leads to a
linear relationship in decibels as shown below. The 1dB compression point is the point
where the power gain of the amplifier drops by 1dB from the small signal power gain and
can be referred to either the input power or the output power.

Pout
P;

Generally, speaking the 1dB compression point signifies the onset of nonlinearity in an
amplifier, so the IP1dB and OP1dB are desired to be large. While an amplifier delivers its
maximum output power at saturation, it exhibits highly non linear behaviour in that region.
Consequently, since linearity is quite important in most applications, the 1dB compression
point along with the minimum detectable signal level define the dynamic range of the
amplifier. This range indicates the span of input powers over which the amplifier can
operate with acceptable linearity and signal integrity.

G =

<= Pout,dBm = Pin,daBm + GaB (3.61)
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Figure 3.6: Output power saturation
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Figure 3.7: Gain compression
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3.4. SIGNAL DISTORTION - NONLINEARITY

3.4.4 Intermodulation distortion

Intermodulation distortion is a phenomenon that occurs when a nonlinear system,
like an amplifier, takes as input the sum of two or more signals of different frequencies.
This creates additional frequency components at the sums and differences of the input
frequencies and their harmonics. For example, when two tones are present at the input
with frequencies f; and fs, signals at many more frequencies are observed at the output.
These frequencies are calculated as shown below, and the signals at the non fundamental
frequencies are called intermodulation products.

fimp=mfixtnfo , mneN A m+n>2 (3.62)

Considering a nonlinear system with a third degree polynomial transfer function, a
special but very common case of intermodulation can be examined. This can be interpreted
as a Taylor polynomial expansion of a more complex transfer function as a means of
examining weak nonlinearities at input powers for which the linear approximation begins
to fail but intense nonlinearities are still not present.

y(t) = a1x(t) + agx®(t) +azz®(t) A x(t) = Ay cos(wit) + Az cos(wat) (3.63)

A2 A% A2 A2
22 (t) = 714-72 —1—71 cos (2w t)+Aj Az cos[(w1 —w2)t] —1—72 cos(2wat)+ Ay Ay cos[(w1 +ws)t]
(3.64)

3 2 3 2
3(t) = (31% + 3A1A2> cos(wit) + % cos(3wit) + % cos [(w1 — 2ws)t]

4 2
2 9 5 ;
+ % cos [(2wy — wo)t] + (314;42 + ?Mf> cos(wat) + % cos(3wat)  (3.65)
3A%A2 AlA%

cos [(2wy + wa)t] + 5 cos [(w1 + 2ws)t]

For the case of two input signals with similar frequencies, for instance carriers of adja-
cent channels within an operating frequency band, the concerning intermodulation prod-
ucts are those at frequencies 2f; — fo and fo — 2f; because they lie close to the original
frequencies thus they cannot be rejected by filtering. The rest of the products are out of
band. Eventually, the output gets the following form and the third-order intermodulation
product power can be calculated. These signals are normally weaker than the fundamen-
tal, because the linear terms dominate there, however due to the cubic nature of their
coefficients their power rises with a slope of 3 instead of a slope of 1, as seen in Fig.

3 2
y(t) = <a1A1 + 3GZA1 + 3“321A2> cos(wit)

A2A A3
I <a1A2 I 3(13 21 2 + SCLZ 2) COS(WQt)

(3.66)
AQA A A2
+ % cos [(2w1 + wa)t] + % cos [(wr + 2w, )1]
n % cos [(2w1 — wa)t] + % cos [(w1 — 2uws)t]
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2

z(t) = MAcos(wit) + AgAcos(wat) A MN+AN=1 = P, = - (3.67)
9a3A\IN3 (A2 + N2 9
P, = SR N) o e, (3.68)
9 9.2y2
PIM37dBIn = 3Pin7dBm + 10 lOg 5@3)\1)\2 (369)
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Figure 3.8: Intermodulation effects
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3.4. SIGNAL DISTORTION - NONLINEARITY

3.4.5 Third order intercept point (IP3)

As a figure of merit of linearity, the third-order intercept point is defined by linear
extrapolation of the nonlinear relationships between input power and output power of the
fundamental and the third-order intermodulation products. The point where these lines
meet is called the third-order intercept point, as shown in Fig. and can be referred
to either the input or the output. Larger ITP3 and OIP3 mean that the amplifier is more
linear.

e [IP3: input referred third-order intercept point (mW or dBm)

e OIP3: output referred third-order intercept point (mW or dBm)

For a chain of n cascaded 2-port networks conjugately matched between each stage, like
in Fig. the third order intercept point of the total chain can be calculated from the
third order intercept point and the available gain of each stage. In the following equations
all the quantities are unitless numbers not in dB or dBm.

1 1 G Ga,G Ga,Ga,--G
_ A TS T A A (3.70)
1IP3 ~ 1IP3, ' 1IP3,  1IP3; 1IP3,,
1 1 1 1 1
= - - ot
OIP3 ~ OIP3, ' Ga,0IP3, , ' Ga,Ga, ,OIP3, o Ga,Ga, - Ga,0IP3,
(3.71)
o—— —o0 o o o o— ——o
11P34 11P3, I1P3,
N, N, N,
OIP3, OIP3, OIP3,
o—— —o0 o o e o— ——o

Figure 3.9: Chain of nonlinear 2-port networks

This formulation allows for the calculation of the third order intercept point for an
entire receiver or transmitter chain. Furthermore, it highlights the definitive role of the
last stage in the linearity of the total chain.

1 _ 1 Ga,Ga,---Ga
IP3iotal  1IP3rest 11P3,,

1 1 1
OlP3wm  OIP3, | Ga OIP3r

et (3.72)

(3.73)
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Chapter 4

Noise theory

Noise is a random process that represents unpredictable and undesired variations added
to a signal with which it shares the same nature. It originates from a variety of physical
mechanisms and is modeled statistically, since it cannot be predicted deterministically. It
is usually additive and directly interferes with signal measurement and transmission.

x(t) = s(t) + n(t) (4.1)
e z(t): observable signal
e s(t): useful or desired signal

e n(t): additive noise

4.1 Noise as a random process

In most cases, noise is added to a useful signal and is modeled as a wide sense stationary
random process. Its expected value is usually zero, since if there is a bias it is subtracted
and dealt with deterministically. Noise is almost always assumed to be ergodic in the
mean and the autocorrelation, although there are some cases where noise is not ergodic.
In practice, only one physical realization of noise in a system can be measured and in order
to estimate statistical properties from time averages ergodicity is required, otherwise they
may not be equal to ensemble averages.

lim B /O ' n(t)dt] — Efn(t)] = 0 (4.2)

T—+00

T
TEI—EOO [/0 n(t)n(t + T)dt] =E[n(t)n(t+ 7)) = Ru(7) (4.3)

Mms = on =/ V[n(t)] = VER ()] = v/ Ru(0) (4.4)
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4.1. NOISE AS A RANDOM PROCESS

4.1.1 Wide sense stationary stochastic processes

A stochastic process is called wide sense stationary if its expected value does not change
over time and its autocorrelation is a function of only the time elapsed between samples.
This is almost always a great model for noise.

Bl = [ aho(ade = s, (45)

Bln(tn(t+ )] = | a1aafuniern (@1, a)doides = Ro(7) (4.6)

Two random variables are jointly wide sense stationary if their expected values do not
change with time and their autocorrelations as well as their cross-correlation depend only
on the time elapsed between samples.

Elz(t)y(t +71)] = /R2 UV fo () (t4r) (U V) dudv = Ry (7) (4.7)

4.1.2 Power spectral density

For wide sense stationary random processes, power spectral density is the Fourier trans-
form of the autocorrelation, as shown by the Wiener—Khinchin theorem. Additionally, the
cross power spectral density can be defined for two jointly wide sense stationary random
processes.

+o0 .
_ / Ru(r)e™Tdr >0 vfeR

—00

(4.8)

Sey(f) = /+°O ny(T)€727rjdeT >0 VfeR (4.9)

The noise power in a band as well as the total noise power can be calculated from the
power spectral density. Symmetry properties of Fourier transforms of real signals can be
applied as well.

fo
Pbandlimited(fla f2) =2 P Sx(f)df (4'10)

+oo +oo )

P, = / Sz(f)df = / Se(£)e*™0df = R (0) = Eln® ()] = V[n(t)] = o, (4.11)
— 0o — 00

A basic noise model used to mimic the effect of many random processes that occur in

nature is additive white Gaussian noise (AWGN). Every sample of it follows the normal

distribution with zero mean and its power spectral density is constant. In a system with

finite bandwidth B, its variance can be calculated as follows.

nH) ~ N0 A Sulf) = (4.12)
~fet g fo+%
0% = = = )
[ Lo S /f S.(F)df = BNo (4.13)
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CHAPTER 4. NOISE THEORY

4.1.3 Random processes in LTI systems

When a stable linear time-invariant system with impulse response h(t) receives a wide
sense stationary process at its input, as shown in Fig. it outputs another wide sense
stationary random process. The second order statistics of the output can be calculated as
follows. An example of this would be noise filtering.

z(t) (t)
s LTI AN

Figure 4.1: LTT system with a random process at its input

+oo  pr+
Ry(1) = / / h(u) h(v) Ry(T +u — v) dudv = Ry (T) % h(T) * h(—T) (4.16)

Sy(f) = [H()P . (f) (4.17)

If the linear time-invariant system has n inputs and one output, with each input having
an impulse response hy(t), the following hold due to the superposition principle. This can
be used in a system with multiple noise sources. Noise is usually a weak, relatively small
amplitude signal so linear approximations usually hold well for it.

y(t) = hi(t) * zp(t) (4.18)
k=0

py = H(0)pta, (4.19)
k=0

Sy(f) = > _He(F)I? Sur(F) +2D > Re [Hay (f)H, () Sy (f)] (4.20)
k=1

k=11l=k+1
xl(t)
(1) y(t)
T LTI ——
T, (T

Figure 4.2: MISO LTI system with random processes at its inputs
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4.2. SIGNAL INTEGRITY

4.2 Signal integrity

Noise degrades the quality of every signal being transmitted or processed by any device.
Due to thermodynamic principles, it is impossible to eliminate it completely. The signal
to noise ratio (SNR) is defined to quantify the strength of a desired signal relative to its
background noise. Furthermore, the noise factor of a device is defined as a measure of how
much additional noise the device corrupts a signal with.

4.2.1 Signal to noise ratio (SNR)

For a signal corrupted by noise the signal to noise ratio is defined as the ratio of the
useful signal power over the noise power. A higher signal to noise ratio indicates a cleaner
signal, while a lower signal to noise ratio indicates significant degradation due to noise.
This is demonstrated in Fig. [£.3] with a signal of some power and increasing noise power.

S S
SNR = — <= SNRg4p = 10log — | = S4Bm — NdBm (4.21)
N N
2.0 2.0
1 1
1.04 1.04
0. 0.
:;E_ 0.0 1 :2 0.0 1
E E
0. 0.
1.0 4 1.04
—1.5 4 - -1
—— Signal + AWGN
Clean signal
=20 T T T T T T T =20 T T T T T T T
50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
Time (ns) Time (ns)
(a) SNRqp = 30dB (b) SNRqg = 20dB
2.0 2.0
15
1.04
0.5
% 0.0 1 :E_

> — Sigual + AWGN
Clean signal
ar

"1 — Ssignal + AWGN
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T T T T T T T y T T
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(c) SNRgp = 10dB (d) SNRqp = 0dB

Figure 4.3: Signal corrupted by noise
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CHAPTER 4. NOISE THEORY

4.2.2 Noise factor (F) - Noise figure (NF)

The noise factor is a figure of merit of a system defined as the ratio of output noise power
of a device over the portion of it attributable to thermal noise of the input termination at
standard noise temperature Ty = 290 K. The noise factor is therefore the ratio of actual
output noise power to that which would be there if the device itself did not introduce noise,
which is equivalent to the ratio of input signal to noise ratio over output signal to noise
ratio. Standard noise temperature is used so that noise factors of devices can be compared.

The noise factor quantifies the degradation in signal quality due to noise added by the
system itself. Lower values indicate better performance with the ideal theoretical value
being 1, due to thermodynamic principles. The noise figure of a system is simply defined
as the value of the noise factor in decibels.

Nout SNRzn
F = = 4.22
GN; SNRut ( )
NF = Fyp = 101og(F) dB = SNRy, a5 — SNRour.an (4.23)

An amplifier inevitably amplifies noise power along with signal power. It inevitably
adds its own noise as well. An attenuator at physical absolute temperature 7' attenuates
both signal and noise power and it adds its own noise. Note the dependence on T, which
necessitates a common reference temperature.

Nout GNin"'Na Na Na
Famplifier = = =1+ =1+ 4.24
amplifier G Nz q Nz + e Nl + G k?B To B ( )
T
Fattenuator =1+ (L - 1)T0 (4.25)

e N,: additional output referred noise power (W)
e Ty =290 K: standard noise temperature

For a chain of n cascaded 2-port networks conjugately matched between each stage,
like in Fig. the noise factor of the total chain can be calculated from the noise factor
and the available gain of each stage with Friis’ formula.

Fy—1 Fy—1 F,—1
F=F+ + ot 4.26
! GAI GAl GAQ GAlGAQ e GA,.L,1 ( )
oO— —o0 e e e o— — o

™

iny Gl Soutl SinQ G2 Soutg Sinn Gn Soutn
F]_ Nout1 NMQ F2 Nautg Nm,, FTL Nout,,

o—— —o0 o o e o— ——o0

5
:

Figure 4.4: Chain of noisy 2-port networks

This formulation allows for the calculation of the noise factor for an entire receiver
or transmitter chain. Furthermore, it highlights the definitive role of the first stage in
the noise factor of the total chain and the fact that the noise factor of the last stage in
unimportant. This shows the significance of the low noise amplifier in a receiver.

F rest

Ftotal = Fl + GA1

(4.27)
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4.3. NOISE MATCHING

4.3 Noise matching

The concept of noise matching arises from the fact that a 2-port networks noise figure
depends on the impedance of the source that drives it. In general, any linear 2-port network
containing independent sources, possibly noise sources, is equivalent to a 2-port network
comprised of the original with all independent sources set to zero and two independent
sources connected to it. This is analogous to Thévenin’s theorem. Also, since noise sig-
nals usually have small amplitudes, a small signal approximation even in nonlinear 2-port
networks models their behavior quite well.

4.3.1 Two-port networks containing independent sources

Due to the superposition principle, the linear 2-port network of Fig. is equivalent
to the other two linear 2-port networks of Fig. provided that the ports are where
the voltages and currents are annotated. The response of the network is the sum of its
response when all the independent sources inside N are set to zero plus its response when

the two independent current sources are set to zero. The 2-port resulting from setting all
independent sources in N to zero is denoted Ny and a Z-parameter representation for it is

assumed.
Z‘1 iZ
— -—
+ +
Z'Sl (% \ Vo 2'52

(a) Independent sources inside N

3 Voc, 'L.Q
— -—
+ +
) S1 (%1 \ O (%] i52

(b) No independent sources inside Ny

(c) Independent sources moved to port 1

Figure 4.5: Current sources driving a linear 2-port network
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vy Z11 Z12| |11 qu]
= S+ 4.28
I | e 125
For the circuit in Fig. to be equivalent to that in Fig. [£.5b] v1 and ve need to be
the same. This results in the form v and 7 take.

v1 — U ZH Zlg il —1
= . 4.29
{ () ] [221 222} { 12 ] (429)
Z11t1 + 21919 + Voey = Zn(il — Z) + Zi9t9 + v (4.30)
Zoni1 + Z22i9 + Vocy = Zo1(i1 — 1) + Zaoia (4.31)
) A
i = ﬁ A U= Vg — Z—ZUOCZ (4.32)

Consequently, a noisy linear 2-port network can be treated as a noiseless version of
itself with two noise sources at its input, a voltage one and a current one.

4.3.2 Optimum noise impedance

A noisy linear 2-port network being driven by a current source with noisy internal
admittance Yg = Gg + jBg is shown in Fig. Its internal noise sources have been
drawn in their equivalent input referred form, therefore Ny is noiseless. The following
hold.

Z’l ’Un ig
_v> @ P
+ +
iSC# Ys U1 Z'n NO Vs
e ——O

Figure 4.6: Noisy 2-port being driven by a noisy source

& |FS - Fopt|2
Zo |1+ Tope*(1 = T's?)

R
F = Fpin + =2|Ys — You|* = Fppin + 4

er (4.33)

e F,.in: minimum noise factor across source admittances

e R,: equivalent noise resistance related to v, ()

e Y, the source admittance which minimizes the noise factor (1)

These quantities depend on a lot of parameters, however given a linear 2-port network
at a specific operating frequency the optimum noise impedance Z,,; can be determined. An
arbitrary source impedance Zg can be transformed using matching networks to be close to
the optimum noise impedance Z,,;, in order to achieve the minimum possible noise factor
NFin, usually trading-off with input matching.
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4.4. TYPES OF NOISE IN ELECTRONIC COMPONENTS

4.4 Types of noise in electronic components

Every electronic component generates some intrinsic noise, even in the absence of an
external signal. The most common sources of noise include thermal agitation of charge
carriers, the discrete nature of electric charge, and irregularities in semiconductor behavior.
Note that the following power spectral densities are bilateral (f € R).

4.4.1 Thermal noise

Thermal noise or Johnson—Nyquist noise is generated by the random thermal motion
of charge carriers inside an electrical conductor or semiconductor. It is approximately
white, meaning that its power spectral density is constant nearly throughout the frequency
spectrum. In the following models the resistors and impedances are noiseless.

7'.n

Q
N
R Up R
—M—()— olam—Lo
(a) Su, (f) =2k T Ru(f) (b) S, (f) =2k T Gn(f)

Figure 4.7: Thermal noise models for resistors

l?l

()
Z/
Z Un Z
— () o—1—1o
(a) Sv,(f) =2kp T Re[Z(j2nf)]n(f) (b) Si, (f) = 2kp T Rel[Y (527 f)] n(f)

Figure 4.8: Thermal noise models for complex impedances

The quantum mechanical factor n(f) is approximately 1 for the frequencies in conven-
tional electronics.
hf

—
kT

hf
exXp kBiT —1

A complex impedance delivers its available noise power under conjugate matching.

n(f) =

(4.34)

Nuy = kgTB (4.35)

kg = 1.380649 - 10~23 J - K~!: Boltzmann’s constant

T: absolute temperature (K)

B: signal bandwidth (Hz)

h = 6.62607015 - 10734 J - s: Planck’s constant
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4.4.2 Shot noise

Shot noise results from fluctuations of the electric current when charge carriers cross
a gap. If electrons flow across a barrier, they have discrete arrival times, which can be
modeled by a Poisson process. Those discrete arrivals are the cause shot of noise. An
example of such a barrier is the junction in a diode.

Si, (f) =4qlpc (4.36)
e ¢: elementary charge (C)

e [pc: bias current of the junction (A)

4.4.3 Flicker noise

Flicker noise occurs in almost all active electronic devices and results from a variety of
effects. At high frequencies it is overshadowed by white noise from other sources.

Ib
Si (f) = KF (4.37)
e [: bias current (A)

e a, b, K: parameters, usually a ~ 1

4.4.4 Burst noise

Burst occurs in semiconductors and ultra-thin gate oxide films. It consists of sudden
step-like transitions between two or more discrete voltage or current levels at random and
unpredictable times. Each shift in offset voltage or current lasts for several milliseconds to
seconds.

4.4.5 Generation - Recombination (G-R) noise

Generation—recombination noise is caused by the fluctuation of the generation and
recombination of electrons in semiconductor based photon detectors.

IC

Sin (f) = CW

(4.38)

e 7: charge carrier lifetime (s)
e [: bias current (A)

e ¢, C: parameters

o8



4.5. TRANSISTOR NOISE

4.5 Transistor noise

Transistors exhibit most of the types of noise already mentioned. A noise model for
MOSFETs including thermal noise, shot noise, and flicker noise is shown in Fig. Leak-
age current through the gate is typically very small, thus shot noise is usually omitted, as
in Fig. The following power spectral densities are unilateral (f > 0).

Cya
||
I

+
1, () Cgs — U GmUgs Tis U, ()

S - S
(e, %

o
o,

Figure 4.9: MOSFET small signal equivalent circuit with noise sources

Ia
Sign (f) =2qlg N Si, (f)=4kTYgm + KTD (4.39)

Figure 4.10: Gate referred noise neglecting shot noise

4kpT K

el =, WL

(4.40)

Ip: drain DC current (A)

Ig: gate DC leakage current (A)

K, K;: process dependent constants
e W, L: channel width and length of the MOSFET (m)

C,e: gate oxide capacitance per unit area (F/m?)

e ~: excess noise factor, 2/3 to 1 for long channel MOSFETs, 2 to 3 for short channel
devices due to velocity saturation

There is another component of noise that is usually insignificant at low frequencies
but important at very high frequencies. At an arbitrary point in the channel, the gate
to channel voltage has a random component due to fluctuations along the channel caused
by thermal noise. These voltage variations generate a noisy AC gate current, due to
the capacitance between the gate and channel. This noise is called violet noise and it is
correlated with the thermal noise in the channel because both noise currents stem from
thermal fluctuations in the channel.

16
Si, (f) = EkBTCUQC;s (4.41)
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CHAPTER 4. NOISE THEORY

Having considered all of the above, the important takeaway for RFIC design is that
the minimum noise figure of a given MOSFET as a 2-port element during small signal
approximation at a specific frequency practically depends only on the ratio of the drain
bias current over the channel width. For BJTs the minimum noise figure effectively depends
only on the ratio of the collector bias current over the emitter area.

Zy

Vs, Ves Vs,

Figure 4.11: Transistor measurement setup

Utilizing the setup containing coupling capacitors and RF chokes presented in Fig.
the S-parameters of the transistor along with the minimum noise figure can be extracted.

By varying Vg the minimum noise factor at a specific operating frequency can be extracted
as a function of drain current over channel width.

0.60

0.55 1

0.50 1

0.35 1

0.30

0.25

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60
Ip/W (mA/pum)

Figure 4.12: Minimum noise figure with respect to drain current over channel
width at 7.7 GHz for a GF22 FD-SOI transistor
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4.5. TRANSISTOR NOISE

As shown in Fig. the minimum noise figure of a transistor at a specific oper-
ating frequency minimizes at a certain value of Ip/W. This optimum value is around
0.15mA/um for long channel devices and between 0.1 and 0.2 mA /um for deep sub-micron
devices. Width is usually chosen in accordance with desired gain and for low noise per-
formance, transistors should be biased at that optimum current "density", before noise
matching.

Additionally, it should be noted that for a transistor at a specific bias point, its noise
figure is larger at higher frequencies, as shown in Fig. [£.13] where the transistor being
studied has been biased at the optimum current for operation at 7.7 GHz.

3.50

3.25 A
3.00
2.75 1
2.50 1
2.25 A
2.00
1.75 1

NF,nin (dB)

1.50 A
1.25 1
1.00 1
0.75 1
0.50 +
0.25 1

0.00 T T T T T T T T T
10 20 30 40 50 60 70 80 90 100

f (GHz)

Figure 4.13: Minimum noise figure with respect to frequency for a GF22 FD-SOI
transistor
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Chapter 5

Low noise amplifier design

Traditionally, designing a low noise amplifier (LNA) was done with discrete compo-
nents. This involved selecting a transistor which, at a specific operating frequency, could
deliver gain with an appropriate optimum minimum noise figure, then it would be biased
with the optimum current. This specified the S-parameters of the transistor as a 2-port,
the minimum noise figure, and the optimum noise impedance at the operating frequency.
Afterwards, the remaining design choices were about passive matching networks at the
input and the output, trading off gain, noise matching, and impedance matching at the
input and the output. This was performed with gain and noise circles in the complex plane,
the I'g and I';, Smith charts.

The flexibility of modern IC design has allowed for the integration of the entire LNA
architecture. This provides the advantage of directly interfering with the transistor’s S-
parameters and optimum noise impedance in order achieve better performance. Since
finding balance between all the trade offs in traditional design was extremely difficult,
modern design focuses on the trade off between input matching and noise matching, while
achieving output matching independently and sufficient gain by transistor sizing. However,
transistor sizing interferes with input matching and noise matching, therefore the trade off
between them all still exists. There is greater flexibility with the cost of more challenging
design.

Designs do not necessarily involve only a single transistor but an active 2-port network
in general. This could be a cascode or multiple stages that could require matching between
them. The key difference between traditional design and modern design is that traditionally
the S-parameters referred to the active 2-port network providing the gain, while now they
refer to the entire LNA as a 2-port network. This does not mean that traditional ideas
and principles are inapplicable. On the contrary, the same methods are still in use only
with different equipment.

The LNA design specifications involve the S-parameters of the LNA as a 2-port network,
its noise figure, its stability, its linearity, and power consumption. The characteristic
impedance of the system is assumed to be 502 and the S-parameters are measured with
502 terminations. The specification for Si; stems from input matching requirements,
usually to an antenna, while S is specified according to output matching requirements of
a load, which could be the input impedance of a mixer, not necessarily a 50 {2 termination.
Instead of gain, S9; which is related to it is specified. Reverse isolation is given as a
specification for S12. Because source and load impedances might vary, such as an antennas
when the environment changes, stability must be unconditional and could be given as a
specification for K or p across a frequency band much wider than the operating band.
Power consumption is specified as an upper limit to quiescent power consumption.
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5.1. NOISE CIRCLES

5.1 Noise circles

Noise circles are contours of constant noise factor plotted on the Smith chart, specif-
ically on the source reflection coefficient I'g plane. For an achievable fixed noise factor
Fy > Fiuin the following hold.

& |FS - Fopt|2
Zo |14+ Top)?(1 — T's)?)

Fo = Fpin+4 <— |FS — F50| =Ry (5.1)

Lopt No+1— |Topt|? |14 Tope?
g, =—2_ A Ry=4/N P A No="—2L (Fy—Fpin) (5.2
SOTITEN, 0 \/ 0TI+ Ny )2 7 TUR.Y, (Fo = Finin) (5:2)

This implies that minimum noise factor is achievable only with the optimum noise
impedance and a specific larger noise factor can be achieved by terminating with source
reflection coefficients belonging to a circle in the complex plane centered at I'g, with radius
Ry. Every reflection coefficient within a noise circle belongs to a different noise circle with
a noise factor smaller than the one corresponding to the initial noise circle. As noise factor
grows, the circle’s center moves towards zero along the optimum noise reflection coefficient
vector and the radius grows approaching unity, encircling the entire Smith chart.

Traditionally, the source reflection coefficient seen by the active 2-port network would
be tuned to a different value than the actual source’s utilizing a passive matching network
at the input in order to achieve a desired noise factor greater than the minimum.

In modern designs viewing the entire LNA as a 2-port the source impedance seen by
the 2-port is always 50 €2, therefore the point is to tune the optimum noise impedance to
be 50 2 or for the smallest noise circle encircling the origin of the Smith chart (I's = 0) to
correspond to an acceptable noise factor.

In practice, the real part of the optimum noise impedance R, is tuned to 5082 by
transistor sizing and the imaginary part of the optimum noise impedance X,,; is tuned
out by an inductive element at the input. In general, at a specified frequency, making a
device larger leads to a smaller R;.

Noise matching is always in a trade off with input matching because it is extremely
difficult to ensure that a 2-port network’s optimum noise reflection coefficient is the source’s
reflection coefficient (I'op; = 0, for Zg = 5092).

5.2 Gain circles

Gain circles are contours of constant gain plotted on a Smith chart. They help visualize
how the gain of a 2-port network varies with different source or load terminations and they
aid the design of matching networks.

1—|Tg)? 2
G = — Gp=Gy|S 5.3
L T = 85T 2 = [S11 — AT L2 p=Gr|%| (5.3)
1—|Tgl?
Gy s| — Ga=|%12Gs (5.4)

T 1= SiDgZ — [Sas — A2

63



CHAPTER 5. LOW NOISE AMPLIFIER DESIGN

5.2.1 Power gain circles

For a specific achievable G'1, the following hold in the case of unconditional stability.
The load reflection coefficients achieving G, belong in a circle. Every load reflection
coefficient inside that gain circle belongs to a different gain circle corresponding to a larger
value of Gr,,. Maximum G7, is achieved for a single load reflection coefficient.

U, —Tyr, | =Rp, (5.5)

GLQ(SSQ o A*Sn) B \/1 — 2K‘512521‘GL0 =+ ’512521’2G%0

T = AN Rp =
Loy = 15 G, (1222 — |A]R) Fo 114 G1,(|S22]2 — |A]2)]

(5.6)

1

- _ 52
|S12521 ]

G, (K— K2~ 1) = Gro = (g (K— K2 — 1) (5.7)

For a given load reflection coefficient I'y, maximum output power is achieved with
conjugate matching at the input, I'sc = I'j,. In that case, transducer gain becomes equal
to power gain G = Gp.

5.2.2 Available gain circles

For a specific achievable Gg, the following hold in the case of unconditional stability.
The source reflection coefficients achieving Gg, belong in a circle. Every source reflection
coefficient inside that gain circle belongs to a different gain circle corresponding to a larger
value of Gg,. Maximum Gy is achieved for a single source reflection coefficient.

s —Ts,, | = Ra, (5.8)

G (ST — A" Sp) _ \/1 — 2K 51250 |Csy + 5125 PG,

T = N Ry, =
540 T 11 G (IS — |AP) Ao 114+ Gs,(1S11]? — |A[2)]

(5.9)

1 |S21] 72 1
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For a given source reflection coefficient I'g, maximum output power is achieved with
conjugate matching at the input, I'r, =1I'} ;. In that case, transducer gain becomes equal
to available gain G = Ga.

Since available gain circles and noise circles both refer to source reflection coefficients
I'g, they can be plotted on the same Smith chart and the trade offs between gain and
noise figure can be studied. Additionally, for conjugate matching both at the input and
the output, all gains become equal and transducer gain takes its maximum value.

I = sz N Tou= Fz — Gp=G=Gr = GTmaz (5.11)
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5.3. DESIGN SPECIFICATIONS

5.3 Design specifications

In LNA design, specifications focus on optimizing performance for weak signal reception
in RF systems. The most critical parameter is noise figure, which must be minimized. Gain
is also important, in order to ensure sufficient amplification. Input and output matching to
is necessary for maximum power transfer and minimal reflections. Additional specifications
include stability over frequency and temperature, linearity metrics, bandwidth, and power
consumption.

The subject of this thesis was decided to be the design of a LNA operating frequency at
7.7 GHz for reasons explained in [2.3] in GlobalFoundries’ 22nm Fully Depleted Silicon on
Insulator (22FDX) semiconductor process technology. This process was designed for low
power, high performance applications, particularly in areas where cost, energy efficiency,
and integration flexibility are key. It offers body biasing capability, reduced leakage, and
better noise performance, due to a layer of buried oxide electrically isolating the bodies
of transistors from the substrate. The aim was to push the design to the limit, especially
regarding its noise figure. Additionally, it was decided that the LNA be matched to a 50 €2
impedance instead of another load, for example a capacitive mixer input impedance.

Since pushing to the limit was the goal, the cascode topology was selected for the job.
In order to maximize noise performance and linearity, a two stage approach was followed, as
shown in [5.4 This consisted of a single ended cascode as the first stage, optimized for noise
performance with enough gain to suppress the noise of the second stage and a differential
cascode as the second stage for better linearity suppressing second order harmonics, due to
its differential nature. The transition from single ended to differential signaling and back
necessitated the use of balancing units (baluns), formerly called balanced to unbalanced
transformers.

In the following tables some, literature data from low noise amplifiers in deep sub-
micron CMOS processes are presented. Especially those in 22nm CMOS FD-SOI can
be used for comparison with the results of this thesis. It should be noted that many of
these designs pursued goals such as wideband or multi-band operation, ultra low power
consumption, gain and not strictly the minimization of noise figure. Additionally, these
designs were fabricated, whereas the design presented in this thesis was not intended for
tapeout.
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CHAPTER 5. LOW NOISE AMPLIFIER DESIGN

Paper | Process | Frequency (GHz) | Gain (dB) | NF (dB)

Gholami [1] | 22nm FD-SOI 16-21.2 20 3.3
Ouyang [2| | 22nm FD-SOI 17.8-42.4 18.3 2.9-4.9
Fu [3] | 220m FD-SOI | 23.3-30.3 / 38-44.7 | 22 /16 | 255/ 4.75
Xu [A] | 22nm FD-SOI 60 20 33
Spasaro [5] | 22nm FD-SOI 30 8-18 6-7
Cui |6] 22nm FD-SOI 22-32 21.5 1.7-22
Mousavi [7] | 180nm CMOS 3-8 18.7 3.7
Han [§] 45nm SOI 17-38 23 4

Table 5.1: Overview of modern nanometer CMOS LNA designs: process,
frequency, gain, and noise figure

Paper | Power (mW) | IP1dB / IIP3 (dBm) [ S11 / S22 (dB)

Gholami [1] 15 -20 ) — -10 / -10
Ouyang [2] 15.8 -17.9 /-85 -10 /-10
Fu [3] 18 -17.2 --30.6 / -10.3 - -21.6 -10 /-10
Xu 4] 8.1 -29.3 / 20 / -20
Spasaro [5| 0.52 -25.5 / -15 -20 / -20
Cui [6] 17.3 ~/-13.4 -10 / -10
Mousavi [7] 14.6 ~/-9.5 -10 / -
Han [8] 59 -/ - -10 / -

Table 5.2: Overview of modern nanometer CMOS LNA designs: power
consumption, linearity, and matching

Paper L Notes

Gholami [1] Wideband LNA-filter design

Ouyang et al [2] | Broadband mmWave application

Fu [3] Concurrent LNA for 5G with dual-band notch filter
Xu [4] Gain-scalable mmWave with back-gate tuning
Spasaro [5| Ultra low power variable gain LNA

Cui [6] LNA with magnetic feedback matching network
Mousavi [7] Ultra wideband design

Han [8] High power mmWave with multi-band matching

Table 5.3: Overview of modern nanometer CMOS LNA designs: notes
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5.4. DESIGN TOPOLOGY

5.4 Design topology

The cascode configuration is a popular topology in low noise amplifier design due to
its favorable high-frequency performance. It exhibits high gain utilizing a common source
stage followed by a common gate stage. It offers improved reverse isolation in comparison
with the simple common source stage, which improves stability. It has reduced maximum
output voltage swing, but performs better with regards to some non linear effects. All
these come with the cost of more complex design, area consumption, and slightly higher
noise figure than a single common source stage.

In order to achieve good performance in both noise figure and linearity with sufficiently
high gain, while keeping design complexity relatively low, a two stage approach was ap-
propriate. The first stage is optimized for noise performance, while the second one for
linearity. If wideband performance is desired, two stages might not be enough and the
idea of multiple stages tuned to perform at different frequencies within the band may be
applicable.

Vbp Voo

Ci——

2 2
i
La,
| |
1 Lout,
_| M, Ci, M@ — W —o REF,

Vss Vs
Figure 5.1: The LNA topology of this thesis

For this thesis, the topology chosen to be used is shown in Fig. A supposed antenna
delivers a single ended signal, therefore the first stage is single ended. The cascode is biased
for high enough gain to suppress the noise of the second stage and optimum minimum noise
figure. It is also noise matched. Linearity is mainly affected by the second stage, thus a
differential stage is used, which suppresses all even order harmonics, while also rejecting
common mode noise. The second stage is biased for linear performance and high gain, and
its excess noise is suppressed by the gain of the first stage in the total noise figure. The
design is supposed to be a standalone LNA, and thus the signal is converted back to single
ended at the output.

The conversion of the signal from balanced to unbalanced and vice versa requires
balancing units which are implemented with on chip transformers in RFIC design. These
are an important part of the design and they require special attention, because the interface
between stages can ruin performance if it is poorly implemented.
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CHAPTER 5. LOW NOISE AMPLIFIER DESIGN

5.5 Design methodology

When a design process and a specific topology for a low noise amplifier design have
been decided there are some general steps that need to be followed. First of all, transistor
testbenches must be performed, utilizing the setup of Fig.[5.2] Minimum noise figures must
be extracted and compared with design manual cases that have been measured. Transistor
sizes that achieve sufficient gain must be explored.

Secondly, inductor testbenches must be performed, in order to verify potential PDK
models. For inductors, the designer has the liberty to create their own models by electro-
magnetic simulation of structures. These structures can be custom made or contained in
the PDK. Such matters are explained in detail in [6]

Zy

USI

Figure 5.2: Transistor testbench

Schematic design with completely ideal elements can be done only very early on and
only to give general ideas. Realistic models of structures, such as inductors, capacitors,
resistors, and transformers should be used as early as possible. Regarding the specific
topology of this thesis, the design flow goes as follows. After general testbenches, some
input and output parasitics should be considered, especially since this block is the first in
the RF front end. This is discussed in Then the two stages are designed separately.
The first stage is biased for optimal noise performance and sufficiently high gain, while
noise matching is traded off with input matching. The second stage is biased for linear
performance with high gain, and output matching is performed.

After achieving adequate performance with both stages, interstage matching needs to
be performed. This entails design and simulation of transformers to be used for impedance
matching and as balancing units. Such matters are explored in detail in [7] This is where
all the extra capacitances at the drains and at the gates are used. They tune input and
output impedances of stages in order to aid matching for maximum power transfer.

Finally, layout must be performed. Firstly, transistor interconnects need to be raised
to top level metals, in order to make RF interconnects. Secondly, interconnects between
the transistors in the cascodes need to be made. It can be argued that this should be
done as early on as possible as well, before noise matching. However, transistor sizing is
involved in noise matching, which would require changing the interconnects every time.

After transistor layout has taken place and everything has been modeled either with
parasitic extraction or electromagnetic simulation, general placement of components is
needed. Inductors need to be sufficiently spaced apart so that magnetic feedback that can
cause instability is avoided. After all that, RF interconnects and pads are to be placed
and modeled. Post layout simulations must follow. For this thesis, due to high frequency
performance requirements and the general distrust towards the inductances provided by
parasitic extraction, all interconnects are modeled by electromagnetic simulation.
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5.5. DESIGN METHODOLOGY

The steps discussed are summarized in the following lists. Note that after every lay-
out stage and modeling of interconnects, some components may need tuning in order to
maintain performance. After all, before including the parasitic extraction or electromag-
netic models of interconnects, they are considered ideal short circuits. It is critical that
everything is properly modeled and performance is maintained after every step.

General first steps:

e Transistor testbenches: minimum noise figure, optimum noise impedance, sufficient
gain, sizing.

e Inductor testbenches: electromagnetic simulation, verification of PDK models.
First stage design:

e Biasing for optimal noise performance and sufficient gain.
e Input matching and noise matching.

Second stage design:

e Biasing for linear performance and sufficient gain.

e Output matching.

Interstage matching design:

e Transformer testbenches: electromagnetic simulation.

e Input and output impedance tuning and matching.
Layout:

e Transistor contact to higher metals.

e Interconnects between transistors.

e Component placement, especially inductors.

e RF interconnects and pads.
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Chapter 6

Integrated inductors

In circuit design and especially in microwave amplifier design, inductive elements are
necessary. In distributed networks, they are required for impedance matching and can
be implemented using transmission lines. In general, they can be implemented with coils
of wires. Modern IC fabrication and the use of higher frequencies have allowed for full
integration of inductors inside chips. At high frequencies, even a piece of interconnect
metal can become inductive. Even more obviously, a spiral of interconnect metal behaves
as an inductor at a specific range of high frequencies.

These integrated inductors are extremely difficult to model and evaluate, therefore thor-
ough electromagnetic simulations using reliable EDA tools are required. For convenient
use of results, the structure being simulated is treated as an n-port and its S-parameters
are extracted from electromagnetic fields. Nevertheless, the extraction of lumped element
models is also desired, because they can establish connections between geometric parame-
ters of the inductor to circuit element parameters, while S-parameters are more abstract.
This can eliminate the need for extensive simulation of a lot of structures. A good lumped
element model verified for some structures can be predict the behavior of similar structures
very well, without the need for time consuming electromagnetic simulations.

6.1 Layout and electromagnetic simulation

Integrated inductors are designed by making spirals out of metals normally intended
for RF interconnects. These are thick metals usually higher in a design process stackup,
because small sheet resistance and low capacitive coupling to substrate are required.

In Fig. a b00 pH at 7.7 GHz inductor from the RF library of GF22 FD-SOI process
is shown. It has an inner diameter of 95.04 um, a turn width of 10.57 ygm and consists of 1.5
turns of two stacked top level metals connected with continuous vias, in order to minimize
its resistance. An electromagnetic simulator, such as HFSS, EMX, and Momentum, would
be used to examine the behavior of this structure within a frequency range of interest.

For any electromagnetic simulation of integrated structures, the simulator needs infor-
mation about local ground along with the process stackup. For instance, EMX by default
assumes an infinite perfect ground plane under the substrate. For external excitation, pins
need to be created on the structure defining the direction of incoming signals. These are
treated by the simulator as ports. They are short circuited and fed external input in the
form of voltage or current sources. Many simulators, such as HFSS, can show electro-
magnetic fields, but for circuit design the S-parameters are usually sufficient and they are
extracted from electromagnetic fields.
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CHAPTER 6. INTEGRATED INDUCTORS

Therefore, in order to confirm that the electromagnetic structure simulated indeed
behaves as an inductor, Y-parameter extraction from its S-parameters is performed. The
matrix should be symmetric due to reciprocity anyway, and if the 4 Y-parameters are
approximately equal and of the correct form, the structure indeed behaves as an inductor.
The correct form of the Y-parameters for an inductor would be a hyperbolic magnitude as
a function of frequency and —90° phase.

The simplest realistic model for an inductor is its self inductance in series with its
resistance, since any conductor exhibits some Ohmic resistance. The quality factor of
such an inductor is defined as a measure of how strong the presence of said resistance is
in comparison with said inductance. For high quality factor inductors, the resistance is
negligible.

s )

Q:%:Z:Rﬁ—ij:ij(l—gg) (6.2)
1 1

yoLt_ 1 6.3

Z R+ jwL (6:3)

If the simulated 2-port behaves like an inductor, its parameters can be extracted as
follows. For the inductor in Fig. three different electromagnetic simulators were used
to extract its parameters, in order to evaluate the available PDK models.

1
Im | —
1 1 1 Yi
L=—TIm|—| A R=Re|—| A Q (6.4)
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Figure 6.3: Self inductance with respect to frequency
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Figure 6.4: Quality factor with respect to frequency
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Figure 6.5: Resistance with respect to frequency
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CHAPTER 6. INTEGRATED INDUCTORS

Of course, the inductor’s parameters do not remain the same across frequency, because
the structure’s behavior is very complex. For example, resistance changes with frequency
due to skin effect. However, for a frequency range around 7.7 GHz, the structure is a well
behaved inductor.

As frequency increases, capacitive coupling becomes too strong and the whole structure
begins behaving like a capacitor. This can be seen in Fig. where what has been defined
as self inductance becomes negative. The frequency at which the self inductance becomes
zero is called self resonance frequency and it marks the transition between inductive and
capacitive behavior. It is recommended that the operating frequencies of an inductor be
below two thirds (2/3) of the self resonance frequency. For the inductor being studied the
operating frequency is 7.7 GHz and the self resonance frequency is 44.35 GHz.
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—1000 +
—1250 +

L (pH)

—1500 A

T T T T T T T
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
f (GHz)

Figure 6.6: Self resonance frequency

The two simulators EMX and Momentum are in agreement with each other and the
PDK model performs quite well according to them. The resulting S-parameter files from
them can be loaded in a 2-port, like the one in Fig. which can be measured in Cadence.
Furthermore, EMX has the ability to create lumped element models, such as the on in
Fig.[6.8f The lumped elements’ parameters are found by curve fitting the S-parameters of
the 2-port.

With a lumped element model one can gain intuition about physical phenomena that
the abstraction of S-parameters conceals. For example, capacitive coupling is understood
through capacitors and leakage currents through resistors. Additionally, it is understand-
able why such a structure self resonates, since the circuit of Figl6.8] exhibits capacitive
signal paths and at higher frequencies their impedance is much lower than that of induc-
tive paths.
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Chapter 7

Interstage matching

In microwave amplifier design, when a single stage does not provide enough gain, a mul-
tiple stage approach is necessary. However, this adds the complexity of having to achieve
conjugate matching between stages, in order to have maximum power transfer between
them. This can be attempted with matching networks containing inductors and capaci-
tors or transmission line stubs. Furthermore, transformers can aid impedance matching
through impedance transformation.

Differential amplifiers have some attractive qualities such as suppressing harmonics of
even order better noise performance, and usually double the gain of the corresponding
single ended stage. However, since antennas are usually single ended, in order to take
advantage of a differential stage, a balancing unit (balun) is required to convert the single
ended signal to differential.

In practice, there are no ideal transformers, especially on chip where parasitics domi-
nate. The concept of the transformer is approximated by coupled inductors and they can
be used as balancing units if they contain a center tap, which is an electrical connection
to the middle of one of the windings. With a reference at the center tap the two terminals
of the winding can provide a differential signal or be driven by a differential signal. The
other winding must have one terminal at the reference and the other terminal is for the
single ended signal. Note that a balancing unit is not necessarily a transformer, since there
are other types as well.

7.1 Ideal transformers

The ideal transformer is a very simplified model of two magnetically coupled coils.
It assumes perfect magnetic coupling without energy losses or magnetizing current, no
winding resistance, and no capacitive effects. It can be treated as a 2-port network and its
symbol is shown in Fig.

Figure 7.1: Ideal transformer
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Ny Ny
n=-— A

No Ny
e Ni: primary winding number of turns

e Ns: secondary winding number of turns

= — =n= — AN — = —— = —— = —qQ (72)

B R | R A A w3

If an ideal transformer is terminated by a load, as shown in Fig. it performs the
following impedance transformation. This concept is used in practice, however in most
cases, especially in IC design, the ideal transformer model is too crude.

’il —aig

Figure 7.2: Ideal transformer terminated by a load Z,

7.2 Coupled inductors

A more realistic model of magnetically coupled inductors utilizes the inductance matrix
with the concept of mutual inductance. This model still ignores resistive losses in the
windings and leads to the 2-port representation of coupled inductors shown in Fig.

O M O
+ N -
v Iy Lo v
o °

Figure 7.3: Coupled inductors

e [;: self inductance of primary inductor (H)
e Ly self inductance of secondary inductor (H)

e M: mutual inductance between primary and secondary inductors (H)
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-
V9 JwM Jwla| |ig

The dots appearing in Fig. are a notational convention to simplify diagrams oth-
erwise requiring to show magnetic flux coupling. The voltage induced by one inductor to
the other, depends on the direction of current. If current enters the dot of one inductor,
the induced voltage at the other dot is positive and vice versa.

Practically, since currents conventionally enter at the positive voltage terminal, if for
both inductors the current enters at the dotted terminal, mutual voltage is conventionally
positive and if for one inductor the current enters at the dotted terminal and for the other
inductor the current leaves from the dotted terminal, mutual voltage is conventionally
negative. The coupling factor between inductors is defined as follows and can take values
from zero to one.

M
vV L1Lo

For solenoid coils self inductance can be calculated as follows and in general it is
proportional to the square of the number of conductor turns forming the loop.

- A kel01] (7.6)

A
L= ,ug,uTTNQ A L~ N? (7.7)

e [ip: vacuum permeability

wr: relative permeability of the material in the core of the solenoid

A: area of the solenoid

[: lenght of the solenoid

Assuming perfect magnetic coupling (k = 1) and infinite permeability for the material
containing the mutual magnetic flux, or equivalently no magnetizing current, it can be
seen how coupled inductors behave like transformers by comparing their H-parameters.
For perfect magnetic coupling and very large self inductances the following hold.

k=1 < M=+/L1L, (7.8)

Ly

H = i AZ Zlg o 1 w2(M2 — L1L2) jwM o 0 fZ

N Zag | =201 I Jwlo —jwM 1 B _ ﬂ i

Lo Lo
(7.9)
L N
0 I 0 - -
~ 2| — 2| —

H [_n 0] (7.10)

~ = N =
_ = 0 e 0
LQ N2

This indicates that coupled inductors have the ability, to some extent, to perform
impedance scalin like transformers do.
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In practice, resistive losses in the conductors must be taken into account and the
model of Fig. [7.4]is used. Additionally, if an electromagnetic structure designed as a pair
of coupled inductors is simulated and results in a 4-port, it can be treated as a 2-port by
connecting some terminals to ground and the parameters of the coupled inductors can be
extracted with the setup of Fig.

1 R1 M R2 2
- Iy -
U1 L Lo Vs
o °

Figure 7.4: Lossy coupled inductors

vr| _ R+ jwly JwM i1 (7.11)
V9 jwM RQ + ijQ iz '
Zy _h Ry M Ry o 7
+ AN -
US] Uy Ll L2 () USQ

| Im[Z

L= ﬁlm[Zu] AN Ry = Re[ZH] AN Q1= Piz{zij (712)

Lr=pilulZe] A Ry=RelZa] A Q- g;gzj (7.13)
M= L m(Z)] (7.14)

2 f

Obviously, these parameters change with frequency for the same reasons analyzed in
[6.2l Analogous models can be extracted for coupled inductors as the ones for inductors
and self resonance need to be avoided for them as well.

In fact, coupled inductors can be more susceptible to self resonance than simple induc-
tors. Achieving good magnetic coupling without ferromagnetic cores, as is with on chip
inductors, requires bringing two inductors very close to each other. This creates capacitive
signal paths whose impedance becomes lower at higher frequencies and the structure fails
to behave as a pair of coupled inductors.

Good coupling is necessary for minimizing losses. The best way to achieve it is with
integrated inductors by stacking them one on top of the other made from consecutive metal
layers of the stackup, like in Fig.[7.6] The inductors shown have inner diameters of 70 ym
and turn width 6pm, which leads to self inductances of 138 pH and 146 pH with a coupling
factor of 0.78 at 7.7 GHz.

If tuning of the coupling factor is required two inductors made from the same metal
layer can be interleaved, like in Fig. [7.7] The inductors shown have inner diameter of
70 pm, turn width 6pm, and turn spacing of 2.6um, which leads to both self inductances
being 153 pH with a coupling factor of 0.56 at 7.7 GHz. Turn spacing is tunable.
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Figure 7.7: Interleaved coupled inductors
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7.3 Balancing units

A balancing unit (balun) is an electrical device that allows balanced and unbalanced
lines to be interfaced without disturbing the impedance arrangement of either line. It
provides common mode noise suppression and possibly impedance matching.

There are many types of baluns with the most common being the classical center tapped
transformer type, which utilizes magnetic coupling of inductors and provides galvanic iso-
lation between the two signal interfaces, which allows them to be on different DC levels
as well. There are also autotransformer type baluns, transmission line baluns, and hybrid
baluns.

In IC design the most common type of balun being used is the center tapped trans-
former. Transformers are implemented as explained in only with an extra connection
to the center of the inductor at the balanced side.

7.3.1 Center tapped transformers

A center tapped inductor can be modeled as two coupled inductors. Therefore, trans-
former center tapped at one winding can be modeled as three coupled inductors. In Fig.
a center tapped transformer is shown being measured as a 3-port network.

Zo il

’USL 01

Figure 7.8: A transformer center tapped at the secondary winding as a 3-port

U1 Ry + jwly JwMio —jwMig3 i1
v2| = | Jwh Ry + jwLs —JjwMa3 12 (7.15)
U3 —jleg —jwM23 Rs3 + ij3 3

The electromagnetic simulation of a structure designed as a center tapped transformer
results in the S-parameters of a 5-port network. Connecting some terminals to ground, like
in Fig. all the parameters of the inductors can be calculated and undesired asymmetries
can be observed, which might require redesigning.

1 Im
Li = ;—Im[Z;; i = Re|Zy; i =S
o] m[Z;] AN Ri=RelZy] N Q Re[Zy]

(7.16)
1 M;;
—Im[Z;;] AN ki =
orf v LI
If symmetry holds, then v9 = —wv3 and vy = vo —v3 is free from common mode signals,
such as noise and harmonics of even order. Under symmetric termination, the same current
flows in and out of the secondary winding and the conditions for symmetry follow.

M;j = (7.17)
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io=—13 AN Ro=R3 AN Lo=Lsg AN Mpo=DMzg — vy=—v3 (7.18)

In general, a center tapped transformer can be treated as a 2-port as well, like in
Fig.[7.9 However, if it is to be used as a balancing unit, symmetry should be secured first.

Z0 i Rp

—>

Figure 7.9: A transformer center tapped at the secondary winding as a 2-port

vi| | Rp+jwL, JwM 11
Rp =R, AN Rs=Rs+ Rj3 (7.20)
Lp =11 N Lg=Lo+L3+2Mss AN M= M+ Mz (721)

Center tapped transformers can of course be interleaved and stacked. The inductors in
Fig. are stacked and have inner diameters of 70 ym and turn width 6xm, which leads
to self inductances of 145 pH and 537 pH with a coupling factor of 0.75 at 7.7 GHz. The
inductors in Fig. [7.11] are interleaved have inner diameter of 70 ym, turn width 6um, and
turn spacing of 2.6pum, which leads to of 191 pH and 504 pH with a coupling factor of 0.62
at 7.7 GHz. Turn spacing is tunable.

Note that in both cases one inductor has one turn and the other has two, which affects
coupling and self inductance and is done in an effort to transform a load impedance.
In Fig. the second turn is completed by moving one metal layer down and then
back one metal layer up. Furthermore, the only difference these structures have than the
corresponding transformers is the center tap, which can be seen at the center of an inductor
connected with a via to one metal layer up.
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Figure 7.10: Stacked balun transformer
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Figure 7.11: Interleaved balun transformer
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7.3.2 Balun transformer design

When a single ended signal needs to be converted to differential, such as in an amplifier
between stages, a balancing unit is necessary. In IC design, this can be achieved with on
chip center tapped transformers. Usually, there is a desired coupling factor and a range of
self inductances that are acceptable and geometric parameters of a structure are tuned in
order for it to fit the requirements.

In this thesis, custom balun trasformers, such as the one in Fig. [7.12] were utilized.
The SKILL script to generate them was kindly provided by Dimitrios Georgakopoulos.
The transformer used has an inner diameter of 250 um and a turn width of 6 um. This was
a tough compromise because large inductances at low frequencies, compared to mm-Wave
frequencies, were required and parasitic capacitances between the inductors dominated if
the conductors were widened in efforts to trim losses.
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A A R P S S Ry
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Figure 7.12: Balun transformer

In order to find appropriate geometric parameters for a balun transformer some theo-
retical calculations can be done, but eventually a structure’s behavior needs to be verified
with results from electromagnetic simulation. The setup to evaluate a balun transformer
was shown in Fig. [7-8
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First of all, the 3-port S-parameters must be evaluated. The transformer needs to
exhibit low losses and small amplitude imbalance at the operating frequency range, as
shown in Fig. [T.16] Since power from the first port is being split and delivered hopefully
symmetrically to the other two ports, these S-parameters are expected to be below —3 dB.
Additionally, low phase imbalance is required, as shown in Fig.

AAdB =20 log (‘S21|> dB (7.22)
|91
A¢ = [180° — arg(S21) + arg(Ss1)] mod 360° (7.23)

Making a balun that exhibits its minimum losses within the operating frequency range
might seem like an attractive idea, however its losses minimize near self resonance, as shown
in Fig. and it is critical that this frequency region be avoided. This can be verified by
extracting inductances shown in Fig. and Fig.[7.19] Note that the operating frequency
band is from 7 up to 8.4 GHz, while the self resonance frequency is at 12.81 GHz, barely
satisfying the rule of thumb that the transformer should not operate above 2/3 of the self
resonance frequency.

This highlights the significant difficulty of the trade offs. The need for high inductances
and high coupling leads to large diameters of inductors, which makes the structure suscepti-
ble to self resonance requiring thinner conductors that exhibit greater losses, demonstrated
by poor quality factors in Fig.[7.20l After proper tuning, the transformer can be measured
as a 2-port with the setup of Fig. and if the results, like in Fig. [7.21] Fig. [7.22] and
Fig. are satisfactory it can be used as a balun. The coupling factor at the operating
frequency is 0.91.

— |So1laB
SRF: — |S31lam
1
T T T T T T
2.5 5.0 75 100 125 150 175 20.0 225 25.0 275 30.0

f (GHz)

Figure 7.13: Balun transformer S-parameters magnitude
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Figure 7.14: Balun transformer S-parameters magnitude (zoomed in)
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Figure 7.15: Balun transformer S-parameters phase
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Figure 7.16: Amplitude imbalance
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Figure 7.17: Phase imbalance
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Figure 7.18: Balun transformer self inductances
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Figure 7.19: Balun transformer mutual inductances
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Figure 7.20: Balun transformer quality factors
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Figure 7.21: Balun transformer as a 2-port quality factors
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Figure 7.22: Balun transformer as a 2-port self inductances
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Figure 7.23: Balun transformer as a 2-port mutual inductance
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7.4 Impedance matching with coupled inductors

Transformers can aid in impedance matching through the impedance transformation
they provide, as explained in Even if just conversion from single ended to differential
signaling or vice versa is desired, conjugate matching is still required for maximum power
transfer. Additionally, a balanced line has a characteristic impedance double that of an
unbalanced line, if it consists of two symmetric lines of the same type as the unbalanced
line. Therefore, impedance matching is almost always required.

Consider the setup of Fig. where there could possibly be center taps as well. The
source and load impedances need to be capacitive (Xg < 0, X1, < 0) so that they can be
matched with coupled inductors. Resistive losses belonging to the transformer have been
absorbed in the source and load impedances. For the case of perfect coupling (k = 1) there
is a simple closed form solution for the self inductances necessary for conjugate matching.

M <+
.A. +
Lo v Zr

Figure 7.24: Coupled inductors used for impedance matching

v =05 — 1145 N vy = —ig (7.24)
[vl] _ [ jwly jwv/L1Ly H (7.25)

U2 Jwv/LiLoy Jwlo i2 '

vy Z12291 . w2l Lo
Lin = — =/11 — ———-— = jwlq + - 7.26
gy N Zt 21 Je Rp + (X1 +wLo) (7.26)
R; (R + X2 Rs(R? + X?

Zin = 7% <> L= L(fts + X5) Ly = s(fip + X7) (7.27)

2nf(RsXL 4+ RpXs) 2 f(RsXp + RrXs)

The necessity for capacitive source and load impedances is highlighted with these results
because self inductances must be positive. Additionally, source and load impedances viewed
from the 2-port can be tuned with capacitors if necessary. An example of such a case is
when the required self inductances differ slightly from those achieved by the structure.

Note that in practical cases coupling is lower than 1 and many more phenomena, such as
parasitic capacitances, may be noticeable even in the operating frequency range, therefore
the use of EDA tools is necessary. Closed form solutions for a given coupling factor exist,
but they are complicated.

To summarize, the design of transformers for impedance matching and as balancing
units basically begins with investigating the performance of structures with electromagnetic
simulation, examining the impedances that need to be interfaced, finding the necessary self
inductances and tuning both the impedances and the self inductances in order to achieve
matching.
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Chapter 8

Input /Output parasitcs

Any integrated circuit that needs to interface with off chip equipment inevitably faces
very noticeable parasitics that can degrade its performance. Before designing a schematic,
especially in the RF front end, such as a low noise amplifier, it is good practice to run
some simulations and take into account such parasitics.

The most prominent input/output parasitics result from bond wires and pads. The
former result in series inductances and resistances, while the latter in shunt capacitances
with leakage resistances. For the design of this thesis, already available data for bond
wires were used and S-parameters from PDK pads were extracted with electromagnetic
simulation.

8.1 Bond wires

Bond wires connect the chip with the PCB, therefore, in order to include coupling with
PCB ground, they can be viewed as a 2-port network. However, the simplest model for a
bond wire is the one in Fig. like with inductors in

Figure 8.1: A series impedance as a 2-port network

-Y Y

The available bond wire data were for gold bond wires with a diameter of 25 um.
Gold is less conductive than copper, however it does not suffer from oxidation like copper,
except for in very specific environments unrelated to IC packaging. The Z-parameters of
the 2-port fit the model of Fig. and inductor parameters were extracted.

Y- [ v —Y] (8.1)

1
Im []
1 1 1 Y1y
L:WIm[Yn] A R:Re[YH] A Q:Re[l} (8.2)
Y
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BOND WIRES
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Figure 8.2: Bond wire inductance

1T — 400 pm
— 500 um

4 —— 600 pum

T T T T T T T T T T T T T
5 10 15 20 25 30 35 40 45 50 55 60 65 70

f (CHz)

75 80 8 90 95 100

Figure 8.3: Bond wire quality factor
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Figure 8.4: Bond wire resistance

The self inductances of bond wires of different lengths can be seen in Fig. B2l They
amount to self inductance per unit length of about 0.72 — 0.75 nH/mm, which is close to
the 1 nH/mm rule of thumb.

There are other ways to estimate bond wire self inductance as well. It can be treated
as a wire of radius r and length [ at height h over a ground plane, which has the following
external self inductance. This is extracted using the method of images.

2
[ = Homrl <h> LS Iy T T (Qh> , a<h (8.3)
27 T T 27 T

The internal self inductance of the wire is ignored in the model above because at high
frequencies it follows an inverse square root law due to skin effect. It vanishes when added
to the external self inductance, since the frequencies of interest are quite high. However,
the existence of internal wire self inductance can explain the curvature seen in Fig. [8.2] at
frequencies up to 5 GHz.

Furthermore, bond wire resistances can be seen in Fig. They clearly follow a
square root law with respect to frequency, which is expected from the skin effect observed
in wires. This results in the quality factor, shown in Fig. [8:3] following a square root law
with respect to frequency as well, provided that self inductance remains constant, as it
does in this case.

wL w
Q=G ~ =V (8.4)
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8.2 Pads

Since bond wires are used at the interface of a chip with a PCB, they usually have
larger dimensions than on chip interconnects. Therefore, on chip pads are required for a
bond wire to make a reliable electrical connection.

Pads are basically surfaces made of top level metals of the stackup and their shape
depends on the type of connection they support, for instance bond wires, solder balls,
probes. For bond wire connections, the PDK for GF22 FD-SOI provides rectangular pads,
like the one in Fig. [8.5] The smallest available width and length were used in order to
minimize parasitics.

Figure 8.5: PDK provided bond wire pad

After electromagnetic simulation that resulted in S-parameters for the pad, using the
model of Fig. seemed like a good choice because all Y-parameters were equal. After all,
the pad parasitics can be thought of as a capacitance modeling coupling with the substrate
and a resistor modeling leakage currents to the substrate.

ZO il /L.Q Z0

Z— [Z Z] (8.5)

However, attempting to interpret the shunt admittance model as a capacitor with
leakage did not yield parameters constant over frequency, as shown in Fig. and Fig.
Thus, it was decided that the pad parasitics should be included by treating the pad as a
2-port network with its S-parameter file from the electromagnetic simulation loaded.

1 1

Z=c=_—""_ 8.6
Y G+ jwC (8.6)
1 1 1 1
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Chapter 9

LNA schematic design

Theoretical calculations for high frequency design are extremely difficult due to all the
parasitics exhbiting very noticeable behaviour. It is impossible to take everything into
account and extract accurate formulas for transfer functions or input impedances like in
analog design. Therefore, simulations start immediately and with PDK components.

Vbp Vbp

9 L5 v N
I
La,
| |
1 Lout,
_| M, Ci, M@ — W —o REF,,;

Vss Vs
Figure 9.1: The LNA schematic

The schematic of Fig. was created in Cadence Virtuoso and design followed from
there. The process followed was the one described in Because of the range of oper-
ating frequencies, the RF library from the GF22 FD-SOI PDK was used. The super low
threshold voltage transistors (slvtnfet rf) were used due to their lower noise and better

high frequency performance.
The biasing voltages that resulted from the design process are shown below. For
reliability and simulation accuracy reasons, the supply voltage is the PDK specified.

° VDD = 800mV
o Vp, =400mV
o Vg, =300mV
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CHAPTER 9. LNA SCHEMATIC DESIGN

9.1 Design of the first stage

The schematic of the first stage in Cadence Virtuoso is shown in Fig. Transistors
were sized in order to have sufficient gain and biased to achieve their optimal minimum
noise figure. Noise matching was taken into account during sizing and it was traded off with
input matching. Larger devices exhibit optimum noise impedances of smaller magnitude.
The cascode with the extra gate to source capacitance was sized to have R,,; = 50£) and
Xopt Was expected to be tuned by a gate inductor. Input matching is tuned with the gate
inductor, the capacitor between the gate and source terminals, and the source inductor.
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Figure 9.2: Schematic of the first stage in Cadence Virtuoso

The absence of a gate inductor is related to the extreme difficulty of its integration,
which led to the decision that an off chip inductor was necessary. The 7.7 GHz frequency
of operation is high but large inductances are still required. The poor quality factor of
large integrated inductors, especially in deep sub-micron processes, led to unacceptable
degradation of minimum noise figure.
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9.1. DESIGN OF THE FIRST STAGE

9.1.1 The gate inductor

Input matching at 50 is required. The gate inductor tunes out the imaginary part
of the input impedance at the operating frequency. However, this must be traded off with
tuning out the imaginary part of the optimum noise impedance.

As far as the 2-port’s S-parameters are concerned, Sy exhibits a dip at the frequency
where the imaginary part of the input impedance becomes zero. The steepness of the dip
depends on how close the real part of the input impedance is to 50€2. In Fig. [0.3] the
performance of several types of inductor at input matching is shown.

The ideal inductor yields the expected performance and if a finite quality factor is taken
into account, it performs better, due to bringing the real part of the input impedance closer
to 50 . Adding shunt capacitors to simulate coupling with ground significantly degrades
performance. The PDK model performs very similarly to the EMX model of the inductor.
The unshielded inductor is definitely unusable, because it degrades minimum noise figure
to unacceptable values. However, the shielded inductors parasitics ruin input matching.
Therefore, the decision for an off chip gate inductor was made.

0 -
75 .
—10 1
~15
—90
m
= 251
a
=
= —30
N —— indq
—35 17 —— ind
A —— indc
—40 indq.c
—45 4 — pdkshield
pdk
=501 emx
_55 - emx_schematic
1 2 3 4 5 6 7
f (GHz)

Figure 9.3: Input matching for different typed of gate inductors

e ind, indq: analogLib inductors without and with series resistance
e pdk: inductor model from the 22-FDX PDK

e c: presence of shunt capacitors

e shield: shield option enabled

e emx: 2-port S-parameters model from EMX

e emx_schematic: 2-port lumped element model from EMX
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CHAPTER 9. LNA SCHEMATIC DESIGN

9.1.2 The source inductor

The inductive source degeneration is necessary for input matching and improves sta-
bility at the cost of reducing gain. By utilizing a simple model shown in Fig. [0.4] the
common source stage high frequency input impedance can be found. The capacitance C
can contain internal and external capacitances as well as the Miller capacitance.

Figure 9.4: A simple model for a common source stage

Uin = JWLs(gmvgs + Zin) + Vgs + jWLgZin A Vgs = — = (91)
JjwC
Vin ImLs . 1
n=go= g TI|wllet L) - on (9.2

For this model, closed form solutions for the inductances can be found. However,
realistic models are much more complex therefore the expression for Z;, is much more
useful for just indicating what values of components should be increased or decreased in
order to achieve matching. Additionally, the capacitance C' can be tuned as well.

Zm(jwc):ZO:5OQ <~ Ls—if)mc( VAN Lg_wc;C'_

In conclusion it should be noted, that the three components that allow tuning of input
and noise matching are the source inductor, the gate inductor, and the gate to source
capacitance. The gate to source capacitance can be tuned with device sizing or with
external capacitance. The gate and source inductors are tuned by changing geometric
aspects of their structure.

Devices should be sized to have high gain and R,y > 50€). Some of this gain is to
be sacrificed for input matching and noise matching by increasing gate to source capac-
itance with external capacitance and inductive source degeneration. Additionally, induc-
tive source degeneration might need to be increased for stability reasons, further decreasing
gain. Tuning out the imaginary part of input impedance and the optimum noise impedance
is the last task and only the gate inductor is available for it, thus highlighting the trade
off between noise and input matching.

L, (9.3)
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9.2. DESIGN OF THE SECOND STAGE

9.2 Design of the second stage

The schematic of the second stage in Cadence Virtuoso is shown in Fig. Biasing the
second stage is done regarding linearity and not optimal noise performance. This implies
large devices and high currents, while keeping the overdrive voltage low.
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Figure 9.5: Schematic of the second stage in Cadence Virtuoso

At high drain currents the relationship of current with gate to source voltage is much
more linear, leading to smaller variations in transconductance during large signal opera-
tion. Additionally, low overdrive voltages ensure that the devices stay in saturation and
operate more linearly during large signal operation, because large variations in Vpg do
not necessarily make it lower than Vpy and a device remains in saturation as long as
Vbs > Vov = Vgs — V4, Therefore, the gates need to be biased at moderate voltages near
the threshold voltage.

The external gate to source capacitances and inductive source degeneration are tuned
for stability and input matching. Therefore, the transistors of this stage are biased for
sufficient linearity and high gain and some of this gain is traded off for interstage matching
and stability. A balun transformer is utilized for output matching and an extra inductor is
seen at the output, due to the inductances achieved by the transformer not being enough
for matching.




CHAPTER 9. LNA SCHEMATIC DESIGN

9.3 Balancing units and matching

After adequate performance from both stages has been ensured, matching must follow,
especially for the transition from balanced to unbalanced signaling. Balancing units and
how they are used in impedance matching were discussed in detail in [7.3] Especially,
balun transformer design was discussed in [7.3.2] However, these guidelines serve well up
to a point and after that a lot of fine tuning is required.

Essentially, after a point it is more convenient to consider the balun as part of a stage
and tune external gate to source capacitances or drain capacitances, in order to achieve
matching. Furthermore, as already mentioned, some extra inductance was required at the
output. Necessity for very large inductances had posed a problem from very early on,
because the transformers offered by the PDK came in limited dimensions, specifically too
little diameters.

Consequently, custom balun transformers were generated with SKILL scripts kindly
provided by Dimitrios Georgakopoulos. Larger diameters posed challenges as well, due to
capacitive parasitics. In an effort to mitigate them, turn width was reduced, effectively
sacrificing quality. The same balun transformer was used between stages and at the output
and it is shown in Fig. It was modeled by electromagnetic simulation and included
in schematic simulations as a file of S-parameters from the beginning.

NPORTE
naport

ct.FJ“m p4i.’57
et e
P2 s
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=
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Figure 9.6: A 5-port with the balun transformer’s S-parameter file loaded

[@instanceNamel

° balun_1 P
ct

Figure 9.7: The balun transformer’s symbol
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9.4. I/O PARASITICTS

9.4 1I/0 parasiticts

The input and output parasitics discussed in |8 were included in the schematic simu-
lations from the beginning. The assumption that there is some control over the length of
bond wires during packaging design was made.

9.4.1 Signal path and ground

Bond wires and pads are required at the input and at the output. Six bond wires are
used to bring the PCB ground on chip, in order to minimize the effect of their inductance.
This inductance degrades performance, especially stability. At high frequencies capacitors
can also be used in order to tune out bond wire self inductance while bringing PCB ground
on chip, however this was not required here.

The signal path from the antenna to the chip requires a coupling capacitor so that the
DC voltage level at the input does not affect the antenna. The value of that capacitor
needs to be 20 pF, because at 7.7 GHz its impedance is X¢ ~ —1.03(2 and it does not
affect the circuit. Such a large capacitor on the signal path could not be included on chip
due to noise and parasitics. Also, note the absence of a gate inductor as a supposed 1 nH
bond wire inductance was sufficient. This bond wire would have to be tuned and simulated
during packaging design.
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Figure 9.8: Signal path and ground bond wires and pads
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CHAPTER 9. LNA SCHEMATIC DESIGN

9.4.2 Biasing and supply voltages

The biasing and supply voltages for the circuit are generated by external voltage sources
and brought on chip with bond wires. This allows for some flexibility in case something
fails to work as expected. Each stage has its own supply in order to combat signal paths
between stages potentially ruining stability.
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Figure 9.9: Bias bond wires and decoupling capacitors

Additionally, decoupling capacitors are shown here because they are placed immediately
after the DC voltage pads. They ensure that Vpp and Vgg are practically equipotential
for AC signals. They improve reverse isolation and stability. Their values were selected
by beginning with really large capacitors and making their capacitance smaller up until
circuit performance was significantly degraded. Afterwards, a bit larger capacitors were
used maintaining adequate performance.
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9.5. SIMULATION RESULTS

9.5 Simulation results

9.5.1 Nominal case

After iterating through the explained process and tuning everything as required, the
following nominal results were achieved. Noise figure and minimum noise figure are shown
in Fig. where excellent noise matching can be observed, which can be confirmed with
the values of the optimum noise impedance in Fig. 0.11]

The S-parameters are shown in Fig. where mathing, gain and reverse isolation are
observed. The behavior exhibited by S1; at frequencies higher than the operating frequency
is attributed to the second stage acting as a load to the first stage. Such behavior was
not observed and there when the first stage was being designed with the input impedance
of the second stage at the operating frequency as a load. At the schematic level, noise
matching did not have to be sacrificed for input matching. Every type of gain is presented
in Fig. confirming maximum power transfer by conjugate matching.

Metric L Symbol J Value
Noise figure NF 0.585dB
Minimum noise figure NF,.in 0.579dB
Optimum noise impedance Zopt (43.06 4 5 0.812) Q
Gain ’521 ‘dB 33.78dB
Input return loss —|S11laB 33.05dB
Output return loss —|Sa92|aB 37.3dB
Reverse isolation —|S12laB 65.49dB
Input referred 1dB compression point [P1dBggm —31.15dBm
Output referred 1dB compression point OP1dBggm 1.63dBm
Input referred third order intercept point ITP345m —7.21dBm
Output referred third order intercept point | OIP34gm 26.64 dBm
Stability metrics K /B 19.25/0.9996
Alternative stability metrics w/ 25.41/20.8
Quiescent current Ig 39.82 mA
Power consumption Ppe 31.86 mW

Table 9.1: LNA schematic nominal results

Note that input impedance in Fig. and output impedance in Fig. are calculated
with signal excitation at one port and matching at the other.

1+ Sn 1+ Sao
1-— 511 1-— 522

Stability metrics are presented in Fig. and Fig. confirms unconditional sta-
bility more clearly. Additionally, the K stability factor is presented in Fig. along with
the B; factor in Fig. confirming unconditional stability once again. Unconditional sta-
bility was also confirmed for frequencies from 100 kHz up to 1 THz, however the diagrams
over such a large frequency range are not clear, therefore they are not presented here.

Finally, non linearity metrics are presented. The results of a single tone test are shown
in Fig. providing the 1dB compression point, and the results from a multitone test
are presented in Fig. providing the third order intercept point.

Zy, = 2y N Iy, = Zy (94)
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Figure 9.10: LNA schematic noise figure
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Figure 9.11: LNA schematic optimum noise impedance
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Figure 9.12: LNA schematic S-parameters
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Figure 9.13: LNA schematic gains
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Figure 9.14: LNA schematic input impedance
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Figure 9.17: LNA schematic stability factors u and p' (zoomed in)
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Figure 9.20: LNA schematic output power compression
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Figure 9.21: LNA schematic third order intercept point
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9.5.2 Corner cases

To ensure reliable circuit performance under process, voltage, and temperature (PVT)
variations, simulations are carried out across defined corner cases. These corners represent
unfortunate manufacturing scenarios, where transistor parameters such as threshold volt-
age, charge carrier mobility, and oxide thickness may deviate from their nominal values.
The corners at which the schematic was simulated entailed typical, fast, and slow transis-
tors (T'T, FF, FS, SF, SS), some temperatures, specifically —40°C, 60°C, and 125°C, and
+10% variations of the supply voltage. The minimum and maximum values across corners
for the performance metrics of the schematic are shown in the following table.

Metric J Minimum L Nominal L Maximum
NF 0.375dB 0.585dB 1.055dB
NF,.in 0.374dB 0.579dB 1.012dB
|S21|aB 22.93dB 33.78dB 37.21dB
—1S11laB 11.79dB 33.05dB 34.52dB
—1S92|aB 6.4dB 37.3dB 37.3dB
—|S12|aB 62.84 dB 65.49dB 69 dB
K /By |12.23/0.791 | 20.8 /0.9996 | 23.78 / 1.007
w/ 1.972 /3.505 | 25.41/20.8 | 25.41/23.78
Ig 17mA 39.82mA 76.59 mA
Ppe 12.24 mW 31.86 mW 67.4mW

Table 9.2: LNA schematic corner cases simulation results

In general, higher temperatures degrade noise performance, as expected due to higher
thermal noise power. Variations of the supply voltage did not significantly degrade per-
formance. The fast-fast and slow-slow corners exhibited the most issues with impedance
matching and noise performance. At those corners the electrical parameters of the transis-
tors change and the bias currents become very different. Since a silicon on insulator process
is being used, adaptive body biasing techniques could be implemented to counteract that.

All things considered, the schematic operated as a low noise amplifier with low noise
figure and high gain at every corner while remaining unconditionally stable.

9.5.3 Monte Carlo simulation

Monte Carlo simulations are used in circuit design to statistically evaluate the impact
of manufacturing variations on performance. By randomly varying device parameters such
as threshold voltage, charge carrier mobility, or component values according to process-
defined distributions, Monte Carlo analysis show how physical variability affects metrics
like gain, noise figure, or power consumption. Running hundreds or thousands of simula-
tions provides insight into yield, robustness, and worst case behavior.

A Monte Carlo simulation with 200 samples was performed for the schematic. The
results for noise figure are shown in Fig. where low variance can be observed. Ad-
ditionally, all samples performed great in terms of gain, as shown in Fig. Finally,
Fig. and Fig. show that unconditional stability at the operating frequency is
almost guaranteed, since the distributions of samples are very far from values less than 1.
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Figure 9.22: Monte Carlo results for schematic noise figure
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Figure 9.23: Monte Carlo results for schematic gain
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Chapter 10

LNA layout design

Since schematic design was done with PDK components and structures modeled by
electromagnetic simulation, many layout dependent effects had already been accounted
for. However, in the GF22 FD-SOI RF library, transistors provide connectivity only up to
the first metal layer and their models do not extend beyond that. Additionally, while pads
were included in the schematic, interconnects were not.

Consequently, the layout required custom design of the transistor connections to higher
metal layers and the routing of interconnects. These elements had to be carefully mod-
eled and certain aspects of the original design were adjusted to mitigate the performance
degradation introduced by these physical layout effects. The PDK offers 8 metal layers,
which were used for this work.

The layout design process was broken into blocks and stages and design rule checks
(DRC) as well as layout schematic verification (LVS) were performed for every block.
Additionally, electromagnetic simulation models were created for every block from DC up
to 30 GHz. This frequency range was chosen to include third order harmonics which are
generated at around 23.1 GHz. At some higher levels of hierarchy small block models were
discarded in favor of larger block models including more structures, so that interactions
between components could be accounted for.

The layout design stages were the following. Firstly, transistors were connected to
higher metals. Secondly, the cascodes were created by routing interconnects between tran-
sistors. Afterwards, a rough placement of inductors was required in order to ensure the
absence of significant magnetic feedback, which could potentially ruin stability. Finally,
long RF interconnects were routed and pads were placed.

Near the end of the layout process but before final verification, the designer must ensure
that antenna rules, electrostatic discharge (ESD) protection, and metal fill requirements are
properly addressed. For antenna rules, this means checking for violations where long metal
interconnects touch transistor gates without an early diffusion connection, and inserting
antenna diodes or rerouting as needed. For ESD, the designer must use foundry-approved
I/O cells with built-in protection and ensure proper placement of clamps, guard rings, and
isolation structures. In addition, metal fill must be added to meet density rules required
by the foundry, while ensuring that the added fill does not degrade circuit performance,
especially in sensitive RF or analog regions. Since a tapeout was not within the scope of
this thesis, this part was omitted.
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10.1 Transistor layout

In a low noise amplifier, transistors need to connect to high metal layers because they
are designed to be the most suitable for RF interconnects. The two lowest metal layers were
used to connect all the fingers together and two gate contacts were made at either side of
the transistors. These contacts were connected together with a higher metal layer. Sources
and drains were raised to higher metal layers than the two bottom ones and contacts were
provided at the three higher metal layers. The transistor used in the first stage is shown in
Fig. while the one used for the second stage is shown in Fig. and their fingers are
visible. Note that the two images are not to scale, each image is enlarged to fit the page
for better clarity, therefore transistor size comparisons between them cannot be made.

Figure 10.1: Layout of the first stage transistors

Figure 10.2: Layout of the second stage transistors
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10.2 Cascode layout

In order to create cascodes, transistors must be interconnected. Common centroid
techniques were avoided due to complex routing. The common source stage was placed
at the bottom and the common gate at the top in an effort to minimize and simplify
interconnects, which is crucial at high frequencies. The cascode of the first stage is shown in
Fig. while the cascode of the second stage is shown in Fig. and the multiplicity of
each transistor is visible. Three metal levels connected with vias were used to interconnect
the transistors, in order to minimize losses. Note that the two images are not to scale once
again.

Figure 10.3: Layout of the first stage cascode

Figure 10.4: Layout of the second stage cascode
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10.3 Post-modeling redesign and simulation

After connecting transistors to higher level metals and interconnecting them together to
create cascodes, electromagnetic simulations took place in order to extract models. Layout
effects altered the performance, therefore redesign was required.

The bond wire self inductance of 1nH was no longer enough and an off chip gate
inductor was placed at the input, as shown in Fig. The new design includes cascode
models up to the higher level metals, as shown in Fig. and Fig. Additionally, the
inductor at the output was simulated together with the second balun transformer because
they are in the same signal path and they are to be placed close to each other. The source
degeneration inductor of the second stage has been replaced by two source degeneration
inductors for reasons discussed in [I0.4] These changes can be seen in Fig.
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Figure 10.5: The LNA after redesign at a high level of hierarchy

The new design was simulated as was the schematic design and the new results are
summarized in the following table. Noise performance was degraded as expected, since
interconnects are lossy. However, performance in general was salvaged. The same diagrams

showing results like in the schematic case follow.

Metric J Symbol L Value
Noise figure NF 0.867dB
Minimum noise figure NF,.in 0.811dB
Optimum noise impedance Zopt (69.82 — j14.28) 2
Gain |Sgl|d]3 30.52dB
Input return loss —|S11]aB 23.27dB
Output return loss —1S922|aB 37.91dB
Reverse isolation —|S12laB 58.12dB
Input referred 1dB compression point IP1dB4gm —30.13dBm
Output referred 1dB compression point OP1dB4gm —0.611dBm
Input referred third order intercept point ITP34Bm —9.407 dBm
Output referred third order intercept point | OIP3gpn, 21.15dBm
Stability metrics K /B 11.96 /1.003
Alternative stability metrics w/ 18.83/9.093
Quiescent current Ig 29.54mA
Power consumption Ppe 23.63 mW

Table 10.1: LNA redesign results
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10.4 Inductor placement

Magnetic feedback can potentially ruin stability, therefore it must be avoided. For that
reason inductors must be placed with enough distance between them. The rule of thumb
is that two inductors must be placed at a distance larger than the outer diameter of the
larger one so that the interference between them is negligible. Since inductors cover a
rectangular area anyway, due to several extra layers they require or potential guard rings,
placing them diagonally is favorable.

However, for the second stage to be symmetric, the two balun transformers had to be
placed on the same horizontal and it was critical to maintain enough distance between
them. Note that the center tapped source degeneration inductor of the second stage had
to be replaced at that point. Maintaining symmetry with a single inductor would require
for it to be placed in the middle of the balun transformers driving them further apart
and necessitating longer interconnects. Using two inductors allowed for the use of the
minimum distance with no interference between the balun transformers, while the two
source degeneration inductors were placed in the middle, diagonally to the baluns and as
close as possbile without significant interference.

Figure 10.20: Inductor arrangement

The final inductor arrangement is shown in Fig. This structure was treated as
a 16-port and its S-parameters were extracted in order to confirm minimal interference
between inductors. The S-parameters in Fig. correspond to signal excitation at
the port of a structure closest to its neighboring structure. Only adjacent structures are
studied, since if minimal interference is confirmed between them, structures further apart
are even less susceptible to it. If an S-parameter S;; is less than —40dB, then less than
0.01% of the power inserted at port j emerges at port .

Also, only one second stage source degeneration inductor was studied, due to symmetry,
and the inductor at the output was omitted because only interference was being studied
and it is on the same signal path as the second stage balun transformer.
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Figure 10.21: Interference between inductors

e By — Bsy: Interference between the two balun transformers.

o L, — Bj: Interference between the degeneration inductor of the first stage and the
first balun transformer.

o L,, —Ls,: Interference between the two source degeneration inductors of the second
stage.

o L, — Bjp: Inteference between one of the source degeneration inductors of the first
stage and the first balun transformer.

o L,, — B>: Interference between one of the source degeneration inductors of the
second stage and the first balun transformer.

Simulation revealed more symmetries, which could have been predicted because the
source degeneration inductor of the first stage is too far from the source degeneration
inductors of the second stage. Therefore, the source degeneration inductors of the second
stage interfere in the same way with the two balun transformers.
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For a passive linear network containing n nodes and only complex admittances, the
admittance matrix can be extracted from S-parameters by considering a port at each node
and the network as an n-port. Then the admittance between two different nodes ¢ and j
can be found by taking the negative of the admittance matrix element at row i and column

For results validation, a consistency check was performed by calculating the self induc-
tance between two nodes from the admittance matrix. The expected self inductances were
extracted, as shown in Fig. Note that the values of these inductors are different
than the ones on the schematic because different self inductances had to be used in order
to maintain adequate performance after transistor and cascode layout.
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electromagnetic simulation
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10.5 Interconnects and final layout

After everything has been brought into contact with high metal layers, interconnects
between components are what remains. The interconnects of the two stages were designed
and modeled separately.

10.5.1 First stage interconnects

The full layout of the first stage with its interconnects is shown in Fig.[10.23] For a low
noise amplifier, anything before the first active stage is critical. The interconnect at the
gate was kept very short. The cascode was placed close to the source degeneration inductor
in order to minimize the effect of the interconnect between them. Large interconnects were
placed for the decoupling capacitors, which are not shown in Fig.[I0.23] The interconnects
the inductors were electromagnetically simulated together and a model was created.

Figure 10.23: Layout of the first stage with its interconnects
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10.5.2 Second stage interconnects

The full layout of the second stage with its interconnects is shown in Fig. For
the second stage, symmetry was crucial and it was preserved fully for the signal paths and
to some extent for biasing. The cascodes somewhere between the center and the source
degeneration inductors in an effort to minimize interconnect lengths. Large interconnects
were placed for the decoupling capacitors, which are not shown in Fig. The inter-
connects and the inductors were electromagnetically simulated together and a model was

created.

Figure 10.24: Layout of the second stage with its interconnects
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10.5.3 LNA final layout

The final layout of the LNA is shown in Fig. Coupling capacitors and pads have
been included. Note that several small redesign choices had to be made again to maintain
adequate performance. The total area of the layout is 1.403 mm x 1.141 mm ~ 1.6 mm?. It
is not very compact, but this is the result of keeping inductors at large distances from one
another and this was decided to be critical in order to avoid issues with magnetic feedback.

Figure 10.25: Final layout of the LNA

The complete layout did not undergo electromagnetic simulation, due to memory lim-
itations. However, the two stages have been modeled by electromagnetic simulation sepa-
rately and components were placed at large enough distances for interference to be minimal
anyway. Therefore, the complete model for the LNA contains electromagnetic models for
both stages and component models from the PDK.
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10.6 Post-layout results

After modeling the LNA including its interconnects, some tuning had to take place.
The final design is shown at a high level of hierarchy in Fig. only to highlight the
final value of the gate inductor. In the end, it was assumed that every bond wire has a self
inductance of 500 pH. An off chip inductor with self inductance of 1.2nH is required.

=7.7G

fq

PORT1

eS8

Figure 10.26: The LNA at a high level of hierarchy

10.6.1 Nominal case

The final results of post-layout simulations are shown in the following table and di-
agrams. Noise performance has been significantly degraded due to interconnects, as ex-
pected. They inevitably introduce losses that degrade noise figure. Noise matching and
input matching also suffered and compromises were made. In general however, perfor-
mance was salvaged during tuning. Unconditional stability was confirmed for frequencies
from 100 kHz up to 30 GHz, due to the limited range of electromagnetic simulation models.

Metric J Symbol L Value
Noise figure NF 1.192dB
Minimum noise figure NF,.in 1.006 dB
Optimum noise impedance Zopt (99.42 — j0.61) 2
Gain |S21|dB 22.37dB
Input return loss —1S11]aB 16.4dB
Output return loss —|S22|aB 22.28 dB
Reverse isolation —|S12laB 55.58 dB
Input referred 1dB compression point IP1dB4gm —24.73dBm
Output referred 1dB compression point OP1dBggm —3.363dBm
Input referred third order intercept point 1IP345m —6.372dBm
Output referred third order intercept point | OIP3gpn, 16.02dBm
Stability metrics K /B 22.26 /1.016
Alternative stability metrics w/ W 10.33 /5.811
Quiescent current Ig 22.72mA
Power consumption Ppe 18.18 mW

Table 10.2: LNA post-layout nominal results
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10.6.2 Corner cases

As with the schematic case, to ensure reliable circuit performance under process, volt-
age, and temperature (PVT) variations, post-layout simulations are carried out across
defined corner cases. The corners at which the post-layout model was simulated entailed
typical, fast, and slow transistors (TT, FF, FS, SF, SS), some temperatures, specifically
—40°C, 60°C, and 125°C, and +10% variations of the supply voltage. The minimum and
maximum values across corners for the post-layout performance metrics are shown in the
following table.

Metric J Minimum L Nominal L Maximum
NF 0.872dB 1.192dB 1.787dB
NF,.in 0.719dB 1.006 dB 1.591dB
|S21]aB 16.21dB 23.37dB 23.38dB
—|S11aB 12.87dB 16.4dB 24.84dB
—|Sa22|aB 10.13dB 22.28dB 22.96dB
—1S12|aB 53.76 dB 55.58 dB 58.07dB

K /By | 17.65/0.941 | 22.26 /1.016 | 36.52 /1.021

w/ 2.997 /4.016 | 10.33 /5.811 | 11.38 / 13.67
Ig 10.3mA 22.72mA 43.08 mA
Ppe 7.419mW 18.18 mW 37.91 mW

Table 10.3: LNA post-layout corner cases simulation results

In general, higher temperatures degrade noise performance once again, as expected
due to higher thermal noise power. Variations of the supply voltage did not significantly
degrade performance this time as well. At the corners where the electrical parameters
of the transistors change and the bias currents become very different problems occurred
again. As mentioned before, since a silicon on insulator process is being used, adaptive
body biasing techniques could be implemented to counteract that.

All things considered, the post-layout circuit operated as a low noise amplifier, albeit
with low gain and relatively high noise figure in some cases. Unconditional stability at the
operating frequency was maintained across corners.

10.6.3 Monte Carlo simulation

Monte Carlo simulations are performed post-layout as well in order to statistically
evaluate the impact of manufacturing variations on performance.

A Monte Carlo simulation with 200 samples was performed post-layout. The results
for noise figure are shown in Fig. where low variance can be observed once again.
Additionally, the samples performed well regarding gain, as shown in Fig. Finally,
Fig. and Fig. show that unconditional stability at the operating frequency is
almost guaranteed this time as well, since the distributions of samples are far from values
lower than 1.
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Chapter 11

Conclusion and future work

Low noise amplifiers are critical components in RF receiver front-ends, as they directly
impact the noise figure of the wireless receiver. Their design is especially vital in modern
high frequency applications like in 5G and 6G, where low noise is essential in maintaining
signal integrity and reception signals can be very weak.

In this thesis, the design, implementation, and simulation of a low noise amplifier op-
erating in the 7— 8.4 GHz frequency band was presented, targeting 5G/6G communication
applications using a 22 nm CMOS FD-SOI technology. The design flow was described and
very detailed explanations of many steps were given, highlighting critical trade offs. Care-
fully balancing gain, noise figure, linearity, and power consumption is crucial for a design
aiming to meet the stringent requirements of modern high frequency systems. The use of
electromagnetic simulations, and post-layout verification is necessary in ensuring accurate
modeling of parasitic effects, resulting in a robust and reliable design.

Newer technology nodes might offer many advantages but design becomes more chal-
lenging and parasitics dominate as dimensions become smaller. The design of this thesis
performed adequately, as shown in the following table. It is by no means a complete
industry grade LNA but an educational design in a modern process, regarding RF and
analog electronics, and in a frequency range that only recently became available for 6G
applications.

Furthermore, the following table highlights the importance of accurate modeling of
physical structures in circuit design. While advanced schematics incorporating electro-
magnetic simulation models and PDK elements provide valuable insights, they often fall
short in predicting actual behavior because of how important layout dependent effects
are. Even minor interconnect parasitics can significantly impact performance at high fre-
quencies, especially in advanced process nodes. This highlights the necessity of thorough
post-layout verification and optimization to ensure design robustness.
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Metric Redesign L Post-Layout
NF 0.867dB 1.192dB
NF,.in 0.811dB 1.006 dB
Zopt (69.82 — j14.28) 2 | (99.42 — j0.61)Q
|S21]aB 30.52dB 22.37dB
—|S11laB 23.27dB 16.4dB
—1S92aB 37.91dB 22.28 dB
—|S12]aB 58.12dB 55.58 dB
IP1dBggm —30.13dBm —24.73dBm
OP1dBggm —0.611 dBm —3.363 dBm
[TP34Bm —9.407 dBm —6.372dBm
OIP34Bm 21.15dBm 16.02 dBm
K/ B 11.96 /1.003 22.26 /1.016
w/ 18.83/9.093 10.33 /5.811
Ig 29.54mA 22.72mA
Ppe 23.63mW 18.18 mW

Table 11.1: Results comparison between redesign and post-layout simulations

There is a lot of potential left open for future work. Regarding the circuit, some
different approaches can be followed. For example, for the same total gate width, some
transistor multiplicities might perform better on the schematic but implementing them in
layout is more complex therefore possibly negating their initial advantage. Perhaps induc-
tors can be brought closer in order to mitigate interconnect losses, while still maintaining
adequately low levels of interference. Additionally, adaptive biasing circuits can be de-
signed to counteract the biasing issues encountered at corner cases. This can be done with
digital-to-analog converters (DACs) and digitally controlled bias circuits that adjust the
bias current.

Furthermore, the packaging of the LNA can be designed. This design was a standalone
LNA and it was matched to 502 at the input and the output. Bond wires and an off chip
gate inductor were modeled by ideal circuit elements, but for this design to be fabricated
they would have to be carefully designed with the requirements presented in this thesis. If
a tape out was to happen for this design, antenna rules, metal fill rules, and electrostatic
discharge protection would have to be addressed as well. An antenna can be designed too,
perhaps on the packaging.

To conclude, this thesis aimed to explore the design of low noise amplifiers and to push
the capabilities of a modern process to its limits. Hopefully, the insights and methodologies
presented in this work will serve as a valuable reference for future students engaging in
LNA design and RF circuit development.
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