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Iepiinyn

H petéfaon 1ov cuot)HoTog NAEKTPIKNG EVEPYELONS OO £vol GUGTNIO TOV KLPLoPYEiToL
amd cLYYPOVEG UNYXOVEG GE €V GUGTNLO TTOV KLPLOPYEITOL Omd HETATPOTEIG NAEKTPOVIK®DV
1OY00G, £YEL EMPEPEL CNUOVTIKES TEXVIKEG Kol AEITOVPYIKEG TPOoKANoES. Ot aviioTpo@eig
Spdpe®mong diktvov Bempodvtar pie VITOCYOUEV AVGN Y10 TNV EVIGYLOT NG €LGTAOELNG
TOV  UEALOVIIKOV GCULCTNUATOV MAEKTPIKNG EVEPYEWNS KOl Yo TV OlELKOALVGON TG
EVOOUATOONG TOV UETATPOTEDV NAEKTPOVIKAOV 16YXV0G GTO OIKTLO, GE HEYOAN KAIpOKO. X€
avtifeon pHe TIC GUYYPOVEC YEVVNTPLEG, Ol OVTIOTPOPEIC OUOPPMOONS OIKTOOV EYXOLV
mEPLOPIoUEVT] avToyn o€ vepéviaon. Enopévmg, ot pébBodot mepropiopon tov pedpatog givarl
amapoiTNTEG Yo TNV TPOooTacion TV oTotyEimv Tov petatponéa. O oKomodg TG mapovGag
SmlopoTikng epyociog eivar n Koatavonon towv peBoOS®V TOL YPNGIUOTOOVVTOL YO, TOV
TEPLOPIOUO TOV PEVHOTOC TOV OVTIOTPOPEMV SOUUOPPMOTG IIKTVOV GE dtaTapayEs, kabmg Kot
N HEAETN TNG eMidpaong TV HeBdOMV avT®V 6TV peTafatikn evoTadeLo.

Apykd, TopovctdleTal Lo EKTEVIC OVOOKOMTN G TOV GLYVE YPNCIUOTOI0VUEV®DY HeBOOwV
ELEYXOV SOUOPP®ONG OIKTVOV Kol TEPLOPIGHLOL PEVLOTOG, N OTOio aKoAoVOEiTaL amd TV
viomoinon apketdv amd ovtég TG peBoddovg oto Aoyiopkd mpocopoiwong PLECS. v
OULVEYELD, TPOYLOTOTOOVVTOL TPOGOUOIDCELS Yio TNV emPefainon TG amOTELECUATIKNG
Aertovpyiag TV LAOTOMUEVOV HEBOO®V TEPLOPIGHOV PEVUATOG GE OAPOPO GPAALOTA, KAODS
KoLyl TV avaodelln 01apopmv otny amdKplotn TouG.

‘Enerta, peletdror n petafatikn €0oTAOE0l TOV OVIIGTPOPEDV SLUUOPPOCNG OIKTVOV
UECH KOUTLAMV 1GYVOG-YOVIOG, 01 0TOieg TPOKVLTOVY OO TO. LOVIEAD LEYOAOV GULOTOC TV
YPNOYLOTOOVEVOVY HeBddwV Teploptopon pedpotoc. Ilapovsialetor 1 Bewpnrtikny mopeio
1GY00G-YOViog Yo BPOoyVKUKADUOTO Kol OVOADETOL 1] EMIOPOCT TOV TEPLOPIGHOV PEVILATOG
omv petaPatikn evotdbeia.  To poviéda peydAov onuoatog kou 1 Bewpntikni aviivon
emPBePordvovioal HEC® TPOGOUOIDCEMV.

TéN0G, TPOYUATOTOLOVVTOL TPOGOUOIDGELS TPAYLATIKOD ¥pOVOL Yo TNV a&loAdyNomn TG
amOd00NG TOV VAOTOMUEVOV HeBOd®V TTEPOPIoHOD PEHIOTOS, VIO GLVONKES TPOLYLOTIKOD
ypovov. To cvotNuaTe EAEYYOV LAOTOLOVVTOL GE VAV LUKPOEAEYKTY], O OO10G OAANAETIOPA
HE TO VTOAOUTO TPOGOUOLOUEVO GUGTNLOL. To oamoteAéoHOTA TOV TPOGOUOIDGEDV
TPAYLATIKOV XPOVOL Oeiyvouv OTL 01 VAOTOMUEVES TEXVIKEG TEPLOPIGHOD PEVLATOG UTOPOVV
Vo TEPLOPICOVV OMOTEAECUATIKG TO PEVUA Y10 OLPOPETIKOVS TUTOVG OlOTAPUYDV, VIO
oLVOTKEG TPAYLLOTIKOD YPOVOV.

AéEerg Khewdwd:  AvtioTpoeic dtapdpemong otktvov, MéBodol meEPLOPIGHOD PEVUATOG,
Eleyktg otatiopod, Adpavelokn ocvumepipopd, Metafatikn gvotdbeln, Ilpocopoimon
TPOYLATIKOV YPOVOL






Abstract

The ongoing transformation of the power system from synchronous machine dominated
to power electronic converter dominated, poses major technical and operational challenges.
Grid-forming inverters are considered as a promising solution to enhance the stability of future
power grids and facilitate the large-scale integration of power electronic converters into the
grid. Unlike synchronous generators, the overcurrent capability of grid-forming inverters is
limited. Therefore, overcurrent limiting methods are essential to prevent hardware damage of
the converter. To that end, the main objective of this thesis is to understand the methods that are
used to limit the current of grid-forming inverters during off-nominal conditions and to assess
the effect of these methods on the transient stability.

First, a comprehensive review of common grid-forming and current-limiting control
methods is presented, followed by the implementation of several of these methods in the
PLECS simulation software. Then, time-domain simulations are carried out to validate the
effectiveness of the implemented current-limiting methods under various types of disturbances
and to highlight differences in their responses.

Next, the transient stability of grid-forming inverters is studied, through power-angle
characteristics derived from the large-signal models of the employed current-limiting
methods. The theoretical power-angle trajectory for short circuits is presented and the effect
of current limitation on the transient stability margin is illustrated. The large-signal models
and the theoretical analysis are validated through time-domain simulations.

Finally, hardware-in-the-loop real-time simulations are performed to assess the
performance of the implemented current-limiting methods, under real-time conditions. The
control systems are implemented on a microcontroller, which interacts with the rest of the
simulated system. The results of the real-time simulations indicate that the implemented
current-limiting techniques can effectively restrict the current for different types of
disturbances, under real-time conditions.

Keywords: Grid-forming inverters, Current-limiting methods, Droop control, Inertial effect,
Transient stability, Real-time simulation






Acknowledgments

First and foremost, I am sincerely grateful to my supervisor, Prof. Antonios Antonopoulos,
for his trust, guidance and invaluable advice on both technical and non-technical questions. His
continuous encouragement and effective cooperation played a crucial role in the completion of
this thesis.

I would also like to thank Mustafa Ibrahim and Marcio Magalhdes de Oliveira for the
technical discussions and for giving me the opportunity to visit the Section of System Studies,
HVDC & FACTS of AFRY, in Sweden.

Moreover, I would like to thank my lab-mates Alkis and Christos, for creating a pleasant
atmosphere in the lab and for the countless coffees we had throughout this thesis.

Last but not least, I would like to sincerely thank Iro for her continuous support,
encouragement and patience throughout this work.






Contents

Iepidnyn

Abstract

Acknowledgments

Exterapévn EAnvikn Hepidnyn

1 Introduction
1.1 Transformation of the power system . . . . .. .. ... ... .........
1.2 Inverter Based Resources . . . . . . . . ... ... ... ... ... ...
1.3 Overcurrent limiting for grid-forming inverters . . . . . . ... ... ... ..
1.3.1 The need for current-limiting methods for grid-forming inverters . . . .
1.3.2  Challenges of current-limiting methods for grid-forming inverters . . .
1.4 Objective and structure of thisthesis . . . . . . . ... ... ... ... ....
1.4.1 Objective and scope of thisthesis . . . . . .. .. ... ... .. ...
1.42 Structure of thisthesis . . . . . . . .. ... . oL oL

2 Grid-forming inverters and current- limiting methods
2.1 Grid-forming control methods . . . . . . . .. ... ...
2.1.1  General control structure of grid-forming inverters . . . . .. ... ..
2.1.2 Outercontrolloops . . . . . . . . . .. .. .. ...
2.1.3 Innercontrolloops . . . . . ... ... ... ... ... ..
2.2 Current-limiting control methods for grid-forming inverters . . . . . . . . . ..
2.2.1 Direct current-limiting methods . . . . . ... ... ... .. .....
2.2.2 Indirect current-limiting methods . . . . ... ... ... ... ....
2.2.3 Hybrid current-limiting methods . . . . . . .. ... ..o
2.3 Implementation of grid-forming and current-limiting control methods . . . . .
2.3.1 Description of the studied system . . . . ... ... ... ... ....
2.3.2 Implementation of outer loops . . . . . . ... ... ... L.
2.3.3 Implementation of innerloops . . . . . ... ... ... ... .....
2.3.4 Implementation of current-limiting control methods . . . . . . ... ..
24 Simulationresults . . . . . ... Lo
2.4.1 Grid-forming control methods . . . . . ... ... ...
2.4.2 Current-limiting control methods . . . . . ... ... ... ... ...

3 Effect of current-limiting methods on transient stability
3.1 Studied system and assumptions . . . . . . .. ... L. .
3.2 Theoretical analysis . . . . . . . . .. ...

13

22
22
23
26
26
27
28
28
29

30
30
30
32
35
38
40
43
48
48
48
51
51
52
55
56
58



3.2.1 Non-inertial control . . . . . . . . ... ...
3.2.2 Inertialcontrol . . . . .. ... .
323 Fixedanglelimiter . . . . .. ... .. ... ... ... ... ... .
3.2.4 Magnitude limiter. . . . . .. ... ... ...
3.2.5 Calculation of the critical clearing time . . . . .. ... ... .....
3.3 Validation of the large-signal models through simulations . . . . . . .. .. ..
3.3.1 Non-inertialcontrol . . . . . . . ... .. L o
3.3.2 Imertialcontrol . . . . ... ... ...

Hardware-in-the-loop real-time simulation

4.1 Brief introduction on Real-Time Simulations . . . . .. ... ... ......

4.2 Configuration of the real-time simulation . . . ... ... ... ........
42.1 RTBOX . .. . . e e
4.2.2 TIC2000 LAUNCHXL-F28379D microcontroller . . . .. ... ...
4.2.3 RT Box launchpad interface . . . . ... ... ... ... .......

43 Virtual plantmodel inRT Box . . . . ... ... ... ... ... .......

4.4 Controller implementation . . . . . ... ... ... ... .. ... .....

4.5 Real-time simulationresults . . . ... ... ... .. .............

Conclusions and Future Work
5.1 Conclusions . . . . . . . . . ..
5.2 Future work . . . . . ..

Bibliography

12

83
83
84
85
86
86
87
90
92

96
96
97

98



Extetapévn EAlnvikn Hepiinyn

Kepaiaro 1. Evcayoyn

To mapadooiaxd cvotiuoto nAektpikng evépyelag (XHE) voeiotavtor moAd peydleg
aAlay€G, AOY® TG avAYKNG AVIWETMOMIONG TNG vepBéppavong tov maavitn. [Hapatmpeiton
pit 6TPOPN TPOG 7o KaBAPES LOPOES TAPOYMYNG NAEKTPIKNG EVEPYELOG, 1| OTTOT0L 00N YEL GTNV
OTOOOKY OVTIKOTAOTOOY TMV UEYAA®V KEVIPIK®OV Oeppuk®dv otabudv mopaywyns He
pkpotepng KAipokoag Avovewoweg IInyég Evépyeiag (AIIE), Ommg mMAloKn Kol OLOAIKN
evépyela.

2ta mopadocstokd ZHE kuplapyovcav ot GUyYpoveS YEVVITPLEG, Ol OToies avorlapupavay
mv puBuon tdong Ko cvyvotntag. Ot cOYYPOVEG YEVVITPLEG CLUTEPLPEPOVTOL OG TTNYESG
TéonG Kot £(0VV HEYAAN adPAVELD OPOUEN. AVTA TA YOPAKTNPLOTIKA givorl avaykaio Yo Tnv
evotadn Aertovpyia tov THE. Avtifeta, ot mieovomta tov AIIE cuvoéovtal oto diktvo
LEG® OVTIOTPOPEMV NAEKTPOVIKMV 1GYVOG (Inverters) Kot EMOUEVMSG aVOQEPOVTOL LE TOV OPO
“Inverter-Based Resources” (IBRs). Ot avtiotpo@eic £xouv peydres S10popég oe GYEoN LUE TIG
OUYYPOVEG YEVWNTPLEG, Ol LOVO MG TPOG TO, TEYVIKE TOLG YOPOKTNPIOTIKA, OAAGL KOl GTOV
TPOTO 7OV OVTATOKPIVOVTOL GE JTOPA)XEG OTO OlkTLO.  Xg avtifeon pe TG cLYYPOVES
YEVVITPLEG, 1 AglTovpyio TV avTiotpo@imv kabopiletor Kupimg amd 10 cuoTNUA EAEYYOL
touc. Emopévmg, n petapoon and éva THE mov kupropyeitol amd cOyypoveg YEVVITPIEG GE
éva XHE mov xuvplapyeitor and IBRs, €xel oépel moAAEéG mPpoKANGELS, Ol omoieg PEMEL va
AVTILETOTIGTOVV Y10, Vo EacpaAoTel 1 evotdbeto Tov pedhoviikov XHE.

Ot avtiotpoeic mov cuvdéovtol 610 dikTLo Ywpilovtor ce VO PacIKES KOTNYOPiES,
avéloya pe To cvatnuo eEAEYYov Tovg. Ot 000 Katnyopies eivat ot avTioTpoPeiG akoAovONoNg
dwktoov (grid-following inverters) kot ot avtioTpo@eig dapdpemong dtktvov (grid-forming
inverters). [Taporo mov ot grid forming (GFM) ko grid following (GFL) avtiotpoeig £xovv
mapopotle texvVikd yopaxktnplotikd (hardware) kot Koo otOX0 ™V AVTOAAOYT EVEPYOL Kol
depyov 10yVOC HE TO OiKTLO, OLPEPOLY GNUOVTIKO GTO GULGTNUATO EAEYYOVL, OTNV
LOVTEAOTOINGT TOVG KO GTNV AOKPLoN TOVG GE SLOTOPOYEG GTO OIKTLO.

Ou GFLIs, ot omoiot amoteAovv TV TAELOVOTNTO TOV OVTIGTPOPEMY GLVOEIEUEVOV GTO
diktvo, cuyypovifovtatl e TNV TAoT TOL SIKTVOV HEG® oG Hovados cuyypovicuoL (m.y PLL)
Kot ovTaAAGLovY evepyd Kol Aepyo 1oL HE TO JIKTVO EAEYXOVTOG TIG KATAAANAES GLUVICTMGES
pevpatoc. Adym avtig TG TeXVIKNG eA&yyov, ot GFLIs cuumeprpépovror mg mnyég peduotog.
‘Eva XHE mov kvpropyeitor and aviiotpo@eig dev Umopel va AEITOVPYNGEL PNCILOTOIDOVTOG
uévo GFLIs, apov yperalovton po KaAd opiorévn Taor TPOKEUEVOD VO, GLYYPOVIGTOVV LE TO
diktvo. Amo v GAAN, ot GFMIs gAéyyovtat pe T€T010 TPOTO MGTE VO CLUTEPIPEPOVTUL MG
TNYEC TAONG, UE OMOTEAEGHO VO ATOKPivovTal G€ OloTtapayég 6To diKTLO, TOPOUOLL UE TIG
ovyypoveg yevvntpies. Emopévmg, ot GFMIs Bewpovvton pia modd vwooydpuevn Adon yio v
evioyvon g evotdbelog v perdoviikov XHE.

Aoyw ¢ ovumeprpopdc towv GFMI o¢ mnyéc tdong, m otiypaio aviidpaon Tovg o€
JTOPOYES TOV SIKTVOL £IVOL VO KPATHCOVV TNV ECOTEPIKT TOLG TACT 6TadEPN. AVTO £YEL WG

13



amoTéAECH TNV oTiylaio oAlayn tov pevpatog e£66ov Tovg. [Tapdti ) amdxpion avtn gival
emBounti, €ival TPOPAVES OTL TO PELLLOL TOL OVTIOTPOPEX vl TOAD £vaicONTO GTIG GLVONKES
TOoL JKTVOV, KaBmg dev eAéyyetar aueco. Emopévmg, otav n dwtapoyn oto diktvo eival
EMOPKDOG PEYAAN (T.y éva TPLpacikod Ppayvkdkimua), ov oev Anedovv pétpa, to pevuo Oa
vepPel T0 OVOUAOTIKO emimedo. Avtifeto pe TIG CVYYPOVEG UNYXOVESG, Ol OTTOIEG UTOPOVV VoL
avTéEOLV  PEVUATO. OPKETEC (POPEG ULEYOAVTEPO OO TO OVOUOOTIKO Yo KATO0 YPOVIKO
JoTNUO, Ol OVTICTPOPELG €YOVV TOAD WIKPEG OVTOXEG OF VLNEPEVTIOOELS.  LVLVETWMG,
npokelpévov ot GFMI va mapapévovy cuvoedepévol Kot va vrootnpilovy to 4iktvo og Tétoleg
Stapoy€c, TPEMEL VO VAOTOMO0VV TEYVIKEG TEPLOPIGLOV TOV PEVUATOS TOVC.

To tedevtaio ypovio Exovv avomtuyBel mOAAEG pHEDOSOL TEPLOPIGHOD TOV PEVUATOS TMOV
GFMI. Otav evepyomoleitor 0 mEPLOPIOTNG PELHOTOS AdY® KAmOOG OlaTapoyns, O
AVTIOTPOPENSG OEV UTOPEL VO KPOTHOEL OTOOEP] TNV €0MTEPIKY] TOV TAOT. ZUVETMOC, M
SLVOUIKY] GUUTEPLPOPE TOL OVTIOTPOPEN KOTA KOl LETA TO oA Kabopiletal kupiog amd
TNV TEYVIKN TEPLOPIGLOV PEVLOTOG TTOV YPNCLUOTOLEL. Q¢ AmOTEAEG LA, TAPOAO TTOV O PaCIKOG
0TOY0G TV PEBOO®V OVT®V Eival 1) TPOOTUGIN TOV GTOLYEI®V TOV AVTIIGTPOPEN, EMNPEALOVLV
napdAinia kot nmpota mov apopovv 1o THE, 6nmg 1 petafatikn evotddeia, 0 cuVTOVIGHOG
TOV TPOSTACIOV KAT. ['la Tov Adyo avtd, pia péBodog meploptopon pevOTOG TPEMEL VoL TPET
KO0 KPLUTplol Tov apopovV ToVv 1010 ToV avtiotpoéa, aArd kol to ZHE.

Ke@draro 2. AvtioTpo@eic S1opdpemong o1kTvov Kot pgdooor Tepropiopov
PEVHOTOC

AvTIGTPOPEIS O1OUOPPOGNS OIKTVOV

H mheovotra tov grid forming peboddowv eréyyov pmopel va meptypapel and Eva yevikd
ovotnuo eAEyxov. Ot 160001 TOV GLGTNUOTOG EIVaL Ol LETPTGELS Y10 TA TPLPOCIKE peOLOTA
KO TIG TAGELG KO O TYHES avapopds Yo TNV evepyod/depyo 160, TV GuXVOTNTA KOl TO HETPO
™G TaonG, evad 1 £€6000¢ etvar 1 ava@opd TAonG IOV TPOPOSOTEITAL Y10 TNV OAUOPPMOOCT) TOV
avtiotpogéa. To yevikd cvotnua evog GFMI amoteheiton amd d1dpopo VIOGLGTHATO KoL
emineda, Ta omoia sivor vrevBvva yio dStapopetikég Asttovpyies. o mopdaderypa o EmTeptkod
EMIMED0 EAEYXOV TOPAYEL TOL YOPOKTNPIOTIKA TNG OVOPOPAS TNYNS TAoNS (LETPO Kot Yovia),
EVAD 0 GKOTOC TOV ECAOTEPIKOV EMTEOOV Elvar 1 0KOAOVONGN TG AVaPOPAS OVTIG.

To e&mtepkod eminedo mepthapPavel Tov EAEYKTH evepyol 1oYV0G (1 BPOYOG GLYYPOVIGLOD)
Kol TOV €AEYKTN depyov 1oyvog (M Ppoyog dwyeiptong tov mpoeik tdong), ot omoiot givat
VIELOLVOL YL TOV GLYYPOVICUO TOL OVTICTPOPED HE TO OIKTLO Kot TN PLOUICT TAGNG
aVTIoTOl(0. XVYKEKPUYEVO, O EAEYKTNG EVEPYOD 10YVOG pLOuilel TV evepyod oY Kot TopEyeL
otV €£000 TOL TNV YOVIK/CLYVOTNTO TNG ECOTEPIKNG TAONG TOV OVTIOTPOPEN. ATO TNV AAAT,
0 Bpoyog drayeiptong Tov TPOPIA TAGNC GLVOEETOL [LE TNV AEPYO oYV, KOl TOPEYEL TO UETPO
MG E€0MTEPIKNG TAONG TOL OVTIOTPOPER.  To €0MTEPIKO emimedo UmOpel Vo TePLEyeL
EMMPOCHETOVE EAEYKTEG TAONG Kot PELHOTOC, N umopel vo mwapainedel apod 1 £€£000¢ TOV
eEMTEPIKOV £MMEOOV Elval ETAPKTG YO TNV VAOTOINGT TNG CLUTEPLPOPAS TNYNS TAOTG.

Y mépyovv moALEéG VAOTOMGELS Y1 KAOE DITOGVOTNILA TOV YEVIKOD GUGTIHOTOG EAEYYOL Kol
0 GLVOLAGHOG TOVG 0dNYel oe apketég grid forming peBddovg eAEYYOVL, Ol Omoies drapEépovv
otV viomoinon tov kdbe vroocvotTuatoc. [o mapdderypa, kdmoleg péBodol eréyyov mov
YPNOLLOTOLOVVTAL GLYVA YLOL TOV EAEYKTI €VEPYOD 1GYVOG €Ival O EAEYKTIG GTATIGHOV YWPIg
kot pe Pabomepatd eidtpo kou 1 pébodog Ewkovikng Zoyypovng 'evvitprag. MdaAiota, ot 600
televtaieg etvar 16od0vapeg peta&d tovg. I tov Bpdyo dayeiptong Tov TPoPiA Tdong pmopet
TOPOUOLNL VO, YPNOLUOTO0EL EAEYKTNG OTATIGLOV Ywpig Kat pe Pabumepatd ¢iltpo, kabmg Kot
PI eleyktéc yio 1o pérpo g tdong kot yw v agpyo oxd. To ecmtepwd emimedo (ov
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ypnoworon0el) pumopel va amotereitan and éva 1 dSvo Ppodyovg eréyyov. o mapdderypo o
viomoinon pe évav Ppdyo, eréyyet To PETPO TG Taons. Mia TOAD GLYVE YPNCYLOTOLOVUEVN
vAomoinon pe dVo Ppoyovs TEPAAUPAVEL Evay EAEYKTY] TAONG Kol £VOV EAEYKTY PEVUATOC, EVA
poe wopdpHole. LAOTOINoT amoteAeital amd €vav Ppdyo €KOVIKNG Oy®YLOTNTOS Kol £VOV
EAEYKTN PEVUATOC.

MEBodor mepropiouov pevuarog

['a@ v mpootocio twv GFMI oe mepintwon oceoipdtov, £xovv mpotabel ot
BipMoypapio diapopeg HEBOSOL TEPLOPIGHOV PEDIATOG, Ol OTTOIEG UITOPOVV Va. ToEvouUnHovv
oe Gueceg, éupeceg N LVPPWOKEG, avAAOYO LE TOV TPOTO LE TOV ONOI0 EMTLYYAVOLV TOV
TePLOPIOUO TOL PEVUATOG.  ZVYKEKPIEVA, ol dueceg pébodol meplopilovv to pedua
TPOGaPUOLOVTOS KATAAANAQ TIG TIHES AVAPOPAS TOV TOPEXOVTOL GTOV EAEYKTY] PELLOTOS. AT
™V QAAN, ot éupeceg HEBOOOL EMYEPOVY VO TEPLOPIGOVY TO PEVLO LELOVOVTOS TO UETPO TNG
Spopdc Hetalh TG E0MTEPIKNG TAGTC TOL OVTICTPOPLEN, Kol TG TAOTC 6TO oNUeElo ovvoeoNng
T0V, N TPOGapUOLOVTOG TIG OVAPOPEG EVEPYOD Kol depyov 1oyvog, M avédvoviag tnv
16000VoUn eumédnon €£0600v tov avtiotpoéa. Ot VPpdkég péBodotl ypnopomolovy Eva
GLVOLOGUO AUECHV 1)/KaL EPUUECOV TEXVIKAOV TEPLOPIGHOV PEVILATOG.

Ot Guecec uéboodot dapépouvv peta&h TOLg GTOV TPOTO LE TOV 0M0i0 TPocaprolovy Tig
avaPopég Tov pevpatoc. o mapddetypa o meplopto HETpov meptopilel Lovo to HETPO TG
avaQopds Tov PELHOTOC, YWPIG va oAAGlEL TN Ywvio TOV, EVEO O TEPLOPLOTNG GE OEOOUEVT
yovia tepropilel 1o péETpo kou B€tel T yovia og o tpokabopiopévn . Emiong vrapyovv
ot pébodor mov mepropilovv 10 PETPO TOVL PEVUATOG, OIVOVTOS TPOTEPOLOTNTA GE KATOLM
oLVVICTMOO TOL (.Y cvvicTdoa d- 1| g-aEova).

Ocov agopd T1c éupeces pebooovs, ot mo cvvnbiopéveg sivar ot uéBodol €KOVIKNG
euméonong (virtual impedance), ot onoieg pHeETAPAAALOLY TNV AVOPOPA TNG TACTG TEPVOVTOS TO
LETPOVUEVO PEVUO LEGM HLOG EIKOVIKNG EUTESONG KO QLPOLPDVTOS OPOVG TOV OVTIGTOLYOVV
oTNV TTAOGN TAoNg TV 6TV gumédnomn avtr. Eropévmg, avtég ol TexviKEG EMTLYYOVOLY TOV
TEPLOPIGUO TOV PEVIATOG OLEAVOVTOG TNV 1GOSVVAUT EUTEONOT €EOO0V TOV OVTIGTPOPEQ.

Yioroiyon pedoowv kot tpocouoiioelg

[No v emPePainon g Aertovpyiog TOV TEYVIKMOV TEPLOPIGLOL PEVLLOTOG, VAOTO ONKaY
owapopeg  pébodor oto  mpdHypoaupe mpocsouoiwone PLECS kot mpaypoatomomOnkov
TPOCOUOINGELS Pubiong Thomng kol amdToung aALAYNG TS PACNG TS TAGNS TOL dikTvoL. To
oLOTNUO OV Tpocopolminke amoteAeitanr and Evav GFM avtiotpopén mov cuvoéetal 6To
dlktvo péow &vOC emaymywoh OIATPOL KOl MG YPOUUNG HETOPOPAC. To diktvo
avamopioTatol amd po GmEPN TPLPACIKY TNy TAONG, EVM O AVIIGTPOPENS LOVTIEAOTTOLEITOL
pe to povtéro péong tune. Ot dratapoayéc Tpocopotmvovtal LEToPAAAOVTOC TNV TAGT TOL
dktHov.

AvaQopikd Pe TO GUGTNUO EAEYYOVL TOV OVTIGTPOQPEN, YLOL TOV EAEYKTN €VEPYOD 1GYVOG
vAomomOnKe 0 €AEYKTNG OTATIGHOV HE Kol Ywpic Pabvmepatd ¢iltpo, evd yio tov Ppodyo
dwyeipiong tov mPoeiA TAoMC vAomomONKE UOVO O EAEYKTNG OTOTIGLOV. Emiong,
viomomOnKov cuotiuoate pe kol yopic gocwtepikd eminedo eAéyyov. To 11g dopég pe
€00TEPIKO eMinedo vAomomOnke to0 cvoTUa EAEYYOL pe dvo Bpdyovg, To onoio amoteAeital
and Bpdyo €KOVIKNG ay®YloTNTag Ko eAeykt pedpatog. EmumpodcOeta, amd tig dpeceg
TEXVIKEG TEPLOPICUOD TOV PEVUATOG VAOTOMONKE O TEPLOPIOTNG HETPOV, O TEPLOPIOTNG GE
dgdopévn yovia kal ot oVo pEBodotl Tov divovv TpoTepaldTNTA TNV d- KOl -GLVIGTMOGO TOV
PEVUATOC, EVED amd TIG EUUESEG VAOTOMONKE N HEDOOOG EIKOVIKNG eUmMEONONG. AVaQEPETAL
emiong 0Tt ot dpeceg PEBHoOOL EQPUPUOGTNKAY GE GUVOVLAGUO WE TNV OOUN TOV TEPIAUUPAVEL
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€0MTEPIKO eMMedO eAEYYOV, VD M HEBODOG EIKOVIKNG EUTEONONG YPNOYOTOMONKE Ue TV
dopn ywpig ecmtepkd eminedo.

Apycd, pécm mpocopoldcemv emPefarmOnke n evaicOncia Tov pedaTog 6TIC GLVONKESG
TOV OKTOOV, KOOMG Kot 6Tl N TPpocHnKn Tov Pabvmepatod EIATPOV GTOV EAEYKTY| GTATIGUOV
evepyol 1oy00g TapEyeL eKoViKT| adpavela. Emetta, yio v emPefaimon e Aettovpyiog tmv
TEYVIKOV TEPLOPIGUOV PEVOTOG TPOGOUOIDONKAY TO GOAALOTO TOV OVOPEPONKAY TTO TAV®.
210 Zynuo Tov akoAovBel, Tapovc1dlovTol EVOEIKTIKG TO ATOTEAEG LT TNG TPOCOLOIMONG TG
BvO1oNg Taonc Tov SKTHOL Yo dVO HOVO OO TIC VAOTOIMUEVES LeBOOOVG.

—o0=5——0=02 _Im,azl: —I _I'm,a,:l:
—~ 1.2
=
206
~ 0
— il a —lrefd
1
=
£05 ]
S l/ .

rsat .
Zr(’,f‘q bref.q

—~ 0
2, -0.6}
B T -1.2¢
<0 - A < -1.8L | | J
1.95 2 2.05 21 215 2.2 1.95 2 205 21 2.15 2.2
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Syfua: Amoteléouato Tpooopoimong Yo fubion taong Tov diktvov (Apiotepd) Etkovikn epméonon);
(Ae&1d) Ieproprotg pétpov

Daivetor 6TL Ko 01 dvo péBodot mepropilovv 10 péETPo Tov pevpatos. Otav ypnoiponoteitol
N LéEB0SOC TG EIKOVIKNG EUTEINONG, UTOPEL VAL ELPAVIGTEL TPOGMOPIVI] LITEPEVTACT) GTO OPYIKO
OTAd0 TOL GEAAUATOS, EVED 0T cvvEXEn dev aflomoteital TANP®G T0 dtabécio meplddplo
VIEPEVTOONG TOV avTIoTPOPEn. Avtifeta, o TeploploThg HETPOL Teplopiletl To pedpa akpPmg
OTNV HEYIOTY EMTPENTH TN, TPOCAPUOLOVTAG TIG TYES OVOPOPAS TOV PEVIATOC.

ZUUTEPAGLOTIKA, TO OTOTEAEGLOTO TOV TPOGOUOLOGEMY EXPELALDOVOVY TNV IKOVOTOUTIKY|
Ae1Tovpyio TOV TEXVIKOV TEPLOPIGHLOV TOV PEVUATOS TOL VAOTOW ONKaLY.

Keparoawo 3. Emidopoon tov peddéomv mepropiopod pedpatog otnyv
petafatiki) evotadero

[Mopopola pe TG GOYXPOVEG YEVVINTPLEG, 1 UEAETN TNG UETAPATIKNG EVOTADENG Y10 TOVG
GFMIs pmopel va yivel péom towv P — § kapumdlov, 6mov J givarl 1 dtoapopd yoviog peta&d g
yoviog ava@opdc Yoo TNV €6MTEPIKT TAGN TOV AVIIGTPOPEN Kl TNG YOVIOG TS TAONS TOL
SkTOoL. AvTti M dapopd yoviog avapépetal o Ewovikn F'ovia Ioyboc. e avtibeon pe tig
oUYYPOVEG YEVWNTPLES, GE pHeyddeg dratapayés etvar mBovo va evepyomonbel o meploptotg
PEVLLOTOG TOV AVTIOTPOPEX, KOl GUVETMG N P — d kKapumdAn tov avtiotpogéa kabopiletarl and
™V nEB0O0 TEPLOPIGHOD PEVUATOG TTOV EPAPUOLETAL.

INo v pedétn g petoPatikng €uotdfelag Tov avIIeTPOPEN YPNCIUOTOLEITOL £Vl
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GUGTNLO GTO OTOI0 O AVTIGTPOPENG GLUVOEETAUL GE Evav AmePo (uyd, TapOUOLL LE TO GUGTI LA
nov ypnoporombnke oto Kepdhato 2. Emiong, yio tnv amionoinon g ovaAvong, 1 YPoUUn
petapopds Bempeiton TANPOG EMAYWYIKT), EVAO ayvOeital 1 EXIOPACT] TOL EAEYKTN GTATIGHOV
depyov woyvos. EmmpocHeta, yioo va peremnBel m emidopaon twv pedddwvV mEPLOPIGLOV
pevuaToc otV HeTaPotikn evotdbela, otov Tapov Kepdlato avaidovior EVOEIKTIKA LOVO Ol
TEPIMTMOGELG TOL TEPLOPIOTN LETPOL Kol TEPLOPIGTH GE OEOOUEVT] YOVIAL.

Ot P — 0 xopmdreg eEQyovTol HEGM TOV HOVTEA®V PEYAAOL CIUATOC Yo TNV K&Oe néBodo
nov ypnowonomdnke. ‘Enetta, pe fdon g P — § koumoreg pmopet va eEnynbdei n mopeio g
evepyol 10YVOG KATA Kol LETA Al £vo GOAALD, OTMG £va PPayLKVKA®ULA, OVAAOYO LE TO OV
YPNOLLUOTOLEITOL EAEYKTNG OTATIGHOV HE 1 YwpiG fabumepatd GiIATpO Yo TOV EAEYKTN EVEPYOD
16y00C.

>V mepintwon Tov PPoyVKLKADUOTOC, Y10 VO, TOPUUEIVEL GE GLYYPOVIGUO UE TO SIKTLO
0 OVTIOTPOPENS LLE TOV OAO EAEYKTY| OTATIGLOV, opkel va ekkaBapiotel T0 GOAALN TPOTOV M
EIKOVIKT YOVia 10006 EEMEPATEL TNV Y®Vi TOV aVTIoTOLKEL 6TO aoTafEG onpeio 1lwoppomiag TG
P — § xapmoing petd to odipa. AAMOC, 0 GUYXPOVIGUOS YaveTal Kot HeTd omd mepimov Eva
KUKAO TOAAVTOGNG 1] EIKOVIKT YOVIK 100G KOTAANYEL 6TO VEO onpueio 1coppomiog (av vdpyet),
EMEON TO GUOTNLA Y10 TOV ATTAO EAEYKTY] OTATIGLOV Eivol TPAOTNG TAENC.

Avtifeta, n TpocHnkn Tov Pabvmepatod GidTpov £xel ¢ amoTéEAEGH TNV AOENOT TG TAENS
TOV GLOTHUATOC G deVTEPNS TAENC. [TAEOV, O AVTIOTPOPENC UTOPEL VO, YAGEL TOV GLYYPOVIGLO
Le 1o OIKTLO KO Kot oV TO PBPayVKOKA®UO EKKOBOPIOTEL TPOTOV 1) EIKOVIKT YOVio, 16Y00G
Eemepdioetl TNV Yovia TOL 0vTIoTOKEL 6T0 0oTafEG onpeio 16oppomiag. ZvyKEKPLUEVA, KATA TN
SLAPKELD TOL BPUYVKVKAMDUATOG 1) GUYVOTNTO TOV AVTICTPOPEN ETITAYVVETOL LE OTOTEALEGLLOL TO
Aw va. yivetar 0eTiko Kot vo ov&dvetan 1 eikovikn yovia ioyvoc. Otav ekkabapiotei To cediua,
N ovyvotnta apyilel va emPpadivetor oAl To Aw Topapével OETIKO, KOl GUVETMS 1) EIKOVIKN
yovio 1oy00og cuveyilel va av&avetat. Av o Aw YiVEL opvNTIKO TPOTOD 1) EIKOVIKT YOVia 16Y00G
Eemepaoel TNV Yovia Tov avTiotolyel 6To aotafég onpeio 1ooppomiog, TOTE 1| Yovia Eekviel va
LELOVETOL KO KOTAAYEL 0TO EV0TAOEG onpeio 1ooppomiag Hetd omd KAToleg TAAAVTOGES. ATO
™V GAA, av 1 Yyovio Eemepdoet To aotabég onpeio 16oppomiog Tpotod To Aw Yivel apvnTIKO,
161E T0 Aw EeKvaer vo avEaveTat EvA Kot YAVETOL O GUYYPOVIGUOC LLE TO SIKTVO.

A@oh e&nyndnke n BeopnTikn mopeion TG EVEPYOL 10YVOC KOTA Kol HETH TO
Bpayvkdkiopo, propet vo peremBel n emidpaon tov pebdd®V TEPLOPIGUOL PEOUOTOS GTNV
petafotikn gvotdbeln. Méow tov P — § KOpmOA®V OV TPOKHTTOLV OO TO, LOVTELD LEYOAOL
oNuaToc TV ovo peBddwV, mapotnpeitoar OTL GE OYEOM HE TNV TMEPITTOON TOL OEV
epopuoleTan TEPLOPIGUOC pebLITOG, TO aoTofég onueio 1ooppomiog peTatomileTon mo KovTd
010 €voTaféC Kol OTL M IKOVOTNTA HETAPOPAS 10YVOC HEWMVETOL ¢ OmOTEAEGUO, O
TEPLOPICUOS TOL PEVUOTOS TOV OVTIOTPOPEN EMNPEALEL OPVNTIKA TNV HETAPOTIKY €VoTAOELN
tov. EmumAéov, mapatnpeitat 6t yio TIC GUYKEKPIUEVES TOPOAUETPOVS EIKOVIKNG Ay OYILOTNTAG
OV YPNCIUOTOONKAY, O TEPLOPIGTHG LETPOV TPOGPEPEL LEYAAVTEPO TTEPODPLO UETAPATIKTG
eVoTAOEG OE GVYKPION HE TOV TTEPLOPLOTI GE OEOOUEVN YWVIa (Yo UNOEVIKT TPOETIAEYUEVT
yovia). Télog, damotdvetal 6Tt 0 VIOAOYICUOG TOV KPIGIHOV ¥pdvov ekkabdpiong pe v
péBodo twv icwv guPaddv odnyel 6€ mO GLVTINPNTIKG ATOTEAEGLATO GE GUYKPIOY| UE TNV
aplOuNTIKY OAOKAP®MCT TOV SUVOUIKOV EEICOCEMV.

[Tpokeyévou va emPePormboldv ta povtéda peyAAov oNUATOG Kot 1) Be@pnTiKn avaivon,
TPAYLLOTOTOIOVVTOL TPOCOUOUDGELS OAPOP®V GPOAUATOV Ot Ppoyvkvkiopa, Podion
TOoNG KOl OMOTOUEG OAANYEC GAOMG TNG TAONG TOL JSKTOOL.  Evdewktikd mopakdte
TapovctaleTal 1 cVLYKPLON TOV BePNTIKOV P — § KOUTOVA®V UE OVTEG TOV TPOKVTTOVV OTd
TNV TPOGOUOICT &€VOC PPOoyLVKUKAMUATOC, YIO0. TOV EAEYKTN] OTATIGHOV HE KOl YOPIg
Babvrepatd idTpo, ¥pNOYOTOIDOVTS MG LEBOSO TEPLOPIGLOVL TOV TEPLOPLOTH LETPOV.
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16 t.= 180 msec t.= 195 msec
' —Dynallnic trajectoryl 1.5} —DyIllamiC trajecttl)ry
1.4} ——P — ¢ curve for magnitude limiter —— P — 6 curve for magnitude limiter

= = Lypef

0 (rad)

= = Lref

0 (rad)

Zynua: Zoykpion BempnTikdv P — § KOUTOA®V UE QUTEG TTOL TPOKDILTOLY OO THY TPOCOUOIMGT EVOC
BPoayuKVKAMDUOTOC, VI TOV EAEYKTH GTOTIGHOD, 0TV EQOPUOLETOL O TEPLOPLGTNE HETPOL

t.=300 msec t.=315 msec
1.2 T T 1.2 T T
1+ 1t
0.8} 0.8t
0.6} 0.6
B 04} B 04f
& 02t 02t
0 0
0.2 |— Dynamic trajectory 0.2l —— Dynamic trajectory
“® [——P — § curve for magnitude limiter e —— P — 0 curve for magnitude limiter
_04 __ = Lref _04 | = 7 “Lref
0 1 2 0 1 2 3
d (rad) d (rad)

Synua: Zoykpion OempnTikdv P — § KOUTOA®V UE QUTEG TTOL TPOKVITOVV OT0 TNV TPOCOUOINoT| EVOC
BPoyvKVKAMDUOTOG, Y10 TOV EAEYKTH GTATIGLOV e fobumepatd GIATpo, 0TV EQOPUOLETOL O TEPLOPIGTHG
HETPOL

Kepdararo 4. Ilpocopoimon mpaypotikod ypovov

O1 TPOGOUOIWTES TPAYHOTIKOD XPOVOL UTOPOVV VL ADVOLV TIG SLOPOPIKES EEIGMGELS TOVL
TEPLYPAGOVLY TO GUCTNUO, GE TPAYUOATIKO XPOVO, HE TNV Ypnomn ynelokov viwov (digital
hardware) xor mapdAiniov vroloyiotikov peboddwv (parallel computing). Ztig offline
TPOGOUOIDGEIS, 1 OTlypun Kotd v omoio eivor oSwbéoyo Tt amoteAéopoTa NG
nmpocopoiwong doev eivan onuovtiky. Emopéveg, n toyvmnto pe v omoio Abvovion ot
eflodoelc Tov  ovoTiuatog egoptdTonl Omd  TOLVG VTOAOYIGTIKOUG TOPOVLE Kol TNV
TOADTAOKOTNTO. TOV GUOTNUATOG. AVTIOETA, GE L TPOGOUOIMOY| TPAYLATIKOD XpOVOV, Ol
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e€l6MOELS TOV GLOTANOTOS Yo £val B TPOcOopoiwoNg TPEMEL va. emAVOVTOL Héca 6To 1510
YPOVIKO SIACTNUA GE TPAYLLOTIKO YPOVO.

Otav kamolo oTotyein. TOVL GLOTHHATOG TPOGOUOiwoNS aviikadicTavTol e ToV avVTioTOrO
TPAYLATIKO €E0MMGUO, 0 000G AAANAETIOPE HE TO VITOAOUTO GUGTI O TOV TPOGOUOLDVETAL,
N mpocopoimon avagépetanr wg “harware-in-the-loop” (HIL). Emiong, 6tav 10 otoryeio mov
aviikodiototon  €ivor 0  €AEYKTNG, 1N TPOCOUOI®OY  avoapépeTor oG  “controller
hardware-in-the-loop” (CHIL). Mg avt6 tov 1pdmo, [o Kavodpla AOToiNoT AEyyov umopet
Vo 0OKIHOOTEL 6 GUVONKEG TTPOYUATIKOD Y¥POVOL, OOV 1) GLUTEPLPOPH TMOV TPAYLOTIKMV
OTOLEI®V TOV CLGTNUOTOG AVOATOPIGTATAL LLE LEYAAVTEPT aKpiPEtLaL.

Me Bdon ta mo néve, mpaypatoromdnke o CHIL npocopoiwon mpaypatikon ypovov,
nmpokelévoy vo emPBePorwbel n oamoteleocuatikny Asttovpyio Tov peBOO®V mEPLOPIGUOD
PEVUATOC TTOL LAOTOMONKAV, 6€ cuVONKeg TTpaypatikov ypovov. Ta cvoTiuoTo EAEYYOL
viomomOnkav otov pukpoeneEepyaoty C2000 LAUNCHXL-F28379D g Texas Instruments,
EVD TO LTOAOWTO GUOTNUO TPOGOUOIMGNG LVAOTOMONKE GTOV TPOCOUOLMTH TPOYLOTIKOV
xpévouv RT Box 1 ¢ Plexim. [T ovykekpyéva, 1o RT Box mpocopoiwvel 10 cvotnua
600G (7. SIKTLO, YPOUUUN HETAPOPAS KAT) Kol GTEAVEL TO ATOTEAEGLOTOL Y10l TV TAGT Kol TO
pevua otov pukpoenesepyaot. ‘Emetta, o pikpoeneEepyaotng eneEepyaletol To. GNULATO TOV
Aappdvet pe Bdon to VAOTOMUEVE CLUGTILOTO EAEYYOV KOt TAPAYEL TOVS TOALOVS LETAYWOYNG
TOV JOKOTTIKMOV OTOWEIMV TOV aVTIoTPOPEN, TOLG omoiovg otélvel micw oto RT Box.
EmnAéov, ypnowomombnke £&vag maALOypA@og, mpokeWEVoy va  moapatnpnfodv ot
KOUHOTOHOPQES TV onudtomv mov mapéyxel to RT Box wg €£0d0, Omm¢ yio mopdostypa 1o
TPLPACIKO pevU EEOO0V TOV AVTIGTPOPEQ.

To ovomua mov Tpocopowmvetol 6to RT Box givol mold mapopolo pe 1o avtiotoryo tmv
offline tpocopoidsewv. Orkdpieg drapopis eivar n TpocsOkn evoc opkol poptiov 610 onpeio
TOV GLVOEETOL O AVTIGTPOPENS GTO SIKTVO KOL 1] YPT|ON TOL TANPOVG LOVTELOV TOV AVTIGTPOPEN,
LLE TOVG OLAKOTTEG 15YVOG AVTi TOL LOVTEALOL PEOTG TIUNG. AVAAOYQ, TOL GUGTILLOTO EAEYYOV TOL
VAOTTOLOVVTOL GTOV HIKPOEAEYKTY €lvan Tapdpota e avtd Tov offline Tpocopoidoewy, pe v
dtapopd Ot £xel Tpootebel To cHoTUA SLopOpPwons SPWM kot kdmowa fabvrepotd giltpa
Yo TV KOTOGTOAY Tov BopHfov.

o mv emPePoioon 1OV TEYVIKOV TEPLOPICUOV PEVUATOG TOL VAOTOMONKAY,
TPOYLOTOTOONKAY TPOGOUOIDGELS TPOYLLOTIKOV YPOVOD Yid BPoyVKOKAMLLO KO Y10, ATOTOUN
oAy @AoNG TNG TAGNG TOL SIKTHOV. XTO TOPOKATM ZYNUO TOPOLGLALOVTOL EVOEIKTIKA TO
OTOTEAEGLATO TG TPOCOLOIMONG TOL PBPOYLKVKAMUATOS Y10t VO UOVO OO TIG VAOTOUEVES
pefodove. Xvykekpiuéva 1 o LEB0d0G Elval avT TNG EIKOVIKNG EUTEINONG, EVO 1 GAAN givat
0 TEPLOPIOTNG HETPOV TPOKEEVOL VO GPOVOVV Ol JPOPEG OTNV OTOKPLIoT| TOV EUUECHOV KOl
dpecmv pebodwv.

Gatvetor 6T Ko 01 dVo pEBodoL Teplopilovy 10 PETPO TOL PeLUATOS. ZE avtibeon pe Tov
TEPLOPLOTN UETPOV, POIVETOL OTL TNV TEPIMTMOT TNG EWKOVIKNG EUTESNONG TTOpOTPEITOL Lot
TPOCMPIVY] VIEPEVTIACT] OTO OPYLKO OTAOI0 TOV COAAUNTOC, YEYOVOS TOL GUVAOEL LE TO
aroteAéoparto g offline Tpocopoimwonc.

ZUUTEPAGUOTIKG, TO OTOTELEGHOTO TOV TPOGOUOIDGEMY TPUYUATIKOD YPOVOL dEiyVOLV
OTL Ol VAOTOMUEVES TEYVIKEG TEPLOPICUOV TOV PEVUOTOS TOV OVTIGTPOPEN AEITOLPYOVV
OMOTEAEGUATIKA VIO GLVONKEG TPAYLATIKOD YPOVOUL.

Kepdraro 5. Zoprnepdopoto Kol TPpoOTTIKES

2ounepaouara
Ot GFMI ocvumeprpépovtal oG myEG TAONG UE OMOTEAEGUO TO PELMO TOLG Vo €ivor
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Syfua: ATOTEAEGLLOTO TPOGOLOIMOTG TPAYLATIKOD ¥pdvou Yio. Bpayvkiklmpa (Apiotepd) Ewovikn
eunédnon; (Ae&id) Ieplopiotig pétpov

evaiotnto oe ocvvOnkeg Tov diktvov. Emopévmg, oe mepuTOoElg HEYIA®Y daTOpaydY, TO
peovpa Tovg pmopel va vepPetl v PEylom emtpemOUEVN TN, KANGTOVTOG amopaitntn TV
epoppoyn HeBOOWV TEPLOPIGHOL TOV PEVUATOC. 20TOGO, UE TNV EVEPYOTOINGT OVTAOV TOV
HEDOOWV TAPUKAUTTETOL 1) KOVOVIKT] AEITOLPYIO, LE ATOTEAEGLA 1 SOVVOUIKT) GUUTEPLPOPE TOL
avtioTpoén Kotd kot petd to opdiua vo kobopiletor kvpiog omd v pébodo mov
epappoletot.

Ot meprocotepeg PEBodOL JAPOPP®ONG SIKTVOV UTOPOVV Vo avamapacTafovy and Eva
YEVIKO GUGTNUO EAEYYOV TOALOTAMV EMTESMV KOl VTOGVOTNUAT®V. ZVYVE YPNCUYLOTOLOVLLE-
VEG DAOTIOWOELS Y10l TOV EAEYKTN €VEPYOU 10YVOG TEPAAUPAVOLY TOV EAEYKTN] GTATIGUOV LE
Kot yopic Babvmepatd ¢idtpo kot v Ewovikn Zoyyxpovn Ievvipia. H mpocHnkm tov
Babvmepatod @IATPOV GTOV EAEYKTH] OTOTICUOD EIGAYEL EIKOVIKY] OOPAVELD, YEYOVOS TOL
emPePordverol HECWO TPOCOHOIMONG.

Ot péBodot mepropiopov tov peduatog dwakpivovior oe Gpeces, EUPECES Kot VPPIKEC.
Mepkég cvyvd ypnoipomolovpeveg pébodor vAomomOnkay GTo AOYIGUIKO TPOGOUOIMOTG
PLECS ot n amotehecpatiky] Asttovpyio toug emPeformdnke HEGH TPOGOUOIDGE®Y Y10
Bubicelg Tdong kot amdtopes adhayég eaons. H pébodog swovikng epmédnong dev pumopei va
a&lomomoel TANP®G TO TEPIOMPLO VIEPEVTAONG TOV OVTIOTPOPED GE OAN TN OAPKELNL TOV
OQAALOTOC KOl UTOPEL VO EUQAVICEL TPOCMPIVY] VIEPEVTOOT] OTO OPYIKO OTASI0 TOV
o@OApotoc.  Avtifeto, ot dueceg pébodor pmopodv va mETHYOVV YPNYOPO Kol KPP
TEPLOPICUO TOV PEOHUATOC, AEIOTOUDVTOAG TANP®S TO TEPOMPLO VIEPEVTACNG,.

H Ewovin I'ovia Ioyvog ypnoytonoteital yio v avaivon g HETAROTIKNG EVOTAOEI0G
tov GFMI, péoo tov P — § KOUTOA®V TOV TPOKVTTOLV amd HOVTEAD HEYGAOL GYLOTOC, TO
omoia dapEpovy avdroya pe ™ pEBooo TEPLOPIGHOD peLATOG TOV epapuoletal. EEnysitan
OTL M mopeio TG EvEPYOV 16YVOG LETA ad Eva PpayLKOKAMUO SLAPEPEL LETAED TOV EAEYYOL LE
Kot yopig adpaveta. Emmiéov, ot P — § kapmOAEG TOL TPOKVTTOVV Y10 TOV TEPLOPLOTH HETPOL
KOl TOV TEPLOPLOTH GE OedOUEVI] Yovia Ogiyvouv OTL O TEPLOPIGUOS PEVUOTOG UELDVEL
onpavtikd to meploplo petafotikng evotabeiog. Axkoun, n epappoyn g pebodov icwv
eUPAdDV Y10 TOV VTOAOYIGHO TOL KPIGLUOL ¥pdvoL ekkabdpiong yia PpayvkukAdpota, odonyel
0€ GUVINPNTIKA OTOTEAEGUOTO CUYKPITIKG HE TNV aplOUNTIKY] OAOKANP®MOT TOV SLVOLUK®OV
e€lodoe®V TOL GLOTHHATOS. Ol TPOGOUOIDGELS TOL TTPAYLATOTOWONKAY eMPERodVOLY TaL
HOVTEAD PEYAAOV GYLOTOC, KOOGS Kot TV BempnTiky| aviAlvon.
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TéNog, HEC® TPOCOUOIWONS TPAYUOTIKOD XpOvov, emPBefoarmOnke OTL 01 VAOTOMUEVES
TEYVIKEG TEPLOPIGUOL PELHOTOC, UTOpovV va, mteplopilovv 1o pedud 68 GOAAUATO OTMG
BpoyvukdKAmpa Kot amdTopn aAloyn eAcns, VIO GLVONKESG TPAYLATIKOD YPOVOUL.

Ilpoorntikés

Mo mpoontikny HEALOVTIKNG OOVAEWEG elvar M avATTUEN CYNUATOV OVILETMOTIONG TG
OLGGMPELONG OAOKANPOTIKOL o@AApatog (anti-windup schemes) 6tav ypnoylomoteiton
eleYKTNG TAONG avii Ppoyoc ewovikng oyoywomroc.  Emiong, m oxedioon pebodwv
TEPLOPICUOV PEVLHATOG YLl AGVUUETPO. cQAApaTa glval amapaitntn. Mmropodv emiong va
vAomomBovv Kot va cuyKplBovv HeETaED Tovg, dtdpopes HEHodOL evioyvong TG HETAPATIKNG
evotdfewoc. [ToAd onuovtikn eivar n epappoyr] pebddmv TEPLOPIGUOL PEVUATOS YO TLO
TOAMTAOKEG TOTOAOYiEC HETOTPOTEWV, OMMG €ivarl ot apbpmtol moAvemimedol peTATPOTELG
(MMC). Téhog, Bewpeitar onuavtikn n mewpopotikn empPefaimon g Asttovpyiog TV
HeBOOWV TEPLOPIGIOV PEVUATOC.
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Chapter 1

Introduction

1.1 Transformation of the power system

Traditional power systems are currently undergoing a major transformation, driven by the
need to address global warming and reduce greenhouse gas emissions. There is a global shift
towards cleaner forms of electric energy generation, resulting in a gradual replacement of large
centralized thermal power plants with smaller scale Renewable Energy Sources (RES), such
as solar and wind. This transition is being accelerated by ambitious national and international
targets aimed at increasing the share of RES in the energy production mix, such as the EU
commitment of achieving climate neutrality by 2050 [1], which sets a clear direction for the
decarbonization of the power grid.

Conventional power grids were dominated by large Synchronous Generators (SGs), which
were responsible for voltage and frequency regulation. Their low output impedance and the
use of Automatic Voltage Regulators (AVR), allow them to operate as ideal voltage sources,
which in combination with their high rotor inertia, are essential features for ensuring stable
and reliable operation of the power system [2]. In contrast, most renewable energy sources are
integrated into the grid via power electronic converters and are therefore referred to as
Inverter-Based Resources (IBRs). Power electronic converters are significantly different than
SGs, not only due to their hardware characteristics, but also in the way they respond to
disturbances and grid events. Unlike SGs, their behavior is not governed by inherent physical
properties such as rotor inertia, but it rather depends on their control algorithms [3]. Thus, the
ongoing transformation from an SG-dominated grid to an IBR-dominated one, which is
illustrated in Fig. 1.1, has introduced various engineering and operational challenges that need
to be addressed, in order to ensure the stability and resilience of the future renewable-rich
power grids.
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Figure 1.1: Transition of the power grid from SG-dominated to IBR-dominated [4]
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1.2 Inverter Based Resources

The majority of renewable energy sources are connected to the grid through a series of
power electronic converters, because the power they generate is not inherently compatible with
the power system’s frequency and voltage level requirements (e.g 50 Hz, 20 kV) [5]. Despite
the fact that some IBRs utilize more than one converter, their behavior is primarily determined
by the last dc/ac inverter as it is directly connected to the grid [6], hence the term “Inverter
Based Resources”. Other IBRs include battery energy storage systems (BESS), fuel cells, high
voltage direct current (HVDC) converters etc.

In recent years, the dc/ac conversion is achieved utilizing Voltage Source Converters
(VSCs). These inverters use fully controllable semiconductors, such as IGBTs and power
MOSFETs, allowing fast and precise control of their output voltage and four quadrant
operation. As shown in Fig. 1.2, a three phase VSC converts the dc-link voltage to a three
phase ac voltage at a specified fundamental frequency along with various harmonic
components, using Pulse Width Modulation (PWM) techniques. In lower voltage levels, such
as the distribution network, RES are connected to the grid with two-level VSCs [7], whose
configuration is shown in Fig. 1.3a. These are the simplest VSCs and they consist of a
common dc link and three half-bridge legs, one for each phase. In order to meet the
requirements for harmonic injection to the grid, two-level VSCs should either use high
switching frequencies or excessive harmonic filters, which lead to an increase of switching
losses and system complexity respectively [8]. For this reason, in high-voltage high-power
applications, such as HVDC links, multilevel converters are typically used as an alternative to
conventional two-level VSCs. The most popular multilevel converter is the Modular
Multilevel Converter (MMC), shown in Fig. 1.3b, which consists of a number of submodules
that can either be a half-bridge or full-bridge topology and capacitors that are distributed in
each submodule [8], [9]. This structure allows MMCs to produce an output voltage with
multiple levels, leading to high quality waveforms combined with high efficiency.
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Figure 1.2: High level representation of a three phase Voltage Source Converter [10]

As illustrated in Fig. 1.2 the reference voltage fed to the PWM is generated by the
inverter’s control system. Due to the high modulation bandwidth, the fundamental component
of the output voltage can be considered equal to the reference. Thus, assuming that the dc-link
voltage is constant, the voltage at the VSC terminal is determined by the control system
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Figure 1.3: (a) Three phase two-level VSC [9]; (b) Three phase MMC with half-bridge or full-bridge
submodules [11]
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output. Depending on their control algorithm, grid-connected VSCs can be classified into two
main categories, namely grid-following inverters (GFLIs) and grid-forming inverters (GFMIs)
[5]. Despite having a very similar hardware configuration (dc link, output filters, switching
valves etc) and sharing the common goal of injecting active and reactive power to the grid,
GFMIs and GFLIs differ significantly in their control systems, modeling representation,
response to grid events, and small signal stability under different grid strengths [12].

Grid-Following Inverters

Currently, the vast majority of IBRs connected to the power system are controlled as grid
following inverters. Traditionally, the main objective of GFLIs was to synchronize with the
grid and supply active power, while maintaining their power factor close to unity [2]. GFLIs
utilize a dedicated synchronization unit, such as a phase-locked loop (PLL), to track the angle
of the voltage at the Point of Common Coupling (PCC). Then this angle is used to transform the
measured voltage and current to the synchronous reference frame (i.e., the dq frame), where it is
easier to design and implement the inverter controllers. The active and reactive power injection
of'a GFLI can be independently controlled, by adjusting the d-axis and g-axis component of the
current respectively [2]. This control scheme is usually referred to as current control, because
the output current of the inverter is directly controlled, and it is widely used in grid connected,
as well as motor drive applications [4]. Because of the control principle that was explained
above, it 1s evident that the behavior of GFLIs can be approximated as a current source with
high parallel impedance [2], [4], [12].

Due to the growing number of IBRs that are connected to the grid and the replacement of
synchronous generators, grid operators require that larger-scale IBRs have to actively support
the power system, by exchanging active and reactive power depending on the type of
disturbance. For instance, German grid operators require that IBRs should support the voltage
by supplying (absorbing) reactive current, if the measured voltage decreases (increases)
beyond a predefined dead-band [5], [13]. GFLIs can achieve this by accordingly adjusting
active and reactive power set-points, while respecting the hardware limitations of the
converter [12]. Due to the lack of inherent inertia in IBRs, another grid supporting function
that can be added to the control system of GFLIs, is the so-called “synthetic inertia” or fast

24



frequency response (FFR), which regulates the active power output of the converter during
frequency disturbances [14], [15]. The drawback of the FFR provided by GFLIs, is that
frequency estimation and control delays can limit the efficiency of the inertial response.
Furthermore, the use of the frequency derivative can introduce additional noise,
compromising the stability of the system [15].

Despite being the dominant approach currently in use, grid-following inverters have two
main shortcomings. Many research works have demonstrated that the use of a PLL and other
synchronization units can deteriorate the small-signal stability of IBRs connected to
low-strength parts of the grid [16], [17], [18]. Therefore, GFLIs are generally unsuitable for
weak grid applications (i.e., low short circuit ratio) such as offshore wind parks connected to
the grid through long transmission lines, as they cannot ensure stable operation [15].
Moreover, GFLIs operate under the assumption that they can synchronize and “follow” a stiff
and already formed voltage, hence the term “grid following”. Consequently, a future power
electronics dominated grid can not operate using only grid-following converters, because they
will have no voltage to synchronize to, due to the lack of voltage forming units such as
synchronous generators [5], [16]. For the same reason, GFLIs can not help in the procedure of
restarting the power system after a blackout, which is referred to as “black start” [16].

Grid-Forming Inverters

Although a formal and unified definition of GFMIs is still under discussion in academia and
industry [12], there exist various different definitions, mainly proposed by grid codes, which
describe the functionalities that a GFMI should have [19], [20]. Among all these definitions,
the most common and accepted characteristic of GFMIs is their voltage-source behavior, which
enables them to respond to grid events similar to SGs [21]. For instance, the North American
Electric Reliability Corporation (NERC) states that grid-forming controls are “controls with the
primary objective of maintaining an internal voltage phasor that is constant or nearly constant
in the sub-transient to transient time frame” [22]. Thus, a GFMI can be defined as a converter
controlled to behave as an AC voltage source, which is able to “form” the voltage without the
need of other voltage forming units [21]. For this reason, grid-forming control of IBRs is widely
recognized as a promising solution to enhance the stability of the future bulk power system.

The main difference between GFMIs and GFLIs is that they are controlled as voltage and
current sources respectively', as illustrated in Fig. 1.4. However, there are various other
differences between these two control strategies. First, unlike GFLIs, most GFM control
strategies described in the literature, are able to achieve synchronization with the grid without
using a dedicated synchronization unit, but rather by implementing the power synchronization
principle of SGs in their controller [12], [23]. This feature of self-synchronization, in
combination with their voltage source behavior, makes GFMIs more suitable than GFLIs for
IBRs connected in weak grids. However, studies have shown that the small-signal behavior of
GFLIs under strong grid scenarios is superior to that of GFMIs [24], [25].

Another difference lies in their grid supporting response during a disturbance. It has
already been mentioned that GFLIs can support the grid by regulating their power output with
the use of additional control loops. However, this response is not inherent and may therefore
be inefficient [15], due to control and measurement delays [21]. On the other hand, because a
GFMI is designed to mimic the behavior of a SG, it can provide an intrinsic response to

'The operating behavior of the inverter should not be confused with the term “Voltage Source Converter”. Both
GFMIs and GFLIs belong in the category of Voltage Source Converters, but the former is controlled to behave as
a voltage source, while the latter is controlled to behave as a current source.
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Figure 1.4: Modeling representation of grid-following and grid-forming inverters [12]

Table 1.1: Comparison of grid-following and grid-forming inverters

Grid-following inverters Grid-forming inverters

Assumes that the PCC voltage is already Forms its terminal voltage
formed

Operates as a current source Operates as a voltage source

Uses a dedicated synchronization unit (e.g Doesn’tneeda PLL to synchronize to the grid

PLL) to synchronize to the grid (although some GFM control methods may
use a PLL)

Cannot black start a system Can potentially black start a system

Cannot operate at 100% IBR penetration Can operate at 100% IBR penetration

Better performance in stiff grids Stable operation at low system strengths

No inherent inertia support (needs additional Some GFM control methods (e.g filtered
controllers) droop and VSQ) can provide inherent inertia

disturbances, i.e., independent of additional measurements and control algorithms, and help
enhance the stability of the system. Finally, GFMIs can operate at 100% IBR penetration, as
well as potentially black start a system [16], since they form the voltage at their terminal,
instead of relying on other units to create a well-regulated voltage to synchronize to [5].
Table 1.1 summarizes the key differences between grid-forming and grid-following inverters.

1.3 Overcurrent limiting for grid-forming inverters

1.3.1 The need for current-limiting methods for grid-forming inverters

Since GFMIs and GFLIs operate as voltage and current sources respectively, their response
to grid events can be significantly different, as illustrated in the phasor diagrams of Fig. 1.5.
Referring to the simplified equivalent circuit of Fig. 1.4, where the upstream network is modeled
as a Thevenin equivalent, when a disturbance causes the grid voltage phasor to change, the
instantaneous response of a GFLI is to keep the current phasor unchanged. This occurs because
the PLL must first re-synchronize with the grid voltage before feeding the new angle to the
controller, which then determines the new current reference [12]. In contrast, due to its voltage
source behavior, the instantaneous response of a GFMI is to maintain the internal voltage phasor
constant, which leads to a change of the output current phasor [2], [12].

This inherent response to disturbances makes GFMIs very appealing for grid operators
[26], as it is very similar to the behavior of SGs. However, it is evident that the output current
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Figure 1.5: Phasor diagrams for a grid disturbance (a) Grid-following inverter; (b) Grid-forming inverter
[12]

of GFMIs is very sensitive to grid conditions, because it is not directly controlled. Therefore,
in the case of severe disturbances, such as a three-phase short circuit, if no action is taken, the
output current of the GFMI will exceed the nominal. Unlike synchronous machines, which
can withstand currents around 6-8 times their nominal for a certain amount of time, power
electronic converters have a limited overcurrent capability, typically 1.2-2 pu, due to their
semiconductor devices [21]. However, grid operators require that GFMIs remain connected
and actively support the grid during faults, despite their inability to withstand overcurrent. A
possible solution to this problem, is to over-dimension the converter components in order to
be able to handle larger currents and better emulate the behavior of SGs, but it comes with a
major financial cost [21]. Thus, to prevent unwanted tripping of GFMIs, proper overcurrent
protection methods are essential, in order to avoid damage to the converter hardware and
contribute to grid resilience during contingencies. For the aforementioned reasons, in recent
years, the implementation of current-limiting control methods for GFMIs as well as their
effect on the stability of the system, is gaining a lot of interest from academia and industry
[27], [28].

1.3.2 Challenges of current-limiting methods for grid-forming inverters

Over the last years, a lot of current-limiting control methods for GFMIs have been proposed
in the literature. A simple solution is to switch to GFL control when a fault is detected, which
requires a back-up PLL and mode switching between synchronization methods [21], [23]. Due
to the drawbacks associated with the use of a PLL and the fact that the fault response of GFLIs
has been extensively studied [29], this method will not be discussed in this work. Otherwise, the
basic GFM control structure is maintained and additional current-limiting control methods can
be implemented, which operate only when necessary. When a disturbance leads to the triggering
of the current limiter, the inverter is not able to maintain the internal voltage phasor constant,
because the normal operation is superseded by the current limiter [27]. Therefore, the dynamic
behavior of a GFMI during and after a severe disturbance is mainly determined by the utilized
current-limiting control method. This implies that while the primary purpose of these methods
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is to protect the inverter semiconductor devices, they also influence power system aspects, such
as protection coordination, transient stability, voltage support etc [28].

To that end, an effective current limiting method should be designed to meet certain
requirements concerning both the power system and the device itself. First, the current limiter
should be able to protect the semiconductor devices from thermal breakdown, by quickly and
accurately limiting the current magnitude, so it does not exceed the maximum allowable level.
This should be achieved without introducing undesired harmonic components in the current
and also without compromising the small-signal stability of the GFMI [28]. Additionally, the
GFMI should be able to provide the appropriate fault-current contribution, depending on the
type of the disturbance, as specified in grid codes [19]. For instance, the inverter should inject
reactive current to the grid during voltage sags, or provide active phase-jump power. Also, the
GFMI has to be capable of riding-through faults and restoring its normal operating condition
after the faults are cleared [27]. This includes ensuring the transient stability of the converter,
i.e., the ability to remain synchronized with the grid during and after a severe fault.

Due to the various system- and device-level requirements, the design of a single
current-limiting method that meets all of them is a challenging task. Each of the
current-limiting methods that have been proposed in the literature has its upsides and
drawbacks. Recently, the effect of current-limiting methods on system aspects such as the
reactive current profile of the GFMI during faults, and transient stability analysis and
enhancement methods under current-limiting conditions, is gaining a lot of interest from
researchers [30], [31], [32]. Nevertheless, many open issues and research questions remain.
For instance, the transient stability analysis for systems with multiple GFMIs through the
development of simplified models is a challenging issue [27]. Another vital issue which will
require more research efforts, is the development of power system protection solutions that
account for the behavior of GFMIs under various current-limiting methods, as well as the
compatibility of current limiters with traditional protection schemes [28]. Overall, further
research and development is essential to gain a deep understanding of the behavior of GFMIs
during contingencies that drive them into current limitation, especially in the case of IBR-rich
power systems.

1.4 Objective and structure of this thesis

1.4.1 Objective and scope of this thesis

The primary objective of this thesis is to analyze and understand the techniques by which
current limitation is achieved in grid-forming inverters and to assess the effect of these methods
on the transient stability of the inverter. To achieve this, a comprehensive review of grid-forming
and current-limiting control methods is first presented. Additionally, the most commonly used
methods are implemented and validated through both offline and real-time simulations. The
simulation aims to provide a better understanding of the operating principles of these methods.
The scope of this thesis is limited to the study of current-limiting methods for symmetrical faults
and for two-level VSCs. Therefore, more complicated VSC topologies, as well as asymmetrical
disturbances and unbalanced operating conditions are outside the scope of this work and will
not be considered.
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1.4.2 Structure of this thesis

The structure of this thesis is as follows:

Chapter 1 describes the transformation of the power grid from being dominated by
synchronous machines to being dominated by inverter-based resources. It provides a brief
overview of inverter based resources, highlighting the differences between the behavior of
grid-forming and grid-following inverters. Then, the necessity of current-limiting methods for
grid-forming inverters is underlined and the main challenges associated with these methods
are presented.

Chapter 2 introduces the general system of a grid-forming inverter, followed by a
comprehensive review of grid-forming and current-limiting control methods. The most
frequently used methods are then implemented in the PLECS simulation software and
time-domain simulations are performed, in order to validate their performance under various
operating scenarios.

Chapter 3 studies the effect of current-limiting methods on the transient stability of the
grid-forming inverter. First, the theoretical basis is established by presenting the large-signal
models corresponding to the employed current-limiting method, along with the theoretical
behavior of the grid-forming inverter during and after the fault. Then, time-domain
simulations under various types of disturbances are carried out, to validate the large-signal
models and the presented theoretical transient stability analysis.

Chapter 4 validates the effectiveness of the implemented current-limitation techniques
under real-time conditions. It begins with a brief overview of real-time simulations, followed
by the description of the real-time simulation setup. The implementation of the real-time
simulation models and controllers is then presented and the differences from their offline
simulation counterparts are highlighted. Finally, the real-time simulation results are shown.

Chapter 5 concludes the thesis, by summarizing the key points of each Chapter and
discussing future work directions.
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Chapter 2

Grid-forming inverters and current-
limiting methods

This Chapter provides an overview of various GFM control methods and
current-limitation techniques that are commonly used in the literature. First, the general
control structure of GFMIs is presented, followed by common GFM control methods. Then,
the basic categories of current-limiting control methods are explained and the most frequently
used methods from each category are described. The implementations of various GFM and
current-limiting control methods in the PLECS simulation software are presented and
time-domain simulations are performed to validate the controllers.

2.1 Grid-forming control methods

2.1.1 General control structure of grid-forming inverters

The most significant difference between the various GFM methods is their controller
implementation. Despite the variety of GFM controls proposed in the literature, most of them
can be represented by the general control structure of Fig. 2.1, where both the hardware and
the software of a GFMI are shown. Regarding the hardware, the converter is connected to the
grid (which is modeled as a Thevenin equivalent) though a filter, such as an LCL or a simple
inductive filter. The purpose of this filter is to mitigate the harmonic distortion in currents and
voltages caused by the switching behavior of the converter [21]. The inputs of the control
system are the measured three-phase currents and voltages, as well as references for
active/reactive power, frequency and voltage magnitude, and the output is the reference
voltage that is fed to the PWM [12].

As shown in Fig. 2.1, a general control system of a typical GFMI consists of multiple
subsystems and layers, which are responsible for different functionalities. For instance, the
outmost layer, i.e., the outer loops, generate the characteristics of the voltage source reference,
while the inner layer, i.e., the inner loops, are responsible for tracking this reference [21]. Due
to the cascading structure of these layers, it is evident that in order to ensure the stability of the
system, they have to operate at different time scales. More specifically, the outer loops are
linked to the electromechanical transient dynamics, while the inner loops are associated with
the electromagnetic transient behavior. [21].

The outer layer includes the power synchronization loop and the voltage profile
management loop, which are responsible for synchronization with the grid and voltage
regulation respectively. The power synchronization loop aims to regulate the active power
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Figure 2.1: Generalized structure of a grid forming inverter [12]

output of the converter and it generates the angle/frequency of the internal voltage source
(IVS) of the GFMI. This angle is also used for the transformation of measured three phase
current and voltage to the dq reference frame. On the other hand, the voltage profile
management loop is related to the reactive power output of the GFMI and it provides the
magnitude of the IVS. This follows the traditional link of active power with angle/frequency
and reactive power with voltage magnitude, which is valid in predominantly inductive grids,
such as the high-voltage transmission system. In contrast, for a low X/R ratio there is coupling
between reactive power and frequency. Thus, the voltage is regulated through the active
power and the frequency is controlled through the reactive power [2]. Additionally, in the case
of comparable inductive and resistive parts of the grid (i.e the X/R ratio is close to 1), the
voltage and frequency are linked with both active and reactive power, which requires a
different controller structure [2]. However, by applying virtual impedance methods, the line
impedance seen from the inverter can be adjusted to have a high X/R ratio [2]. For this reason,
and because the focus will mainly be on high-voltage applications, only the outer loop
structure that is shown in Fig. 2.1 will be considered in this work.

The inner loops can include additional voltage and current controllers that regulate the
capacitor voltage and the inverter current respectively. Note that the output of the outer layer
is sufficient for implementing the voltage source behavior of GFMIs and can be fed directly to
the PWM. Thus, the inner loops are optional and can be bypassed. However, the use of a
current controller can include certain benefits, such as active damping of the voltage
controller, as well as the capability of simpler implementations of current-limitation
techniques [21]. Also, the absence of an AC voltage controller, can cause distortion in the
voltage waveform, in case of unbalanced or non linear loads [21]. The control structure
without inner loops, also referred to as open loop control, is seldom used in practice [21].

Finally, the control system of the GFMI includes additional control blocks responsible for
coordinate transformations, calculation of output power and voltage/current magnitude based
on the measurements provided etc. For example, the active and reactive power are calculated
using the following equations:

P =1.5(i4Vpcc.a+i,Vpceo,y) s (2.1
Q= 1.5(i4Vpcc.q —14Vpco.a) - (2.2)

There exist various control methods for the implementation of each subsystem that is shown
in Fig. 2.1. The combination of these methods leads to multiple GFM control methods, which
differ in the implementation of power synchronization loop, voltage profile management loop
and the inner loops. In the following sections, an overview of the most common methods used
for each subsystem will be provided.
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2.1.2  Outer control loops

Power synchronization loop

The power synchronization loop (or Active Power Controller) generates the frequency and
angle of the internal voltage source of the GFMI. Therefore, it is responsible for the
synchronization of the converter with the grid [5]. Some of the most frequently used
implementations of this control loop are described below.

Droop control

The first grid-forming control method used was the droop control, which was initially
proposed to be used in isolated ac systems and uninterruptible power supplies [33]. This
technique is inspired by the governor behavior, which allows the parallel operation of multiple
SGs [2]. The droop controller calculates the frequency of the IVS as a linear function of the
output active power, which is described by

w:w0+kp(Pref_P)7 (23)

where k,, is the droop coefficient, w, is the nominal angular frequency, P, ; is the active power
set-point, and P is the measured instantaneous active power. The angle of the IVS is then
calculated by integrating the frequency, as shown in the block diagram of Fig. 2.2a.

Despite being the simplest implementation of the Active Power Controller (APC), the droop
control is highly effective and is able to synchronize without the need of other synchronization
units under normal operating conditions [12].

As indicated in (2.3), a deviation of the instantaneous active power from its set-point will
cause a step change in the frequency of the IVS of the GFMI [34]. Therefore, the droop
controller does not provide inertia support, which is one of the main shortcomings of this
method [2].

To mitigate fluctuations from the active power measurement, the droop controller can be
equipped with a low pass filter (LPF) as shown in Fig. 2.2b. In this case, the equation describing
the active power controller becomes

w=wy+h—L2 (P, —P), (2.4)

P
s+wp

with w,, being the cut-off frequency of the LPF.
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Figure 2.2: Block diagram of (a) Active power droop controller; (b) Active power droop controller with
LPF

Virtual synchronous generator

To address the decrease of inertia in future power systems and to better emulate the
behavior of synchronous generators, the virtual synchronous generator (VSG) method was
proposed [35], [36]. A simple approach to provide virtual inertia, is to implement the swing
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equation of synchronous machines in the control of GFMIs [21]. To that end, the control
function that generates the frequency of the IVS for the VSG method is the following [37]

1
T (Pref — P+ Dp(w0 — w)) , (2.5)

w =

where D, is the droop coefficient (or damping factor) and .J is the virtual moment of inertia.
Fig. 2.3 shows the block diagram of the Active Power Controller of a VSG.
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Figure 2.3: Block diagram of the Virtual Synchronous Generator

It has been shown in [38], that the droop controller with the low-pass filter is equivalent to
the VSG, thus making it a specific case of a VSG. Therefore, although the initial purpose of
the low-pass filter was to mitigate fluctuations in the measured active power, it also provides
virtual inertia to the GFML.

Power synchronization control

The concept of power synchronization control (PSC) was proposed in [23] for a
VSC-HVDC system, to provide voltage support when connected to a weak grid. The
synchronization principle used in this method is similar to the operation of synchronous
machines. The equation that describes the synchronization loop of the PSC is

0 =wot + k, / (Pres — P), (2.6)

where k, is the controller gain. The block diagram of this control loop is given in Fig. 2.4.
Taking the derivative of both sides in the above equation gives

do
%:w:wﬂ—i_kp(P’ref_P)' (27)
Pref >© > k—p A0 0
S
P wpt

Figure 2.4: Block diagram of the power synchronization control

Comparing (2.7) and (2.3) as well as Fig. 2.2a and Fig. 2.4, it becomes evident that droop
control and PSC are mathematically equivalent, despite being initially developed for different
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applications. Therefore, PSC can be considered to be a specific version of the droop
controller. Note that despite the fact that the PSC is able to synchronize with the grid without
the use of a PLL, in case of faults the converter switches to GFL control using a backup PLL
[23].

Other control methods

Another control method that was proposed to allow parallel operation of converters is the
virtual oscillator control [39]. Unlike the other methods presented, the virtual oscillator control
is not based on the operating principle of synchronous machines, but is rather inspired by the
phenomenon of synchronization in networks of coupled oscillators. This method offers the
benefits of faster synchronization and improved overall stability [21].

Additionally, a dc-link voltage controller that enables synchronization and dc-link voltage
regulation is proposed in [40]. This method is referred to as ViSynC and it allows GFMIs to
exhibit power-frequency characteristics similar to those of synchronous machines. Also with
the use of certain control parameters, the damping and inertia can be tuned in a way that the dc
link voltage remains in the acceptable range.

Voltage profile management loop

The voltage profile management loop (or Reactive Power Controller) is responsible for the
calculation of the magnitude of the GFMI internal voltage source. Some of the methods
proposed in the literature are presented below.

Droop control

Similar to the APC, the droop controller can be used in the Reactive Power Controller (RPC)
as well. In this case, the magnitude of the IVS is calculated as a linear function of the reactive
power output, which is described by [2]

E= VO + kq(Qref - Q)7 (28)

where £ is the droop coefficient, V is the nominal voltage, @,.. ; is the reactive power set point
and () is the measured reactive power output.

In analogy with the active power droop control, a low-pass filter can be used to mitigate
fluctuations of the measured reactive power [37]. Then the control function becomes

(Qrer — Q) (2.9)

wq
s-i—wq

E:V0+kq

with w, being the cut-off frequency of the LPF. The block diagrams of the reactive power
droop controller with and without low-pass filter are shown in Fig. 2.5.

E it E
Qs —() k, 9 @ — () —{ 75 K, ?
9 J Vo Q J v,

(a) (b)

Figure 2.5: Block diagram for (a) Reactive power droop controller; (b) Reactive power droop controller
with LPF
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Pl-based voltage control
Another control method proposed for the voltage profile management loop is using a PI
controller, which controls the magnitude of the measured PCC voltage to track its reference
value [41]. This method was proposed for a STATCOM operating as a Virtual Synchronous

Machine. The control function is the following:
E=(V

T

ef —V)G(s) (2.10)

where V. ; is the reference voltage magnitude, V' is the measured PCC voltage magnitude and
G(s) is the transfer function of the PI controller. The transfer function of a basic PI controller
is
k;
G(s) =k, + —, (2.11)
s

with k,, and k; being the proportional and integral gain of the PI controller, respectively.

Pl-based reactive power control

Another Pl-based control method, is the control of the reactive power output to follow its
set-point, by utilizing a PI controller and an additional term for the feedforward of the voltage
reference [12], [42]. The control function is

E= V;’ef + (Qref - Q>G<8)7 (212)

with G(s) being the transfer function of the PI controller. The block diagram of the PI-based
voltage and reactive power control is shown in Figures 2.6a and 2.6b respectively.

‘/I-L’f O G(S) £ Qre O G(S) ? £

‘/Tef

(@) (b)

Figure 2.6: Block diagram of the (a) PI-based voltage controller; (b) PI-based reactive power controller
[12]

Other control methods

In addition to the control methods presented above, cascaded control structures including
both PI-based and droop controllers have been proposed. For instance, in [23] the first (outer)
layer is a PI controller regulating the reactive power, similar to the above, and the second
(inner) layer is an Alternating Voltage Controller with a droop characteristic. Another popular
implementation consists of a droop controller for the voltage difference in the first layer and
then a PI controller regulating the reactive power in the second layer [12], [43].

2.1.3 Inner control loops

As it was previously explained, the GFMI synchronizes with the grid via the power
synchronization loop, which generates the angle reference and the voltage profile management
loop provides the magnitude of the IVS. Additional inner loops can be used for current
limitation, voltage control, power-quality enhancement etc [21]. As shown in Fig. 2.1 the
output of the inner loops is the reference voltage, which is then normalized (multiplied by
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2/V,.) and fed to the modulation. Various inner-loop implementations have been proposed in
the literature, some of which are presented below.

Direct voltage synthesis

The most straight-forward approach is to directly feed the output of the outer loops to the
PWM [44]. Because the angle generated by the APC is used for coordinate transformations,
the synchronous reference frame is aligned with the internal voltage source of the GFMI.
Thus, the g-axis component of the IVS is zero, while the d-axis component is equal to the
magnitude of the IVS, as provided by the voltage profile management loop. The direct voltage
synthesis or open loop control is shown in Fig. 2.7. Despite having the benefit of simple
implementation, this method lacks controllability over both the current and output voltage
(i.e., after the filter impedance) of the GFMI. As a result, the output voltage cannot be
maintained at its nominal value under different power generation scenarios and the GFMI may
also suffer from overcurrent during faults [21].

abe
epwm

0 ——> dq
1o

Figure 2.7: Illustration of the open loop control

Single-loop voltage magnitude control

The single-loop voltage magnitude (SLVM) control uses an integrator to regulate the output
voltage amplitude to track the reference provided by the voltage profile management loop [21].
Fig. 2.8 shows the implementation of the SLVM control, where an LPF is used to suppress
high-frequency noise in the measured output-voltage magnitude. Unlike the open-loop control,
the output-voltage magnitude can be maintained at the nominal value during different power
generation scenarios, due to the use of the integrator [21]. However, because of its typically
low bandwidth, the SLVM exhibits similar dynamics with the open-loop control across a wide
frequency range [21], [45]. Despite the output voltage amplitude control of the SLVM, it still
lacks current controllability and thus it may also suffer from overcurrent during faults, if no
additional current limiting techniques are used.

0
E—> K, l
P N N
abe | ¢
eref,d pwm
—>
Viiier
filtered e'ref,q =0 dq

Figure 2.8: Illustration of the single loop voltage magnitude control
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Dual-loop vector voltage current control

To address the lack of current controllability in the previous methods, a dual-loop voltage
and current control is often used, which consists of a voltage controller in the first (outer) layer,
followed by a current controller in the second (inner) layer [12]. The output of the current
controller is the reference voltage fed to the PWM, as shown in the general block diagram
of Fig. 2.9. The voltage and current controllers can either be implemented in the aff or dq
frame, using PR (Proportional+Resonant) or PI controllers respectively. The use of the current
controller allows for easier implementation of current limiting methods.

¢ C\ Voltage Ures C\ Current | “pwm

U controller U controller

Figure 2.9: General block diagram of the dual-loop vector voltage current control

Fig. 2.10 shows the implementation of the dual-loop vector voltage current control in the
dq reference frame, which consists of four PI controllers, two for each component of the
voltage and current. ~ Additionally, coupling terms and disturbances (such as wyL i,
woC¢Vpeo,dqg and iy 40o Vpee,aq) are compensated with the appropriate decoupling and
feedforward terms [15].

iga Vecc,d
/l\ fresa : /l\
Vecc,a T
woCy ig —————>| wolL;
woCy g —————>f woLy

0—>( ——k,, + 22 & : K + e & Ures,
L N N " ﬁ/ o

Ygq Vrce,q
Figure 2.10: Implementation of the dual-loop vector voltage current control in the dq-frame

Virtual admittance control

Another multi-loop control architecture is the virtual admittance control, which is
illustrated in Fig. 2.11. The control structure is very similar to the dual-loop vector voltage
current control, but the voltage controller is replaced with a virtual-admittance emulation
function [46]. Thus, when the virtual admittance control is used, the converter output
impedance can be better regulated [47]. However, due to the emulated virtual admittance, the
GFMTI’s output voltage quality is inferior to that achieved with the dual-loop vector voltage
current control [21].

The virtual admittance block emulates a series virtual impedance between the GFMI’s
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Figure 2.11: General block diagram of the virtual admittance control

e

internal voltage source and the PCC voltage. Therefore the current reference in the aff frame is
given by [46]
i = Eaﬁ - VPCC’,a,B
op R,+sL, ’

with R, L, being the emulated virtual resistance and inductance, and E,, 5, Vpo o 5 being the
IVS and PCC voltage in the af} reference frame respectively.
Transforming (2.13) to the dq reference frame results in [48]

(2.13)

-k
Eq—Vpoe,a + wolyig

= 2.14
td R,+sL, ’ ( )
E -V —wyL, 1%
.k q PCC,q 0~vd
= . 2.15
K R, + sL, @.15)

The control block implementation of the above equations, which is called the dynamic
implementation of the virtual admittance [49], is shown in Fig. 2.12a. This dynamic
implementation has been shown to exhibit a poorly damped response for low virtual resistance
values [49]. Therefore, in order to avoid the coupling of active and reactive power caused by a
large virtual resistance value and to allow a wider range of virtual admittance values, a
quasi-stationary implementation of the virtual-admittance loop can be used [48], [49]. The
quasi-stationary implementation is proposed in [50] and the control equations are

22 — ; Rv Xv Ed - VPCC,d (2 16)
7:* R% + X,g _X’U R’U Eq - VPCC,q ’ )

q
where X, = w,L, is the virtual reactance at nominal angular frequency.
Additionally, in [49] it is identified that a low-pass filter should be used for the PCC

voltage measurement, in order to prevent oscillatory or unstable response of the
quasi-stationary implementation. In that case, the virtual admittance emulation function

becomes
il 1 R, X, Ed—Vdf
LZ} N R% + X?z [_Xv Rv} [Eq T qu 7 @17

where V,; and V,; are the filtered dq components of the PCC voltage. The controller
implementation of (2.17) is shown in Fig. 2.12b.

2.2 Current-limiting control methods for grid-forming inverters

The simplified equivalent circuit of a grid-forming inverter connected to the grid is depicted
in Fig. 2.13, where the GFMI is represented by the IVS behind an equivalent output impedance
and the grid is modeled as a Thevenin equivalent. The IVS is determined by the output of the
outer loops, namely £ and 6, while the output impedance of the GFMI (Z.,) is shaped by the
filter impedance and the specific inner-loop implementation [21].
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Figure 2.12: Implementation of the VA loop (a) Dynamic model; (b) Quasi-stationary model
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Figure 2.13: Simplified equivalent circuit of a GFMI connected to the grid [21]
The output-current magnitude of the GFMI in the per unit system is given by
_ |[E = Veccll
= Z ,

eq

I (2.18)

where E and Vpcc are the phasors of the IVS and the PCC voltage respectively, Z,, is the
magnitude of the equivalent output impedance of the GFMI and || - || represents the magnitude
of a complex number. During grid faults such as voltage sags and phase jumps, the magnitude
of the voltage drop that appears in the numerator of (2.18) can become larger. As a result the
output current magnitude may surpass the maximum permissible value of the converter [27].
To protect the converter from hardware damage and successfully ride-though disturbances,
various current-limiting methods have been proposed in the literature, which can be classified
into direct, indirect or hybrid methods, depending on the way they achieve current limitation
[28], [51]. More specifically, direct current limiters attempt to maintain the converter’s current
within the maximum permissible value, by appropriately adjusting the reference values
provided to the current controller [28]. On the other hand, indirect current-limiting methods
aim to limit the current indirectly, by decreasing the voltage difference in the numerator of

39



(2.18), by adjusting the power set-points of the inverter, or by raising the value of the
equivalent output impedance [28], [51]. Hybrid methods restrict the inverter’s current by
utilizing a combination of multiple direct and/or indirect current limiters [51]. In the
following, some of the most commonly used current-limiting methods are presented.

2.2.1 Direct current-limiting methods

As illustrated in Fig. 2.14, direct current-limiting methods utilize saturation algorithms to
adjust the current reference provided by the virtual-admittance loop or the voltage controller,
such that its magnitude doesn’t exceed the maximum allowed value [28]. Due to the high
bandwidth of the inner current-control loop, the current is able to follow its reference, and
therefore this type of methods can achieve quick and accurate current limitation [27]. In the
following, several current saturation algorithms (CSA) proposed for direct current-limiting
methods are described.

i Lot ) e
e YOltagc cor.ltrol / ref CSA ref O Current | “pwm
Virtual admittance U controller
[

v

Figure 2.14: General block diagram for implementation of direct current limiters

Instantaneous limiter
The instantaneous limiter can be designed in multiple reference frames based on the
following equation [27], [52]:

= _ iref,i’ ‘iref,i| < Imax,i
lyefi = (2.19)
el Sgn<i7“ef,i>lmax,i7 |iref,i| > Imaw,i

where ¢ is the reference frame axis (namely a,b,c/ o,/ d,q), ¢,.. 7. are the unsaturated current
references provided by the voltage controller or the virtual admittance loop, 7, 7,i are the
saturated current references and 1,,,,,. ; is the maximum allowed value of the current for each
axis. Also the function sgn(-) represents the sign of a number. Fig. 2.15a illustrates the
implementation of the instantaneous current limiter in the dq frame.

In case the instantaneous limiter is designed in the natural reference frame (abc-frame),

I1aq i 18 selected equal to 1, .., whereas in the stationary or synchronous reference frames
(of- and dg-frame), I, ; is typically chosen as I,,./ V2, such that

\/ (irefraja)? + (ires 5/g)? < Inae always holds [27].

Magnitude limiter

The magnitude limiter (or circular limiter) restricts the magnitude of the current reference,
while keeping its angle unchanged [27], as illustrated in Fig. 2.15b. The initial design of the
magnitude limiter was in the stationary or synchronous reference frame and it is expressed as
follows [51]:

_ i?f’ ||lref|| < Imam
7 = . , (2.20)
ref Mim—a;HZref’ HzrefH > [max

re
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Figure 2.15: Graphical illustration of different direct current limiting methods (a) Instantaneous limiter;
(b) Magnitude limiter; (c) Fixed angle limiter

where i, and i ¢ are the original and saturated current reference in the aff or dq frame
respectively and || - || is the modulus of the complex variable.

A generalized implementation of the magnitude limiter in the abc frame has been developed
[53], which is described as follows:

i Lo, <1

_ ref,i r max
Gy = . 2.21)
refii fnﬂlref,i7 Iref,i > Imax

ref,:

where i = a,b,cand I, ; is the magnitude of 4, ;.
Fixed angle limiter

Fig. 2.15c¢ illustrates the fixed angle limiter in the dq frame. When this current limiter is
activated, it curtails the magnitude of the current reference to 7, and also sets its angle to
a certain value ¢;. Therefore, this angle corresponds to the angle difference of the saturated
current reference and the d-axis, which is aligned with 6 provided by the outer loops [27]. The

implementation of the fixed angle limiter in the synchronous reference frame is given by [32]

/LT _ iTef’ HirefH < Im&ﬂ? (2 22)
ref Imamej¢l7 ||iref‘| >0

The angle of the saturated current reference is a control parameter and can therefore be
selected arbitrarily. In some works [54] ¢; is chosen equal to zero, but other selections are
possible as well. For instance, in [32] it is selected based on an optimization method, in order
to enhance the transient stability of the GFMI.

Priority based limiter

The priority based limiter gives priority to the d-axis or the g-axis component of the
current reference when the current limiter engages. The d-axis priority limiter is described by
the following equation [55]:

;Tef,d = Sgn(iref,d) min(Imaat? |Z.T€f,d|>

Z'ref,q = Sgn(@"ef,q) min (\/Ig%ax - (lzref,d>27 ’@“ef,q‘) (223)
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Similarly, the g-axis priority limiter is expressed as

{ref,q - sgn@ref,q) min(lma;w |iref,q )
ZTref,d = Sgn(iref,d) min (\/IrQna:c - ({ref,q)27 |iref,d|> (224)

The d- and g-axis priority limiters are graphically illustrated in Fig. 2.16 and Fig. 2.17
respectively.

I -1 I I

(2) (b) (©)

Figure 2.16: Graphical illustration of d-axis priority current limiter (a) Case 1: |[i, || < 1,4, Case 2:
HirefH > Imaa: with iref,d < Imax; Case 3: Z'7"ef,cl > Imam

q q q

A A A

mazr »~ ~ mazx .~ ~ Z’r(f zruf mazr 7 & ~

(2) (b) (©)

Figure 2.17: Graphical illustration of g-axis priority current limiter (a) Case 1: |[i, || < 1,4, Case 2:
HirefH > I ppae With <I ; Case 3: 4 > 1o

max’

Comparison of direct current-limiting methods

Despite achieving effective current limiting, all direct current-limiting methods may
exhibit transient overcurrent, due to the dynamics of the current controller [21]. Although the
instantaneous limiter is the easiest to implement, when designed in the abc or af} frame, it can
distort the current waveform due to clipping of the sinusoidal current reference [27]. Also,
when the implementation is in the afy or dq frame, the current limits of each axis may be
conservative (e.g I, = I _../v/2), resulting in decreased utilization of the inverter

ax,i
capacity [21]. For example, if I,,,, = 1.2 pu the current limit for the d- and g- axis will be
Loz dqg = Tmax/ V2 ~ 0.85 pu. Consider as an example, an original current reference in the

dq frame of 4, = 0.8 + j1.3, with magnitude 1.53 pu. In this case, only the q-component of
the current exceeds its limit, resulting in a saturated current equal to i,., = 0.8 + j0.85,
whose magnitude is 1.17 pu. It is evident that although the initial current reference magnitude
was larger than the inverter current limit, the saturated current magnitude is restricted at a
value below the maximum allowed current. Consequently, the full overcurrent capability of
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the inverter is not utilized. In contrast, the rest of the presented current limiters can utilize the
full overcurrent capability of the inverter, while maintaining a non distorted current, but
require an additional calculation of the current reference magnitude [27].

Additionally, due to the fact that direct current limiters achieve current limitation by
saturating the current reference feeding into the current control loop, when the current limiter
is triggered, the integrators of vector voltage and voltage magnitude controllers may suffer
from windup issues, which can compromise the fault recovery capability [56]. To that end,
proper anti-windup schemes should be used for the outer voltage controllers [27], [28].

2.2.2 Indirect current-limiting methods

Indirect current-limiting methods aim to curtail the current of the GFMI by adjusting the
power references of the outer loops, using voltage limiters to decrease the voltage difference
between the IVS and the PCC voltage, or by appropriately shaping the equivalent output
impedance of the GFMI through virtual impedance/admittance methods [28].

Power reference adjustment current limiting
This method adjusts the active and reactive power set-points of the GFMI outer loops

maz- lhereafter, current

during disturbances, in order to ensure that |/ P2 ; + Q7 ; < Vpcocl,
limitation can be achieved if the adjusted power references are tracked by the outer loop
controllers [51].

The modified power references are typically chosen in accordance to grid codes [19] as

illustrated by the following example [51]:

Q*; VPCC’ 2 0.9 pu

QT@f = VPCCIq7 0.5pu < Vpee < 0.9 pu (2.25)
Vecclmazy  Vpoc < 0.5pu
Prep < \/ VicoTtas — Qies (2.26)

where Vp o is the magnitude of the PCC voltage, I is the reactive current requirement for a
PCC voltage range of 0.5 pu to 0.9 pu and Q* is the initial reactive power set-point.

Virtual impedance current limiting

Virtual Impedance (VI) methods curtail the current by increasing the equivalent output
impedance of the inverter. This is achieved by passing the measured current through a virtual
impedance and subtracting the resulting voltage drop terms from the original voltage reference
[55], [57]. Therefore, while direct current limiters act directly on the current reference, virtual
impedance methods aim to adjust the voltage reference so that the resulting current does not
exceed the maximum allowed value [28]. To prevent unnecessary voltage drop during normal
operation, the virtual impedance should be activated only when the current magnitude exceeds
a predefined threshold. Therefore, this threshold should not be selected lower than the
nominal current, yet it must remain smaller than I, .. to prevent overcurrent [58].

The parameters of the VI can be chosen to be constant, state-depended or time-varying
[51]. The constant VI limiter activates a fixed VI when the current magnitude exceeds a
predefined threshold and therefore can excessively limit the output current even in less severe
faults. This results in the inverter overcurrent capability not being fully utilized, and thus the
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constant VI limiter is not frequently used [59]. A widely used state-depended calculation of
the VI parameters is the following [3], [57]:

0’ I g Ithres (2 27)

X,.,=0cR, R, =
" " . {KVI(I - IthTes)? I > Ithres

where R,; and X ; are the resistive and inductive part of the VI respectively, I and I;,,.., are
the current magnitude and its threshold, o is the predefined X/R ratio of the VI and Ky, is a
constant control parameter.

Generally, VI parameters are tuned such that the current doesn’t exceed the maximum
allowed value, even under the worst-case scenario, which is typically considered to be a
three-phase bolted fault at the terminals of the GFMI [57]. The X/R ratio of the VI must be
sufficiently high to ensure a predominantly inductive VI, thereby avoiding the coupling of
active and reactive power [57]. At the same time, the X/R ratio should not be selected
excessively high, as the resistive part is necessary for damping, with ¢ = 5 providing a good
tradeoff [3]. Once the X/R ratio is determined, the Ky} is calculated such that ||i|| < I,,,,.. is
satisfied under the worst-case scenario. Two cases are considered, namely the VI with inner
loops and the VI without inner loops.

The implementation of the virtual impedance method with inner loops is shown in Fig. 2.18.
Assuming that the new voltage reference, i.e., with the fictitious voltage drop on the VI, can be
quickly tracked by the voltage controller, the resulting equivalent circuit for this method is that
of Fig. 2.19 [27]. Therefore, the equivalent output impedance of the GFMI consists only of the

VI.
Uref epwm
e >@—>@—> Inner loops ——>
i —> Ry + 75Xy J T

Figure 2.18: Implementation of the virtual impedance current limiter with inner loops

J: Eei? | Vgej99 @

Figure 2.19: Equivalent circuit of the GFMI when the virtual impedance method with inner loops is used
[27]

According to (2.18), in order to effectively limit the current under the worst-case scenario,
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the following condition should be satisfied:

V, V,
I1=-2<T = Zy; >
ZVI o V= Imax
where Zy,; = ||R,; + jX,;|| is the modulus of the virtual impedance and V, . is the

maximum expected voltage difference magnitude between the IVS and the PCC voltage (i.e.,
|lE — Vpccllmaz)- To calculate the lower boundary of Ky, ;, the case where the current is
limited exactly to I, ... under the worst-case scenario is considered. Using I = I,,,.. in (2.27)
and substituting in the above equation, the minimum value of K, ; is obtained as [27]:

v
ZVI = \/ R%z + ng = KVI<Imax - [thres> \% 1 + 02 2 % (228)

max

The implementation of the virtual impedance method without inner loops is shown in
Fig. 2.20. In this case the modulation reference is directly modified by subtracting the
fictitious voltage drop on the VI, resulting in the equivalent circuit of Fig. 2.21 [27].

Y

e >© 6Pwm

1 —> Rvi +ijz

Figure 2.20: Implementation of the virtual impedance current limiter without inner loops

GFMI
Rvi+,jX17i
f Zf 7:’inv VPCC ZL
73—
/

i_ Eei? . Vgeje-‘? <’\>

Figure 2.21: Equivalent circuit of the GFMI when the virtual impedance method without inner loops is
used [27]

When this method is used, the filter impedance is included in the equivalent output
impedance, in series with the VI [45]. Similar to before, Ky, ; can be calculated by substituting
(2.27),with I =1 into the following [27]:

. Vma:z:

Virtual admittance current limiting
The virtual admittance (VA) current-limiting method intends to limit the inverter current
by increasing the equivalent output impedance. In contrast to VI methods that use a derivative
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controller to emulate a virtual inductance L,; or a virtual reactance X, at w, the VA method
emulates a virtual inductor within the bandwidth of the current controller [27], as depicted in
Fig. 2.22. On the other hand, with the VA method it is essential to have non zero R, and X
during normal operation, due to the use of a virtual admittance loop to generate the current
control reference [27]. Thus, the selection of the virtual admittance parameters may not be
identical with the VI method, but they are rather given by [27], [60]

R, =max{R,,, Z,/V1+ c?}
L, =max{L,,,0R,/w,} (2.30)

vn?

where L,,, and R, are the virtual inductance and resistance in normal operation respectively,
and Z, = ||E — Vpccll/Ina- The equivalent circuit of the virtual admittance method is
depicted in Fig. 2.23.

1 7 e
. ref Current pwm
sL,+ R, controller

axr:*

Figure 2.23: Equivalent circuit of the GFMI when the virtual admittance current limiting method is used
[27]

Voltage limiters

Voltage limiters intend to decrease the voltage difference ||e,ym — Vpccl| to remain below
Z 1,00, by adjusting the references provided by the outer loops [61]. In these methods, the
modulation voltage reference e, is equal to the saturated IVS reference, because the inner
loops are typically transparent [51]. Therefore the equivalent circuit of this method is that of

Fig. 2.24.

The adjustment of the outer loop references by the voltage limiter can be expressed as
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Figure 2.24: Equivalent circuit of the GFMI when the voltage limiter is used [27]

follows [61]:

Voo + Elim E>Vpee+ B,
Vier =4 E, Voo — Elim < E < Vpee + Eji, (2.31)
Voo = Elims E <Vpee— Eiim,

where V, . ; is the magnitude of the saturated reference voltage (V,,¢), and

Opcc + Orims 0> 0pcc + O1im
Orey =90 Opcc — Oiim < 0 < Opcc + O, (2.32)

Opcc — Otim 0 <O0pcc — Oiim

where 0, ; is the angle of the saturated reference voltage and 6 p( is the angle of the PCC
voltage. E,;,, and J;;,, are the maximum permissible magnitude and angle difference
respectively and they are chosen such that ||v,s — Vpcc|| does not exceed Z,1,,, . [27].
Comparison of indirect current-limiting methods

The virtual impedance method with inner loops effectively limits the current, by assuming
that the voltage controller can quickly follow its reference. However, because of the relatively
low bandwidth of the voltage controller, the inverter may suffer from temporary overcurrent
during the initial stage of the disturbance [55]. The VI method without inner loops is faster,
because there are no additional delays from the inner loops, but since the current is not directly
controlled, temporary overcurrent may still be observed. Similarly, power limiters rely on
outer loops to quickly track their references to achieve current limitation. However, since the
bandwidth of the outer loops is typically designed to be relatively low (up to ten fundamental
cycles [62]), significant overcurrent may be observed at the initial stage of a disturbance. For
this reason, power limiters are not a suitable choice for a stand-alone current limiter [28].

Additionally, it is evident from (2.28) that the virtual impedance/admittance parameters
are selected such that the inverter current is limited to I,,,, during the worst-case scenario.
Consequently, in case of less severe faults, the overcurrent capability of the GFMI will be
underused [28].

Unlike direct current limiters, virtual impedance/admittance methods do not require
anti-windup schemes for the inner loop controllers, as they do not directly saturate the current
reference [21]. However anti-windup control schemes remain essential for the outer voltage
magnitude control loop [21].
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In regard to the voltage limiter, it can be implemented without the need of the current
magnitude and angle measurement, but it requires additional information of the terminal
voltage magnitude and angle [27]. Also, since the references for voltage magnitude E and the
angle 0 provided by the outer loops are saturated, proper anti-windup schemes are required to
avoid compromising the inverter’s fault recovery capability [27].

2.2.3 Hybrid current-limiting methods

Each direct and indirect current-limiting method has strengths and weaknesses. Hybrid
current limiters combine a number of different current limiters, in order to exploit the advantages
of each method and achieve satisfactory performance across multiple requirements, such as
efficient current limitation, fault current injection and transient stability.

For instance, it was identified in [55] that current reference saturation methods achieve fast
and effective current limitation during the fault duration, whereas the VI method offers larger
transient stability margins. To leverage the advantages of both methods, a hybrid method is
proposed, which combines the priority-based limiter with a VI. To prevent simultaneous
operation of both methods, the maximum allowed current value for the priority-based limiter
is selected slightly higher than the one of the VI. This way, at the beginning stage of the fault,
the priority-based limiter dominates the dynamic behavior, to avoid the temporary overcurrent,
which would happen if the VI was solely used. After the initial transient of the fault, the VI
takes over and the priority-based limiter is deactivated. Therefore, this method preserves the
superior transient stability margins of the VI method, while avoiding the temporary
overcurrent that is typically observed when the VI is used as a stand-alone current limiter.

Reference [59] proposed another hybrid current limiter combining a VI with a direct current
limiter. This method uses a virtual impedance in the anti-windup path of the current reference
saturation limiter. In this way, the use of the VI enables shaping of the output impedance angle,
and at the same time, the GFMI overcurrent capability is fully used, which is not possible with
the VI method.

Additionally, power limiters can be used to meet the steady-state fault current injection
required by grid codes, but they exhibit poor current limiting performance during the initial
stage of the fault [51]. Therefore hybrid methods combining power limiters with the magnitude
limiter have been proposed to achieve the fault current injection requirements, while avoiding
the temporary overcurrent caused by the power limiters [62].

2.3 Implementation of grid-forming and current-limiting control methods

2.3.1 Description of the studied system

The system used to simulate the implemented GFM and current-limiting control methods
is shown in Fig. 2.25. It consists of a two-level GFMI connected to the grid through an RL
filter and a transmission line. The grid is modeled as an ideal three-phase voltage source. In
Fig. 2.25, V.. o and V¢ 5 correspond to the components of the voltage reference of the
GFMI in the of frame, i.e the output of the inverter control system. Moreover, V,,;; and I,
are the voltage and current of the grid, V;,,, and I, are the GFMI’s voltage and current and

mv mu

Ve 18 the voltage at the PCC, all in the abe-frame. Also, “GFMIen” is a digital value used to

control the state of the three phase breaker, which connects the GFMI to the grid. In the
following, the different components of the studied system are presented in more detail.
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Figure 2.25: Simulation model of the studied system

Grid-forming inverter

Fig. 2.26a shows the general control system of the GFMI. The inputs of the system are the
reference values for active and reactive power, the angular frequency and voltage magnitude.
Additional inputs are the measurements of the three-phase PCC voltage and the output current of
the inverter. Also, the control input “GFM_ ctr]” is used to determine the control loop structure
of the GFMI. More specifically, when GFM_ctrl = 0, the open loop control is used, whereas
when GFM_ctrl = 1, the inner control loops are activated. The outputs of the control system
are the aff components of the voltage reference of the inverter.

Generally, the inverter voltage reference should be appropriately scaled and fed to the
modulation scheme. Thereafter, the modulation determines the switching instants of the
semiconductor switches, in order to ensure that the average value of the phase voltages during
the transistor switching period 1is equal to the associated reference, 1i.e.,

*

<va,abc>T = Vihw.abe [14]. Therefore, the VSC can be approximated by an ideal three phase

voltage sou;ce, where each phase voltage is equal to the corresponding voltage reference, as
illustrated in Fig. 2.26b [14]. This inverter representation is referred to as the “Average Value
Modeling” (AVM) and it decreases the simulation time compared to full switching models,
while still accurately capturing the inverter control dynamics [5], [63]. In the remainder of this
thesis the GFMI will be modeled using the AVM approach unless mentioned otherwise.

Inverter output filter and transmission line

The output filter of the inverter as well as the transmission line are represented by a three
phase series RL impedance, as shown in Fig. 2.27. It is worth noting that by tuning the
parameters of the transmission line, the behavior of the GFMI under various SCR scenarios
can be simulated.

AC grid
The AC grid to which the GFMI is connected, is represented by an ideal three phase voltage
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Figure 2.27: RL series impedance

source. The magnitude and angle of the voltage source can be controlled, in order to simulate
various disturbances such as voltage sags and phase jumps. Once the magnitude and angle of
the grid voltage are calculated, the grid phase voltages are obtained by

u, , = Veos(0),
ugp, = Veos(0 —2m/3),

u, . = Veos(6 + 27 /3),

where V is the voltage magnitude and 6 is the angle of the voltage of phase a. The
implementation of the AC grid voltage is illustrated in Fig. 2.28.

Ua

.

f(u): u[1]*cos(u[2])

[

Ub

i

( ) > f(u) Ub Vb

Vgrid f(u): u[1]*cos(u[2]-2*pi/3) Uc

b

f(u): u[11*cos(u[2]+2*pi/3)

0T

Figure 2.28: Implementation of the AC grid voltage
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2.3.2 Implementation of outer loops

Regarding the outer loops of the GFMI, it was mentioned above that the PSC is equivalent
to the droop controller and the VSG can be equivalent to the droop control with a low-pass filter.
Therefore, in order to represent both the non-inertial and inertial controls in the active power
control loop, the droop control with and without LPF were implemented. More complicated
controllers, such as the ViSynC or the Virtual Oscillator Control were not implemented, because
the main focus of this thesis is on current limitation control methods. For the same reason, only
the droop controller was employed for the reactive power control loop, due to its simplicity.

Fig. 2.29 shows the implementation of the active-power droop controller with and without
low-pass filter, as well as the reactive-power droop controller, which align with (2.3), (2.4) and
(2.8), respectively. The control method used in the Active Power Controller can be selected by
manually changing the state of the “APC switch”. Additionally, § = mod(6’, 27) is used, to
maintain the value of € in the range of [0, 27|. It is worth noting that the pre-synchronization
control system is only used before the connection of the GFMI, in order to synchronize with the
grid voltage and achieve a smoother transient behavior during the connection. The outputs of
the outer loops are the angle (6 4 p-) and the voltage magnitude (E,; . ;), which are provided
either to the output of the control system (i.e., open loop control) or to the inner loops.

Outer control loops

APC

Pre-synchronization thetalnv

Figure 2.29: Implementation of the outer loops of the GFMI

2.3.3 Implementation of inner loops

Due to the simplicity of the implementation and the fact that only symmetrical conditions
have been considered, all the controllers are implemented in the dq frame.The open loop
control consists of passing the references provided from the outer loops to the output of the
system. As explained before, the d-axis component of the reference voltage is equal to the
voltage magnitude provided by the reactive power controller and the g-axis component is zero,
because the dg-frame is aligned with the internal voltage source. In the other control structure,
the outputs of the outer loops are fed to the inner loops, which in turn generate the references
Vd,ref and ‘/q,ref'

To implement current saturation algorithms, the inner loops require a multi-loop
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configuration to generate current references. To that end, the virtual admittance control
architecture was implemented. Fig. 2.30 illustrates the implementation of the current
controller and both the dynamic and quasi-stationary model of the virtual admittance loop.
The current controller includes feed-forward and decoupling terms, as well as an external reset
for the integrator to clear the error that is accumulated when the inverter is not connected.

Inner loops

Current Control

Virtual Admittance loop

Ed_ref idref  idref_sat
K: Rvn/(XvnA2+RvnA2)
Ypee.d

0.001s+1 K: Xvn/(XvnA2+RvnA2)
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K: Xvn/(XvnA2+RvnA2)

o ’R igref  igref_sat
K: Rvn/(XvnA2+RvnA2)
>_.-
Vpce_q

n

0.001s+1

(@)

Inner loops

Virtual Admittance loop Current Control

1
Ed_ref > idref  idref_sat
_red -|IJ Lvns+Rvn idref idref_sa
Vpce_d K: wO*Lvn
%I‘i CSA

K: wO*Lvn

A
n —>(+-\ > Lvn-s1+Rvn iqref  iqref sat

Vpce_q }

K: wO*L_c

(b)

Figure 2.30: Implementation of the virtual admittance control using a (a) quasi-stationary model; (b)
dynamic model

2.3.4 Implementation of current-limiting control methods

The most frequently used current-limiting control methods in the literature are virtual
impedance methods and current saturation algorithms [55], [64]. Therefore, from the indirect
current limiters only the VI method was implemented and for the direct current limiters, the
magnitude, fixed angle, d-axis and g-axis priority based limiters were implemented. Due to
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the lack of current controllability of the open-loop control, current saturation algorithms
cannot be implemented. Therefore the VI current-limiting method was employed in
combination with the open-loop control. In contrast, the current-saturation algorithms were
used in conjunction with the inner loops control structure.

Virtual impedance method

Based on (2.27), the implementation of the VI current limiting method is illustrated in
Fig. 2.31. It consists of calculating the current magnitude, the VI parameter values and the
fictitious voltage drop on the VI. The dq components of the voltage drop are calculated as
follows:

A\]dq = iquvz' = (Zd +]Zq> ’ (Rm +]Xm>
= A\/dq - idei + ]Zdsz + .]Zqu - Z.qui
= AV, =1i4R,;, —i,X,;, AV, =14X,, +i,R,. (2.33)

Once the voltage drop is obtained, the new voltage references are given by

E,=E—AV,,

E,=—AV (2.34)

q

Virtual Impedance Current Limiting Control

Current magnitude calculation Voltage drop calculation

UpperLimit: inf
LowerLimit: 0

K: Kp_Rvi*Sx_r*Zbase DV_Vi_q

K: 1/Sxr v

Figure 2.31: Implementation of the virtual impedance current limiter

Magnitude limiter
An alternative expression of (2.20), which describes the magnitude limiter is the following
- 1

bref,dq = T Iref.d (239
ref,dq max (ImaquZTef,qu) rehdr

where [[i,.. ¢ qqll = 1/12, rat i2, f.q » is the modulus of the unsaturated current reference. The
implementation of (2.35) is depicted in Fig. 2.32.

Fixed angle limiter

The fixed angle limiter is described by (2.22), which can be easily implemented using a
C-Script block, as illustrated in Fig. 2.33. The input signals of this block are the maximum
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magnitude limiter

f(u): sqrt(u[1]112+u[2]*2)

’-’—’ max + : -] idref_sat
idref *’I I
C)Ji > K: Imax_sat

iqref

:

igref_sat

j

Figure 2.32: Implementation of the magnitude limiter

Current saturation algorithm

%]7::] > . idref_sat

(:)Ji C-Script —bl: -

iqref j@
igref_sat

Figure 2.33: Implementation of a current saturation algorithm using a C-Script block

allowed current magnitude value and the unsaturated current reference in the synchronous
reference frame. The angle ¢; is introduced as an additional parameter. The output signal is
the dq components of the saturated current reference. The pseudo-code that represents the
implementation of the fixed angle limiter is given in Fig. 2.34.

Fixed angle limiter

iref,q = InputSignal(0, 0)
iref,q = InputSignal(0, 1)
» = InputSignal(1, 0)

/32 -2
Zref,d + Zref,q

if 7 > I then

Ima
I=

max
Z;dref = Imaac ' COS<¢I)
Z.qref - Imax : Sin(¢[>
else
Z;dref = iref,d

Lgref = Yref,q
end if

OutputSignal (0,0) = i,
OutputSignal(0, 1) = que f

Figure 2.34: Illustrative pseudo-code for the implementation of the fixed angle limiter

Priority-based limiter

The d-axis and g-axis priority-based limiter can be implemented using a C-Script block with
the same configuration as Fig. 2.33. The pseudo-code that corresponds to (2.23) and (2.24),
which describe the d- and g-axis priority-based limiter respectively, is shown in Fig. 2.35.

The new voltage references after the implementation of current-limiting methods are shown
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d-axis priority limiter

ref 4 = InputSignal(0, 0)
= InputSignal(0, 1)
= InputSignal(1,0)

ref.q

if i,.r 4> 0then

g-axis priority limiter

T,ef 4 = InputSignal(0, 0)
= InputSignal(0, 1)
= InputSignal(1,0)

tref.q

ifi..¢q = 0then

stgn_id =1 stgn_id =1
else else
sign_id = —1 sign_id = —1
end if end if
if ¢ Tefq>0then if ¢ Tefq>()then
sign_iqg =1 sign_iq =1
else else
sign_tq = —1 sign_tq = —1
end if end if
if |ifef,d| > 1,4, then if \z’ref’q| > 1., then
Z.7"ef,d = sign_id - I,q iref,q = sign_iq - Ly
else else
lref.d = Tref.d lref.q = tref.q
end if end if
if |Z7“efq| < /T an _Z?aef,d then if |6, p al </ I2aa Tefqthen
| Iref,q = iref.q , lref,d = ref,d
else else
i, = sign_iq- /12 i2 i, = sign_id- /12, —i?
ref,q gn_tq max Tef d ref,d gn_ mazx ref,q
end if end if
OutputSignal(0,0) = ?ref,d OutputSignal(0,0) = z}ei’d
OutputSignal(0,1) =4, , OutputSignal(0,1) =4, ,

Figure 2.35: Illustrative pseudo-code for the implementation of the d-axis and g-axis priority based
limiter

in Fig. 2.36. The VI method is applied for the open-loop control by subtracting the voltage drop
terms from the initial references, as described by (2.34). In the case of the multi-loop control
structure, the voltage references are still provided by the current controller, since the CSAs act
solely on the current reference.

2.4 Simulation results

To validate the implemented GFM control methods and the current-limitation techniques,
time-domain simulations have been performed using the system shown in Fig. 2.25. The system
and control parameters are given in Table 2.1, where R, X, are the resistance and reactance
of the filter, R, X are the resistance and reactance of the line, and T is the time constant of
the LPF used in the quasi-stationary implementation of the VA loop. The nominal power of the
inverter is selected as the base power value.
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Figure 2.36: Illustration of inner loop selection including current-limiting methods

Table 2.1: System and control parameters

Parameter Value Parameter Value

v, 130 kV k, 0.05V,,/ Qs
Wy 1007 rad/sec w, 2m - 0.8 rad/sec
Sn 60 MVA ki 325.6 Q
R, 4.2 Q (0.015 pu) ky; 10229 Qs
Xy 21.44 © (0.076 pu) X, 0.3 pu

Ry 4.65 Q (0.0165 pu) R, 0.1 pu

X 46.5 Q (0.165 pu) Ty 1 msec

k, 0.02wy/ P,y 0 1o 1.2 pu

2.4.1 Grid-forming control methods

In the following, the different outer and inner loop configurations are simulated under two
different scenarios, namely step changes of the active-power reference and minor grid-voltage
disturbances. More specifically, the performance of the active-power droop controller, with
and without low-pass filter, is assessed for both the open-loop and virtual admittance control
cases. In all simulations, the droop controller is used for the voltage profile management loop.

Step changes in active-power reference

Figures 2.37a and 2.37b show the simulation results for step changes of the active power
setpoint, for the open-loop and virtual admittance control respectively. It is observed that, the
active power follows its reference in the steady state for all combinations of the outer- and inner-
loop control system. The main difference in the presented results is that, due to its first-order
nature, the droop controller exhibits an overdamped response, whereas the addition of the LPF
increases the order of the system to two, leading to overshoot and oscillations [37].

Another major difference between the droop controller with and without the LPF, is their
inertia provision capability. Particularly, Figures 2.37a and 2.37b illustrate that in the case of
the droop controller, a step change in P, ¢ causes a corresponding step change of the GFMI’s
internal frequency, in accordance with (2.3). Consequently, the droop controller lacks virtual
inertia and therefore belongs in the category of non-inertial grid-forming controls [37]. On the
other hand, the addition of the LPF introduces a virtual inertia term, which makes the active
power controller equivalent to the VSG. This term prevents the internal frequency from
changing in a stepwise manner, thereby providing virtual inertia. For this reason, the droop
control with low-pass filter is included in the category of inertial grid-forming controls [37].
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Figure 2.37: Simulation results for step changes in P, ; (a) Open loop control; (b) VA control

Grid voltage drop to 0.85 pu

Figures 2.38 and 2.39 show the results for a minor disturbance of a 15% dip at the grid
voltage, with P, = 0.2 puand (),..; = 0. Itis observed that due to the voltage source behavior
of the GFMI, its output current increases immediately after the disturbance and reactive power
is injected during the voltage dip to support the grid. Although the current does not exceed
the maximum allowed value, its sensitivity to grid conditions becomes evident. Thus, for more
severe disturbances, this behavior will trigger the current limiters, to prevent overcurrent.

Also, during the fault, the voltage magnitude reference provided by the reactive droop
controller decreases, in accordance with (2.8) (since Q,.; — @ < 0). In the case of the VA
control, the large virtual impedance used (X, = 0.3 pu, R, = 0.1 pu) leads to degraded
voltage control. For these reasons, the inverter voltage slightly changes during the fault.
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Figure 2.38: Simulation results for a grid voltage dip to 0.85 pu (a) Droop and open loop control; (b)
Droop with LPF and open loop control
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Figure 2.39: Simulation results for a grid voltage dip to 0.85 pu (a) Droop and VA control; (b) Droop
with LPF and VA control

2.4.2 Current-limiting control methods

Since the sensitivity of the inverter current to grid conditions has been confirmed, more
severe disturbances are simulated, in order to activate the implemented current-limitation
methods and assess their effectiveness. To simplify the illustration of the results, only the
droop controller was used for the active power controller. In what follows, the implemented
current-limitation techniques are validated under two different fault scenarios, namely a grid
voltage dip to 0.3 pu for 100 msec and a -45° phase jump of the grid voltage, which are
illustrated in Fig. 2.40. The active and reactive power set-points are set to P, = 0.2 pu and
Qs = 0 for all simulations.

— Ve —V, —V.

1.98 2 2.02
Time (sec) Time (sec)

(a) (b)
Figure 2.40: Grid voltage during fault scenarios (a) Voltage dip; (b) Phase jump
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Without current-limiting methods

Fig. 2.41 shows the inverter output-current magnitude for both disturbances, when no
current-limitation technique is employed. It is observed that, in every case, the current
exceeds the maximum permissible value, for both the open loop and the VA control. Because
the selected VA parameters are relatively large compared with the filter of the inverter, the
impedance between the grid voltage and the IVS is higher in the case of the VA control
compared with the open-loop control. Consequently, the resulting current for the open loop
control is larger than that of VA control.
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Figure 2.41: Output current magnitude without current-limiting methods (a) Voltage dip; (b) Phase jump

Virtual impedance limiter

Fig. 2.42 illustrates the performance of the VI limiter under the two fault scenarios,
considering both the inductive (¢ = 5) and the resistive (¢ = 0.2) VI. According to (2.29),
K, 1s calculated equal to 0.658 and 3.85 respectively. During the disturbances, the VI
parameters increase in order to limit the current, whereas in normal operation they remain
equal to zero.

In the case of the inductive VI, a temporary overcurrent is observed, which is mainly caused
by the transient DC component in the phase currents [65]. This overcurrent is decreased when
the resistive VI is used, due to the increased virtual-resistance parameter (R,;), which damps
the DC component in the phase currents [27]. Lastly, since the simulated disturbances are less
severe than the worst-case scenario (i.e., the three-phase bolted fault), the overcurrent capacity
of the GFMI is not fully utilized.

Fixed angle limiter

Fig. 2.43 shows the simulation results for the fixed angle limiter with ¢; = 0. It is seen that
during the fault (where ||i,..¢|| > I,,,,), the magnitude of the current reference is saturated to
I, ..» and it also becomes aligned with the d-axis (i.e., i,., 5 = Ipas + J0), due to the selection
of ¢; = 0. Similarly, ¢; can be selected to achieve different angles relative the d-axis during
fault conditions. Then, due to the high bandwidth of the current controller, the current tracks

its saturated reference and is therefore effectively limited.
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Figure 2.42: Output current magnitude and VI parameters with the VI limiter (a) Voltage dip; (b) Phase
jump
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Figure 2.43: Output current magnitude and current references with the Fixed angle limiter (a) Voltage
dip; (b) Phase jump

d-axis priority limiter

Fig. 2.44 shows that the d-axis priority limiter can effectively limit the current for both
voltage dips and phase jumps, while prioritizing the d-axis component of the current, in
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Figure 2.44: Output current magnitude and current references with the d-axis priority limiter (a) Voltage
dip; (b) Phase jump

accordance with (2.23). Particularly, Fig. 2.44a shows that during the voltage dip, the d-axis
component of the current reference remains unchanged, since it does not exceed I,,,,... In
contrast, the g-axis component of the current reference is restricted, in order to ensure that

\/i3 + 12 < I,,,, holds.

On the other hand, during the phase jump, the d-axis component of the original current
reference surpasses I,,,,... Thus, according to (2.23), the d-axis component of the saturated
current reference is equal to I,,,., leaving no margin for the g-axis component, which is
necessarily equal to zero, as shown in Fig. 2.44b. Therefore, in this case, the behavior of the
d-axis priority limiter is equivalent with the fixed angle limiter with ¢; = 0, since the

saturated current is aligned with the d-axis.

q-axis priority limiter

In analogy with the d-axis priority limiter, Fig. 2.45 illustrates that the q-axis priority limiter,
restricts the magnitude of the current while prioritizing the q-axis component. More specifically,
during the voltage drop, |7, .| is larger than I, , ., which yields ie f.q = —Linag, because the
original current reference is negative. Thus, there is no margin for the d-axis component, which
is reduced to zero. On the other hand, in the case of the phase jump, the g-component of the

current reference remains unchanged, since i, ,| does not exceed I,,,,, while the d-axis

component of the current reference is restricted, in order to achieve /i3 + i2 < Lo

Magnitude limiter

In contrast to the previous direct current limiters, Fig. 2.46 shows that the magnitude limiter
effectively limits the current magnitude by scaling the original current reference components
with the same coefficient (1,,,,,./|[7,.s||), as described by (2.35). This way, the magnitude of the
current reference is limited, while its angle remains unchanged, which is illustrated in Fig. 2.47
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Figure 2.45: Output current magnitude and current references with the g-axis priority limiter (a) Voltage
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—1 Imaa:
—~ 1.2
=
2 0.6 ]
= —
— e g ——lrefd
1
=
B2 0.5¢ ]
V-*
~ O |
e
—~ 0 -
2 -0.6} f -
\'; -1.2¢ 1
'~ -1.8E . . ;
1.95 2 2.05 2.1 2.15 2.2
Time (sec)
(a)

—I I'mam
— 1.2 : :
=]
2o \
~ ) | |
——lyefa—lresd
— 2.4F : - - - .
j=}
1.2t 5\
=3 O 1 1 1
Grefq—lrefa
0.2 : : : :
b= OF ]
& 09 _\//—
S -0.4¢ 1

1.95 2 2.05 2.1 2.15 2.2
Time (sec)

(b)

Figure 2.46: Output current magnitude and current references with the magnitude limiter (a) Voltage dip;

(b) Phase jump

for the phase-jump fault.

Comparison between different current limiters

From the simulation results presented above, it is observed that all of the implemented
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Figure 2.47: Angle of the saturated and unsaturated current reference relative with the d-axis for the
phase jump disturbance

current-limitation methods are able to limit the current, during both voltage dips and phase
jumps. The use of the VI limiter can introduce temporary overcurrent during the initial stage
of the disturbance, whereas during the fault, the overcurrent capability of the GFMI cannot be
fully utilized. Although the temporary overcurrent can be reduced with the use of a resistive
VI, it can not be guaranteed that it will remain below I, .. for all disturbances. In contrast,
direct current limiters can achieve fast and accurate current limiting, due to the saturation of
the current reference, combined with fast reference tracking by the current controller. Thus,
the direct limiters enable full use of the GFMI’s overcurrent capability during disturbances.
Despite the fact that every direct current-limiting method restricts the current magnitude
to 1,,,, during faults, their main difference lies in the resulting angle of the saturated current
with respect to the d-axis, i.e., the d- and g-axis components of the current. Since the current
magnitude is clamped to I, ., this angle dictates their performance regarding system wide

aspects such as transient stability, voltage support etc.
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Chapter 3

Effect of current-limiting methods on
transient stability

The ability to remain synchronized with the grid during and after large disturbances is
referred to as transient stability [32]. Traditionally, transient stability was linked to the rotor
angle of synchronous generators. Despite the fact that grid-forming inverters do not have a
physical rotor, they have an internal angle reference that is generated from the outer control
loops, i.e., # [28]. Thus, the angle difference between 6 and the grid-voltage angle, which is
defined as the Virtual Power Angle (VPA), is used for the transient stability analysis of GFMIs
[54]. Based on its definition, the VPA is given by § = 6 — 0, [54]. Therefore, by determining
the power-angle characteristic of grid-forming inverters, i.e., the P — § curve, the methods
used for SGs in conventional power systems can be utilized for the transient stability
assessment of GFMIs too [28]. During large disturbances the current limiters of the GFMI
will likely be activated, and thus the employed current limitation method determines the
power-angle characteristic of the inverter [21].

This Chapter presents the transient stability analysis of the GFMI through P — ¢ curves,
with the focus mainly being on the operation under current limitation. To illustrate the
synchronization process of the GFMI during and after faults, the specific case of a short circuit
is used. Nevertheless, the transient stability of the GFMI under different types of disturbances,
such as phase jumps or RoCoF (Rate of Change of Frequency) events, can be studied using the
same P — ¢ curves [28]. First, the synchronization process of the GFMI without current
limitation is presented, for both inertial and non-inertial control methods. Then, the effect of
current-limiting methods on the transient stability of the GFMI is illustrated, using the fixed
angle and the magnitude limiter as specific examples. To analyze the transient stability of the
GFMI embedding these current-limiting methods, large signal models are presented, which
are then validated through time-domain simulations, for various fault types.

3.1 Studied system and assumptions

Similarly to the traditional transient stability analysis for synchronous generators, the system
consisting of a GFMI connected to an infinite bus is used, which is depicted in Fig. 2.25. To
simplify the analysis in this Chapter, the transmission line is assumed to be purely inductive
and the Q-V droop control is neglected, i.e., the magnitude of the internal voltage source F
is maintained at 1 pu. Additionally, in order to assess the transient stability of the GFMI, a
quasi-steady state (QSS) model is utilized, where the electrical variables can be represented
by their phasors [48]. To obtain this model, the inductor, VA-loop and current loop dynamics
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Table 3.1: System and control parameters

Parameter Value Parameter Value
V., 130 kV k:q 0
Wy 1007 rad/sec W, 27 - 0.4 rad/sec
Sn 60 MVA k:m 325.6 Q
Ry 0 k;; 10229 Q/s
X 21.44 © (0.076 pu) X, 0.3 pu
Rf 4.65 Q (0.0165 pu) R, 0.1 pu
Xy 46.5 Q (0.165 pu) Ty 1 msec
kp 0.05wy/ P,y L 1.2 pu

are neglected [31]. Ignoring the current-controller dynamics means that the inverter current is
assumed to be equal to its reference value. Based on the equivalent circuit of this phasor model,
the power-angle characteristics of the GFMI can be determined, which are then used for the
transient stability assessment. The system and control parameters used are given in Table 3.1.

3.2 Theoretical analysis

3.2.1 Non-inertial control

First, the synchronization process of the GFMI employing the active power droop controller
with and without current limitation is illustrated, considering a short circuit on the grid side. In
this case, the equivalent circuit consists of the IVS in series with the VA parameters (R, and
X,), the transmission line reactance and the infinite grid voltage. It is known from Chapter
2, that the angle of the IVS is equal to the reference provided from the outer loops, i.e., 6.
Therefore, based on the definition of the VPA, if the phase of the IVS phasor is selected as the
phase reference (i.e., the phasor of the IVS has zero phase), then the phase of the grid voltage
is equal to —9, where 9 is the virtual power angle.

Based on the equivalent circuit of Fig. 3.1, the power-angle characteristic of the GFMI under
normal operation in the per unit system, is the following

—VZ2R,+ R,EV,cosd + X,,,EV,sind

P =
R121 + Xt20t ’
where P is the output active power at the PCC, and X, , = X, + X is the total reactance

between the IVS and infinite bus. It is important to note that the active power at the PCC is
equal to the active power at the infinite bus, due to the assumption of a purely inductive line

(ZL = jXL)-

(3.1)

Figure 3.1: Equivalent circuit of the GFMI with the VA control when no current limiter is used
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The active power droop controller dynamics are repeated here for convenience,

0 = / [kp(Pref —P)+ wo] . (3.2)
Taking the derivative of both sides of the above equation gives [21]
0 =k,(P.;—P). (3.3)
If the per unit values for k,,, P, and P are used, (3.3) becomes
> W P’mam:PN:SN .
6= k;p,puP—O(Pref - P) = 6= kp,pu("“)O(Pref,pu - Ppu) (34)

Hereafter, the subscript “pu” is omitted for convenience.

The synchronization process of the GFMI during and after a short circuit is explained
through different phases, as illustrated in Fig. 3.2. The active power set-point P, ; is assumed
to be constant during and after the fault. Additionally, Fig. 3.2 shows that for a given P, , the
equation P(§) = P, has two solutions, one of which corresponds to the stable equilibrium
point, whereas the other one corresponds to the unstable equilibrium point.

Stable case Loss of synchronism
—— P — § curve before and after fault 21
- = Py
2 | ———Theoretical trajectory
® SEP 1.5+
o UEP
1t
1.5}
= ER:] S S —
= =
A1k A 0
do
05k = P — § curve before and after fault
0.5 @= = == = e m - - m === V= Q == = = = = Py
——— Theoretical trajectory
-1r e sEp
o UEP
0 -
- 1.5 L
0 & 3 e ™ 0 5 m
0 (rad) 0 (rad)

Figure 3.2: Illustration of the P — ¢ trajectory of a droop based GFMI without current limiting, for a
short circuit

Phase 1: When a short circuit occurs, no active power can flow into the infinite bus, because
V, = 0. Thus, the VPA dynamics become

0 = kywo P (3.5)

Because P, is typically positive, the VPA increases due to its positive derivative. Generally,
when P, is larger than P, the VPA increases in accordance to (3.3).

Phase 2: When the short circuit is cleared, i.e., V,=1 pu!, the result is a vertical line from
zero power to the post-fault P — ¢ curve, with the VPA being equal to the clearing angle.

! After the fault, the grid voltage is assumed to instantaneously recover to 1 pu
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Phase 3: This phase can be different, depending on the value of the clearing angle. More
specifically, if the clearing angle J, is less than the angle corresponding to the unstable
equilibrium point of the post-fault P — § curve, then the active power output at the clearing
angle, i.e., P(¢,) is larger than the active power reference. According to (3.3), this results in a
decrease of the VPA, due to the negative derivative. Then, the VPA continues to decrease until
it reaches the stable equilibrium point, where P = P, ; and 6=0.

In contrast, if the clearing angle is larger than the one corresponding to the unstable
equilibrium point, then P, is larger than P(J,), resulting in further increase of the VPA. In
this case, the VPA reaches the new stable equilibrium point after around one cycle of
oscillation [66]. Therefore, the GFMI loses synchronism with the grid for one cycle. In
general, due to the first-order nature of the droop controller, the GFMI can re-synchronize
with the grid as long as a stable equilibrium point exists [66]. However, this large fluctuation
of the power is not a desired behavior.

3.2.2 Inertial control

If the inertial control is used (e.g the droop controller with LPF), the large signal
equivalent circuit and the power-angle characteristic remain unchanged. @ The only
modification is the dynamics of the active power controller, which in the case of the droop
with low-pass filter are expressed by

Aw =

k,w
PP (p_.—P). 3.6
s+wp( ref ) ( )

Similar to the droop control, if the per-unit values for k,, P, ¢, and P are used, the equation
becomes

k . wy w k. . w
Aw= 2240 7P (p . P) = Aw=w,-22%2(p —P). 3.7
W Pmam s+ Wp< ref ) W Wo s + wp ( ref,pu pu) ( )

Again, the subscript “pu” will be omitted for convenience.

Since this implementation is equivalent to the VSG, this equation can be rewritten using the
inertia constant H and the damping (droop) coefficient D, to align the transient stability analysis
with that of a synchronous generator. The new equation is as follows

1

Aw= wy———
W YsHs T D

(Pref— P), (3.8)

where H = 1/(2k,w,) and D = 1/k,. In this case, the dynamics of the VPA are governed by
the following system of equations

6= Aw, (3.9)

2H . D
—Aw="P, ;- P—-—Aw. (3.10)
Wo Wo

For the same active power reference, the initial operating point is the same as the non-inertial
system, i.e., (0, Aw) = (Jy,0). If the short circuit is considered again, the active-power
trajectory during and after the fault is as follows:
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Phase 1: During the short circuit the active power is zero. If the damping (droop) coefficient
D is ignored, which is a conservative assumption, (3.10) becomes
2H .
—Aw= P, (3.11)
Wo
resulting in the increase of Aw, since P, ¢ is positive. Due to the fact that Aw was equal to
zero in normal operation, the increase makes it positive. This, in turn, results in the increase of
d, since its derivative is positive, based on (3.9).

Phase 2: When the short circuit is cleared, i.e., Vg = 1 pu, the result is a vertical line from
zero power to the post-fault P — § curve, with the VPA being equal to the clearing angle.

Phase 3: Similar to the non-inertial case, if the clearing angle is larger than the one
corresponding to the unstable equilibrium point, then P, is larger than P(4,), resulting in
further increase of Aw and of the VPA. In this case the synchronization with the grid is lost.

On the other hand, if the clearing angle is less than the angle corresponding to the unstable
equilibrium point of the post-fault P — § curve, then the active power output at the clearing
angle, i.e., P(d,), is larger than the active power reference. Thus, Aw decreases due to

2H .

—Aw=(P. . ,—P)<O.

Wo ( ref )
However, in contrast with the non-inertial case, the VPA does not decrease, because Aw is still
positive. Therefore, according to (3.9), the VPA continues to increase, but with a slower rate.

Phase 4: 1f Aw becomes zero before the VPA reaches the unstable equilibrium point, it
continues to decrease because (P, — P) < 0 still holds. Thus, Aw becomes negative and the
VPA starts to decrease, due to its negative derivative, and moves towards the stable
equilibrium point. If the damping coefficient is not considered, the VPA will oscillate around
the stable equilibrium point. However, because the damping coefficient is implemented in the
active power controller, the VPA will eventually settle to the equilibrium. Therefore, in this
case, the synchronization with the grid is restored.

On the other hand, if the VPA reaches the unstable equilibrium point before Aw becomes
zero, then P, ; becomes larger than P, so Aw starts to increase again and the synchronization
with the grid is lost. The P — ¢ trajectory of the GFMI with inertial control is illustrated in

Fig. 3.3.

3.2.3 Fixed angle limiter

When the fixed angle current limiter is triggered, the GFMI is operating as a constant current
source, as described by

tg = LapCO8Qr, 1y = 10,800 (3.12)

For the following analysis, the case of ¢; = 0 is considered. Thus, the constrained current
becomes, i4, = I,,,4, + j0. The analysis of the power trajectory during and after the fault is the
same as without current limiting. The only difference is the expression for the active power of
the GFMI when it is operating under current limitation. Specifically, the per-unit active power

under current limitation is given by

P = Re{V,I,} = Re{ [V, cos(—=8) + jV, sin(—6)] - L0} = V1,00 €OSO. (3.13)

sat max g -max
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Figure 3.3: Illustration of the P — ¢ trajectory of a VSG based GFMI without current limiting, for a short
circuit

Based on this equation and the synchronization process presented above, the active power
trajectory for the non-inertial GFMI with the fixed angle limiter during and after a short circuit
is given in Fig. 3.4. It is worth noting that in the stable case, the GFMI is assumed to exit
current limiting mode at the intersection of the saturated and unsaturated P — ¢ curve [32].

o5 Stable case Loss of synchronism
' Unconstrained P — § 61'1rve before and after fault Unconstrained P — § curve before and after fault
- = Py 2.5F= = Py
Constrained P — § curve after the fault Constrained P — ¢ curve after the fault
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1.5 i
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=
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0 4 be 7 P 0 z
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Figure 3.4: Illustration of the P — ¢ trajectory of a droop based GFMI with the fixed angle limiter, for a
short circuit

It can be easily observed that, the unstable equilibrium point of the new post-fault P — ¢
curve has moved closer to the initial operating point. Therefore, the due to the current limitation,
the transient stability margin of the GFMI has deteriorated. Additionally, the active-power
trajectory for the GFMI with the inertial control is the same as without current limitation, with
the only difference being the post-fault power-angle curve.
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3.2.4 Magnitude limiter

The magnitude limiter is described by (2.20), which can be expressed as

- ire ||iT€ H
Iyes = kf, k = max <1I—f> (3.14)

max

When the VA loop is used, the unsaturated current references are given by

, _ Eop—Vpocas
Zrefaaﬂ - Z ’

v

(3.15)

where Z, = R, + sL,. Combining the two previous equations and assuming that i,,,, = ., 2
the following expression is obtained:

. T o Z'1“ef . Eaﬂ o VPC’C,aﬁ
Yinv,aB = Yref = L - L7z (316)

v

= Eu3—Vpcec,ap = iz’nv,aﬁ(kzv) = Uinv,ap s (3.17)

where Z, = kZ,. Therefore, the VA loop combined with the magnitude current limiter can
be modeled as a voltage source in series with a variable virtual impedance [48], i.e., kZ,, as
illustrated in Fig. 3.5. Based on (3.14), when the current limiter is not activated, the virtual
admittance parameters are equal to the normal values (R, = R, and X, = X ), due to k = 1.
Otherwise, when the current limiter is activated, Z,, will be scaled up by a factor of £ (due to

k > 1 under current limitation), in order to restrict the current to 1,,, ... [48].
GFMI
""""" KR, KX, |

Figure 3.5: Equivalent circuit of the GFMI with the VA control and the magnitude limiter

To obtain the power-angle characteristic of the GFMI with the magnitude current limiter, the
equivalent circuit of Fig. 3.5 is used. The following analysis is based on [48]. For this analysis,
the grid voltage is considered to have zero phase, therefore the internal voltage source of the
GFMI has phase 9.

Using Kirchhoff’s voltage law for the equivalent circuit yields

E— Vg = Iinth0t7
where Z,,, = Z; + kZ,. Under current limiting operation, where k£ > 1, the modulus of Z is
given by

|E cosd + jEsind — V|| \/(Ecos<5—Vg)2—|—(Esin(S)2
Zyot(0) = I = 7 ,

inv| | max

(3.18)
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which is only a function of 4. Additionally, according to the definition of Z,, the square of the
modulus is given by

thot(é) = Lot Ly = (ZL + ka) (Zf + kZ:)
Z2,(0) =Z7 + k*Z2 + 2kRe{Z,Z; }
— k?Z2 4 2kRe{Z,Z; } + (Z7 — Z%,(6)) = 0. (3.19)

The above is a second order equation for k£, which has one positive and one negative root, since
Re{Z,Z;} = R ,R; + X, X, > 0and Z? — Z2,(6) < 0 always hold. The negative root of
this equation does not have any physical meaning. Thus, only the positive solution of k is kept,
which is given by

| Re(Z,Zi} + \/IRe{ZZi)) — 22 (22 — Z2,(5))

ksol - 72

(3.20)

Since k£ > 1 under current-limiting operation, the above solution is only valid when it is larger
than 1. Thus, the scaling factor of the emulated series virtual impedance as a function of the
VPA, is given by

k(6) = max (1, k., (d)) . (3.21)

After the scaling factor has been determined, the current and PCC voltage phasors can be
calculated using the equivalent circuit equations as follows:

L. (9) E-V, (3.22)
AT R(O)Z, + 2y '
Vecc(9) = Vg + Zy 1, (6). (3.23)

Then, the per-unit power-angle characteristic is obtained by P = Re{Vp¢c(0)I;,, () }. Fig. 3.6
shows the resulting P — § curves for different virtual admittance angles, with the magnitude
fixed to the value of Table 3.1. It is observed that increasing the resistive part (i.e., a smaller
angle) shrinks the P — ¢ curve and shifts the unstable equilibrium points to the left. This leads to
reduced transient stability margin, as will be explained later. Hereafter, the virtual admittance
parameters of Table 3.1 are used, which correspond to £Z, = 71.6°, providing relatively good
transient stability margins as illustrated in Fig. 3.6.

1.5

Theoretical curve for /Z,=15°

Theoretical curve for /Z,=30

Theoretical curve for /Z,=45°

Theoretical curve for /Z,=60°]

Theoretical curve for /Z,=75°

1
s
2 2

0 (rad)

Figure 3.6: Power-angle characteristics for the magnitude limiter for various virtual admittance angles
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Based on the derived power-angle characteristics, the active power trajectory for the GFMI
employing the magnitude limiter, during and after a short circuit, is depicted in Fig. 3.7. As
explained before, the active power trajectory for the GFMI with the inertial control is the same
as without current limitation, with the only difference being the post-fault power-angle curve.

Stable case Loss of synchronism
2.5t Unconstrained P — 6 curve before and after fault - 2.5 [ ——Unconstrained P — § curve before and after fault -
——— P — § curve for magnitude limiter ——— P — ¢ curve for magnitude limiter
= = Py = = Py
2 t = Theoretical trajectory 4 21 Theoretical trajectory
® SEP
o UEP
Py __L5¢
j=] =3
= =
A A ik
0.5 @ === == Q=== =\ = = = =
0
0 d 5 0 ™
d (rad) § (rad)

Figure 3.7: Illustration of the P — ¢ trajectory of a droop based GFMI with VA control and the magnitude
limiter, for a short circuit

3.2.5 Calculation of the critical clearing time

Based on the illustration of the active power trajectories during the short circuit, it is evident
that there is a maximum clearing angle that ensures the transient stability of the system. This
angle is referred to as the critical clearing angle (CCA) and it corresponds to a critical clearing
time (CCT), which is the maximum fault duration that ensures the transient stability [31]. It is
apparent that the CCA depends on the unstable equilibrium point of the post-fault P — § curve.
Thus, once the power-angle characteristic is derived, the CCA can then be calculated.

In what follows, the CCT of the inertial and non-inertial APC is calculated, considering
again the case of the short circuit, since the active power during the fault is reduced to zero,
allowing for simpler and closed-form solutions. The resulting CCT is different for the inertial
and non-inertial case, since the dynamics of the VPA are dependent on the utilized active
power controller.

Non-inertial control
In case of the non-inertial control (e.g droop controller), the VPA during the short circuit
can be obtained by integrating (3.5)

3(t) = kywoP, o st + . (3.24)

According to the presented active-power trajectory, the critical clearing angle is equal to the
unstable equilibrium point angle [31]. Thus, the critical clearing time can be calculated by
setting d(t,,.) = d,,, in the above equation, yielding

ue.
t p

cr — 7. . p (325)
kpwoPre ¢
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where k,, and P, ; are in per unit. This equation indicates that the CCT is decreased for higher
values of P, ; and k,,. The unstable equilibrium point angle can be obtained from the P — o
curves derived above, depending on the employed current-limitation method.

For example, for the fixed angle limiter, due the simple expression of the active power after
the fault, the unstable equilibrium point angle can be calculated by the following closed-form

equation:
5 Pref Pref
uep = AICC0S | ————— | = arccos VgI— .

max,sat max

Similarly, the unstable equilibrium point can be found for other methods, by solving the equation
P(6,ep) = P,z and choosing the solution that corresponds to the unstable part of the P — §
curve.

The resulting CCT from (3.25) and the CCT obtained from time-domain simulations?, for
the system with the parameters of Table 3.1, and for various active power set-points, are shown
in Fig. 3.8. It is observed that the simulation CCTs are close to the theoretical ones. Also, as
expected, when the GFMI employs a current-limitation method, the transient stability margin
is significantly reduced. Additionally, for this specific VA parameter selection, the magnitude
limiter offers better transient stability margin, compared with the fixed angle limiter with ¢; =
0.

400 T T T T T
5 —— Without CLC (Theoretical)

Magnitude limiter (Theoretical) B
Fixed angle limiter (Theoretical)

x  Without CLC (Simulation) 1
% Magnitude limiter (Simulation)

350
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% Fixed angle limiter (Simulation)
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Figure 3.8: Comparison between the theoretical and simulation values for critical clearing time, for the
droop control based GFMI, with and without current limiter

These results can be explained by Fig. 3.9, which compares the P — § curves of the two
current-limitation methods with the case without current limitation. More specifically, it is
observed that when current limiters are used, the curves shift to the left, causing the unstable
equilibrium points to move closer to the stable ones, and thereby decreasing the transient
stability margin. Similarly, comparing the P — § curves of the two current limiting methods, it
is seen that in this case, the magnitude limiter exhibits better transient stability performance.

Inertial control

For the inertial control, the CCA can be calculated using the traditional method of the Equal
Area Criterion (EAC) [32]. More specifically, this method considers that the acceleration area
(corresponding to Phase 1) is equal to the deceleration area (corresponding to Phase 3) [32].
To calculate the CCA, the case where the deceleration stops exactly at the unstable equilibrium

2To obtain the CCT from time-domain simulations, the clearing time is increased with a step of 1 msec until
the GFMI loses synchronism
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point is considered:

657‘ 6uep
/ Prefd(s = / (Ppost (5) - Pref)d57 (326)
60 6cr
where P, () is the post-fault P — § curve. For example, Ppost(é) is given by VI, cos §

for the fixed angle limiter with ¢; = 0. Once the CCA, i.e., ¢.,., is calculated for the employed
current-limitation method, the CCT can be obtained by determining the expression of the VPA

during the fault. Integrating (3.11) yields

()02H Pref 0
5d7'—/ de w—O(S— et = 0(0) = L0 45, (3.27)

as in [32], and substituting 6(¢,.,.) = §

cr*

_ 4H(5cr B 50)
cr P efwo .

T

(3.28)

Note that in the above analysis, the effect of the damping coefficient is neglected, therefore
giving conservative results for the CCT [67]. To illustrate this, the CCT obtained from (3.28)
is compared with the one calculated with numerical integration of the VPA dynamics. For this
illustration, the fixed angle limiter is used, because it simplifies the calculation of the integral
in (3.26), allowing for an analytical expression for the CCA, due to the sinusoidal form of its
post-fault P — § curve. Therefore, substituting the P — § curve in (3.26) yields

6uep
PTef(;cr - Pref50 = Pref6cr - Prefauep + Pmaw,fa/6 cosd do

cr

= Proi(0uep — 00) = Prga.fa S0 0ycp — Prgs o SN0,
P. (0,0, —0
= J,, = arcsin (sin Ouep — Tef}i uep 0)> ) (3.29)
mazx, fa

Then by further substituting J,.,. in (3.28), the CCT based on the EAC is obtained. Fig. 3.10
shows the comparison of the critical clearing time for the fixed angle limiter, calculated using
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Figure 3.10: Comparison between the CCTs calculated from the EAC method with those obtained by
numerical integration
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Figure 3.11: Comparison between the theoretical (through numerical integration) and simulation values
for critical clearing time, for the inertial control based GFMI, with the fixed angle and magnitude limiter

the EAC method and numerical integration. It is evident that neglecting the damping coefficient
gives conservative results for the transient stability margin of GFMlIs [67].

Fig. 3.11 shows the comparison between the theoretical critical clearing times, calculated
through numerical integration of the VPA dynamics, and those obtained from time-domain
simulations, for both the magnitude and fixed angle limiter. It is observed that the
time-domain CCTs are close to the theoretical CCTs, thereby validating the large-signal model
and the conservativeness of the EAC method for the transient stability assessment of GFMIs.

3.3 Validation of the large-signal models through simulations

To further validate the large-signal models and the presented transient stability analysis,
time-domain simulations are performed for voltage dips, short circuits and phase jumps, using
both the inertial and non-inertial control methods. The dynamic curves obtained from
simulations are compared with those derived from the theoretical analysis. The active power
set-point is selected as P, = 0.5 pu for every simulation.

3.3.1 Non-inertial control

Short circuit
The P — 0 trajectories obtained from the simulation of a short circuit at the grid voltage,
for the droop-based GFMI, employing the fixed angle and the magnitude limiter are depicted in
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Fig. 3.12 and Fig. 3.13, respectively. It is seen that the dynamical P — § curves closely match
with the theoretical trajectories explained before, for every case, thereby verifying the analysis.

t. = 115 msec t. = 125 msec
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Figure 3.12: Simulation P — § trajectories for the fixed angle limiter in case of a short circuit at the grid
voltage, for the droop active power controller
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Figure 3.13: Simulation P — J trajectories for the magnitude limiter in case of a short circuit at the grid
voltage, for the droop active power controller

The alignment of the theoretical analysis with the simulation results can be better
explained by Fig. 3.14, which shows the time-domain simulation waveforms of the active
power, deviation of the inverter frequency (Aw), and the Virtual Power Angle. More
specifically, the active power drops to zero when the short circuit occurs and remains equal to
zero for the duration of the fault, leading to a positive Aw, which causes the increase of the
VPA according to (3.5). When the fault is cleared, the active power jumps to the post-fault
P — § curve, which is different depending on the current-limiting method used. If the fault is
cleared before the VPA reaches the unstable equilibrium point of the post-fault P — § curve,
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Figure 3.14: Simulation results for active power (P), deviation of inverter frequency (Aw) and VPA ()
for the droop active power controller (a) Fixed angle limiter; (b) Magnitude limiter

Aw instantaneously becomes negative, due to P > P, ¢, causing the VPA to decrease and
finally settle to the initial operating point. In contrast, if the clearing angle is larger than the
unstable equilibrium point angle, Aw remains positive (due to P < P, ), which leads to
further increase of the VPA and loss of synchronization with the grid.

It is important to notice that due to the first-order nature of the droop controller, even in
cases where synchronization is lost, the GFMI is able settle to a new stable equilibrium point
after around one oscillation cycle, thus regaining synchronization with the grid. This can be
observed in Fig. 3.14, where in the cases with £, = 125 msec for the fixed angle limiter and
t. = 195 msec for the magnitude limiter, after the fault, the active power becomes equal to its
set-point, Aw goes to zero and the Virtual Power Angle settles at an angle that is larger than
its initial operating point. When the fixed angle limiter is used, the new stable equilibrium
point can be in the current limiting mode [56], as seen in Fig. 3.12. In this case, the GFMI
is continuously operating under current limitation. In contrast, when the magnitude limiter is
employed, the GFMI exits the current limitation mode and the normal operation is restored.

Voltage dip

Figures 3.15 and 3.16 show the simulation P — ¢ trajectories, in case of a voltage dip of the
grid voltage to 0.2 pu, for both the fixed angle and magnitude limiter. Similarly to the short-
circuit case, the active power during the fault drops below its set-point, leading to the increase of
the VPA. Since the grid voltage recovers to V, = 1 pu after the fault, the post-fault P — ¢ curve
is the same as with the short-circuit case. Therefore, in order to maintain the synchronization
with the grid, the fault should be cleared before the VPA reaches the unstable equilibrium point
of the post-fault power-angle curve. The only difference with the short circuit case, is that
during the voltage dip the active power output is not zero. More specifically, the active power
of the GFMI, when the fixed angle limiter is activated during a voltage dip, is given by P(§) =
V. dinlmax €08 0. Additionally, to obtain the active power of the GFMI when the magnitude

g,dipTmax
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Figure 3.15: Simulation P — § trajectories for the fixed angle limiter in case of an 80% voltage dip at
the grid voltage, for the droop active power controller
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Figure 3.16: Simulation P — J trajectories for the magnitude limiter in case of an 80% voltage dip at the
grid voltage, for the droop active power controller

limiter is employed, V, = V| ;;, is substituted into (3.18), (3.22) and (3.23). The resulting
theoretical power-angle characteristics during the voltage dip are shown in Figures 3.15 and 3.16
for the fixed angle and magnitude limiter respectively. It is observed that in every case, the
dynamic trajectories closely match the theoretical curves, which validates the analysis for the
P — § curves during the voltage dip. It is also seen that, again for the fixed angle limiter, the
new stable equilibrium point is in the current limiting mode.

Phase jump

The comparison of the dynamic and theoretical power-angle curves in case of phase jumps
at the grid voltage is shown in Figures 3.17 and 3.18, for the fixed angle and magnitude limiter
respectively. Although phase jumps are different from voltage dips, the same P — d curves can
be used to assess the transient stability of the GFMI. More specifically, because only the phase
angle of the grid voltage is changed during phase jumps, i.e., the voltage magnitude remains
constant, the post-fault power-angle curve is the same as the voltage dip and short circuit. Since
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the angle of the IVS in the sub-transient frame remains constant, if the phase angle of the grid
voltage increases (decreases) by A6, the Virtual Power Angle decreases (increases) by the
same amount when the phase jump occurs. This is explained by the following equations [68]

(5 - 0 - 09 - 9 - <9g,bef + Agg) - (9 - Hg,bef) — Aeg - 6bef - Aeg (330)

Therefore, a negative phase jump of the grid voltage angle, i.e., Af, < 0, leads to an increase of
the VPA according to the above equation. In this case, to avoid the loss of synchronization with
the grid, |A6 g\ should not exceed the angle difference between the initial operating point and the
unstable equilibrium point of the post-fault P —d curve, i.e., |A0,| < (0,,., — ;). Figures 3.17
and 3.18 show that the GFMI with the magnitude limiter is able to withstand a —60° phase jump
without losing synchronism, unlike the GFMI employing the fixed angle limiter, due to the fact
that 9,,.,, is larger for the magnitude limiter as illustrated by Fig. 3.9. Similarly to the previous

two fault scenarios, it is observed that, for the fixed angle limiter, the new stable equilibrium
point is in the current limiting mode.
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Figure 3.17: Simulation P — § trajectories for the fixed angle limiter in case of phase jumps at the grid
voltage, for the droop active power controller
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Figure 3.18: Simulation P — § trajectories for the magnitude limiter in case of phase jumps at the grid
voltage, for the droop active power controller
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3.3.2 Inertial control

For the inertial control (e.g droop control with LPF), a short circuit at the grid voltage was
simulated for the GFMI with the magnitude and the fixed angle limiter. In Figures 3.19
and 3.20 the dynamic P — § curves obtained from the simulations and the theoretical
trajectory that was previously presented are compared, for the magnitude and fixed angle
limiter respectively. Similarly, Figures 3.21 and 3.22 show the time-domain waveforms of the
active power, deviation of inverter frequency (Aw) and the Virtual Power Angle, during and
after the disturbance.
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Figure 3.19: Simulation P — § curves for the magnitude limiter in case of a short circuit at the grid
voltage, for the inertial active power controller
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Figure 3.20: Simulation P — § curves for the fixed angle limiter in case of a short circuit at the grid
voltage, for the inertial active power controller

It is observed that, for every case, the simulation P — ¢ trajectory is very close to the
theoretical one, which validates the analysis presented before. It is also seen that when the
fault duration is longer than the critical clearing time (which is theoretically equal to 313 and
240 msec for the respective current-limitation method), synchronization with the grid is lost.
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Figure 3.21: Simulation results for active power (P), variation of inverter frequency (Aw) and VPA
(9) for the magnitude limiter in case of a short circuit at the grid voltage, for the inertial active power
controller
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Figure 3.22: Simulation results for active power (P), variation of inverter frequency (Aw) and VPA
(6) for the magnitude limiter in case of a short circuit at the grid voltage, for the inertial active power
controller

On the other hand, if the fault duration does not exceed the critical clearing time, the GFMI
returns to the stable equilibrium point after several oscillations around it.

Additionally, the results of Figures 3.21 and 3.22 are in accordance with the presented
theoretical active power trajectory for the inertial control. More specifically, prior to the fault
the GFMI operates at the stable equilibrium point (6, Aw) = (dy,0). During the fault, the
active power output is reduced to zero, due to the short circuit, leading to the increase of the
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internal frequency. Then, when the fault is cleared, the internal frequency decreases (because
P..; — P < 0), but Aw remains positive, causing the VPA to increase. When the fault is
cleared in 300 msec (for the magnitude limiter) and 230 msec (for the fixed angle limiter), Aw
becomes negative, while the active power is still larger than P, ;. In this case, the VPA
decreases and synchronization is restored. In contrast, when the fault clearing time is 315
msec (for the magnitude limiter) and 245 msec (for the fixed angle limiter), the active power
drops below P, s, while Aw > 0 still holds. In this case, the VPA continues to increase and
the GFMI loses synchronization with the grid.

Furthermore, unlike the non-inertial control case, when the GFMI loses synchronism with
the grid, it cannot settle to a new stable equilibrium point after one cycle. In contrast, for the
inertial control, the synchronization with the grid is lost, as indicated by the oscillations observed
in the time-domain waveforms.
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Chapter 4

Hardware-in-the-loop real-time simulation

In this Chapter the current-limitation methods that were previously implemented in offline
simulations, are implemented and simulated using controller hardware-in-the-loop Real-Time
Simulation. First, a brief introduction on Real-Time Simulations is presented, describing their
applications and how they differ from offline simulations. Then, the configuration of the
Real-Time Simulation used for the verification of grid-forming controls and current-limitation
methods is presented, along with the models of the physical plant and the controllers,
highlighting the differences from the corresponding offline simulation models. Finally, the
results for the Real-Time Simulation of the current limiting methods under short circuits and
phase jumps are shown.

4.1 Brief introduction on Real-Time Simulations

Digital Real-Time Simulators (DRTS) are able to solve the differential equations that
govern the simulated system at real-world clock time, by utilizing digital hardware and
parallel computing methods [69]. The difference between RTS and offline simulations (or
non-RT simulations) lies in the time needed to solve the differential equations and provide the
output results, which is referred to as the execution time of the simulation [69]. More
specifically, during the fixed simulation time step, the amount of real-world time needed to
solve all the equations may be larger or smaller than the chosen time step [70]. In offline
simulations, the instant at which the results are available is insignificant, as seen in Fig. 4.1. In
this case, the speed in which the equations are solved is dependent on the computational
power and the complexity of the simulated system [70]. In contrast, an RT-simulator should
solve the differential equations for a single simulation time-step, within the same time
duration in a real-world clock [71]. Therefore, the time duration in which the RT simulator
calculates the solution, should be smaller than the real-clock duration of the chosen time step
[70], as illustrated in Fig. 4.1. To that end, if the simulation operations are not completed
during the chosen fixed time step, the RT-simulation is considered to be incorrect [70].

The applications of RT simulations range from power systems, electrical machines and
power electronics, to thermal, fluid, mechanical dynamics etc [69]. Real-time simulations can
be used for various purposes. For example, in the design stage of a new product/system, a
fully digital RTS model can be used, where every system component (such as physical plant,
controllers, protection etc) is represented in the simulator, without any external input or output
signals [71]. A fully digital RTS provides faster and more accurate results in comparison with
its offline simulation counterparts [69]. Generally, having accurate model representations of
the system in the design stage is crucial, in order to enable more precise experiments later on
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Figure 4.1: Illustration of the difference between real time and offline simulation (a) Offline simulation
(faster than real-time); (b) Offline simulation (slower than real-time); (c) Real-time simulation
(synchronized) [70]

[69].

Except of the fully digital real time simulation, the other main category of DRTS is
hardware-in-the-loop (HIL) real-time simulation, where some components (e.g the controller)
of the fully Digital RTS (DRTS) are replaced with physical equipment [71]. In fact, the DRTS
is most frequently used in HIL mode for testing devices in real-time conditions, where it
enables the modeling of the real surrounding physical plant on the RT simulator [69]. This
way, the DRTS provides accurate representation of the behavior of the system equipment in
the real field [69].

When the HIL setup consists of the physical controller hardware interacting with the rest
of the simulated system, it is referred to as “controller hardware-in-the-loop” [71]. This way,
a new controller implementation can be tested, by getting feedback signals from the real-time
simulator and generating the appropriate output signals, which are then provided to the real-time
simulator [71]. Controller HIL enables the testing of new controller designs when the physical
experiment benches are unavailable, as well as the testing of extreme events without causing
damage to real hardware equipment [70].

4.2 Configuration of the real-time simulation
Based on the aforementioned advantages of DRTS, a controller hardware-in-the-loop RT
simulation is performed, in order to evaluate the performance of the implemented

current-limiting methods in real-time conditions, which are closer to the behavior of real field
equipment, in comparison with the offline simulations.
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Figure 4.2: Illustration of the Real-Time Simulation setup

As mentioned previously, in controller HIL simulations, the real controller hardware is
interacting with the virtual plant which is modeled inside the real-time simulator. The setup
used for the real-time simulation is depicted in Fig. 4.2. It consists of a microcontroller, a real
time simulator and an oscilloscope. The utilized RT simulator is the Plexim RT Box 1 [72]
and the control systems are implemented using the C2000 LAUNCHXL-F28379D
microcontroller of Texas Instruments [73].

The RT Box simulates the virtual plant, including components such as the infinite voltage
source of the grid, transmission lines, inverter connection filters, loads, the three-phase
inverter etc. The measurements from the simulated virtual plant, such as three-phase voltage
and current, are provided from the analog outputs of the RT Box to the analog input pins of the
microcontroller. Then, the microcontroller processes these signals based on the implemented
control systems and generates the switching pulses for the corresponding inverter switches.
The switching pulses, which are the output of the control system, are fed to the corresponding
digital inputs of the RT-box, in order to drive the inverter switches. Furthermore, the
measurement signals from the RT box outputs are connected to an oscilloscope, in order to
observe the resulting waveforms during both steady state operation and transients conditions.

4.2.1 RT Box

The Plexim RT Box 1, which was used in the RT simulation, is shown in Fig. 4.3. It has 16
Analog Input and 16 Analog Output channels, as well as 32 Digital Input and 32 Digital Output
channels [72]. The analog input channels voltage range, can be selected as +10 V or +5 V,
and each channel can be configured for either single-ended or differential measurement [72].
The analog output channels produce voltage signals from the measurements of the simulated
virtual plant, whose full-scale range can be selected as +10 V, +5V,0—10V,0— 5V [72].
However, the analog output signals that are fed to the microcontroller should be limited through
the simulation, in the range of 0 — 3.3 V, in order to match with the microcontroller inputs and
avoid potential damage. Therefore, despite the fact that the virtual plant is simulated with the
actual voltage and current values, the signals that are provided to the microcontroller and the
ones observed on the oscilloscope, are scaled to be in the acceptable voltage range. As it was
previously mentioned, the switching pulses are provided to the RT Box through the Digital Input
channels.
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Figure 4.4: Picture of the TI C2000 LAUNCHXL-F28379D microcontroller [73]

4.2.2 TI C2000 LAUNCHXL-F28379D microcontroller

The grid-forming control and the current-limitation methods are implemented on the
C2000 LAUNCHXL-F28379D of Texas Instruments [73], which is shown in Fig. 4.4. This
microcontroller can be directly programmed through PLECS, using already developed library
blocks, such as ADCs, PWM etc. This allows for very simple implementation of the
controllers used in the offline simulations, with only a few modifications to adapt to the needs
of real-time simulations. Additionally, the “external mode” operation enables the modification
of parameter values during the real-time simulation, without the need of rebuilding the code
on the microcontroller.

The microcontroller peripherals consist of Analog to Digital Converters (ADCs), Digital
to Analog Converters (DACs), GPIO pins (General Purpose Input/Output pins) etc [74]. The
ADC:s are used to get measurements, for example from the analog output channels of the RT
Box, whereas the DACs are used to output voltage signals. GPIO pins are used to read digital
input signals, or provide digital output signals such as the switching pulses that are provided to
the RT Box.

4.2.3 RT Box launchpad interface

In order to simplify the connection of external hardware and the accessibility of inputs and
outputs of the RT Box, the “RT Box LaunchPad Interface” can be used [75]. With this
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Figure 4.5: Illustration of the LaunchPad interface (a) Microcontroller connected to the LaunchPad
interface [75]; (b) Microcontroller connected to the RT Box through the LaunchPad interface [72]

interface, certain microcontrollers can be easily connected to the RT Box, without the need for
the development of new interface hardware from the user [75]. A microcontroller connected
to the LaunchPad Interface is shown in Fig. 4.5a and their connection to the RT Box is
depicted in Fig. 4.5b.

It can be seen that the interface connects the pins of the microcontroller with specific inputs
and outputs of the RT Box. It also provides access to a number of RT Box analog outputs
through BNC connectors, which can be connected to an oscilloscope to observe measurements
from the real time simulation. Additionally, the interface board enables the access to unused
digital input/output signals through header pins and also includes sliding switches and LEDs
for easier communication of the state of the digital outputs [75].

4.3 Virtual plant model in RT Box

As explained in previous sections, in control hardware-in-the-loop RT simulations, the
power stage of the system is simulated inside the real-time simulator, i.e., the RT Box, and it is
referred to as virtual plant or virtual power circuit. The simulated system is similar to the one
used in the offline simulations and it is shown in Fig. 4.6. It consists of the infinite voltage
source representing the grid, a transmission line, a resistive load connected to the PCC and a
two-level three-phase inverter, which is connected to the PCC through an inductive filter. The
main differences from the offline simulation system are the addition of the resistive load and
the use of a full switching model for the converter instead of the average model.

RT Box digital inputs and outputs

The pulses which determine the state of the switches of the inverter are given by the logical
AND operation of a digital variable “PWMen” with the switching pulses that are provided to
the digital inputs of the RT Box from the microcontroller. The variable “PWMen” is used to
enable the PWM of the inverter and it is controlled using one of the sliding switches (digital
inputs) of the LaunchPad interface, as illustrated in Fig. 4.7. It is seen that except of the AND
operation, this digital variable is also given as an output in two RT Box digital outputs, one of
which is an LED of the interface to show if the pulses are enabled and the other one is fed to
the microcontroller as an input, which will be explained later.
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Figure 4.6: Virtual plant model simulated inside the RT Box
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Grid voltage calculation

Similarly to the offline simulation, the voltage magnitude and angle are fed to the grid
voltage, which produces a three-phase positive sequence sinusoidal signal. To allow for the
simulation of disturbances such as phase jumps and voltage dips, the variable “phase jump”
and the subsystem “Voltage Drop Simulator” are used respectively, which are controlled with
the variables shown in Fig. 4.8. It is worth noting that these variables can be modified in real
time, i.e., while the simulation is running.

The “phase jump” variable is the angle change of the grid voltage in radians and it is
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Figure 4.8: Control variables for the simulation of phase jumps and voltage dips

simply added to the angle of the grid voltage to simulate a phase jump, as seen in Fig. 4.6.
Additionally, to simulate voltage dips, the “Volt Drop En”, “Volt Drop clear” and
“Volt_Drop” variables are fed to the Voltage Drop Simulator subsystem, whose output is the
grid-voltage magnitude, and its implementation is shown in Fig. 4.9. Specifically, when the
“Volt_Drop_ En” is zero, so is the “Volt Drop clear” due to the multiplication block, as seen
in Fig. 4.8. In this case, the switches states in Fig. 4.9 do not change, which results in nominal
voltage magnitude, i.e., normal operation. On the other hand, when “Volt Drop En” is set to
1, the state of the first switch changes, thus reducing the grid voltage magnitude by an amount
equal to the “Volt Drop” variable. After a specified time duration, which is implemented
through the transport-delay block, “Volt Drop clear” becomes equal to 1, causing the state of
the second switch to change. Therefore, the grid-voltage magnitude is restored to its nominal
value, which means that the fault has been cleared. Then, “Volt Drop En” and consequently
“Volt_Drop clear” can be set to 0, which restores the switches to their initial state. In that
case, the grid-voltage magnitude is still nominal and the voltage drop can be simulated again

D) (i) >
-+ V\_'_ .
Vnormal A Vgrid
Volt_drop_En C O)——
v Volt_Drop_clear
- o
Voltage Drop 4

Figure 4.9: Voltage Drop Simulator subsystem

RT Box analog outputs

As was previously mentioned, the analog output channels of the RT Box are used to provide
simulation measurements to the microcontroller and to the oscilloscope to observe the time-
domain waveforms. The measurements needed for the grid-forming controller are the three-
phase voltages at the PCC, and the three-phase output currents of the inverter, as illustrated in
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Fig. 2.26a. Additionally, the magnitude of the output current is an important measurement, in
order to validate the implemented current-limitation methods. To that end, the analog output
signals of the RT Box are the instantaneous measurements of the PCC voltage and the inverter
output current, which are fed to the microcontroller, and the output-current magnitude, which
is connected to the oscilloscope, in order to observe its value. Furthermore, the simulation
measurements should be scaled, such that the analog outputs are in the scale of 0 — 3.3 V.
Therefore, the three-phase voltage and current measurements are first divided by two times their
nominal value (i.e., 2V}, and 2i,,) and shifted with an offset of 1.65, while the current-magnitude
value is only normalized by its nominal value (i.e., {n). Also, a maximum and minimum output
voltage value of 3.3 V and 0 V, respectively, are set in the Analog Out block, in order to avoid
potential damage of the microcontroller.

Analog Outputs

Vpcc,abcD—P Analog linv_abc Analog | Analog
= Out R Out s Out

channel: [2 5 10] channel: [0 3 6] channel: 7

Figure 4.10: Analog outputs of the RT Box

4.4 Controller implementation

The general structure of the grid-forming controller is the same as the one depicted in
Fig. 2.26a, which was used in the offline simulations. The Virtual Impedance limiter, is again
used for the open-loop control, whereas the direct current limiters are used in combination
with the Virtual Admittance inner-loop control.

Despite the general structure being the same, the control systems of the offline and real-
time simulation have some differences. First, a low-pass filter with time constant 77, is used
in the active and reactive power calculation, to filter out the high frequency noise caused by the
harmonics. Additionally, unlike the offline simulation, the dynamic-model implementation of
the virtual admittance loop shown in Fig. 2.12a, is used in the real-time simulation.

The implementation of the active power controller was slightly modified, as shown in
Fig. 4.11. Specifically, a low-pass filter is used for the measured g-axis component of the PCC
voltage, which was used for pre-synchronization purposes. Also, instead of the modulo
operation used in offline simulations, the output of the integrator, which produces the
reference angle of the GFMI, was wrapped within the range 0 — 27. This modification
prevents the integrator output from continuously increasing, which could potentially create
overflow issues during long real-time simulations.

Microcontroller inputs

As explained earlier, the measurements from the real-time simulation are supplied to the
microcontroller, in order to be used by the implemented control systems. Figures 4.7 and 4.10
show that the RT Box provides the measurements for the three-phase voltages and currents, as
well as the state of the PWM-enable switch. To obtain the PWM-enable state, the Digital Input
block is used, as illustrated in Fig. 4.12. The selected microcontroller pin in the Digital In block
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is the one that is connected to the PWM-enable state digital output of the RT Box, as described
in [75]. This digital variable is then used to change the position of the pre-synchronization
switch in the active power controller and to reset the current-controller integrators, in order to
avoid windup when the PWM is disabled.

Additionally, it is seen from Fig. 4.12 that the three-phase PCC voltage and output current
measurements are obtained using the ADC blocks. For these blocks, the appropriate input
channels should be used, to match with the corresponding analog outputs of the RT Box. The
connections between the RT Box analog outputs and the microcontroller ADC inputs, are
listed in the LaunchPad Interface manual [75]. It is worth noting that the output of the ADC
block contains the scaled measurement values from the RT Box analog outputs. Therefore, in
order to use these measurements in the control systems, the offset is first removed and the
result is then multiplied by the inverse of the scaling factor used.

Microcontroller outputs

Another major difference from the offline simulations, which was not previously mentioned,
is that due to the use of the full switching model of the inverter, the voltage references provided
by the grid-forming control system, are not fed to the ideal voltage source of the average model,
but rather to the inverter modulation scheme.

The modulation of the inverter is performed using the PWM block. This block takes the
modulation reference signals as input, compares them with the carrier signal and outputs the
resulting switching pulses at the specified microcontroller pins, which should match with the
corresponding digital inputs of the RT Box, according to [75]. It is known that, in order to
obtain the modulation reference signals of the SPWM, the original voltage reference should be
multiplied with a factor of 2/V/;,. Additionally, because the carrier signals of the PWM block
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are in the range of [0, 1] instead of [—1, 1], the modulation references are multiplied with 0.5
and then shifted upward with an offset of 0.5, in order to align with the range of the carrier.
Therefore, the implementation of the inverter modulation is depicted in Fig. 4.13.

4.5 Real-time simulation results

Finally, the implemented current-limiting methods are tested in real-time conditions, under
a short circuit at the grid voltage for 200 msec and a 60° phase jump of the grid-voltage angle.
The parameters of the system and the controller are listed in Table 4.1, where 7T, is the time-
step for the RT Box, 7.,,, is the microcontroller time-step, and f,. is the frequency of the PWM
carrier signal. For the real-time simulations, a small-scale system is used, in order to represent
an experimental setup that can be built in the lab. Additionally, the droop-based active power
controller was used in all the real-time simulations.

Table 4.1: System and control parameters

Parameter Value Parameter Value
an 10\/§ A\ kp 0-04w0/Pma1‘
Wy 1007 rad/sec k, 0.1V,/Q,10n
Sn 15 VA w, 2m - 0.6 rad/sec
R; 10 (0.05 pu) L, 0.3 pu
X 5 (0.25 pu) R, 0.1 pu
Ry 0.3 Q (0.015 pu) Ty, 0.01 sec
Xy 3Q(0.15 pu) ki 21.01 Q
Rioad 10Q (0.5 pu) ky; 660 /s
Vie 34V 1 ow 1.2 pu
Ts 10 us Ithrcs 1 pu
fe 4kHz Ky 1.09
T, 0.25 msec o 3

The results of the real-time simulations for all implemented current-limiting methods are
presented in Figures 4.14 and 4.15 for the short-circuit and phase-jump faults, respectively.
More specifically, for each current limiter, the instantaneous values of the three-phase inverter
output current, as well as its magnitude, are shown.
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Figure 4.14: Real-time simulation results for a 200 msec short circuit at the grid voltage (a) Virtual
impedance; (b) Magnitude limiter; (c) Fixed angle limiter; (d) d-axis priority limiter; (e) q-axis priority
limiter
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Figure 4.15: Real-time simulation results for a 60° phase jump of the grid voltage angle (a) Virtual
impedance; (b) Magnitude limiter; (c) Fixed angle limiter; (d) d-axis priority limiter; (e) q-axis priority
limiter
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It can be observed that, for both types of disturbance, each current-limitation method
effectively restricts the magnitude of the inverter output current. The noise which is observed
in the resulting waveforms is caused by the high-frequency harmonic components. In the case
of the fixed angle limiter, after the disturbances are cleared, the inverter remains in the current
limiting operation mode, similar to the simulation results of Figures 3.12, 3.15 and 3.17.
Nevertheless, even in this case, the magnitude of the inverter output current continues to be
restricted. Furthermore, Figures 4.14a and 4.15a show that for both disturbances, a temporary
overcurrent is observed when the virtual impedance limiter is used, which aligns with the
results of the offline simulations.

The results of the real-time simulations indicate that in the event of a grid disturbance,
the implemented current-limiting methods can effectively limit the output current of the grid-
forming inverter, under real-time conditions.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

Grid-forming inverters are controlled to behave as voltage sources. Therefore their output
current is very sensitive to grid conditions, and in the case of severe disturbances, it may
exceed the maximum permissible value, if no protective action is taken. To that end,
overcurrent protection methods are essential to avoid damage to the converter hardware.
When activated, current limiters override the normal operation, and thus, the dynamic
behavior of a GFMI during and after disturbances is mainly determined by the employed
method.

Despite the fact that multiple grid-forming control methods are proposed in the literature,
the majority can be represented by a general control system, which consists of multiple layers
and subsystems. Common implementations for the active power controller subsystem include
the droop controller without and with low-pass filter and the Virtual Synchronous Generator.
The droop controller without the low-pass filter exhibits first-order dynamics. Adding an LPF
to the droop controller makes it equivalent to the VSG, both exhibiting second-order dynamics.
Furthermore, although the droop controller does not provide virtual inertia, the addition of the
low-pass filter introduces a virtual-inertia term, which is confirmed through simulations.

Current-limiting methods are classified into direct, indirect and hybrid methods. Direct
methods adjust the references supplied to the current controller, while indirect methods reduce
the voltage difference between the inverter and the PCC, adjust power set-points, or increase
the equivalent output impedance. Hybrid methods use a combination of multiple direct and/or
indirect methods. Several commonly used methods were implemented in the PLECS
simulation software and their effectiveness was validated through time-domain simulations of
voltage dips and phase jumps. However, when the virtual impedance method is used, which is
an indirect method, the inverter cannot utilize its full overcurrent capability in the whole
duration of the fault, and additionally temporary overcurrent can occur in the initial stage of
the fault. In contrast, direct limiters can quickly and accurately limit the current, while making
full use of the overcurrent capability.

The Virtual Power Angle (VPA) is used to assess the transient stability of GFMlIs, through
P — § curves derived from large-signal models, which are different depending on the utilized
current-limiting method. It is explained that the post-fault active power trajectory for a short
circuit differs between inertial and non-inertial control, regardless of the applied current limiter.
Additionally, the derived P — § curves for the magnitude and fixed angle limiter show that
current limitation significantly reduces the transient stability margin. Also, for the specific
virtual-admittance parameters used, the magnitude limiter provides a higher transient stability
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margin than the fixed angle limiter with ¢; = 0. Furthermore, applying the EAC method to
calculate the CCT of GFMIs during short circuits, yields conservative results compared with the
numerical integration of the system dynamics. Time-domain simulations validate the derived
large-signals models and the theoretical analysis.

Finally, a controller hardware-in-the-loop RT simulation is carried out, in order to assess
the performance of the implemented current-limiting methods under real-time conditions. The
control systems were implemented on a microcontroller, while the rest of the system was
simulated on a real-time simulator. Real-time simulations were then performed for a short
circuit and a phase jump of the grid voltage. The simulation results indicate that the
implemented current limiters can effectively curtail the current under real-time conditions.

5.2 Future work

Some important topics that were not addressed in this work and can be considered as
future work are presented below:

Anti-windup schemes: When the dual-loop vector voltage current control is used instead of
the virtual-admittance loop, proper anti-windup schemes should be designed and
implemented, in order to facilitate the successful fault recovery of the grid-forming inverter.

Current-limiting techniques for unbalanced faults: This work focused on current limitation
for symmetrical disturbances. However the majority of power system faults are unbalanced
and thus implementing current-limiting methods for unbalanced faults is of major importance.

Current-limiting techniques for grid-forming MMCs: This thesis only considers current
limitation techniques for two-level grid-forming inverters. However, modular multilevel
converters (MMCs) are the preferred choice for high-voltage, high-power applications.
Therefore, the implementation of current-limiting methods for grid-forming MMCs, as well as
the study of their effect on the internal dynamics of the MMC, is an important and interesting
topic.

Transient stability enhancement methods: 1t has been identified that the use of
current-limiting methods reduces the transient stability margin of grid-forming inverters. To
that end, several methods that enhance the transient stability of the GFMI can be implemented
and compared across various types of disturbances.

Experimental validation of the implemented current-limiting methods: 1t is important to

validate the effectiveness of the implemented current-limitation techniques on a small-scale
experimental system, since it further verifies the theoretical analysis and simulation results.

97



Bibliography

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

European Commission, “European climate law,” Tech. Rep. Jun. 2021. [Online].
Available: https://eur-1lex.europa.eu/legal-content/EN/TXT/7uri=CELEX:
32021R1119.

D. B. Rathnayake et al., “Grid forming inverter modeling, control, and applications,”
IEEE Access, vol. 9, pp- 114781-114 807, 2021. DOI:
10.1109/ACCESS.2021.3104617.

G. Denis, T. Prevost, M.-S. Debry, F. Xavier, X. Guillaud, and A. Menze, “The migrate
project: The challenges of operating a transmission grid with only inverter-based
generation. a grid-forming control improvement with transient current-limiting
control,” IET Renewable Power Generation, vol. 12, no. 5, pp. 523-529, 2018.

Y. Lin et al., “Research roadmap on grid-forming inverters,” National Renewable
Energy Laboratory, Golden, CO, Technical Report NREL/TP-5D00-73476, 2020,
Accessed: 2025-08-06. [Online]. Available:
https://www.nrel.gov/docs/fy21osti/73476.pdf.

N. Baeckeland, “Design and modeling of inverter control for fault behavior and power
system protection analysis,” Ph.D. dissertation, KU Leuven, 2022.

B. Kroposki et al., “Achieving a 100% renewable grid: Operating electric power
systems with extremely high levels of variable renewable energy,” IEEE Power and
energy magazine, vol. 15, no. 2, pp. 61-73, 2017.

R. Teodorescu, M. Liserre, and P. Rodriguez, Grid converters for photovoltaic and wind
power systems. John Wiley & Sons, 2011.

A. Antonopoulos, “On the internal dynamics and ac-motor drive application of modular
multilevel converters,” Ph.D. dissertation, KTH Royal Institute of Technology, 2014.

K. Sharifabadi, L. Harnefors, H.-P. Nee, S. Norrga, and R. Teodorescu, Design, control,
and application of modular multilevel converters for HVDC transmission systems. John

Wiley & Sons, 2016.

Y. Lamrani, F. Colas, T. Van Cutsem, C. Cardozo, T. Prevost, and X. Guillaud, “On the
stabilizing contribution of different grid-forming controls to power systems,” [ET
Generation, Transmission & Distribution, vol. 18, no. 23, pp. 3863-3877, 2024. DOI:
https : / / doi . org / 10 . 1049 / gtd2 . 13269. eprint: https
//ietresearch.onlinelibrary.wiley.com/doi/pdf/10.1049/gtd2.13269.
[Online]. Available: https
//ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/gtd2.13269.

S. Du, A. Dekka, B. Wu, and N. Zargari, Modular multilevel converters: analysis, control,
and applications. John Wiley & Sons, 2017.

98


https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32021R1119
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32021R1119
https://doi.org/10.1109/ACCESS.2021.3104617
https://www.nrel.gov/docs/fy21osti/73476.pdf
https://doi.org/https://doi.org/10.1049/gtd2.13269
https://ietresearch.onlinelibrary.wiley.com/doi/pdf/10.1049/gtd2.13269
https://ietresearch.onlinelibrary.wiley.com/doi/pdf/10.1049/gtd2.13269
https://ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/gtd2.13269
https://ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/gtd2.13269

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

R. Rosso, X. Wang, M. Liserre, X. Lu, and S. Engelken, “Grid-forming converters:
Control approaches, grid-synchronization, and future trends—a review,” IEEE Open
Journal of Industry Applications, vol. 2, pp. 93-109, 2021. DOI:
10.1109/0JIA.2021.3074028.

VDN, “TransmissionCode-2007. Network and System Rules of the German
Transmission System Operators,” Tech. Rep., Aug. 2007.

C. Cardozo et al., “Promises and challenges of grid forming: Transmission system
operator, manufacturer and academic view points,” Electric Power Systems Research,
vol. 235, p. 110855, 2024, ISSN: 0378-7796. DOLI:
https : / /doi . org/ 10 . 1016/ j . epsr . 2024 . 110855. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0378779624007417.

T. Qoria, “Grid-forming control to achieve a 100% power electronics interfaced power
transmission systems,” Ph.D. dissertation, HESAM Université, 2020.

B. Bahrani et al, “Grid-forming inverter-based resource research landscape:
Understanding the key assets for renewable-rich power systems,” IEEE Power and
Energy Magazine, vol. 22, no. 2, pp. 18-29, 2024. DOI: 10.1109/MPE.2023.3343338.

L. Harnefors, M. Bongiorno, and S. Lundberg, “Input-admittance calculation and shaping
for controlled voltage-source converters,” IEEE Transactions on Industrial Electronics,
vol. 54, no. 6, pp. 3323-3334, 2007. DOI: 10.1109/TIE.2007.904022.

B. Wen, D. Boroyevich, R. Burgos, P. Mattavelli, and Z. Shen, “Analysis of d-q
small-signal impedance of grid-tied inverters,” IEEE Transactions on Power
Electronics, vol. 31, no. 1, pp. 675-687, 2016. DOI: 10.1109/TPEL.2015.2398192.

A. Johnson, “Minimum specification required for provision of gb grid forming (gbgf)
capability (formerly virtual synchronous machine/vsm capability),” Nat. Grid ESO,
Warwick, UK, Final Modification Rep. GC, vol. 137, 2021.

AEMO, “Voluntary specification for grid-forming inverters,” Australian Energy Market
Operator (AEMO), Melbourne, 2023.

J. Fang, J. Liu, H. Wu, J. Chen, and F. Blaabjerg, Grid-Forming Converters: Principles,
Control, and Applications in Modern Power Systems. Elsevier, 2024.

NERC, White paper: Grid forming functional specifications for bps-connected battery
energy storage systems, 2023.

L. Zhang, L. Harnefors, and H.-P. Nee, “Power-synchronization control of
grid-connected voltage-source converters,” [EEE Transactions on Power Systems,
vol. 25, no. 2, pp. 809-820, 2010. DOI: 10.1109/TPWRS.2009.2032231.

Y. Liao, X. Wang, F. Liu, K. Xin, and Y. Liu, “Sub-synchronous control interaction in
grid-forming vscs with droop control,” in 2019 4th IEEE Workshop on the Electronic
Grid (eGRID), 2019, pp. 1-6. DOI: 10.1109/eGRID48402.2019.9092640.

X. Wang, M. G. Taul, H. Wu, Y. Liao, F. Blaabjerg, and L. Harnefors,
“Grid-synchronization stability of converter-based resources—an overview,” [EEE
Open Journal of Industry Applications, vol. 1, pp. 115-134, 2020. DOI:
10.1109/0JIA.2020.3020392.

A. Johnson, GC0100-Fast Fault Current Injection, Fault Ride Through and Banding,
2017.

99


https://doi.org/10.1109/OJIA.2021.3074028
https://doi.org/https://doi.org/10.1016/j.epsr.2024.110855
https://www.sciencedirect.com/science/article/pii/S0378779624007417
https://doi.org/10.1109/MPE.2023.3343338
https://doi.org/10.1109/TIE.2007.904022
https://doi.org/10.1109/TPEL.2015.2398192
https://doi.org/10.1109/TPWRS.2009.2032231
https://doi.org/10.1109/eGRID48402.2019.9092640
https://doi.org/10.1109/OJIA.2020.3020392

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

B. Fan, T. Liu, F. Zhao, H. Wu, and X. Wang, “A review of current-limiting control of
grid-forming inverters under symmetrical disturbances,” IEEE Open Journal of Power
Electronics, vol. 3, pp. 955-969, 2022. DOI: 10.1109/0JPEL. 2022 .3227507.

N. Baeckeland, D. Chatterjee, M. Lu, B. Johnson, and G.-S. Seo, “Overcurrent limiting
in grid-forming inverters: A comprehensive review and discussion,” IEEE Transactions
on Power Electronics, vol. 39, no. 11, pp. 14493-14 517, 2024. DOI: 10.1109/TPEL.
2024 .3430316.

“Fault-Ride Through Performance Analysis of Grid Forming Inverter-Based Resources,”
Electric Power Research Institute (EPRI), Palo Alto, CA, Tech. Rep. 3002029578, 2024.

F. Zhao, X. Wang, H. Wu, Y. Wu, T. Zhu, and Y. Sun, “Reactive current profile of grid-
forming wind power plant under symmetrical faults,” in 22nd Wind and Solar Integration
Workshop (WIW 2023), vol. 2023, 2023, pp. 498-504. DOI: 10.1049/icp.2023.2779.

T. Qoria, F. Gruson, F. Colas, G. Denis, T. Prevost, and X. Guillaud, “Critical clearing
time determination and enhancement of grid-forming converters embedding virtual
impedance as current limitation algorithm,” IEEE Journal of Emerging and Selected
Topics in Power Electronics, vol. 8, mno. 2, pp. 1050-1061, 2020. DOI:
10.1109/JESTPE.2019.2959085.

E. Rokrok, T. Qoria, A. Bruyere, B. Francois, and X. Guillaud, “Transient stability
assessment and enhancement of grid-forming converters embedding current reference

saturation as current limiting strategy,” IEEE Transactions on Power Systems, vol. 37,
no. 2, pp. 1519-1531, 2022. DOI: 10.1109/TPWRS.2021.3107959.

M. Chandorkar, D. Divan, and R. Adapa, “Control of parallel connected inverters in
standalone ac supply systems,” IEEE Transactions on Industry Applications, vol. 29,
no. 1, pp. 136-143, 1993. DOI: 10.1109/28.195899.

C. Scholl and H. Lens, “Design- and simulation-based comparison of grid-forming
converter control concepts,” in 20th International Workshop on Large-Scale Integration
of Wind Power into Power Systems as well as on Transmission Networks for Offshore
Wind Power Plants (WIW 2021), 2021, pp. 310-316. DOI: 10.1049/icp.2021.2630.

J. Driesen and K. Visscher, “Virtual synchronous generators,” in 2008 IEEE Power and
Energy Society General Meeting - Conversion and Delivery of Electrical Energy in the
21st Century, 2008, pp. 1-3. DOI: 10.1109/PES. 2008.4596800.

S. D’Arco and J. A. Suul, “Virtual synchronous machines — classification of
implementations and analysis of equivalence to droop controllers for microgrids,” in
2013 IEEE Grenoble Conference, 2013, pp. 1-7. DOI: 10.1109/PTC.2013.6652456.

D. Pan, X. Wang, F. Liu, and R. Shi, “Transient stability of voltage-source converters with
grid-forming control: A design-oriented study,” IEEE Journal of Emerging and Selected
Topics in Power Electronics, vol. 8,n0. 2, pp. 1019-1033,2020. DOI: 10.1109/JESTPE.

2019.2946310.

S. D’Arco and J. A. Suul, “Equivalence of virtual synchronous machines and frequency-
droops for converter-based microgrids,” IEEE Transactions on Smart Grid, vol. 5, no. 1,
pp. 394-395, 2014. DOI: 10.1109/TSG.2013.2288000.

B. B. Johnson, S. V. Dhople, A. O. Hamadeh, and P. T. Krein, “Synchronization of
parallel single-phase inverters with virtual oscillator control,” IEEE Transactions on

Power  Electronics, vol. 29, mno. 11, pp. 61246138, 2014. DOIL:
10.1109/TPEL.2013.2296292.

100


https://doi.org/10.1109/OJPEL.2022.3227507
https://doi.org/10.1109/TPEL.2024.3430316
https://doi.org/10.1109/TPEL.2024.3430316
https://doi.org/10.1049/icp.2023.2779
https://doi.org/10.1109/JESTPE.2019.2959085
https://doi.org/10.1109/TPWRS.2021.3107959
https://doi.org/10.1109/28.195899
https://doi.org/10.1049/icp.2021.2630
https://doi.org/10.1109/PES.2008.4596800
https://doi.org/10.1109/PTC.2013.6652456
https://doi.org/10.1109/JESTPE.2019.2946310
https://doi.org/10.1109/JESTPE.2019.2946310
https://doi.org/10.1109/TSG.2013.2288000
https://doi.org/10.1109/TPEL.2013.2296292

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

L. Huang et al., “A virtual synchronous control for voltage-source converters utilizing
dynamics of dc-link capacitor to realize self-synchronization,” IEEE Journal of
Emerging and Selected Topics in Power Electronics, vol. 5, no. 4, pp. 1565-1577, 2017.
DOI: 10.1109/JESTPE. 2017 .2740424.

C. Li, R. Burgos, 1. Cvetkovic, D. Boroyevich, L. Mili, and P. Rodriguez, “Analysis and
design of virtual synchronous machine based statcom controller,” in 2014 IEEE 15th
Workshop on Control and Modeling for Power Electronics (COMPEL), 2014, pp. 1-6.
DOI: 10.1109/COMPEL.2014.6877134.

D. Remon, A. M. Cantarellas, E. Rakhshani, I. Candela, and P. Rodriguez, “An active
power synchronization control loop for grid-connected converters,” in 20/4 I[EEE PES
General Meeting | Conference & Exposition, 2014, pp. 1-5. DOIL: 10. 1109 /PESGM .
2014.6939250.

M. Ndreko, S. Riiberg, and W. Winter, “Grid forming control for stable power systems
with up to 100% inverter based generation: A paradigm scenario using the ieee 118-bus
system,” in Proceedings of the 17th International Wind Integration Workshop,
Stockholm, Sweden, 2018, pp. 16—18.

R. Rosso, X. Wang, M. Liserre, X. Lu, and S. Engelken, “Grid-forming converters: An
overview of control approaches and future trends,” in 2020 IEEE Energy Conversion
Congress and Exposition (ECCE), 2020, pp. 4292-4299. DOI: 10.1109/ECCE44975 .
2020.9236211.

W. Du et al., “A comparative study of two widely used grid-forming droop controls on
microgrid small-signal stability,” IEEE Journal of Emerging and Selected Topics in
Power  Electronics, vol. 8, mno. 2, pp. 963-975,  2020. DOLI
10.1109/JESTPE.2019.2942491.

P. Rodriguez, I. Candela, C. Citro, J. Rocabert, and A. Luna, “Control of grid-connected
power converters based on a virtual admittance control loop,” in 2013 15th European
Conference on Power Electronics and Applications (EPE), 2013, pp. 1-10. DOI: 10 .
1109/EPE.2013.6634621.

P. Rodriguez, 1. Candela, and A. Luna, “Control of pv generation systems using the
synchronous power controller,” in 2013 IEEE Energy Conversion Congress and
Exposition, 2013, pp. 993-998. DOI: 10.1109/ECCE.2013.6646811.

Y. Zhang, C. Zhang, R. Yang, M. Molinas, and X. Cai, “Current-constrained power-angle
characterization method for transient stability analysis of grid-forming voltage source
converters,” IEEE Transactions on Energy Conversion, vol. 38, no. 2, pp. 1338-1349,
2023. DOI: 10.1109/TEC.2023.3236620.

O. Mo, S. D’Arco, and J. A. Suul, “Evaluation of virtual synchronous machines with
dynamic or quasi-stationary machine models,” IEEE Transactions on Industrial
Electronics, vol. 64, no. 7, pp. 5952-5962, 2017. DOI: 10.1109/TIE.2016.2638810.

Y. Hirase, K. Abe, K. Sugimoto, and Y. Shindo, “A grid-connected inverter with virtual
synchronous generator model of algebraic type,” Electrical Engineering in Japan,
vol. 184, no. 4, pp. 10-21, 2013.

B. Fan and X. Wang, “Current-limiting control of grid-forming inverters: State-of-the-art
and open issues,” Authorea Preprints, 2022.

101


https://doi.org/10.1109/JESTPE.2017.2740424
https://doi.org/10.1109/COMPEL.2014.6877134
https://doi.org/10.1109/PESGM.2014.6939250
https://doi.org/10.1109/PESGM.2014.6939250
https://doi.org/10.1109/ECCE44975.2020.9236211
https://doi.org/10.1109/ECCE44975.2020.9236211
https://doi.org/10.1109/JESTPE.2019.2942491
https://doi.org/10.1109/EPE.2013.6634621
https://doi.org/10.1109/EPE.2013.6634621
https://doi.org/10.1109/ECCE.2013.6646811
https://doi.org/10.1109/TEC.2023.3236620
https://doi.org/10.1109/TIE.2016.2638810

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

N. Bottrell and T. C. Green, “Comparison of current-limiting strategies during fault
ride-through of inverters to prevent latch-up and wind-up,” IEEE Transactions on
Power  Electronics, vol. 29, mno. 7, pp. 3786-3797, 2014. DOI:
10.1109/TPEL.2013.2279162.

I. Sadeghkhani, M. E. Hamedani Golshan, J. M. Guerrero, and A. Mehrizi-Sani, “A
current limiting strategy to improve fault ride-through of inverter interfaced
autonomous microgrids,” IEEE Transactions on Smart Grid, vol. 8, mno. 5,
pp. 2138-2148, 2017. DOI: 10.1109/TSG.2016.2517201.

L. Huang, H. Xin, Z. Wang, L. Zhang, K. Wu, and J. Hu, “Transient stability analysis
and control design of droop-controlled voltage source converters considering current
limitation,” IEEE Transactions on Smart Grid, vol. 10, no. 1, pp. 578-591, 2019. DOI:
10.1109/TSG.2017.2749259.

T. Qoria, F. Gruson, F. Colas, X. Kestelyn, and X. Guillaud, “Current limiting algorithms
and transient stability analysis of grid-forming VSCs,” Electric Power Systems Research,
vol. 189, p. 106 726, 2020, ISSN: 0378-7796. DOI: https://doi.org/10.1016/
j . epsr.2020.106726. [Online]. Available: https://www.sciencedirect . com/
science/article/pii/S0378779620305290.

B. Fan and X. Wang, “Fault recovery analysis of grid-forming inverters with priority-
based current limiters,” IEEE Transactions on Power Systems, vol. 38, no. 6, pp. 5102—
5112,2023. DOI: 10.1109/TPWRS . 2022.32212009.

A. D. Paquette and D. M. Divan, “Virtual impedance current limiting for inverters in
microgrids with synchronous generators,” IEEE Transactions on Industry Applications,
vol. 51, no. 2, pp. 1630-1638, 2015. DOI: 10.1109/TIA.2014.2345877.

A. Gkountaras, S. Dieckerhoff, and T. Sezi, “Evaluation of current limiting methods for
grid forming inverters in medium voltage microgrids,” in 2015 I[EEE Energy Conversion
Congress and Exposition (ECCE), 2015, pp. 1223-1230. DOI: 10.1109/ECCE. 2015.
7309831.

N. Baeckeland and G.-S. Seo, “Novel hybrid current limiter for grid-forming inverter
control during unbalanced faults,” in 2023 1ith International Conference on Power
Electronics and ECCE Asia (ICPE 2023 - ECCE Asia), 2023, pp. 1517-1522. DOI:
10.23919/ICPE2023-ECCEAsi1a54778.2023.10213960.

R. Rosso, S. Engelken, and M. Liserre, “On The Implementation of an FRT Strategy
for Grid-Forming Converters Under Symmetrical and Asymmetrical Grid Faults,” IEEE
Transactions on Industry Applications, vol. 57, no. 5, pp. 4385-4397, 2021. DOI: 10.
1109/TIA.2021.3095025.

J. M. Bloemink and M. R. Iravani, “Control of a multiple source microgrid with built-in
islanding detection and current limiting,” IEEE Transactions on Power Delivery, vol. 27,
no. 4, pp. 2122-2132, 2012. DOI: 10.1109/TPWRD.2012.2198497.

M. G. Taul, X. Wang, P. Davari, and F. Blaabjerg, “Current limiting control with enhanced
dynamics of grid-forming converters during fault conditions,” IEEE Journal of Emerging
and Selected Topics in Power Electronics, vol. 8, no. 2, pp. 1062—1073, 2020. DOI: 10.
1109/JESTPE.2019.2931477.

102


https://doi.org/10.1109/TPEL.2013.2279162
https://doi.org/10.1109/TSG.2016.2517201
https://doi.org/10.1109/TSG.2017.2749259
https://doi.org/https://doi.org/10.1016/j.epsr.2020.106726
https://doi.org/https://doi.org/10.1016/j.epsr.2020.106726
https://www.sciencedirect.com/science/article/pii/S0378779620305290
https://www.sciencedirect.com/science/article/pii/S0378779620305290
https://doi.org/10.1109/TPWRS.2022.3221209
https://doi.org/10.1109/TIA.2014.2345877
https://doi.org/10.1109/ECCE.2015.7309831
https://doi.org/10.1109/ECCE.2015.7309831
https://doi.org/10.23919/ICPE2023-ECCEAsia54778.2023.10213960
https://doi.org/10.1109/TIA.2021.3095025
https://doi.org/10.1109/TIA.2021.3095025
https://doi.org/10.1109/TPWRD.2012.2198497
https://doi.org/10.1109/JESTPE.2019.2931477
https://doi.org/10.1109/JESTPE.2019.2931477

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

T. Wijnhoven, J. Tant, and G. Deconinck, “Inverter modelling techniques for protection
studies,” in 2012 3rd IEEE International Symposium on Power Electronics for
Distributed  Generation  Systems  (PEDG), 2012, pp. 187-194. DOI:
10.1109/PEDG.2012.6253999.

Y. Laba, A. Bruye¢re, F. Colas, and X. Guillaud, “Virtual power-based technique for
enhancing the large voltage disturbance stability of hv grid-forming converters,” in
2023 25th European Conference on Power Electronics and Applications (EPE’23
ECCE Europe), 2023, pp- 1-8. DOI:
10.23919/EPE23ECCEEurope58414.2023.10264486.

T. Liu, X. Wang, F. Liu, K. Xin, and Y. Liu, “A current limiting method for single-loop
voltage-magnitude controlled grid-forming converters during symmetrical faults,” /IEEE
Transactions on Power Electronics, vol. 37,no. 4, pp. 4751-4763,2022. DOI: 10.1109/
TPEL.2021.3122744.

H. Wu and X. Wang, “Design-oriented transient stability analysis of grid-connected
converters with power synchronization control,” IEEE Transactions on Industrial
Electronics, vol. 66, no. 8, pp. 6473-6482,2019. DOI: 10.1109/TIE.2018.2875669.

D. Chatterjee, B. Johnson, and G.-S. Seo, “Is equal area criterion applicable for transient
stability assessment of grid-forming inverters?” Authorea Preprints, 2025.

S. Jiang, Y. Zhu, and G. Konstantinou, “Transient behavior of grid-forming converters
during phase jumps,” in 2025 [EEE 16th International Symposium on Power
Electronics for Distributed Generation Systems (PEDG), 2025, pp. 162—167. DOI:
10.1109/PEDG62294 .2025.11060291.

X. Guillaud et al., “Applications of real-time simulation technologies in power and
energy systems,” IEEE Power and Energy Technology Systems Journal, vol. 2, no. 3,
pp. 103-115, 2015. DOI: 10.1109/JPETS.2015.2445296.

J. Bélanger, P. Venne, J.-N. Paquin, et al., “The what, where and why of real-time
simulation,” Planet Rt, vol. 1, no. 1, pp. 25-29, 2010.

M. D. Omar Faruque et al., “Real-time simulation technologies for power systems design,
testing, and analysis,” IEEE Power and Energy Technology Systems Journal, vol. 2, no. 2,
pp. 63-73,2015. DOI: 10.1109/JPETS.2015.2427370.

Plexim, RT Box I, https://www . plexim. com/products/rt _box/rt_box _1,
[Online].

Texas Instruments, LAUNCHXL-F28379D, https://www.ti.com/tool/LAUNCHXL-
F28379D, [Online].

Plexim, 71 C2000 Target Support User Manual, Version 1.10. [Online]. Available:
https://www.plexim.com/sites/default/files/c2000manual . pdf.

Plexim, RT Box LaunchPad Interface. [Online]. Available: https://www . plexim.
com/sites/default/files/launchpadinterfacemanual.pdf.

103


https://doi.org/10.1109/PEDG.2012.6253999
https://doi.org/10.23919/EPE23ECCEEurope58414.2023.10264486
https://doi.org/10.1109/TPEL.2021.3122744
https://doi.org/10.1109/TPEL.2021.3122744
https://doi.org/10.1109/TIE.2018.2875669
https://doi.org/10.1109/PEDG62294.2025.11060291
https://doi.org/10.1109/JPETS.2015.2445296
https://doi.org/10.1109/JPETS.2015.2427370
https://www.plexim.com/products/rt_box/rt_box_1
https://www.ti.com/tool/LAUNCHXL-F28379D
https://www.ti.com/tool/LAUNCHXL-F28379D
https://www.plexim.com/sites/default/files/c2000manual.pdf
https://www.plexim.com/sites/default/files/launchpadinterfacemanual.pdf
https://www.plexim.com/sites/default/files/launchpadinterfacemanual.pdf

	Περίληψη
	Abstract
	Acknowledgments
	Εκτεταμένη Ελληνική Περίληψη
	Introduction
	Transformation of the power system
	Inverter Based Resources
	Overcurrent limiting for grid-forming inverters
	The need for current-limiting methods for grid-forming inverters
	Challenges of current-limiting methods for grid-forming inverters

	Objective and structure of this thesis
	Objective and scope of this thesis
	Structure of this thesis


	Grid-forming inverters and current- limiting methods
	Grid-forming control methods
	General control structure of grid-forming inverters
	Outer control loops
	Inner control loops

	Current-limiting control methods for grid-forming inverters
	Direct current-limiting methods
	Indirect current-limiting methods
	Hybrid current-limiting methods

	Implementation of grid-forming and current-limiting control methods
	Description of the studied system
	Implementation of outer loops
	Implementation of inner loops
	Implementation of current-limiting control methods

	Simulation results
	Grid-forming control methods
	Current-limiting control methods


	Effect of current-limiting methods on transient stability
	Studied system and assumptions
	Theoretical analysis
	Non-inertial control
	Inertial control
	Fixed angle limiter
	Magnitude limiter
	Calculation of the critical clearing time

	Validation of the large-signal models through simulations
	Non-inertial control
	Inertial control


	Hardware-in-the-loop real-time simulation
	Brief introduction on Real-Time Simulations
	Configuration of the real-time simulation
	RT Box
	TI C2000 LAUNCHXL-F28379D microcontroller
	RT Box launchpad interface

	Virtual plant model in RT Box
	Controller implementation
	Real-time simulation results

	Conclusions and Future Work
	Conclusions
	Future work

	Bibliography

