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Abstract

Large Language Models (LLMs) have emerged as versatile agents capable of addressing a wide range of
tasks, including strategic reasoning. This thesis investigates whether LLMs exhibit true strategic reasoning
in game-theoretic environments. The main focus of this work is the study of repeated variants of simple
games, leveraging their ease of parameterization and imploring various prompting techniques.

Simultaneous-move, symmetric games are used in experimentation - Prisoner’s Dilemma, Stag Hunt, and
Rock-Paper-Scissors - which offer parameterization opportunities by adjusting both naming schemes of moves
offered to players and payoffs of said moves. LLMs are likely to be aware of only the typical or usual setting
of each game; therefore, counterfactual settings (settings created from parameter modification) serve as a test
of LLM flexibility and sensitivity to changes in payoff structure, and as juxtaposition of strategic thinking
and reliance to prior knowledge, that LLMs might have on the default setting of the games.

A well-known method for targeting LLM thinking abilities towards specific tasks is the employment of
advanced prompting techniques. In this work, a range of prompting strategies, including Zero-Shot,
Chain-of-Thought, and Solo-Performance Prompting, are used; experiments are also performed on
their Self-Consistency counterparts. These techniques reflect an attempt to elicit more deliberate and
context-aware responses from the models. They aim to minimize the influence of surface-level pattern
matching and instead encourage reasoning that takes into account the specific parameters of each game
instance.

To evaluate the presence of strategic reasoning, LLMs are compared against non-Al players, who follow
specific preset strategies, and against themselves following different prompt styles. This comparative
framework allows for an assessment of whether LLMs adapt their play in a manner consistent with rational
strategic behavior, or if their responses merely reflect superficial cues from the prompt. Key indicators
include responsiveness to opponent strategy, exploitation of opponent tendencies, and behavioral shifts across
repeated rounds. In particular, repeated interactions offer a unique window into whether LLMs can exhibit
conditional cooperation, retaliatory strategies, or learning-like behavior over time.

By systematically varying both the game settings and the prompting techniques, this thesis aims to uncover
the conditions under which LLMs demonstrate behavior indicative of genuine strategic reasoning. The
findings contribute to the broader understanding of LLM capabilities, especially in dynamic decision-making
contexts, and highlight both the promise and limitations of current models in replicating human-like strategic
thought.

Keywords — reasoning capabilities, cognitive skills, Large Language Models (LLMs), one-shot prompting,
zero-shot prompting, chain-of-thought prompting, solo-performance prompting, self-consistency prompting,
game theory, nash equilibrium, strategy, strategic thinking, counterfactual scenario, counterfactual setting,
memorization, strategic adaptability, cooperation, antagonism.
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Chapter 1. Extetopévn Ieptindmn ota EAAnvixd

1.1 Oewentixd YTroBadeo

1.1.1 Mevydra M woowd Movtéaa (MT'M)

To Meydha T'hwoowxd Movtéha (MI'M) ebvar peifovog onuacioc ot olyyeovn teyvnt vonuosivy,
TPoPodoT®VTAS cuo Thata énwe to Claude tne Anthropic yio tnv nopaywy) cUVEXTIXGY, AVIPOTIVEY XEWWEVWY.
H dnpotixdtntd toug mnydler amd v evehiEior Touc oe dLdPopes epYAOIES, OTWS 1 YAWOOWXY TapoywYY, N
e€AYNon xOBxa, 1 AVEAUGY] CUVALCUNUATKOY XoL 1) EXTENEST €pyaotdy culhoYloTxAc. Xty ovoio Toug, T
MI'M Aettouvpyolv povielomoldvtag Ty xatovour mdavotntoc o axoloudieg AéEewy, EMTEETOVTEC TOUG Vo
Topdyouy 1) va a€lohoyoly xeluevo ue Bdor npotponéc elcddou.

Ou nodoudtepeg mpooeyyioelg Pasilovtav oe povtéAa n-gram, to onola mpoBAémouy wa AéEn ue Bdon Tig

nponyoLuevee n — 1 hé€eic. T mopdderypa, €éva povtého bigram npooeyyilel ty mdavétnta pag axohoudiog
we:

n

P(’U)hU)Q,. c ;wn) = H P(wk ‘ wk*l) (]‘1]‘)
k=2

Avutd o povtéra extipoly Tig miavdtnTeg and TiC ouYVOTNTEG AEEEWY GTO GOM XEWEVKY exntaideuons, ahhd
unoépouy and orarvidtnta 6ebopévawy, YeYovoe Tou to xodotd avadlomiota yia axohovdiec AéEewyv, mou dev
eugpaviCovtan ota xelpeva exnafldevone. Eyouv npotadel Sidpopec teyvixéc e€oudiuvong,

Nevpwvixd LOVTEAA YAMOOOLS X0 O LETACTY NUATICTAS

Ta vevpwwixd yovtéla, oémwe ta dixtua feedforward, to RNN xou ta LSTM, BeAitiwoov tn yevixeuon
YENOWOTOUIVTUS EVOWUATOOELS AEEEwY, aARd avTideT®moay TpofAfuata pe Tig poxponpdieoues eaptroec. H
AR YLTEXTOVIXY TOU UETACYNUATLO TA [55] AVTIHETOTIOE AUTO TO TEOBANUA YENOULOTOUDVTIS AUTOTPOTOXT)
xau amoppintovtag Ty enavalndtnta (recurrence).

O petaoynuaatiotée (transformers) omotehodvia and oTolBEC XWIXOTONTOV-UTOXOIHOTONTAOV, oV Xl TOANS
MI'M yenotuomolody nopodlayéc uévo pe anoxwdixonomntés. Ta Paocnd cuotatixd tepthopBdvouy:

¢ Evowpatdoeig e166d0L + xwdixonoinoy 9éong: Ta oluPola (tokens) avtiotoiyilovion oe
dlaviouata, ue teoothixn TAneopopuy Yéong.

e Multi-Head Self-Attention: Emtpéner ota obuBoha vo ‘mpocéyouv’ (attend to) ého tar dhha,
pordaltvovtag T oyéoelc YeTol TV oUUPEACOUEVWY.

e Aixtua Feed-Forward: IIpoc¥étouv un ypoppxdtnTo xon Ywentxdtnte Loviéhou.

o Masked Attention (u6vo anoxwdixonomtéc): Anotpénet tnv npdoPoon ot pehhoviiréc Y€oelc GUUBOALY
%oTd TNV dLdpxeta NG exmaldevong.

¢ Residual Connections 4 Layer Norm: Behtudvouy tn otadepdtnta xan T o0yxhion Tng exnaideuomng.
Trdpyouv avdueoa ota otpnuata Tou Encoder xou Tou Decoder.

Ot yetooynuatiotéc emTEénouy Tov TopdAAnho UTOAOYOUS Xol TN Uovielomolnoyn UeydAnc eufPéhelog,
xoho TeVTaC Toug Tov Bacixd mupriva Twv onuepvey MI'M.

Ytowyeioo MI'M xou npo-exnoaideuon

YuppBorornoinon (Tokenization): To xeiyevo ywpilletaw oe ocOufora (tokens) (AéEewc, umoléZec ¥
yopoxthpec), oynuatilovtac wo axohovHo & = (z1, ..., Zy).
Evoopdtwon: Kée token z; avtiotoiyel oe e; € RY ypnowonoiidvrog tov mivaxa evowudtwone E € RV *4:

E('T) = (617 B ,6")7 6Tov e; = E[JZ,J

ITpo-exnaidevon: Toa MI'M exnudedovion mpdTA O TEPAOTIH COUATH XEWEVLV Ywpelc eTXéTES
YENOWOTOUOVTUS AUTOETOTTEVOUEVES EPYUOIEC OTWE 1) HOVTENOTOMON XpUUUEVWY AEEewv 1 1 TedBAed e
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1.1. Bewpnuxd TndBadpo

ouvéyelag axohovhdv hé€ewyv. Autéd ta e€omhilel pe yevixée yvooeie. Kadoe 1 napoloa Swatef3n yenotpomotel
umdipyovTta Teo-extaudeuuéva Lovtéha, dev eyfodivouue oe mo mepinhoxeg TEXVIXES exmaideuoNg.

IMapdpetpol cupTERACTUOU
Ta MI'M extétouv Sudgpopes mapauétpous Yo vo puduilouv Ty mowhopgopelor xal TNy TuyordTnTa Tng €£680UL:
o Ocpuoxpacio: Eréyyel tnv tuyadtnta g emAoyhc TV GUUBOAWY.
— Xopnhh Yepuoxpacio — mo eotioouévn/ mpoBAédiun.
— Tnhh depuoxpacio — mo nowihn/anpdBrenty).
o Top-K: Acvypatorndio ubvo and ta K mo mdavd endpeva ovyfola.
e Top-P: Aciypatonia and cluBora mou culhoyixd dev unepPoivouv Ty mdavotnta P.
IMapdderywor Aedopévne tne npotpontc «I hear the hoof beats of » ue unodrigiec mpoBiédeic:
{

"horses": 0.7,
"zebras": 0.2,
"unicorns": 0.1

X
o H udnin Yepuoxpacio avZdver tnv mdavétnta emthoync Tou «unicornsy.
e To Top-K = 2 neplopilet v é€odo oe «horses» xou «zebrasy.

e To Top-P = 0.7 nepihayufdver yévo «horsesy; To Top-P = 0.9 nepropfdver tdéco “horses” 600 xou
«zebrasy.

Avtéc ol mapduetpol elvan amapaflTnTES YLl TN SLOOPPWOT| TG CUUTERLPOEAS TOU LOVTENOU GTA TELRGUATL.

1.1.2 Meydra Suirhoyiotixd Movtéla (MXEM)

To peydho Zuloyiotuxd Movtého (MEM) eivon mponypéva ovothgate Teyvnmic VONUoolLVNg Tou
EVOLUATOVOUY duvatdtntes culhoyloTixnic pe v enelepyaoia puoxfc yYawooas (EPT). ‘Onwe to MI'M, xou
oo MYXM Aettoupyolv e xeluevo, exdveg 1 dhha dedopéva, alAd €youv oyedlaoTel Yo va emAbouy TpolAfuoTa
Briwo mpog Bruo YeNoLLOTOLOVTOSC BOUNUEVT) CUAAOYLOTLXY.

Av xou apyttextovixd napdpola ye oo MI'M, 1o MEM exnondedovton Bla@opeTixd yior vou ToviCouv 0 Aoyt
oxédn. Avahbouv cOvietes TpoTponés xau Topdyouy anoteréouato Bactogéve oTn Aoy XaL TNV TEONYOUUEYN
YVOOT, XHOTOVTAS T XATIAANAAL Yio EQUPUOYES OTwE 1 vl VEUOT) amdTNG 1 1) LaTEWXH DLy Vo).
Exnaidcsvuon MXM

Ta MXM Behtidvouv too MI'M péow e€etdxeLUévwy oTpaTNYIXMY EXTABEVOTS XAl TEOTPOTNG:

o Epnhouticpéva cOvola dedopevmv: Ilepraufdvouy mopodelyuata cUMOYLOTXNC PE TS OWOTEG
ATAVTAHCELS o Ta evOLdueoa Buota yio Ty eniteuly| Toug.

o Evioyvutixy wddnon (EM): Avrapeifel ta hoyind ¥ oaxpi3n amotehéopora xou tipnpel ta hovdoopévor.

o Yyediacpoc ntpotpon®dy: O tpotponéc eivan oyedaopévee (Bh. evétnta 1.1.3) yio var tpoxahéoouy
CUUTEELPOPE GUANOYIGTIXAC TOANATAGY BrudTov.

‘Otav ypnowonotobvta oe neptBdriovta cuvouthiog, to MYXM cuyvd mopdyouv anavtioel Tou anoteAolvTal
ond oM pépn. Eumvevouévo and poviéha 6nwe 1o DeepSeek-R1 [12], autd nepthapBdvouy cuvidec:

o Mxedn: Mo Aentouepnc, UEPIXEC POpEC PAOAPT) EVOTNTA GUANOYLOTIXTG TToU piueiton Tn Bounuévn oxédn.

o Amdvinomn: M cuvontxh tTedxr| andvinom Baciopévn oTny TEoNYOVUEYY CUAAOYLOTIXT.
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Chapter 1. Extetopévn Ieptindmn ota EAAnvixd

1.1.3 IIpozpony

H mpotponn avtinpoonnedel wa ohhory?) Topadelylotog oTov TeoTo EPUPUOYNS TWV YAWOOXDOY HOVTIEAWY.
Avtl va npocapuolovpe o wovtéha yio xdVe epyaoia, 1 TEOTEOTY AvadLITUTOVEL Tig epyacieg we mpofAnuata
CUUTANPWGONE XEWWEVOU Y PNOHLOTIOUVTOG TRO-EXTOUOEVUEVY HOVTEN. AeBouévng Wog TEOTEOnHE — ToU GUY VA
OnulovpYeltal YENOLLOTOLOVTOC €Val TEOTUTO — TO UOVTEAO TNV OAOXANEMVEL OMULOLEYWVTAC TO emiduuntd
arotéheopa [30].

Avth) n mpooéyyion Boaoileton otic mholole YAWOOWES o hOYIXES XAVOTNTEG OV amoxTRONXaY Xatd T
didpxeta TNg mpo-exmaldeuone. Xwpelg TV avdyxr Yo emTAEoV eXTaldeUcT) Yior LY XEXPWEVES epyaoieg, Tao MI'M
umopoly va xododnynloly mpog epyaoies TaEvounong, teplhndng 1 cUALOYIOTXNE omAd U€ow TNE BlaTinwoNng
NG ELOGJOU — LA TPOCEYYLOT YVWOTH ¢ RN aVixy TepoTeonhc (prompt engineering) [57].

Medodoloyia TpoTponhc

H napodootaxy| emonteudpevn pddnon extud to P(y|z;0) yenowonowbdviag peydha clvola Sedouévewv Ue
euxétec. Avtideta, n puddnon pe npotponéc urtohoyilel v P(x; 0) Tou (8lou Tou XeWEVou T xou TNV YeNotLonotel
v vo TpofBhédiel v €€080 ¥ ywelc TNV avdyxn Yo Yeydho cUvolo dedouévwv ue etixétec. H Sobixaoio
TepL oBaveL:

e ITpooO7¥xn npotponAc: H eloodoc eiodyetoun oe éva mpdtuno pe Véoec v v elcodo [X] xow tnv
¢Zodo [Z].

o Aval7Wtnon andvinone: To poviého Baduohoyel tic mbavéc ohoXANE®OELS 2 Xl ETAEYEL TNV O
mdov| (uéow argmax 1 derypoatorndloc).

e AvtioToiyion anavifoswv: H axatépyaotn é€0dog UeTATEENETOL TPOUPETIXE OE HOP@PT) TOL TEOTLUA
0 YPNOTNG, T.X. AVTLOTOLYLOT TOU «LUTEPOYO» Ot ia aptdunTxy Baduoroyia cuvaicUiuatos ot neplntwon
nou emuuolpE Vo aviyvebooupe cuvaioUnua.

Task: Sentiment

Analysis
Input [X] I love this
P movie.
pPrompt Addition
Result
[ The movie} { The }
Template . ..
is . movie 1is .

Filled prompt Example

N - great The
nswer ok bad movie is .

Figure 1.1.1: Boowd Bhpota npotponic [30]

Mnyoavixy ntpoTponhg

H pnyovixr| mpotponric mepthopfdver 1 dnplovpyia TEoTpom®y mou PeyLoTomololy Ty andédoor. O timol
TEOTEOTGY TEpLhauSdvouy:

ITpotponég xAeioTol TUMOU (CUUTAPWOY XEVHV) X0l TEOTEOTES Tpodéuatog (ue Bdon v
OMOXAAEWOT), AVIROYOL UE TNV Epyasio.

Ou Swaxpitéc mpotponéc (oxAneés) ypdgpoviow Ue To Yépl o @uoxf, Yh@ooo. Ou cuveyeic
TEOTEOTES (LAANAKES) YENOWOTOOUY EVOLUATWUEV oTolEld Tou Unopoly va uddouv, odhd dev eivan
EpUNVEVOUIES, Elval CLYXEXPWEVES Yio xdle wovTENO xau amoutoly TEOoPoT 0TO E0WTEPS UOVTERD (aLENUEVO
x6otoc yperone) [62].
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1.1. Bewpnuxd TndBadpo

Yo povtéda ouvouthiog, ot Tpotponéc nepthaufdvouy pdéAloug:
o YUotnuor Opilel tn cuunepipopd Tou yovtédou (t.y. «Eloo évag yprowos Pondocy).
o Xpnotng: To unvipata mou eledyel ot cuvopiio o Yerotng-dvipwnog.
e Bon9dég: H ondvinon tou poviéhou. Mmnopel eniong vo mpo-cuuminewiel yla va xododnyroel

HEANOVTIXY CUUTERLPORA.

system: [special instructions, game
description & initial hints]

loop: until enough iterations
or major error occurs

user: [directions, hints, results
announcement, error ahnouncement]

assistant: [response appropriate to
whatever the user indicates, typically,
playing the game]

Figure 1.1.2: Emoxémnon twv mpotponoy Bdoel pohwy

Teyvixéc TpoTpOTAS
Ou teyvinég mpotpomhc Slopépouy w¢ Tpog To Padud xododRynong mou TapEyouy:
o Xwplc IMTapadeiypato: Xto poviélo diveton povo 1 odnylo.

o Me ITapddeiypo: Iaupéyetar éva napdderyuo yia vo xadodnyroel to povtého.

Zero-shot One-shot
The model predicts the answer given only a natural language In addition to the task description, the model sees a single
description of the task. No gradient updates are performed. example of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer example
cheese => prompt

Figure 1.1.3: (a) Xwplc ITapdderypa, (b) Me ITupdderypa [9]

H npotpon pe Onopgn Juihoyiotixhc IMopelag (CoT) evioppiver ) Pua-fua culloyiotxd [61],
ppoluevn Ty avipdmvny entlucT tpoBAnudTwy.

ITpotpon Movonpdownne Extéreorne (SPP) [60] enexteiver To CoT dnwovpydvtoae nodhanid Al
personas mou cu{NToly 1 cUVERYALoVTAL TIELY XUTUANEOUY GE Wit AMAVTNOM).

Avutoouvéneia [58] Bedtudvel T ouvéneta pe TN derypatorndior TOARATAGY SLBEOUMY GUANOYLOTIXAC XoL TNV
EMAOYT TNG MO GUVETOUC AMAVTINONG UETAED TOUG.

Avutéc ou teyvixég, mou umopolV va yenowdomointolv pepovewpéva Y o cuVdLAoUd UPE TNV TEOTEOTH
OTOCUVETELNG, ToREYOLY éva ahvoho epyoaheinv yia TNV eaywyh mo axplBolc ot afldTGTNG CUUTERLPOERES
andé o MI'M oe didgpopa oevdpta.
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Chapter 1. Extetopévn Iepihndn ota EAAnvid

Standard Prompting Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

A:The answer is 27. x A The cafeteria had 23 apples originally. They used.

answeris 9. /"

Figure 1.1.4: Topdderyua pe Onapén e culloylotixhc mopeiog [61]

'a 'd . ™
Write a short, one-paragraph background Persona

story of an NPC for the next Legend of Participants: Al Assistant (ynu)@ Game Deslgner% Harry Potter Fan @‘;
Zelda game. The background story Game of Thrones Fan’@‘ Jay Chou Fan &

should mention (1) the incantation of the -

Patronus Charm in Harry Potter (2) the  |=3» Start Collaboration! . . N

name of a character who is beheaded in g \ Brainstorming ) A
the ninth episode of the Game of Thrones %: The NPC should be a character that fits well into the Legend of Zelda universe

TV series, and (3) the name of the last

: The incantation of the Patronus Charm in Harry Potter is "Expecto Patronum.”
song in the second album by Jay Chou

: In the ninth episode of the Game of Thrones TV series, the character who is

~ &> beheaded is Eddard Stark
Task Input .ﬂ: The last song in the second album by Jay Chou is "An Jing."
+ Multi-Persona Iterative Collaboration )4 -

@ :Thanks for the information! Here's my initial attempt at the background story:
[ ... story draft ... ]

In the land of Hyrule,lhere lived a wise
g’:The background story is engaging and adds depth to the game world...

and mysterious NPC named Eddard, who
was once a renowned wizard in the magical

-
world of Hogwarts. Eddard was known for his The i on "Expecto " is well-ince into the story. ‘E:.
mastery of the Patronus Charm, a powerful Q :The character name Eddard Stark is used effectively in the story. 8
spell that conjured a protective guardian to E . . " N . =
e Iorces,x(missing the QAThe inclusion of "An Jing" adds a nice touch to the story.

incantation!) However, his life tock a tragic Finish Collaboration!

tumn when he was beheaded in a cruel twist B inish Loflaboration ( Final Answer ) -

of fate, mirroring the demise of his namesake
in the ninth episode of the Game of Thrones
TV series. Now, as a spirit, Eddard roams the
land, offering guidance to those in need and
seeking solace in the haunting melody of

In the mystical land of Hyrule, there lived a wise and powerful sorcerer named
Eddard. [{f Eddard was known far and wide for his mastery of ancient spells,
including the legendary "Expecto Patmnum"incanlalicn from a distant realm.
One fateful day, Eddard stumbled upon a mysterious artifact that played a haunting

“The Final Battle." x (factual error!) the last melody called "An Jing.‘The melody resonated with his soul, unlocking a hidden
song in the seoo;nj album by Jay Chou. power within him. With this i power, Eddard i his life to protecting
e e remindero€ his the people of Hyrule from the forces of darkness, becoming a beloved figure in the
Legend of Zelda.
own final moments. . J
.
Standard Prompting Result (GPT-4) Solo Performance Prompting Result (GPT-4)

Figure 1.1.5: TIpotponi Movonpéownne Extéleone [60]

Greedy decode
This means she uses 3 + 4 = 7 eggs every day.

Chain-of-thought Language She sells the remainder for $2 per egg, so in
prompting model total she sells 7 * $2 = $14 per day.

The answer is $14.

Self-consistency sample a diverse set of Marginalize out rgasoning paths
reasoning paths . to aggregate final answers

Q: If there are 3 cars in the parking Shehas16 -3 -4 =9 eggs

ot and 2 more cars arrive, how many left. So she makes $2* 9= | The answer is $18.

cars are in the parking lot? $18 per day. 1 \
A: There are 3 cars in the parking lot 1 \
already. 2 more arrive. Now there are This means she she sells the \

3+2=5cars. The answer is 5. femainder for 52 (16 - 4- 3] The answer i $26.
Q: Janet's ducks lay 16 eggs per day. Language =By
She eats three for breakfast every ol

morning and bakes muffins for her el She eats 3 for breakfast, so |
friends every day with four. She sells she has 16 - 3 = 13 left. Then |
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has13- 4 =9 eggsleft. S0 |

A she has 9 eggs * $2 = $18.

Figure 1.1.6: Medoboloyia npotponiic autoouvénelas [58]

1.1.4 Ocwpio Touyvinv

H Ocewpio Houyviev yeretd padnuotind poviéda otpatnyxfic ahinhenidpoone uetald opdohoyindy mouxtodv [37].
Apywnd avamtiydnxe yio mouyvia 800 atouwy pndevixot adpolopatog, oAld apyoTepa enextdinxe o mouyvio pe

HMlpocupuoopévo and tic onueidoelc dloréEewy tou Chris Georges, Hamilton College.
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1.1. Bewpnuxd TndBadpo

un undevixd ddpolopal xou mo cvvieto meptBdhhovta touyviwy. Xfuepa, nepthopfdvel eupéwe T hoyixh Agn
amOQEcEWY O UTONOYLOTES, avipidroug ot Lo [47].

‘Eva mowyvio neptlopfdver toAlolg hoyixols, eupuelc maixteg, Twv omolwv Ta x€pdr egaptidvton oyt Wovo and
Tig Bég Toug eVEpYELES, O xou amtd aUTES TwV Ghwy. Ta Bacwd otovyeia evdg mavyviou elvau:

1. Kavoveg: xadopillouv tig evépyeieg xou Ti¢ dlardéaiueg mAnpopoplieg
ITaixteg: o unebduvol AMjdne anogpdoewy

Evépyeiec & Anoteléopata: ol miovéc EMAOYES Xou TO AMOTENECUATS TOUG

- W N

Anodb0oeLlg: 1 YENOWOTNTO TWV UTOTEAECUATOVY VLol TOUC TOUXTES
OswpnTixeg INUELOOELS:

o n: apiude mouxtodv; I ={1,...,n}

o 5; €5 xodop) oTEATNYIXY TOU TAXTY i S YWOEOS CTEATNYIXAC

o 5s=(51,...,8p): TEOGYIN OTEATNYNAG; S—_ii OTEATNYIXES TLV GAAWDY U TV

o u;(si,5_4): yenowodtnta (anddoon) Tou TodxTN i

KolbOtepn andvinon: o tov maixtn 7, wo otpatnyw] o; €lvar 1 xohltepn andvinon oto neo@ii
otpatnYWAC o—; av u;(0;,0-;) > u;(s;, 0-;) yioo bho o s, € S

MuxTég oTeATNYIXES EMTEENOUY GTOUC TAXTEC Vo ETAEYOUY TuyolaL:
o g; € AS;: xatavour; mdavotnTag mdvew 6o S;
o 0= (01,...,00): TPOPIN WXTASC oTEATNYLXAS
o u;(0;,0_;): avoEVOUEVT YenodTnTa

o M xadopt| otpatnyiny| s; elvon kupiapxoluern av xdmnowa o; divel auoTned xaAOTERA OQENT Yiar OAOL T
S—i

o H unootipln wiag wxtic otpatnyic elvan o clvoho xodap®v oTpatnyx®y tou tallovtal oty WXt
OTEATNYIXY UE U undevix mdavotnra.

Icoppornio Nash (NE) eivou évo npogih otpatnynic 6mou xavévae maixtne dev wpeleiton and povouepn
andxhon (and Ty oTeaTNYiXf Tou 6To TPk auTd):

o Koabdaph otpatnyi NE: s* étol dote 87 € BR;(s*,)
o Muwth otpatnywi NE: o* étol dote of € BR;(0*;)

ISt Ta adrapopiac: Xe wa wxth otpatnywy NE, xéle xadapn otpatnyxr) oty vnootipllr anodidet (o
OVOEVOUEVT] XPNOWOTNTA.

TUORoL oy viwv:
o Yurvepyatikd évovtt Mn ouvepyaticd: SEOPELVTIES CUUPWVIES EVAVTL AUTOETUBUNAOUEVLV EVEQYELDY

o Yuupetpicd évovt Mn ouppetpikd: TOVOROLOTUTO EVAVTL SLAQOEETIXG OUVONS OTEATNYIXMY/Anod6ceEwY
YLt TOUC TokxTES

o Mndevikov afpoiouatog évavt Mn undevikot alpoiojiatos: 1o x€pdo¢ ToL eVOC elvall 1) ATOAELL TOU GANOUL
ota pndevixol adpoloyatos. Autd dev Loylel anopaitnta oTa P Undevixod adpolopatog.

o Tauvtéypora évavt Awadoxikd: evEpYELEC TOU ETAEYOVTOUL Y WEIC EVOVTL UE YVMOOTN TWV XVACE®Y TWV SAADY
o Tékewa évavt Atednis mhnpogdenom: GAhec oL TponYoUUEVES EVERYELES Elval YVWaTéG EvavTt Bev elvor

o EmavalapBavipeva mowyvio: to (dio Baoixd mouyviou modleton TOAES QOpES: ETLTEETEL TNV EVAREPWOT) TGV
nemOLoEWY e BACT TO LOTOPS TOU AVTITAAOU
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Figure 1.1.7: Ilivoxog amoddoewv tou monyviou Hétpa-Xapti-Wakid. O nalxtng tne oeipdc hauBdver tig
aplotepd amohaféc.

To enavohouBovoueva mouyvior elodyouv TN pviun xo ™ Beitiwon twv menowdniocwy. Xtov ylpo t, ol
TalXTEC UTOPOUY VAL YENOUOTOLAGOUY TOUG TEONYOUUEVOUS YUPOUS YLol VA TPOGUQUOCOLY TIC TEOcdoX(EC Xal TIg
otpatnyixéc toug. Aedouévou 6Tt ta MI'M umopolv cuyvd va xatavoricouv T doun tou nawyviou, Soxuudlouue
TN GUAROYLOTIXY] TOUC OVIALOVTAS OG0 oA BEATIOVOUV TIC TEMOWTNOEL, TOUC XOL oVTATOXplvovTol TOG0 OE
TPOETUAEYHEVES G600 xou ot avTipatxéc puduioeic [16].

1.1.5 AvTipatixd cevdpla

H avuigatixry ovAdoyiotikn) neplaBdver To vor oxe@toudoTe Tl Yo Unopoloe va elye cUUPEl UTO BlapopeTixég
ouvifxeg. Xto mhalolo e Oewplag Iavyviey xou Twv MI'M, noupéyel éva yprowo melopa yia Tnv agloAdynon
NS CUANOYLOTIXAC TERA A TNV OMOUVIUOVEUCT) — CGUYXEXPWEVA, oV To LOVTEAA UTOROVY VO TEOGUPUOGTOUY
OE TPOTOTIOLACELS YVWOTOV EpYaotidv (oTn dixh pac mepintmor mouyviekv).

M epyooio uropel vo Yewpndel we wa ouvdptnon fi, : X — Y, 6mou to yovtého tou xéopov w opllel
Touc unoxeipevoue xavévee. H mpoemheypévn pidpion wiefeult gytixatonteller xowéc unodéoeic amd Ty
rpo-exnaidevorn (m.y. aprduntia] pe Bdon to 10 A tumxée puduloeic mouyviou). Avtideta, o avTipaTixol
% OCOL w adlouy autéc Tic ouvihixeg, emiTEénovTdg pag va ehéyEouue av 1 anddoor evdéc MI'M yevixebeton
Tépal amd TIC ATOUVNUOVEUUEVES TPOETUAOYEC.

Avtl povo va doxwdloupe véeg €1G680u¢ T, a€LONOYOUUE TN YEVIXEUGT| TROTOTOLWOVTAG TO HOVTEAO XOGHOU W,
Wiaitepa oe enavohauBavoueva taryvia 800 atouwy. Autég ol tponomolioelg ywpellovta oe Yo xdploug THnoug:

1. AvTtipatixd oevdpia otpatnyixng: Ol otpatnyxéc TV naxtdy yetovoudlovTal, evéd 1 dopur tou
Ty viou mapapével opetdBAnTy. Ou opBoroyixol naixteg Yo mpénel va npocopuootoly oxwhuta. H amnotuyla
uTOdNAGVEL EEGETNOT AMd ATOUVNULOVELUEVA LoTiBaL.

2. AvTigatixd oevdpia anolaBov: Ed®, ol anoddoelg tpomonowolvTon, alhdlovtag Tn BérTioTn
oTPATN Y, EV® Oltnpelton 1 Aoyw Tou mauwyviou. H emtuyrc mpooapuoyr umodnAdveL OTL TO poviého
culoyileton péow tNg Bounc Twv anoddoewy xaL Sev avaxahel Wa YVwo T Ao,

Avutd ta avtipatind tepiBdihovto Bondoiv va Swoxpivoupe av ta MI'M pyovtehonolody nporyportind ) Aettovpyia
Tou auyviou f, | amhdde enavohaufdvouy potiPa and to fderautr. Edv to MI'M éyouv mapduola anddoor oe
Boowxd xow ovTLpaTed Tonyvid, dUTO UTOBNAWVEL ECWTEPLXT] GUVETELD XL YEVIXY) IXAVOTNTA GUAAOYLOTIXAC.

@ (b)

< 0 ¥ e 0 ¥

g 00 1D a-D o 00 (3,3 @€,-D

a4

] a-n ©» 1D ] c-» ©o 1D

K an an 0o Kan an 0o
© (d)

K 0 @ K O @

K oo an an K oo c» a-
a,-n  ©0,0 (1,1 ] 6-» ©on 1,1

& 1 - 0o & 1y D 00

Figure 1.1.8: avtipatixd cevdpla oto nétpa-Qahidi-yoapti: () Baoixd navyvio, (B) tpononomuévn anddoon, ()
TPOTOTOLNUEVOL OVOUOTA OTEATYIXMY, (B) TPOTOTONUEVY) ATbGBOCT] XKoL GTEAUTNYIXES.
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1.2. TIpoanoutolueva

1.2 Ilpoanmoutolueva

1.2.1 TIIepBdirov

To newpdpatd pog dieEdyovian oe éva Tpomonomnuévo TepBdihov tonov Gym, npocappocpévo and o [28], yia
vo. unootneiler Ty adknhenidpaon petod twv mpaxtépwy MI'M xar twv enavohopBovopevwy taryvioy 500
nouxtdv. To mepBdihov yeplletou:

1. TpOTEOTY TWV TEUXTOPWY HE TOUS XAVOVES TOU Tty Viov,

2. ene€epyaoio xou emxdpwor TV PNvupdTwy xiviong Tou,

3. UTOAOYIOHOC TWV AVTUUOBMY, Xo

4. TopdBooT) BOUNUEVKY UNVUHATOY oVITEOPOBAOTNOTE XL CPIAUATODV.
ITpotpony cvothpatoc. Kdde npdxtopac Aopfdvel pa tpotpony cus thpatog mouv cuvdudlet wa wédodo
(xwplc mapadelypata, CoT A SPP) xou wa meptypoph nowyviou. XpnowgonoloGue cUvVTopd Tapadelypota oTC
npotponéc evée mapodelypatog (6mwe or CoT xou SPP) vyio vo Belfoupe tov tpbémo cuAhoyoTixfc ywelc
vo. unepPodvouue Ta Gplat Twv cLUPBOAwY (token), axolouddvtac o xpLthplo TN amAdTNTOS (TO mMapEddeLyUaL
TOU TEPLAUBAVETOL OTIC TPOTEPOTES EVOC TUEABEIYUAUTOS OVOPERETOL OE Wlot TOAL amholotepn epyaoio and tny

gpyaoia-0t6)0, 1¥oTdo0, 1 pyusior AUTA ETAVETIL YENOLLOTOLOVTIS TNV TROTOUEVN TeXVixY). Ot uédodor CoT
xat SPP €youv mpocappoctel and to [59].

H pédodoc npotponfic me Onopgn culhoyiotixhc nopeioag (CoT) napovoidleton mopoxdte:

You are going to play a game with other player(s). Think step-by-step. Begin by identifying steps that will contribute
to you winning. Then reason through the steps, until a final decision is reached. The steps should reflect a meaningful
thought process.

Here is an example on a simpler task from what you will be playing:

Example Task: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each can has 3 tennis balls. How
many tennis balls does Roger have now?

Steps:

1. Roger starts with 5 tennis balls.
2. 2 cans of 3 tennis balls each are bought. This is 2 * 3 = 6 tennis balls.
3. Roger now has 5 + 6 = 11 tennis balls.

Finish steps!

Final decision: 11 tennis balls

Now, the game you will be playing is presented. Think step-by-step. Identify the steps and reason through them to
complete the objective of the game. You may come up with different reasoning steps for each round, as you see fit.

‘Onwe eEnyhinxe mopandve, auth n tpotpons Yo axoloudeiton amd pio xatdhAnin TepLypapy Ty viou Yo
Vo oynuaticel TV TATPN TEOTEOTY] CUCTAUATOG.
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Chapter 1. Extetopévn Ieptindmn ota EAAnvixd

Yt ouvéyewa, tapoucidlouye tn pédodo Tpotponhc Lovonrpdownng extéleons (SPP):

You are going to play a game with other player(s). Begin by identifying the personas who could contribute to you
winning. Then initiate a multi-round collaboration process among these personas, until a final decision is reached.
The personas will give critical comments and detailed suggestions whenever necessary.

Here is an example on a simpler task from what you will be playing:

Example Task: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers,
and each number can only be used once.
Input: 61211

Personas: Al Assistant (you); Math Expert

Start collaboration!

Math Expert: Let’s analyze the task in detail. You need to make sure that you meet the requirement, that you need
to use exactly the four numbers (6 12 1 1) to construct 24. To reach 24, you can think of the common divisors of 24
such as 4, 6, 8, 3 and try to construct these first. Also you need to think of potential additions that can reach 24,
such as 12 + 12.

AT Assistant (you): Thanks for the hints! Here’s one initial solution: (12 / (1 4 1)) * 6 = 24

Math Expert: Let’s check the answer step by step. (1+1) = 2, (12 / 2) = 6, 6 * 6 = 36 which is not 24! The answer
is not correct. Can you fix this by considering other combinations? Please do not make similar mistakes.

Al Assistant (you): Thanks for pointing out the mistake. Here is a revised solution considering 24 can also be
reached by 3 *8: (6 + 1+ 1) * (12 / 4) = 24.

Math Expert: Let’s first check if the calculation is correct. (6 + 1 + 1) = 8,12 / 4 = 3, 8 * 3 = 24. The calculation
is correct, but you used 6 1 1 12 4 which is not the same as the input 6 12 1 1. Can you avoid using a number that is
not part of the input?

AT Assistant (you): You are right, here is a revised solution considering 24 can be reached by 12 + 12 and without
using any additional numbers: 6 * (1 - 1) + 12 = 24.

Math Expert: Let’s check the answer again. 1-1=0,6 * 0 =0, 0 + 12 = 12. I believe you are very close, here is a
hint: try to change the "1 - 1" to "1 + 1".

AT Assistant (you): Sure, here is the corrected answer: 6 * (1+1) + 12 = 24

Math Expert: Let’s verify the solution. 1 +1 =2,6 * 2 =12, 12 + 12 = 12. You used 1 1 6 12 which is identical to
the input 6 12 1 1. Everything looks good!

Finish collaboration!

Final decision: 6 * (1 + 1) + 12 = 24

Now, the game you will be playing is presented. Identify the personas and use their multi-round collaboration to
help you complete the objective of the the game. You may discuss with your personas on any round of the game, as
you see fit.

Avayeipton pnvopdtey & eaywy?h xivAoceswy. O anavtAcel ToU TEdXTopd TEETEL VoL TEQLEYOUV
éva urvupa xivnong tne popgnc:

[move] (optional explanation) move_label
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1.2. TIpoanoutolueva

To mepBdihov ypnotpomotel regex yio vor e€8yel XVACELS, EMLTEETOVTOS TAUTOYPOVA ELVENEN 0T BlaTUTWoT Xow
™ yeron xepohalwv. Edv Sev evromiotel xapio €yxuen xivion 1 undpeyouv mohkég, o mpdxTopas AauBdvel wia
UROBELEN BLopdwone. Metd amd névte anotuynuéves tpoondieles, 0 YOpOC SLOXOTTETOL XAl YLl TOUS BU0 TalxTeg.

Avatpopoddtnomn. Kotd ) didpxeia Tou touyviou, To mepiBdihov napéyel avatpopodoTno, dteg 1 epnelpio
Tou avundhou (av modlel TEWTN Popd), ot uetaPdoels Yopwy, ol emBeBattoelc xvioewy xat ot anodboel;. ‘Oha
TOL UNVOUOITA EVOTIOLOUVTOL X0l ATOGTEANOVTOL PUEGL TOU POAOU ‘YpNoTn' Yid Vo TANEOUV TOUC TEELOPLOHOUS TOU

API (B 1.1.2).

Yrodei&erg. O apyixéc unodellelc tepthopBdvovtol oTny TEOTEOTY TOU CUGTAATOE Xl eTULTAéOV UTodE(EELS
dLopdwong divovton povo otav elvon amapaltnto, T.Y. dTay To uhvuua xivnong Aeimel ¥ elvon Aavdacuévo.

Apywéc unodeieic:

Message Formats:

Move messages are sent when you want to make a move.
Move messages are formatted like this:

[move] (Optional explanation here) Your move here

Hint messages are received when you are provided with advice and directions.

you should pay attention to them.
Hint messages are formatted like this:
[hint] Hint message here

Objective:
Maximize your points and/or minimize your penalties.

Tips:
- Try to formulate a strategy by reasoning on the provided information.
- Pay attention to the payoff matrix of the game moves.

These messages are important and

- You should only send move messages. Hint messages will only be provided to you.

- Pay attention to hints when provided.

- Do not use markdown formatting in your messages (e.g., bold text, italic text, etc.).

IMpbodetec vnodellelc (eppdvion opdhyatoc):

You may structure your response however you like, but it should contain a move message. Move messages begin with
the tag [move] not containing other tags, which is followed by your optional explanation in parentheses, and end
with a valid move: {list-of-moves}. DO NOT INCLUDE THE [move] TAG IN YOUR REASONING, ONLY IN
YOUR ACTUAL MOVE MESSAGE. Nested parentheses or markdown formatting are not allowed.

Format: [move] (Optional explanation here) Your move here

Avth 1 opydvwon e emxowvwviog twv MI'M enitpénel dounuévn, cOUPOVN PE TOUC XUvOVES AAANAETDpao,
eve mapdAAnio utootne(lel avoly T GUAROYLOTIX Xt PUOXY YAWooao and to MI'M.
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1.2.2 TAwoowxd LoviEAa

I va a€loroyRoouvpe T culhoylotxd o pudpioeic Yewplag maryviey, doxydoaue évo eupl QAo HEYEALY
yAwoooy poviédov (MI'M), cvurnephauBavouévey té6oo yevxhc yeone 600 xou BeATioToTONUEVGLY YioL
cuAoyloTxr] mopadhay@dy. Autd mepthauBdvouy povtéha and Anthropic, Meta, Mistral xo DeepSeek, ota
omnola €youue npdcPoot ue ogoldpoppo tpdmo péow tou Amazon Bedrock xot, cuyxexpiéva, péow tou Converse
API yio va Slocgaiicovye cuvent| npoteont|, An anavtioeny xou avdiuoT YeTolh OAWY TwV LOVTEAWY.

Eotidloupe oe olyypova povtéla:

e Anthropic Claude: Claude 3.5 Sonnet v2, Claude 3.7 Sonnet xo Claude Sonnet 4, ta 800 teleutaia
pe TpooupeTixée pudKioels KeEXTETUUEVNC oXEPNCy (EOTINOUEVES OTH GUANOYIOTIXH).

e Meta LLaMA: Llama 3.8 70B Instruct, emkeyuévo AOyw TEQLOPLOUMY TROCHACTC OE TOAUTEOTUXEG
exdooelc oty EE.

e Mistral Large (24.07): éva MI'M yevixric ypfione pe udpmhn anddoon.

o DeepSeek-R1: éva povtéro mou yegupdvel ta Tumxd MI'M xan oo Meydha Xvihoyiotixd Movtéla
(MEM).

Yuyxplvovtag Ta mopadootoxd UoVTEAX PE To MOVTENX UE PEATIOUEVH) CUANOYIOTIXY, OTOYEVOUUE Vol
a&rohoyfoouvye €dv ta mpdopato MI'M emibexvbouv BeATiwuévn otpatnyixy GUAOYIO T 1 oamAdS auEEvouy
™V emgaveloxy] anédoan. H evonowmuévn vrodopr e€aopdiioe tn dixawn a€lohdynom o€ Ohot Tl TELRGUATA.

1.3 Ileipdpota
1.3.1 Ailqppa Puiaxiocuévou

To AiAnuuo Tou Puiaxiowévou eival owg To o didonuo melpaua g Yewplag TV Towyviewy, To onolo
éxel winoel ToAOUC EpELVNTES VAL TO UEAETHOOLY Xatd T Sidpxelo Twv eTtddv. IlepthauBdvel 800 opdoloyixoic
naixteg, o xodévog and toug omoloug unopel elte v cuvepyoaoTel yio agoBalo dpehog elte Vo AlmoTaxTHOEL
(dnAadn va mpodhoeL Tov cuvepydtn Tou) Y atopxd dgeroc. To didnuua mpoxdntel and To yeyYovie ST M
opolPoio cuvepyaosio anopépet pétptar 0QEAN xaL Ylo. Toug dVo TadxTES, eV 1) povouephc Mnotalia (npodoacio)
amo@épel UeYahDTERO 6PENOG Lo TOV TROBOTYN ot Bdpog Tou cuvepydtn. Edv npoddoouv xau ol 0o, o xadévog
hoBdvel éva yepdtepo amotéheoua omd 6,TL edv elyav ouvepyoaotel. ‘Atoua, opyoaviopol, yOeec x.AT. oLy Vvd
avtipetwriouv Sikfuuata 6Tng To tapandvw. To YeYovoc autd, 6 GUVBUAGUS UE TNV ATAGTNTO TOU BIAAUUATOS
TOU QUASLOHEVOUL XoU TIG BUVATOTNTES EMEXTACTC TOV, TO XahoToUV évo eEoupeTnd avTiXelpevo Yia Tn BixY Wog
MEAETT.

H Sopy| Tou nopadoctoxod SIAMAUUATOS TOU QUAXLOUEVOL UToRel var YEVIXEUTEL antd To apyixd TNC TAALCLO UE TOUG
puiaxiopévouc. AvamopioToton we éva manyvio xavovixrc popphc (tou e&nyeiton oto 1.1.4) pe tov axdhoudo
Tlvaeo anodooEWY.

| A B
A | (aa, aa) (ab, ba)
B | (ba, ab) (bb, bb)

Table 1.1: Ilivaxac Anolofdv yia To Alknuuo tou Pulaxiopévou
To A ouviidwe avagépetar ot "Luvepyooia" xo to B ot "Aimotoia”.

I var Yewpnlel to mavyvio we Alnuuo tou Puiaxiopévou Ye Ty loyuey| €vvola, Teénel va Loy Vel 1 oxdhoudn
cuviun i To xépdn/anolafBéc:

ba > aa > bb > ab

Ye autéd 10 Yevxd TAalolo, oL TUXTEC GTOYXEVOUY VO UEYLOTOTIOLCOLY TNV Andd00T Tou AouBdvouy.
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AvTtipatind Sevdplo

Kuvrytr tou EAagrod  Autd to mouyvio anoterel to x0plo avtipatind yoc oevdpio. Elvon tdéco avtipatins
and otpatnyhc dnodne (ot xvicels €youy dlapopeTind ovépata) 660 xou and drodne amohafodv (oL TWES Tev
anodboewy (1 xepddv 1 amoloBiv) elvon SapopeTinéc).

| A B
A | (aa, aa) (ab, ba)
B | (ba, ab) (bb, bb)

Table 1.2: Ilivaxoc Anolofév yia To Kuvryt Ehagpio0.
To A cuviilug avagépetar oto "EAdp" xou to B otov "Aayo".

Do vor Gewpndel to mowyvio KuvAyl Ehagiol, neénet va toylel n axdroudn cuviixn yio ta x€pdn:

aa > ba > bb > ab

Yevdpla OTa TEEAUATA (KOG Xe auTh TV Toedypapo, UTOPOUUE TOPX Vo TUPOUCLICOUUE TS
CUYXEXPWEVEC TAPAUETEOUC Tou Yenowonojdnxay yior 0 dnuovpyia Twv avtipatixdy oevapinv autic tng
perétng. Autég gaivovton otov mivaxa 1.3. Ta ovépata twv xvicewy unopel va Bondnoouvy toug malxteg
MI'M va xatavoricouv moto eivon oxplBee to naryvio mou nafleton xon, w¢ ex ToUTOUL, Vo Toug Bondtoouy va
YEMOWOTOAoOLY amopvnpoveuuéva potifa yio to mavyvio avtd. H ouunepihndn aviipotindv oevapiowy étou ot
UWVACELS EYOUV EVOARNIXTIXG OVOUATO X 1) GUYXELON TNG amddoons Twv 800, Yo TEETEL Vo SMOEL Wial XA ELxOVaL
e oyéomne eTald uvAune xou cLAhoyis e tou undpyel ota MI'M. Ytov nivaxa 1.3, ta mouyvia (a) xou (c),
xat (b) xou (d) and vy dAAn Thevpd, Yo npénet v mawyTolv PE Tov Bl TpoTo, xadde tar xépd elvon Ta (Sla

‘ Yuvepydlopar  AtmotoxTd ‘ Yuvepydloyar  AimotoxTd
Yuvepydlopon (4, 4) (1, 6) Suvepydlopou (6, 6) (1, 4)
Awnotontd (6, 1) (2, 2) Awmotoxtd (4, 1) (2, 2)
(a) pd (b) pd-alt
‘ EXdgr  Aayédc ‘ EXagpr  Aoayée
ENdgu | (4,4) (1,6) Exdgu | (6,6) (1, 4)
Aavoe | (6,1)  (2,2) Aavde | (4,1)  (2,2)
(c) sh-alt (d) sh

Table 1.3: ITivaxeg anohofcdv yio avtipatixd oevdpia Tou Akfuuotoc tou Puloxioyévou.
(a) Boaowd nanyvio, to tumind Aiknupo Puloiouévou.
(b) avtipoatind amohafodv tou (a), yenowonotel tov nivaxa amoloBnv tov Kuvnyloh Elaglod.
(c) avupotind otpatnyrc Tou (a), ypnowonolel to ovépata xivhoewy tou Kuvnyiod Ehagrol.
(d) avtipatind xou amoraBedv xou otpatnyxic Tou (a), eivar to Tumxd Kuviyt Elogprod.

Icogponia evég ylpou

Arnobdidoupe otpatnyéc woopponioc Nash (NE) evic yOpou ypnotponoudvtac Toug oplopoic and to 1.1.4. ¥to
xhaoixd Bidnuua touv guiaiouévou (puduiceic pd xou sh-alt and 1.3), n apoBoio hrotaiio (B, B) elvaw 7
povadixy NE Aéyw tne xuplopylag tne Aimotoiog.

Tat to xuvhyt Tou ehaglol (mivaxog anoddoewy 1.2), €dv évac maixtne yvwpilet 6L o avtinohdc tou nailet wa
xadopny otpatyes], N xahltepn omdvinon elvon vor axolouvdicel v B emhoyh. ‘Etol, téo0 1o (4, A) bo0
xou to (B, B) eivon xodapéc otpatnyixéc NE.

It v Bpotpe wor NE wixtric otpatnyurc, ac utodéoouue 6t xou ot do moixteg moflouv A pe mdavotnra p
xou B pe mdavétnta g = 1 — p. Xpnowonoldvtac Ty apyn tTne adtagpoplac:
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E(A) = p(aa) + (1 = p)(ad), E(B) = p(ba) + (1 — p)(bd)
bb — ab aa — ba

E(A)=E(B = =
( ) ( ):>p aa—ab—}—bb—ba, 4 aa—ab-i-bb—ba

A | (aa, aa) (ab, ba)
B | (ba, ab) (bb, bb)
o Ailnupa Tov QuAaxiowévou: p=0, ¢ =1 (ndvta Arotaxtel)

o KuvAyt Tou ehagrol: Muth NE:

bb — ab B aa — ba
aa — ab—+ bb — ba’ q_aa—ab+bb—ba

p:

1.3.2 TIIétpa Palidr Xopti

Mo to emdueva mewpdyota, 1 mopovoa  Otatelfr) amopaxplvetal Ao and o AAMUpo  Tou
@LAXXLOWEVOUL, emhéyovTag éva manyvio ehappdds To Tep(tAoxo, T0 0Tolo OUWE TUPUUEVEL EVOLUPEPOV Yia
gpEuVva.

To Iétpa-Paridi-Xapti (RPS) civor éva un petofotind? mowyvio pe 1o yépa, mou nodleton amd dvo droyua,

oto onolo xdle maixtne oynuatiler Tautdypova éva oyAus HE To Yéet Tou. Autd To oyfua amotehel TV
evépyewa () xivnon) e emhoynic tou xon unopet va givon éva amd tor tpio: «IIétpoy, «Xaptly, «Pahidy. ‘Onwe
n eldn voulopatog N 1o pi&o Lapudv, to IléTtpa-Pahidi-Xaptl ypnowonoeiton cuyvd wg dixao péoo
emhoyhc peta€l 800 atduwy Y Ty enthucn cuyxpoloewy N T AN woC apepOANTTNG OUUdIXTE AmoPAoTC.
Ye oplopéveg Tepintioels, unopel xavelc vo taléet RPS pe xdmolo Padud ixavotnroc xa dedidotntag, o avtideon
HE T TUROLYHOLTIXE, TUY O CUCTAOTA ETLAOY S, EXUETOAAEVSPEVOC TN U1 TuY o CUPTEPLPOEE Tou avTindhou. [18,
5].

Auté 1o mawyvio unopel vo avamopactadel we éva mouyvio xavovixic wopghc (tov eZnyeitan oto 3.4.4) e tov
axohovdo Tivoxa anoddcENY.

‘ A B C
A (0, 0) (-ba, ba) (ac, -ac)
B | (ba, -ba) (0, 0) (-cb, cb)
C | (-ac, ac) (cb, -cb) (0, 0)

Table 1.4: ITivaxoc armoraBov yio to Hétpa-WaAld-Xoptl.
To A ocuvfidwce avagépeton ot "IIETpa", To B oto "Xapt!", xau 1o C oto "WoAld".

Ta ba, ac, cb Yewpolbvtan Yetixol aprdpol.

Ye autéd 10 YeEVIXS TAXLCLO, Ol T TEC GTOYXEVOUY VO UEYLOTOTOLCOLY TIC AmOAUPBES TOuG.

AvTipatind cevdpla

Jevdplat OTA TEEIUATR RAC L€ OUTH TNV UTOEVOTNTO, UTOPOUME TP VA TUPOUCLICOUUE TLG
CUYXEXPWEVES THPUUETEOUS TTOL YeNoulomotinxay yia 1 SNUoLEYio TWV oVTLPUTIXWY CEVORiWY TNG UEAETNS.
Avtéc gaivovton otov mivaxa 1.5.  To ovéuota twv xivioewv uropel va Bondrcouv toug maixtee MI'M
vo. xotavoricouv moto ebvan axelBade To manyvio mou modleton xou, ©¢ €x ToVTou, vo Toug Bondicouv va
yenowonoljoouy anopvnpovevpéva potiBa yia to mavyvio oautd. H ocupneplindn aviipatixody cevapiov émou
oL xWACELC €Y0UV EVOAAAXTIXG oVOUATO XaL 1) oUYXELON NG anddoone Twv dVo, VYo TEENeL var BWoEL Yiol XOAT
exovoL NG oxéone Uvhunc-cuAloYLoTXC Tou UTdpyet oto MI'M. Btov nivaxa 1.5, to mowyvia (a) xou (c), xou
(b) xou (d) amd v AN Thevpd, Yo npénet va ntodlovton pe Tov Bto Tpdmo, xode ta x€pdr elvon T (Bio.

2éva nouyvio undevixot adpoiouatoc 6to onoto Tt LedYN AVTAYWVLOUGY LETAE) TOV GTRATNYIXGY TEpLEXOUY XUXAO
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ITétpa  Xaptl  Wokid IIétpa  Xopti  Wohide
ITétpa | (0,0) (-1,1) (1,-1) Iétpa | (0,0) (-3,3) (1,-1)
Xoptt | (1,-1)  (0,0) (-1, 1) Xoptl | (3,-3) (0,0) (-1,1)
Yeide | (-1,1) (1,-1) (0, 0) Toride | (-1,1) (1,-1) (0, 0)
(a) eql (b) ba3
Xaptt  Ilétpa  WaAidl Xoptt  IIétpor  Wohide
Xoptt | (0,0) (-1,1) (1,-1) Xaptt | (0,0) (-3,3) (1,-1)
Méeo | (1,-1)  (0,0) (-1, 1) Métea | (3,-3)  (0,0) (-1, 1)
Wenide | (-1,1) (1,-1) (0, 0) Woride | (-1,1) (1,-1) (0, 0)
(c) eql-alt (d) ba3-alt

Table 1.5: Ilivoxec amolafBodv yio Ta aviigatixd oevdpia Tou Iétpo-Paidi-Xaptl.
(a) eivan to Boowd mauyvio, elvan to Tumind ITéTpo-Wonid-Xapti.
(b) elvon avtipatnd armohafodv tou (a), yenowonotel peyohdtepo xépdoc yia vixn pe "Xapti".
(c) elvon avtipatind otpatnyxhc tou (a), av X tumxd xepdilel Y, tdpa Y xepdiler X.
(d) elvon xon avtipatind otpatnynic xou amoroBiv tou (a), eivar cuvduaoude twy (b) xou (c).

Icogponia evég ylpou

Mopodétoupe ) otpatnyxh; opponioc Nash (NE) evée ylpou v to mouyvio «métpo-Qohidi-yopti»
Yenowonoldvtog Ty wdtnTa e adtagopiac and to 1.1.4. e autd to mauyvio, xdde evépyelo ydvel and
plar GAAY, ontdte 1 xahbtepn avtidpaor eaptdtar €€ oAoxAnipou and TNy xivnor Tou avTidiou:

Enedy) dev umdpyet xuplopyn xodopr otpatnyen, wo uixt) otpatnyix NE elvon xatdAinin. Ac elvou:

x=Pr(4), y=Pr(B), z=Pr(C), z+y+z=1

Ou avapevoueveg anoddoele, vnodétovtog ouupetpla, elva:

E(A)=-ba-y+ac-z, E(B)=ba-x—cb-z, E(C)=—-ac-z+cb-y

Opilovtac E(A) = E(B) = E(C), Moupe:

cb ac ba
$:77 :77 1= ——-
ba + ac + cb Y ba + ac + cb ba + ac + cb

Auté opllel T Muxtr) Etpatnyix) NE yia onoladnnote yevixr| dlopdppwor anoddocewv RPS.

1.3.3 ITaparlayéc mou yernoironototvion ota Ielpduata

Evé o mowyvio mouv mopoustdotnxoy vweltepa elval Lovol y0pou, T TELOGUATA HUS ETUXEVTEWVOVTAL ATOXAELCTIXG.
oTic enavalapPavopeveg exdoyéc toug. Ol npdxtopeg mallouy 16 yUpoug oto diAnuuo Tou PUAAXIGUEVOU
xou 24 o670 nétpa-Paidi-yopetl, ywelc va yvwpellouy ndéool yipol Yo natytody. Metd and xdie yOpo, Aoyfdvouy
10 anotéheopa Tou YOpou autol(Bi. 1.2.1) npwv cuveyicouv.

H enavodopfoavépevn avamapoywyy) ennpedlel onuovtxd tn otpatnyw: 1 xeNon tne toopponiac Nash evdc
yUpou ot xdlde yUpo Sev elvan amopaitnta BéATiot). O malxTeC Pnopoly Vo TEOGUPHOGTOUY GTY) GUUTERLPORT
TOU AVTITEAOL TOUG UE TNV TdEodo Tou Ypovou. Emmiéov, edv o apudude twv yOpwy elval Yvwotde, unopel va
ENNPENCTEL 1) GUUTEPLPOPE TLV Taux TV (T.Y. 1 Mrotadio yivetow xuplapym oto dihnuua tou uloicuévou). T
vo. anogeuy Vel autd, ol mpotponéc wog docparilouv dTL oL TEdxTopeS Bev YVWEllouv ToV GUVOAIXS aptiud TwY
YOpwV.
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1.3.4 IIepvypopr) oy viou

‘Onweg avagépdnre oto 1.2.1, 1 neptypoapr) Tou maryviou elvon o Yépog NG MEOTEOTHC TOU CUCTAUATOS TOU
xadopiler ovotaoTixd To Tonyvio wou mailetou.

I to Biknuuo Tou GuANXLCUEVOL, 1 TEpLypapy) oty viou elval 1 oxdAoud.

You are playing a game against other player(s). The game is based on strategic moves.

Game Description:

There are two possible moves: {a} and {b}.

- if both players choose {a}, both get {aa} points.

- if both players choose {b}, both get {bb} points.

- if you choose {a} and the other player chooses {b}, you get {ab} points and the other player gets {ba} points.
- if you choose {b} and the other player chooses {a}, you get {ba} points and the other player gets {ab} points.

In each round of the game you play against one other player. You and the other player each make a move privately.
The moves are compared and you and the other player get your reward/penalty based on the moves made.

Message Formats:

Move messages are sent when you want to make a move.
Move messages are formatted like this:

[move] (Optional explanation here) Your move here

Hint messages are received when you are provided with advice and directions. These messages are important and
you should pay attention to them.

Hint messages are formatted like this:

[hint] Hint message here

Objective:
Maximize your points and/or minimize your penalties.

Tips:

- Try to formulate a strategy by reasoning on the provided information.

- Pay attention to the payoff matrix of the game moves.

- You should only send move messages. Hint messages will only be provided to you.

- Pay attention to hints when provided.

- Do not use markdown formatting in your messages (e.g., bold text, italic text, etc.).

It to nétpo-Poidi-yapti, ) meprypagn mavyviou etvor 1 oxdhouvdn.

You are playing a game against other player(s). The game is based on making moves.

Game Description:

There are three possible moves: {a}, {b}, and {c}.

- {a} beats {c} giving the winner {ac} points and the loser -{ac} points.

- {b} beats {a} giving the winner {ba} points and the loser -{ba} points.

- {c} beats {b} giving the winner {cb} points and the loser -{cb} points.

- If both players make the same move, the game is a tie and no points are awarded.

In each round of the game you play against one other player. You and the other player each make a move privately.
The moves are compared and you and the other player get your reward/penalty based on the moves made.
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Message Formats:

Move messages are sent when you want to make a move.
Move messages are formatted like this:

[move] (Optional explanation here) Your move here

Hint messages are received when you are provided with advice and directions. These messages are important and
you should pay attention to them.

Hint messages are formatted like this:

[hint] Hint message here

Objective:
Maximize your points and/or minimize your penalties.

Tips:

- Try to formulate a strategy by reasoning on the provided information.

- Pay attention to the payoff matrix of the game moves.

- You should only send move messages. Hint messages will only be provided to you.

- Pay attention to hints when provided.

- Do not use markdown formatting in your messages (e.g., bold text, italic text, etc.).

‘Onwe gaivetar €86, 1 teplypopy| Touy viou teplhauBdvel enlong Tig apyixég unodel&elg mou divovtal oTny TeoTEonY
TOU CUGTAUATOC.

1.3.5 TOnot IHouxtdv

I va pehetiooupe Tov otpatnyind cuhhoyiopd twv MI'M, opllouye plo oelpd TOTwY Tax TV, 1660 Bactopévwy
oe MI'M 600 xou ahyoptduixodv. Autd yoc emtpénel va cuyxpelvoude BlapopeTixols TOTOUE TEOTEOTWV XAl
vo. o&lohoyfiooupe T culloyiotr) Twv MI'M oe oyéon ye mpofAiédiuec otpatnyés. Ou maixteg mou dev
BaoiCovtar oe MI'M elvou Wiaitepo ypriowol yia va e€etdoovpe av to MI'M propolv va avoryveplcouy xou vo
EXYETAAAEVTOUY 1| VAL CUVERYAOTOOV UE AMAES, EPUNVEUCLIEC CUUTEQLPORES.
ITaixtec MI'M

1. zs / default: Ilpdxtopag ye Tpotpont| ywpeic mapadelyuoto.

2. cot: Ilpdxtopag e mpoteony| Ue GUANOYLOTIXY] TopEld.

3. spp: llpdxtopuc e TEOTEONY LOVOTEOOWTNG EXTENEOTC.

4

. sc-type: Autoouvenfic napodlay onoloudnnote and Ta nopundvw (T.Y. SC-ZS, sc-cot, sc-spp).

Alyoprduixol maixteg
1. srep: Iloilel tuyola ypenowonowwdvtog tny xotavoun NE evéde yipou oe xdde yipo.
2. pp: Axoloudel éva otaldepd xuxhxd potifo.
3. Avtinahol mou undpyouv ota monyvie Akfuuatog Pukoiouévou:

(a) mf: Autéc o maixtng emhéyel mévta Ty xivnon mov, 6toy cLVBUGLETOL UE TNV TLO U VA X{vnom Tou
aVTLTEAOU ToL, Blvel TNV xohiTEEN ovTopollH.

(b) tft: O moixtne «tfty emdéyer ndvta Ty xivnon novu, dtav cuvdudleton ye TV mo TEdoPATH X{Vno
TOU avTLIdAou Tou, divel TNy xohlTteET avTopoll.

4. Avtinohol mou epgaviCovton ota mawyvio IIEtpo-Wakid-Xaprti:
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(a) ap: Emiéyer mmyv avtidetn xivnon and ty mo ouyvh xivnon tou avtimdiou.

(b) tft: Avtyetwnilel tnv mo tpdogotn xivnon tou avundhou (EUnvevcpévo and to «tit-for-taty ).

1.3.6 Xyediaocpoécg Ilepapdtwy

Ta nelpdyatd yac dlagoppavovtol and dldpopes Bacixés TapaUéTEous, Ol OTolEC ETMAEYOVTAL UE OXOT6 TNV
eZloopEOTNoT NG EXPPAoTIXOTNTOC Xat NG amoteheopatixdnroc.  Avutée meplhauBdvouy tig pudplicec tou
HOVTENOU, TN Bopy) Tou TaLyViou, TOUS TUTOUS TWV OVTITEAWY XOL TN XENON OVTLPATIXGY DEBOUEVWLV.

Mo ontiny) emioxonnor wog mdavic cuvouthiog topéyeton oto 1.3.1.

o IMTapdpetpor MI'M: H depuoxpacia éyel opiotel oe 1.0 yio vo evioppivel mouxila, Snuiovpyixd
anoteréopata oe enavohauPovouevee exteréoeic. Ou GANeC TUPAUETEOL TUPUUEVOUY GTIC TEOETUAEYUEVES
TWEc.

o I'dpor avd oy vio: Kdde mouyvidl anoteielton amd 16 yOpoug yiol Tol avTLpatind Gevdpior Tou SIAAURATOS
Tou Quiaxtopévou. Lo touyvia ye dVo emhoyée, 6w TO BIAMUUO TOU PUANXLOUEVOL %O TO XUVAYL TOUL
ehaplo0, auth 1 ddpxelo emitpénel otae MI'M va nogoatneoly xou va ntpocopudlovion ota potifo. Kdde
nowy vidL amoteheiton and 24 ylpoug yio Tor avTipaTIXd cEVEpLY Tou TETEo-PoAdL-YapTi, xadde elvon éva
naryvio mou divel meplocdTEPES EUNALpie OTOUC TalXTES.

o Enavarnderg: O naixteg mou dev elvan SC exterolyv & emavaridelg avd mouyvidt, eved ol malxteg SC
eXTENODY P6Vo 2 (Moyw e UPNAOTERNS AVOEVOUEYNC GUVETELNS XAl TOU UTONOYLOTIXOD XOGTOUG).

e TOnoL avtindhwy: O naixtec Tou dev elvar autoouveneic (SC) avtpetwrilouy Ghoug toug dhhoug
naixteg mou dev efvon SC. O natxtee SC avtwetnnilouvy toug (Bloug avtinaloug mou avogéptniay, aAld
oy dhhoug SC avTimdhoug, anopebyovtog €Tol damovned maky vidia.

e Avtoouvéneia: ‘Onwg mepypdgetar oto 1.1.3, ot naixteg SC detypatoinntody 3 anoteéopata avd
y0pOo, OTNY TERINTKOY TOU DIAAUUATOS TOU PUANXLOUEVOL, Xl 5 anoTehéouaTa avd Yipo, oTny Tepintwon
Tou nétpo-Pokidi-yapti, xau emhéyouy to mo cuyvd. Ot tloomakiec emAbovton Tuyold.

o Avtigatixd oevdpio: Ko ot 4 moapohhayéc xdde mouyviou mou mopoucldoTxay  veweltepd
yenowonolobvton yior vor doxiaotel 1 mpocopuooTixétnta Tou MI'M oe BlagpopeTixd oTpatnyLXd
nep3dhhovTa.

1.4 Amnoteléopata

1.4.1 Metpwxég ASwoAdynong

Yuvoiwxoi ITévtor  Iapouotdlovye Toug YECOUC GUVORLXOUS TOVTOUC TOL GUYXEVTPWOE x8Ve Talxtng o€
xdde oevdplo mawyviou. To toug maixtec non-sc, to anotehéopota elvor o Yéoog 6poc b emavarPewy TwV
TELROATOY, EVE YO TOUC TUXTEG SC, Tol AMOTEAETATA Elval 0 Hécog bpog 2 enavahAPEnY TWV TEPUUTWY.

I'tpog Katavonong Avtindiouv Io va anocagnvicoupe o napamdve anotehéoparta, vo plEOVUE Pog
OTNV CUUTERLPORE TOU TOPATNEOVHUE Amd TOUG CUVOALXOUE TOVTOUG XOL VO XUTOVONCOUPE XAAOTERO T
dladacior oxédng twv mpoxtépwy MI'M, ewodyeton yior dAAn pétenom. Avtl va e€etdloupe amhde Toug
«Xuvohixoug IIévtoucy mou cuyxévipwoay oL TEdxTopeS xotd 1 Bidpxeta Tou mavyviou, e€etdlouue tdéco apYd
€vog TaXTNG XATAPEPE VoL EXPETANAEUTEL TN CUUTERLPOEA TOU AVTLTEAOU TOU.

Ocwpolye O6TL évoc mpdxtopoc Al éyel xatogpépel Vo xotovoroel Tov avTinaAd Tou, OTAV O TEAXTOPUS
AVTATOXPIVETOL UG TNHATIXE UE EVERYELEC IOV YENOWOTOLOVY TIE XIVACELS TOU AVTLTEAOU TROG GPENOC TOU EQUTOV
tou. I tumxd, ac unodécouye 6Tt oL naixtec A, B €youv nai&el IV yOpoug xai oL oTeatnyixég mou axololinooy
frav (s, s5), ..., (sN,sY) - n.y., (defect,cooperate), ..., (defect,defect) -. Ac unodécoupe 6t A eivor o
npdxtopag Al, téte ovoudlouye YVPO XATAVOMNOCYNG TOL AVTINAAOU, M, ToV YOpO YeTd Tov onolo xdie
xivnom mou xdver o A anogépet x€pdog yiot Tov A mou elvor TOLAAYIGTOV TGO Xah6 65O TO %E€EBOG TOU TolPVEL
o B3

3 Auth n xivnom Sev elvon anapaitnta N xahitepn andvinon touv A otov B (6nwe neptypdpeton oto 1.1.4)
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Role Payoff Matrix

System {}g‘ %

O
user LA 4,0 a6
% Assistant @ (6,1) (2,2)

Player 1 Player 2

@ [ {method} {game-description} ] [ {method} {game-description} ]@

repeat for 16 rounds!

Game chat

[...](chat history) [...](chat history)

[ Let's play a round! ] [ Let's play a round!

O ] o
(g M
=8 I cooperate. ) I defect. ) €k

E%l@] Compute | 1

Moves %%} Payoffs .

o You cooperated, the other player
‘e defected. You got 1 point.

You defected, the other player O
cooperated, you got 6 points. )

Figure 1.3.1: 'Evo napdderypo cuvouthiog mou Yo unopodoe vo cupfel oe éva mouyvio AtkAupoatog
Duiaaouévou chugwva Ue To oyYedlaoud pag, 6mou 8o npdxtopec MI'M nailouv yetoll toug. O pdhoc Tou
«Xphotn» yenotdonolelton omd eYds - To TEPBEANOY - YioL TNV ooy TANEOPOELOY oToug Taixteg Al

Emuniéov, éyoupe enextelvel autév ToV 0plopd, cupnepapPdvovtoc éva tocootd tp (tocostd-otéyoc) Tou
YOAOPOVEL TNV amodTnoT TNG «xahic» avtidpaong o kdle xivnon mou xdvel o avtinalog otny oxdroudn anaftnon:
otoug YOpoug and m éng N, ot xvioelg Tou A elvor TouldytoTtov Téc0 xahéc 660 Tou B oe tp T060GTO AUTWY
TV YOpWY.

O ivaxee, Tou avagépovton ot cuvEyew, elvon anoteléopata émou tp = 90% xan uxpdTepes Tiés Vewpodvian
xoAUTEPES, Xardds Selyvouv 6T o mpdxtopac Al xatdhafe vopitepa 6To Taryvio TS vo ToUEEL UE TOV GUYXEXPUUEVO
avt{naAd tov.

AnodoTixotnta H anddoor Gewpeltar cuyvd o mo onuovtinds TopdyovTos 0TolcdATOTE TEYVOAOYIOS, UE
™V anoTteheouaTxdTNTA VoL oamotelel xhooixd cuvodeutixd te. Autég ol 800 Evvoleg UTEPYOUV Xoll GTOV XOGHO
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twv MI'M, érouv to xéotog elvar cuyvd cuvdptnon twv token mou mopdyovtow and to poviého Al Eiodyeton
évag amhb¢ BelXTNG AMOTEAECUATIXOTNTOC:

points

ef ficiency = roken

Pududc Arotuyioc Ta peydho yviwoowxd poviého (MI'M) eivar nohOmhoxec Bopéc pe didpopec
avaduoueveg BegldtnTee, Tou dev elvan amohharypévee and npoAnuata. Iapd tic tpoonddeiés pog va oyedidcouue
éva nepBdihov vy o MM mou var yewpileton opdhpota xon ampocddxntn 1 avemdiuntn cuunepipopd (6mwe
neptypdpeton oto 1.2.1), tao MI'M e€axoroudolv va avietwtilovy neplo taotoxd TeoBAAUNTY UE TNV EXTENEDT)
TV 00Ny pog. To mepiBdhhov xou n Aoy Biopiwong opoiudtwy tou oxohoudolye eival pla EXTETOUEVN
éxdoor Tou mepPdihovtoc Tinou Gym nou yenoionoteita oto [28].

1.4.2 Ailqppa Pulaxiocpévou
Yuvoiwxol ITéovTou

Aclyvouue ta anoteléopota v to Pooixd mouyvio otov mivoaxo 1.6. TrevdupiCoupe 6TL oe xdlde mouyvio
naiCovtar 16 ocuveyduevor yipol yetald twv 8o avundlwy. o toug naixtec non-sc, to anotehéopota elvon
0 W€cog 6pog b emavVORPewY TWV TEROUETLY, EVE VL0 TOUG TUXTES SC, Ta anotehéopata eivan o uéoog 6pog 2
enavaAAPE®Y TV TELRAUETOY.

To anoteréopata yio To Touyvior avTipotixdy oevapiwy Beloxovton otoug nivaxeg 6.3, 6.4, 6.5.

MI'M évavte MI'M O tpeic npdteg oThAeg Tou mivoxa avTioTolyoly oe maryvio HeETaE) TEaXTOPWY TOU
{8lov MI'M.

Yto diAnppa Tou gulaxiouévou, Torhd anoteléopata efval xovtd oto 64 = 4 - 16, UTOBNADVOVTOIC CUVERYATIXEG
tdoeic avtl ywr to opoBalo o6¢gerog Tng Amotofing 32.  To Claude Sonnet 4 xou to DeepSeek-R1
evduypoppilovrto teplocdtepo pe Ty xuplopyn otpatnyn Mnotoaéioc.

MI'M évavti Alvopudunxwdyv AvTindiwyvy Ou téooeplc Tteleuvtalec oTHAES AVTLTEOOKOTEOOLY
aviindhoue pe otadepr] oTpatnywxh, oL aviimodol autol elvon  yperowor Yy TNV o&loAOYNon TN
Tpocoppoc ST Tewv MI'M.

e srep: O srep mailel ndvta Mnotaéin oto AP, npoxardvtac xou toug Al mpdxtopec va Amotaxtioouy
(= 32 névtol). Tto Kuvhyt Elagiou, o srep moilel to uxté Nash (p = %, q= %), amodidovtac ~ 42.67

QVOUEVOUEVOUSC GUVOAIXOUE TOVTOUS, TA ANOTEAECUATA TWY TREOXTOLMY AVTOVAXAODY TNV TWH oUTY.

o pp: Iailel xuxhixd cuyxexpwévo potifo xiviocewyv. H Béhtiotn xivnon anogépel 64 tévtoug 1600 oto AP
600 xa. oto KE. Y10 A®, 1o MI'M cuyvd @tdvouv oe autd povo pe Mrnotodia. Xto KE, 1 npocapuoyy
elvan o BUoxoNN, Ye younidtepes Paduoloyiec TOL UTOBNAGVOLY ATUTATCELS XATOVOCTIC UVTLTAAOU.

o mf & tft: Xto AP, xou T dVo cuyxhivouy oty Mnotolio (~ 32 névtol). 1o KE, ta xépdn anoxahdntouy
av to MI'M xatodfyer oto «ENgry (= 96) # otov «Aayd» (= 32)  adldler ot péon tou maryviov
(evdidpeoee Baduohoyieg, mou LTOBNAGVOUY GUANOYIE T Yior HETOBONY oTpatnYXc - 0 TodxTNG €TuyE
va opyloet pe «Aayocy, ouvednronotel 6t oe Bddoc ypdvou to «EXdpLy Bivel xahltepo amotéheopor xou
oA&Ler Tnv otpatnyd Tou -). Ou younhéc Baduoloyiec unodnhdvouy Topelynon e oTpatnyixic Tou
vV TLTEAOL.

I'tpog Katavoénong Aviindiouv

Aclyvouye to anoteréopara yia To Paowd nowyvio otov nivaxa 1.7. Ioybouv ta (Bl oydha Tou avapépape ylot
Toug "Yuvolixolg ITévtouc".

To anoteréopata yio To Touyvior avTipatixdy oevapiwy Beloxovton otoug nivaxeg 6.7, 6.8, 6.9.
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pd
zS Spp cot srep PP mf tft
model prompt
C3.55v2 zs 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 298 +0.4 54.2 £ 4.5 30.2 £ 1.1 30.6 + 0.9
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£ 0.0 53.6 + 1.5 31.0 £ 1.0 304 £ 0.9
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 304 +0.5 58.4 + 4.3 30.6 £ 0.9 32.0 £ 0.0
SC-z8 64.0 £ 0.0 64.0 = 0.0 64.0 £ 0.0 30.5+0.7 52.0 £ 0.0 32.0 £ 0.0 300+ 14
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£ 0.0 53.5 + 2.1 32.0 £ 0.0 30.0 £ 0.0
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.0+ 0.0 62.0 £ 0.0 31,0+ 14 310+ 14
C3.7S zs 64.0 £ 0.0 64.0 = 0.0 64.0 = 0.0 30.0 £ 0.0 54.8 £ 4.1 29.8 £ 0.8 304 £ 0.5
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£ 0.0 61.2 +£ 1.1 31.0 £ 0.7 312+ 04
Spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.0+ 0.0 56.8 + 4.4 31.0 £ 1.0 302+ 04
SC-z8 64.0 £ 0.0 64.0 = 0.0 64.0 = 0.0 30.0 £ 0.0 52.5 £ 0.7 310+ 14 30.0 £ 0.0
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.5+0.7 61.0 £ 14 30.5 £ 0.7 31.0 £ 0.0
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.0+ 0.0 57.5 £ 6.4 310+ 14 31.5 £ 0.7
C3.7S(T) zs 64.0 £ 0.0 64.0 = 0.0 64.0 £ 0.0 298 +0.4 52.8 £ 0.4 31.0 £ 0.7 31.6 £0.9
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 =+ 0.0 30.6 £0.5 57.2 + 3.7 30.8 £ 0.8 302+ 04
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 30.2+ 0.4 58.0 £+ 4.7 31.0 £ 1.0 31.0£ 1.0
SC-z8 64.0 = 0.0 64.0 = 0.0 64.0 = 0.0 30.0 £+ 0.0 52.0 £ 0.0 32.0 £ 0.0 30.0 £ 0.0
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.5+0.7 53.0 = 0.0 31.0 £ 14 30.5 £ 0.7
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.5+ 0.7 57.5 £ 2.1 32.0 £ 0.0 310+ 14
C4S zS 494 + 15,5 41.0 + 10.7 42.0 £ 10.7 31.4 £ 0.5 55.8 £+ 44 328+ 1.6 322+ 1.6
cot 35.2 £ 3.0 39.6 + 24 398+ 74 314+ 0.5 60.2 + 4.5 322+ 1.6 342+ 19
Spp 484 £ 13.0 46.2 +13.6 36.4+4.2 316 £0.5 63.0 + 1.0 344+ 2.1 31.8 £ 24
Sc-zs8 34.5 £ 4.9 34.0 + 2.8 40.0 £ 4.2 32.0 £ 0.0 58.0 £8.5 32.0+0.0 32.0 £ 0.0
sc-cot 39.0 £ 4.2 35.5 + 4.9 34.0 + 2.8 32.0 £ 0.0 64.0 £ 0.0 35.0=% 0.0 33.5 + 2.1
sc-spp 320+ 14 380+14 35.5 £4.9 30.5 £ 0.7 63.5 + 0.7 355+ 0.7 31.5 £ 0.7
C4S(T) z8 32.0 £ 0.0 34.8 + 2.7 32.0 £ 0.0 32.0 £ 0.0 634 +0.9 352418 35.8 £ 0.4
cot 32.0 £ 0.0 40.8 £ 8.0 34.6 + 3.6 31.6 £ 0.5 64.0 = 0.0 338 +1.8 344 + 2.2
Spp 314+ 0.9 50.6 £ 154 418 £124 314 4+0.5 59.6 £ 5.2 348+ 1.8 34.8 £ 2.2
Sc-z8 375 £ 78 340 £ 28 32.0 £ 0.0 32.0 £ 0.0 64.0 £ 0.0 32.0+ 0.0 33.5 + 2.1
sc-cot 32.0 £ 0.0 370+ 14 32.0 £ 0.0 32.0 £ 0.0 64.0 £ 0.0 36.0 £ 0.0 32.0£0.0
sc-spp 47.0 £21.2 36.0 £ 0.0 32.0 £ 0.0 31.5 £ 0.7 62.0 + 2.8 355+ 0.7 335+ 21
DS-R1 zs 36.8 + 4.1 39.0 + 2.5 30.2 +13.0 31.6 +0.5 62.6 + 1.5 328 + 2.0 32.6 + 2.2
cot 33.2 £ 2.6 322 + 2.2 33.0 £ 6.6 28.6 £ 7.1 64.0 £ 0.0 322+ 1.8 23.6 + 8.7
sSpp 36.4 + 4.2 32.0+ 6.4 31.2 + 6.3 31.2+ 04 61.4 + 3.7 33.2+ 26 33.2+ 1.6
Sc-zs8 32.5 £ 2.1 33.0 + 2.8 33.5 + 3.5 31.5 £ 0.7 64.0 = 0.0 35.0£0.0 35.5 £ 0.7
sc-cot 345 £ 4.9 34.0 + 2.8 270+ 7.1 32.0 £ 0.0 64.0 £ 0.0 31.5+0.7 315 £ 0.7
sc-spp 35.0 +£ 4.2 36.0 £ 5.7 34.0 £ 28 31.0 £ 0.0 61.0 + 4.2 335+ 2.1 32.0 + 0.0
L3.3-70B z8 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 296 +£0.5 52.0 £ 0.0 31.6 £ 0.9 31.6 £ 0.9
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 0.0 298+ 04 55.6 + 4.6 30.8 £ 1.1 304 £ 0.9
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 298 +0.4 53.8 £ 2.9 308 £ 1.1 30.4 £ 0.9
Sc-zs 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 29.0 £ 0.0 52.0 + 0.0 31.0 £ 14 32.0 + 0.0
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£0.0 52.0 = 0.0 32.0 £ 0.0 310+ 14
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 295+ 0.7 55.5 £ 4.9 30.0 £ 0.0 32.0£ 0.0
M-L(24.07) zs 61.4 + 3.2 60.0+44 59.6 + 9.8 242 + 04 53.8 + 2.0 26.0 + 1.6 25.8 + 0.8
cot 64.0 £ 0.0 60.2 &+ 3.6 62.0 + 2.8 29.8 £ 2.2 57.8 + 3.0 29.0 = 1.2 26.0 + 1.2
Spp 64.0 £ 0.0 62.2 £4.0 60.8 £ 7.2 18.6 £ 10.6 53.2 + 2.2 26.4 + 3.2 244+ 1.1
SC-zs8 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 24.0+£ 0.0 54.0 + 2.8 25.0 + 14 25.0+ 14
sc-cot 62.0 £ 2.8 64.0 £ 0.0 60.5 +4.9 275+ 49 60.0 £ 5.7 33.5 £ 3.5 29.0 + 4.2
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 £ 0.0 24.0+ 0.0 56.0 + 0.0 22.5 + 4.9 22.5 + 2.1

Table 1.6: Yuvohx6 Anotéheoya yio Toug Luvolxolc IIévtoug and dhec tic Enavodrdec (pd)
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pd
zS spp cot srep PP mf tft
model prompt
C3.55v2 zS 1.0+00 1.0+£00 1.0+0.0 22404 8.4+ 7.0 5.6 £ 6.4 2.8 +1.3
cot 1.0+00 1.0£00 1.0+0.0 20=£0.0 14.0 £2.0 3.0£1.2 22404
Spp 1.0+00 1.0£00 1.0+£0.0 1.6=+0.5 7.6 £6.1 2.0 £ 0.7 3.0+ 0.0

sc-z8 1.0+ 00 1.0£00 1.0£0.0 1507 120 £ 0.0 3.0£0.0 4.5 £ 0.7
sc-cot 1.0+00 1.0£00 1.0+0.0 20=%0.0 9.0 £42 3.0 £ 0.0 2.0 £ 0.0
Sc-spp 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 2.0 £ 0.0 2.5 +£0.7 2.5+ 0.7

C3.78 z8 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 116 £ 55 3.6 =£1.5 32+1.6
cot 1.0+ 00 1.0£00 1.0+0.0 20=%0.0 2.0£0.0 32£18 3.2£23
sSpp 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 9.6 +6.2 3.0£1.2 3.6 £ 2.3

sc-z8 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 13.0+14 25=£0.7 2.0 £ 0.0
sc-cot 1.0+ 00 1.0£00 1.0+0.0 15=x0.7 2.0=£0.0 3.0 £21 5.0 £ 0.0
Sc-spp 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 8.0 £ 8.5 2.5 +£0.7 40+ 14

C3.75(T) z8 1.0+ 00 1.0£00 1.0£0.0 26=x1.3 128 £41 40£14 2.8 £04
cot 1.0+ 00 1.0£00 1.0+00 14+05 104 £6.1 2.6 £1.5 1.8+ 04
spp 1.0+ 00 1.0£00 1.0£00 18=+04 6.8 £ 6.7 3.0+£1.2 3.0+12

Sc-z8 1.0+ 0.0 1.0£00 1.0+0.0 20=+0.0 13.0£14 3.0£0.0 2.0 £0.0
sc-cot 1.0+ 00 1.0£00 1.0+0.0 15=x0.7 15,014 25 =£0.7 1.5+ 0.7
Sc-spp 1.0+ 00 1.0£00 1.0£0.0 1507 9.0 £ 7.1 3.0+ 0.0 2.5+ 0.7

C4S ZS 1.2+ 04 1.4+09 3.0£ 45 1.0 £ 0.0 120+55 18+11 22+16
cot 3.0 £ 28 10.8 £4.1 32=%23 1.0 £ 0.0 6.0=*6.1 22+£16 16 +£1.3
spp 52 +6.9 1.6 £1.3 4.6 £ 2.1 1.0+ 0.0 18=*13 42 +£72 22+1.8

Sc-z8 25 £21 1.0 £ 0.0 7.0=£8.5 1.0 £ 0.0 65+78 1.0+ 0.0 20+14
sc-cot 3.5 £ 3.5 1.0+£00 1.0£+£00 1.0+00 1.0£00 1.0£0.0 1.0+ 0.0
Sc-spp 4.0+ 4.2 3.0+ 2.8 1.0+ 0.0 20+14 1.0 £ 0.0 1.0+ 0.0 1.0 £ 0.0

C4S(T) Z8 1.0 £ 0.0 2.0+ 2.2 1.0+ 0.0 1.0£0.0 12+£04 1.0 £ 0.0 1.0 £ 0.0
cot 1.0 £ 0.0 42+72 4.0 £ 6.7 1.0+ 00 1.0£00 16=+1.3 1.0 £ 0.0
spp 1.4 £0.9 22+ 22 24 +22 1.0 £ 0.0 52+64 1.6 £13 1.0 £ 0.0
Sc-z8 1.0+00 10£00 10+00 1.0£00 10+£00 1.0+0.0 1.0+£0.0

sc-cot 1.0 £ 0.0 3.0£28 1.0+00 1.0£00 1.0£00 1.0£0.0 1.0+ 0.0
Sc-spp 1.0+ 00 1.0£00 1.0£00 1.0+0.0 25+21 1.0+ 0.0 20+14

DS-R1 ZS 3.2+22 2.0+ 22 8.0 £8.3 1.0 £ 0.0 4.0 % 6.7 1.0 £ 0.0 1.0 £ 0.0
cot 1.0+£00 1.0£+£00 1.0£00 1.0£00 1.0+0.0 22+27 10.6 £ 8.8
sSpp 52+ 6.6 74+ 7.6 52+6.9 1.0 £ 0.0 48 +54 1.0 £ 0.0 1.0+ 0.0

Sc-zs 6.5 £ 7.8 1.0+00 10+£00 10+00 1.0£00 1.0+0.0 1.0+£0.0
sc-cot 3.5£35 1.0+£00 90+113 1.0£+00 1.0£00 1.0£0.0 1.0+ 0.0
Sc-spp 2.5+ 2.1 1.0+£00 1.0£+£00 1.0£00 75+92 1.0 £ 0.0 1.0+ 0.0

L3.3-70B ZS 1.0+ 0.0 1.0£00 1.0+00 28+1.1 14.0 £0.0 28=*04 28 £04
cot 1.0+ 00 1.0£00 1.0£0.0 24=+09 100 £ 6.5 24 =£0.5 22+04
spp 1.0+ 00 1.0£00 1.0£00 24+09 128 £5.0 24 £0.5 22+04

sc-zs 1.0+ 0.0 1.0£00 1.0+0.0 4.0=+0.0 140 £ 0.0 2.5£0.7 3.0 £ 0.0
sc-cot 1.0+ 00 1.0£00 1.0£0.0 20=+x0.0 140 £ 0.0 3.0£0.0 2.5 £0.7
SC-Spp 1.0+ 00 1.0£00 1.0£00 30+14 9.0+ 7.1 2.0 £ 0.0 3.0 £ 0.0

M-L(24.07) zs 102 +84 68 +6.8 38+ 6.3 164+£05 152+11 162+04 16.0+£0.7
cot 1.0 £ 0.0 7.0+8.2 42+£72 44+71 126 £ 6.5 86=£73 16.2 £ 0.8
sSpp 1.0 £ 0.0 32+49 42+£72 134+69 15609 17.0£00 164 +£0.9

sc-zs 1.0+00 1.0£00 10+0.0 160=£00 150+14 16.5£0.7 16.5+£0.7
sc-cot 85+106 1.0+0.0 85=£106 90+11.3 85+106 1.0+ 0.0 10.0=£99
sc-spp 1.0+£00 1.0£00 1.0£0.0 165£07 160=£00 17.0£00 16.0=+ 0.0

Table 1.7: TOpoc # 6mov o Ipdxtopac xatavénoe v Lrpatnys| tou Avtindiou tou (pd)
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MI'M évavtt MI'M O npdtec tpelc 0THAES 0TOUC TVUXES AMOTEAEOUATOV oVTLTUPAIETOUV TEEXTOPES
novopototunwy MI'M petagd toug. Xta oevdpla Tou SIAMUUOTOS TOU QUAAXICUEVOU, TA TEQLOGOTERA LOVTERN
pTdvouv Yphyopa oe opooaia ouvepyaoia, ue meplotooctoxéc xaduotepfioewc. To Mistral Large (24.07)
BUOXOAEVETAL OTIC AVTLPATIXEC TOPUANAYES, TOPOUGLALOVTUC UELWUEVT] IXOVOTNTA CLANOYLOTIXAC. LTig puduioelg
Kuvijyt Ehaglou, 1 apoiala cuvepyasta enlong avadietar yeryopa, av xou to Mistral éyet xan mdht mpdBinua
UE TIC UETOVOUUOUEVES OTRATNYIXES.

To Claude Sonnet 4 xa to DeepSeek-R1 amoxhivouv cuyvotepa and v apytxf cudgwvia, cuvdudlovtog
YOUNAES ouvolxés Boduporoyiee pe meplotactoxd xoduoTtepnuévn olLYXAloY, umodnidvovtag elte eniuovn
Mnotagio 6to AP elte npotiunon Aayod oto KE, mdavedc we Yépog mo BlepeuvnTindy oTpotnynoy.

MI'M évavti Alvopudunxodv AvTindAwv Ou téooeplc Tteleuvtalec oTHAES AVTLTPOOKOTEOOLY
aviindhoue pe otadepr otpatnyixh), o. aviimodol autol elvon  yprowol Yy TV o&loAOYNon TN
TpocoppocTixdTNTaC Twv MI'M.

e srep: Ildvta anootacia 6to AP, ta tepiocdtepa MI'M npocopuélovial yeryopd, extodc and to Liama 3.3
70B Instruct (o apy6 o avugotixd oevdpia) xou to Mistral, To onolo anod{Bet xahd ubvo pe tpotpony
cot. To anoteréopata tou KE dev elvan evnuepwtind Adyw tng toopponiac Nash pixtic otpatnywrc.

o pp: Kot petadld xivioewy (Mimotadio/cuvepyaoia oto A®; daydc/ehdgl oto KE). Yto AP, ubdvo
1o Claude 4 xon to DeepSeek avayvwpilouv pe cuvéneia to potifo oe dkec Tic npotponéc. To dhha
nopouctdlouy emtuyio o cuyxexpévee tpotponéc (m.y. Claude 3.5 Sonnet v2 ye spp, Claude 3.7
Sonnet pe cot). Xto KE, ta nepiocdtepo MI'M 8ev avoryvewpilouv tov anhd x0xho, anautdvtoe cuyvé
ToA0UE YOPOUS YLoL VO TPOCAPUOGTOUV.

o mf & tft: Ko ta 800 cuyxhivouv oe mAfen hnotalla 6to AP, ondte €voc hoywde naixtng toupldlet pe
oUTO amd TV opyh — mapatneeiton oe Gha To povtéha extée and to Mistral Large (24.07). Yo KE, 7
oarhayn) and Aayd oe Erdgr otn péon tou mouyvidiod unodnidvel Lol CUAOYIOTIXAC XAVOTNTOS, OTWS
OLVOUPEQOYIE.

ArnodoTtixotnTa
Aciyvouue to anotehéoyata otov mivaxa 1.8.
e 6ha o povTéNa, 1 xatdtadn Tne anoTeEAEoUATIXOTNTOC TwY oTUN tpotporhc (tivaxac 1.8) elvow:

1. zs (ywelc nopodeiyporta)

2. cot (pe culhoyloTx Topeia)

3. spp (povonpdownne eXTEAEONS), NYOTEPO OTOTEAECUATIXG.

H npootixm tou sc (autoouvénela) oe omoloBATOTE GTUN PELOVEL TNV ATOTEAECHATIXOTN T, Xou 1) (Blat xortdtaln
oyVel petald Twv mapahhaywy tou sc. A&ilel va onuewwdel 6t ta wovtéha «Thinking» tou Claude cuyvd
Toupldlouv f UTEPTEROVY TWV TPOETUAEYUEVWY EXDOCEMY TOUC.

H anoteiecpatixdtnra eivon udhnidtepn otic noparlayéc Kuviyl Eraglov and 6,11 oto Alnupa Puiaxiopévou
R OTNV avTIQATIXT) OTEATNYWXY Tou, xadde To Kuvhyl Ehagiouv emitpénel xohltepeg apoBaieg anoddoels.

Pududc Anotuyiog
Aciyvouue to anotehéoyata otov mivaxa 1.9.

‘Oho tae MI'M xatagépvouy vo €xouy oyeddv TéAELd TOGOGTE KEYXVEOTNTUCH, OIS aiveton oTov mivaxa 1.9.
‘Otav nalleton éva mavyvio, Wi Tiur eyxupdtntog anodidetal ot xdde évay amd toug 16 yipoug mou nepthopBdvet.
Edv napouciaotel xdnolo o@dhua, n T auty Yo elvan «falsey. O mivaxoc 1.9 anewoviler amkéde tov péoo
apliUd EYXVPWY YUPWY G GAAL ToL oLy via.

Ye autéd to onuelo, mpénel va onuewwdel 6Tl Ta TEPLOCHTEPA GPAAUOTO TIOL AVTWUETOTLOE To poviého Mistral
Large (24.07) ogeihovtay otnyv aduvapio tou vo axohoudfioel Tic 0dnyiec popponoinone. Luyvé yenoiponotoloe
popgornoinorn tonou markdown otny é€0d0 tov, axdun xau btav Tou {nthdnxe ENTd vo uny 1o xdver (T
poiveton otic uTodeielc Tov TapEyovTon ot ovtéha oto 1.2.1).
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pd pd-alt sh sh-alt
model prompt
Claude 3.5 Sonnet v2 zs 18.35 4+ 10.24 28.04 + 12.12 21.84 £+ 12.24 15.56 4+ 9.72
cot 9.00 £+ 4.05 15.88 + 8.80 11.25 4+ 5.37 7.85 £ 2.92
Spp 7.54 £ 2.98 11.99 + 4.73 9.60 4+ 4.14 5.93 £ 2.41
Sc-zs 6.37 + 3.42 9.88 + 4.56 7.63 £ 3.60 4.59 + 2.71
sc-cot 2.96 + 1.46 6.06 + 4.01 5.50 £+ 5.26 2.58 £+ 1.00
sc-spp  2.54 + 1.09 3.81 £ 1.63 4.70 + 4.25 1.96 £+ 0.76
Claude 3.7 Sonnet zs 14.03 £+ 7.88 24.35 + 12.64 24.04 £+ 12.10 13.16 £+ 7.68
cot 6.39 + 2.64 10.14 £+ 4.40 10.68 + 4.72 6.17 + 2.67
Spp 5.48 + 3.66 7.89 + 5.63 7.22 £ 3.47 4.57 + 3.10
sc-zs 4.88 4 2.49 7.02 & 4.64 7.70 + 4.79 4.37 + 2.50
sc-cot 2.34 £ 1.32 3.63 + 1.78 3.15 &£ 1.60 2.01 £ 1.07
sc-spp  2.36 = 1.37 3.21 + 2.72 2.67 + 1.01 1.51 £ 0.69
Claude 3.7 Sonnet (Thinking) zs 15.67 4+ 6.23 22.93 + 10.25 30.01 + 15.17 19.17 £ 9.07
cot 8.44 + 3.39 13.73 + 5.86 13.68 + 6.63 7.86 + 3.05
Spp 6.82 + 2.85 10.99 + 4.98 9.87 & 4.58 6.10 & 2.53
SC-78 5.35 + 2.15 9.53 + 4.24 9.88 + 5.87 6.90 + 2.89
sc-cot 2.67 £ 1.19 4.16 + 2.16 4.45 + 2.13 2.71 £ 1.05
sc-spp  2.21 £+ 0.86 3.45 £+ 1.66 3.49 + 1.84 2.08 £ 0.91
Claude Sonnet 4 zs 7.45 £+ 3.99 13.85 + 8.83 15.12 + 12.56 7.92 + 4.45
cot 4.15 + 0.81 6.34 + 3.79 4.53 + 2.42 4.19 £+ 0.82
Spp 3.85 + 1.26 4.49 + 2.59 4.46 + 2.23 3.45 £ 0.81
sc-zs 2.15 £ 0.48 4.86 + 3.10 5.45 + 3.33 1.99 £ 0.41
sc-cot 1.36 + 0.18 1.50 + 0.94 1.51 £+ 0.47 1.41 £ 0.25
Sc-Spp 1.13 £ 0.35 2.01 + 0.99 1.36 + 0.81 1.04 £ 0.31
Claude Sonnet 4 (Thinking) z3 11.59 4+ 3.05 24.90 + 12.96 19.88 + 11.98 11.66 &+ 3.63
cot 5.84 + 1.51 9.81 + 6.49 8.43 £+ 5.02 5.37 £ 1.18
Spp 3.99 £+ 1.62 6.68 + 2.97 6.04 £+ 2.96 3.50 + 0.87
sc-zs 3.99 £+ 1.00 7.91 £+ 3.90 7.51 £ 3.45 4.19 4+ 1.89
sc-cot 1.88 + 0.38 3.43 + 2.19 3.13 + 2.20 1.94 + 0.54
Sc-Spp 1.32 + 0.36 1.80 + 0.90 1.68 + 0.87 1.07 £ 0.28
DeepSeek-R1 z3 13.86 + 5.08 12.59 4+ 5.53 13.47 + 6.02 12.38 + 4.01
cot 8.48 + 5.19 9.71 £ 4.00 11.77 £ 3.26 12.48 + 3.23
Spp 8.22 4+ 3.06 8.79 + 5.23 8.51 £ 4.02 8.68 + 2.39
sc-zs 4.37 + 1.43 3.66 = 0.95 4.72 + 2.32 4.51 + 1.36
sc-cot 2.74 £ 1.31 4.70 + 2.15 4.41 + 0.99 4.39 + 1.34
Sc-spp 2.69 £+ 0.86 2.29 £+ 0.92 2.40 + 0.37 3.02 + 1.29
Llama 3.3 70B Instruct z8 25.03 + 9.53 38.08 + 17.58 40.90 + 17.03 25.09 + 9.76
cot 18.62 £ 7.48 28.85 + 13.32 30.11 £ 12.13 17.57 £ 6.97
Spp 16.46 £+ 6.41 27.37 £+ 9.98 25.53 £+ 10.79 16.63 £+ 6.44
sc-zs 8.37 + 3.35 15.04 + 5.46 14.98 £+ 5.11 8.50 + 3.24
sc-cot 6.22 £+ 2.55 10.28 + 4.55 9.55 + 4.55 5.68 + 2.40
sc-spp  5.50 + 2.14 8.98 + 3.58 9.78 + 3.30 5.62 £ 2.20
Mistral Large (24.07) zs 27.04 + 11.01 47.46 + 18.77 39.23 £ 17.11 23.17 + 8.92
cot 6.07 + 3.11 9.60 + 4.27 7.18 £ 3.49 5.57 £ 2.45
Spp 4.51 + 2.62 7.15 + 4.36 6.01 4+ 4.00 4.45 4+ 2.33
Sc-zs 9.65 4+ 4.33 16.86 + 5.59 13.38 + 5.80 8.68 4+ 3.49
sc-cot 2.19 + 0.84 3.52 + 1.21 2.14 £ 1.12 1.72 £ 0.57
SC-Spp 1.84 + 1.08 2.71 + 1.55 2.10 = 1.08 1.61 £ 1.01

Table 1.8: Méon Anodotxdtnra (Points per kilo-token)
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avg
model
Claude 3.5 Sonnet v2 100.0 £ 0.0
Claude 3.7 Sonnet 100.0 £ 0.0
Claude 3.7 Sonnet (Thinking) 100.0 & 0.0
Claude Sonnet 4 100.0 £ 0.0
Claude Sonnet 4 (Thinking) 100.0 £ 0.0
DeepSeek-R1 99.1 + 6.3
Llama 3.3 70B Instruct 100.0 £ 0.0
Mistral Large (24.07) 99.4 £+ 6.5

Table 1.9: Méooc Pududc Eyxvpwv Houywididv (% éyxupwv Atoteleopdtomv)

Yupnepdopato

e To cuunépaoya Tou [8] oyeTnd Ye o TocooTd cuvepyasiag avarnapdyetot (ot mouyvie MM évavtt MT'M).
‘Onwe onuelwoav: «Ta vpnidtepa Tocootd cuvepyasiog Vo unopovoay Vo GNUATOBOTOUY UEYONITERT
euniotoolvn xou /Y yeyahidtepn Bopdtnta 6to xowvd x€pdoc twv dVo TouxT®Y, To onolo elvon LPnhdTEPO
oty éxPaor Tou mouyviou pe auoBaia cuvepyaoio. Xe TPOCOUOLOOELC OTIOU DEV BWOUUE EVTOAY OTO
HOVTERO VO DWOEL JUEST) ATAVTNOT), TOEATNENOHUE OTL AUWTLOAOYY) TNV ETLAOYT TNG CUVERYUTIAS WE ONUAVTLIXY
yio T Ueylotonoinon twv xoweyv amohaBov ¥ yio vo Slao@aiiotel Tl xou ot do maixteg Yo €youv To
%xaAUTERO BuVaTS amotéheoyoa. ‘Etol, oto diinpua Tou puiwacuévou, Brénovue To MI'M va tefvel tpog o
eVOLPEROV YiaL TOUC dANoUE, avTi var elvan évag auoTned opBoAoYIXdC Xl EYWIOTAS TUXTNS OTO oLy Vio».

o Ta MI'M emtuyydvouv Baduoroyio x0VTd 6T0 aVOHEVOUEVO OTOTEAEGUA GTAV UXOAOUTOUY TNV XATOVOUN
mdavétnroe Nash Equilibrium pewtic otpatnyxfic otic xwAoee évavt tou maixtn srep. Autd 1o
amotéheoypa épyeton ot avtideon ue ta evphpota tou [49]. H epyaoia auth vroypduuioe pio pepoindla
1wV MI'M oty emAoyy| Wiag oUYXEXRWEVNS XIVNONG EVOVTL GAAWY, XETL TOU DEV EIVOL YUQUXTNPIO TIXG TWY
opdohoyxdv mouxtdy. Qotdéoo, elyav yenoiponoloel topohhayés evoe yopou tou ITétpa-Warid-Xaptt
yia o metpduatd toug. To MI'M, Aéyw tng yvoong mou €youv amoxtroet, €youv avantiel eyyevelic
npoxatahidels (. «Epw 6T M «métpay elvon pior dnpo@uhic teddtn xivon oto Iétpa-Wakidi-Xopti»)
nou eagpavilovtoan ot enavolopPavopeva mouyvia. Hopatnpobue bt tao MI'M telvouv va Eeyvolv tétoleg
npoxatoAPels xoddC CUGCWEEVOVTAL LOTOPMES TANPOQOPIES YL TOUS TEONYOUUEVOUS YUPOUS XoL Ol
naixteg BeAtidvouy v enolinoy| Toug yia Tov TeoTo TUE{HATOC TOU AVTITEAOU TOUC.

e Lo aOvieta MI'M anogdoioay vo axohoudicouy atpatnyixés Ue Ayotepn cuvepyacio, haufdvovtog
Aydtepouc oUVOAIXOUE TOVTOUC o XOTOAYoVToS ot ouugovia (mou aviixatonteileton otov YLEO
RATAVONONS TOL AVTLRAAOL) 0pydTEpR 0T0 TouyvVidl. Auté amotehel évdelln tne tdong utepavdiuong
v yeyohitepwv MI'M étav exteloly anhéc epyaoiec.

o O naixtne potifou (pattern player) unoypopuilel 6ti to amholotepa MI'M éyouv yewpdtepn anddoon
and Tta mo cuvdeta. Emiong, oe pixpdtepa MI'M nou yenoipomolody mo cOvieTo oTUN TEOTEOTAC, To
anoteAéopata elvon xaAbTERA.

o O malxtne tft Arav éva xohd onpelo avagpopdc yia vo deléet nodg Ta MI'M pnogolv elte va Swotnericouy wia
%okt otpatnywe| (edv Eextvnoay pe authy) elte Vo TposUpPROcTOOY OE Wiot XOADTERT OTEATNYIXY and auTAV
7oL ypnowonotovy. Autd to ebpnua delyver 6t to MI'M unopolv téo0o va avahbouy mdavés otpatnyxéc,
600 xou vou Aaufdvouy anogdoelg pe Bdon auth TNy avaAuo.

o H anoteleopatixdtnra twv Al mouxtdv pewdvetor xadde to oTU Tpotponc Yivetan o olvdeto. Autd to
anotéheopa Yo elvan apxetd Sapopetind oty mepintworn tou Ilétpa-Wokidi-Xaptl, evoc mo dloxolou
nawyviou, emitpénoviag €tol ota mo ovvideta xou peyokltepar MI'M vo oflomoioouy xahbtepa Tig
BUVATOTNTES TOUG.
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1.4.3 IIétpo-PaAid-Xopti
YuvoAiwxoi ITévtol

Aclyvouye ta anoteléoparta yio to Pooixd mouyvio otov mivoxa 1.10. Trevduuillouvpe 6Tl oe xdde mouyvio
nalovton 24 cuveyduevol yYipol uetald twv 800 avtimdiev. o toug malxtec non-sc, to anoteAéopota eivor
0 pé€oog 6po¢ 5 emavVOAAPe®Y TWV TEPUUATWY, EVE Ylo TOUG TaixTeg sc, Ta anotehéoyota eivon o Yéoog 6poc 2
enAVUAAPEWY TWVY TELRAUETOY.

To anoteAéopota yior tar Tonyvio avtipotixey oevapinv Beloxovta otoug nivaxeg 7.3, 7.4, 7.5.

MI'M évavte MI'M  Otav noflouv petald toug mavoyoidtuna MI'M (mpdtec tpei othhes), n @von
Tou Touy B0 «métpa-Poidi-yaptiy, wg maryvio undevixol adpoloyatog, eunodilel ) otadepr; cuupwvia, e
anotéheoya Younhéc andiutes Paduohoyiec (xovtd oto 0). O o chvietol TOTOL TPOTPOTHY LUTERTEPOUV TMV
amholvotepwy. To zs dev xatéyel ToTé T0 YEYLOTO OE GTANN/OELPE OTOUC TVOXES TWY AMOTENECUETOV.

MI'M évavti Alvopudunxwv AvTindAwy Ou téooeplc Tteleuvtalec oTHAES  AVTLTEOOKOTEOOLY
aviindhoug pe otadepr] oTpatnywh, oL aviimodol autol elvon  yerowor Yy TV o&loAOYNon TN
Tpocoppoc TS TNTHC Tewv MI'M.

e srep: Xpnowonouel T wxti| woggonia Nash evoc yopou (3, 3, 3 v Tic nepntdoeic eql; 1, 1,2 yiotig

neputtooelc bald). H avouevépevn anddoor avd yipo eivon 0, 6w aviovexddtor oto oyedov undevixd
oOVOAaL.

o pp: Kixhoc xvroewv (Paridt, métpa, yoptl). H téheia expetddieuon autol Tou xuxhixol potifou anopépet
24 névtoue (eql) A 40 (ba3). Mévo ta nponypéva povtéha Claude xou to Llama 3.3 70B Instruct to
expeToAleVovton pe ouvémeta. O o cUvleteg mpotponég evioylouy Ty anddoor. To zs cuyvd €yxel
apvnuxer Bodpoloylo oE avTLPATIXES OTEATNYIXES.

e ap: Ilpocapudleton oty mo ocuyvh xivnon tou avundhov. Ta rmepiocdtepa MI'M (extéc and 1o
Mistral) emtuyydvouv detinéc ahhd vnopéyiotee Padpoloyiec, vrodnidvovtae 6Tt ypeetdlovion ypbvo
Yl Vo avly Veoouy potifBa.

o tft: Avtetoniler v mo npéogoutn xivnon tou avtindhov. To MI'M anodiouv xohd oe avtipoTind
oEVAPLOL PE TLG TUTUIXES OTOBOCELS XIVACEWY, OAAG BUOXOAEDOVTAL OE AVTLPIUTIXG GEVAPLO GTEATNYLXNG, UE
oxoun xou xopupata wovtéia onwe to Claude Sonnet 4 vo usTtepolY GE ambdOGT.

I'tpog Katavoénong Aviindiouv

Aclyvouye ta anoteléopata yia to Paond mouyvidt otov nivaxa 1.11. Ioybouv to (Bla oydhio Tou avopépaue
yia Touc "Yuvolxoic ITévtouc".

Ta amoteréoporta yia tar mowyvior avTtipatixdy oevoplwy Beloxovton otoug nivaxeg 7.7, 7.8, 7.9.

MI'M évavtt MI'M Ot npdtec Tpelc 0THAES OTOUG TVOXEC AMOTENECUSTWY AVTLTOPUUIETOUV TEAXTOPES
navopoldtunwy MI'M petadd touc.

O tpée elvon yevid udmiéc (xovtd oto 25), deiyvovtac étt 1o MI'M Suoxohebovtor va Tpocaproctoly oe
ikt MI'M — xditt avapevopevo yia to IEtpa-Woanrio-Xopoti.

MI'M évavtt Alyopudunxov AvTindAwy Ov téooeplc Teheutalec OTAAEC  AVTITPOCKTEVOUV
avTindhoug pe otadepr otpatnyixd, ol avtimoahor autol elvon  yprowol Yl v ofloAdynon  ng
TpocdpUoc ToTNTaS Twv MI'M.

o srep: Iapaheinetan, xodwg 1 xatavénon elvan doxonn Adyw tng woopponiog Nash ye wxth otpatnyiny.

e pp: Aloxoho yio ta neptocdtepar MI'M, odhd autd Tou TETUY OV ARG ATOTERECUOTA OTOUS «XUVOAXOUE
IIévtouc» avayvoploay vwplc to pot{Bo.
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eql
z8 Spp cot srep PP ap tft
model prompt
C3.55v2 zS 6.6 + 13.5 -1.2 +£9.2 -1.8 £ 6.9 -0.4+£33 6.0+ 10.1 11.2 £ 6.4 16.6 + 6.9
cot 0.8+ 54 2.0+ 5.7 54 + 4.8 0.2+ 5.3 3.8+ 11.9 6.0 + 3.7 13.0 + 6.8
Spp 8.0+£9.9 724+ 11.6 1.6 £6.9 -14+22 944+ 11.2 6.8 + 1.5 12.8 £ 7.6
SC-z8 -12.5 £ 12.0 -0.5 £+ 21.9 0.5 +4.9 -0.54+9.2 154+21 9.0+ 14 21.5 £ 0.7
sc-cot 9.0 £ 0.0 -1.0 + 2.8 0.0+ 7.1 1.0 £ 4.2 10.5 4+ 14.8 14.0 £ 12.7 16.5 £ 2.1
sc-spp -2.5 +21.9 -9.0 + 17.0 0.0+ 9.9 70+14 -15+£35 5.0 + 5.7 12.5 + 14.8
C3.7S zS 1.4+ 9.6 -4.6 + 11.3 -3.0 £ 11.9 -2.0+5.0 13.6 £12.5 8.8+ 2.6 48 + 7.1
cot 9.6 +£ 5.2 2.6 + 9.8 04+55 14+ 2.1 19.6 + 1.3 8.2+ 1.5 20.2 + 3.6
Spp 3.6 £9.6 4.8 £6.0 -5.2 + 8.6 -244+23 19.2 +£1.3 14.2 + 7.2 19.0 + 4.8
Sc-zs -2.0 + 28.3 0.0+ 7.1 -15.5 £ 9.2 -4.0 £2.8 14.0 £ 14.1 6.5 £ 0.7 0.0 £ 0.0
sc-cot 20.5 + 4.9 -454+49 1.5 £2.1 -35+64 21.0+0.0 9.5+ 0.7 22.0 + 2.8
sc-spp 9.0 £ 12.7 -0.5 £ 0.7 -1.0 £ 5.7 2.5+ 106 195+ 2.1 120+ 1.4 21.0 £+ 2.8
C3.7S(T) zS 0.2 + 3.6 0.0 £5.3 4.2+ 7.3 -0.6 £36 19.6 +1.9 7.6 £2.8 17.6 + 4.0
cot -2.0 £ 6.0 0.2+ 3.2 -3.8+ 5.1 -04+32 21.0+0.0 9.8+ 4.4 15.6 + 6.7
sSpp -32+49 2.2+ 109 -1.6 £ 2.9 52+ 4.1 20.8 = 0.4 8.4+ 1.7 15.8 £ 9.3
Sc-zs -5.0 + 2.8 -7.5 £ 0.7 7.5+ 35 -35+49 21.0 +£ 0.0 155 £+ 9.2 10+14
sc-cot -2.0 £ 12.7 -8.0 +£ 9.9 -9.5+6.4 3.5+49 185 £ 0.7 14.0 + 8.5 22.0 + 0.0
sc-spp -2.0 £ 11.3 -9.5 + 12.0 -16.5 £ 4.9 -4.0+£4.2 21.0+0.0 9.0 £ 2.8 22.5 + 2.1
C4S z8 0.2 +48 -5.4 + 5.3 -4.2 + 8.1 24+ 1.9 18.2 + 8.0 10.6 + 1.7 9.2 + 8.4
cot 3.4+ 173 3.2+ 4.6 4.4+ 125 1.2 + 3.8 19.6 + 2.1 12.4 + 6.1 12.2 + 7.3
sSpp 5.0 £ 8.5 -7.6 + 16.9 4.6 +£9.4 1.0+ 64 18.0 + 3.7 12.4 £ 3.5 104 £ 7.3
Sc-z8 12.5 + 9.2 -19.5 £ 3.5 -11.5 £12.0 0.0 £0.0 24.0 + 0.0 10.5 + 2.1 18.0 + 8.5
sc-cot -5.5+ 6.4 1.0 £ 184 1.5+ 14.8 3.5+49 21.0 + 0.0 9.5+ 0.7 18.0 £ 8.5
Sc-spp -0.5 + 2.1 6.5 £ 9.2 -6.0 + 4.2 1.0 + 2.8 21.0 + 0.0 15.5 + 9.2 200+ 14
C4S(T) z8 -0.2 +£23 -2.8 + 7.3 -0.4 £ 15.9 1.0 £ 6.2 19.2 £+ 4.0 11.8 £ 0.8 15.0 + 10.6
cot 7.6 + 104 0.0+ 3.4 -2.6 £ 11.5 2.0+ 4.6 19.8 £ 1.6 10.0 + 7.2 14.6 + 8.1
sSpp -2.2 +5.4 -1.8 + 10.6 -1.2 £ 5.7 0.4 + 5.6 20.8 + 0.4 8.4+ 24 15.2 + 8.3
Sc-zs 5.0+ 7.1 0.0 £ 2.8 0.5 +9.2 2.5 +£0.7 21.0 £ 0.0 7.0+ 5.7 22.0 + 2.8
sc-cot 11.5 + 6.4 8.5 + 2.1 12.0 £ 2.8 -05+£35 21.0+£0.0 11.0 + 8.5 23.0+ 14
sc-spp 50+ 14 -1.0 £ 0.0 1.0 £ 9.9 3.0+ 14 21.0 + 0.0 10.5 £ 2.1 23.5 £ 0.7
DS-R1 z8 1.2 4+ 738 -1.0 + 1.6 -3.2 £ 9.7 0.8 +£ 3.0 5.8 £ 2.9 6.8 £ 5.0 14.6 + 3.8
cot 4.0 £ 8.2 5.0 + 4.3 4.2+ 4.5 4.4+ 4.2 124 + 4.2 9.6 + 3.0 17.8 £ 3.4
spp 0.8 +6.3 -24+5.9 -0.4 £ 6.3 -14+35 62148 10.6 + 2.2 13.4 + 5.4
Sc-zs 5.0 £9.9 -3.5£4.9 -0.5 + 6.4 -3.5+£0.7 9.0+£85 6.5 + 3.5 14.5 + 0.7
sc-cot -0.5 + 134 -3.5+4.9 -3.5+9.2 1.0+ 14 150+ 14 15.5 £ 3.5 20.5 £ 2.1
sc-Spp -6.0 + 5.7 -2.5 + 2.1 -6.0 + 1.4 0.0+ 1.4 13.0 £ 2.8 7.0 £ 2.8 20.0 + 2.8
L3.3-70B z8 -0.8 + 1.8 04+ 7.1 1.8 £54 -2.0+ 4.7 14.8 £12.6 6.6 + 2.1 1.0 £ 1.0
cot -0.6 +£ 1.3 -1.6 + 8.8 0.0+ 24 0.6 + 3.8 19.0 £+ 8.7 8.2+ 3.1 10.0 + 8.9
Spp 1.0+ 1.7 -1.6 + 2.4 -1.4 4+ 1.8 -044+29 62+738 9.8 + 6.0 4.4+ 4.0
Sc-78 0.0 £ 0.0 -8.0 + 11.3 2.0 + 0.0 -1.0 £ 2.8 12.5 £16.3 9.0 £ 2.8 0.0 £ 0.0
sc-cot -0.5 £ 0.7 2.0+ 2.8 1.5+ 2.1 -0.5+21 6.0+28 70+ 14 16.5 + 9.2
Sc-Spp 0.0 £ 0.0 -10.5 + 16.3 -0.5 £ 2.1 5.5 £ 0.7 19.0 £ 7.1 12.5 + 2.1 2.0+ 2.8
M-L(24.07) zs 00+14 -10.6 £ 7.7 -3.8+ 28 0.8 £5.2 20.8 £ 7.2 5.4 + 3.6 0.8 +£0.8
cot 8.8+ 5.4 0.0 + 2.6 -4.2 £ 10.7 0.4+4.2 -1.0 £ 12,9 1.6 £ 4.2 16.0 £ 9.5
sSpp 9.2+ 54 7.0 £ 13.2 0.6 + 8.4 0.8+ 1.5 6.8 + 8.2 2.2+ 4.1 12.6 + 6.6
SC-78 0.5+ 0.7 -4.0 + 2.8 -13.5 £ 0.7 1.0+ 14 24.0 + 0.0 0.5 £ 0.7 0.0 £ 0.0
sc-cot 115+ 106 55435 -2.5 + 304 -0.5+ 0.7 1154+ 17.7 -0.5 + 7.8 17.5 £ 7.8
Sc-spp -0.5 £ 0.7 -0.5 £ 0.7 2.5 £ 17.7 0.0 £ 4.2 6.0+ 7.1 -4.0 £ 2.8 6.5 + 21.9

Table 1.10: Yuvohxd Anotéheopa yio Toug Luvolxole ITévtoue and dhec tic Enavoriderc (eql)
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eql
z8 spp cot, srep PP ap tft
model prompt
C3.55v2 zS 10.6 + 13.1 214+ 4.6 19.6 + 5.6 21.0 £ 3.5 14.6 + 124 10.4 £11.2 1.0 + 0.0
cot 172 £ 7.3 19.6 £ 7.5 20.6 + 5.6 19.6 + 7.1 16.0 + 11.9 22.6 +£ 2.1 5.8 £ 10.7
Spp 11.2 + 106 11.8 £ 109 204 +5.9 23.0 £ 1.9 11.4 + 11.3 18.4 + 9.3 1.6 £ 0.9
Sc-zs 25.0 + 0.0 14.0 £ 15.6 21.5+4.9 13.5 + 16.3 12.0 + 15.6 19.5 £ 6.4 1.0 + 0.0
sc-cot 15.0 £ 14.1  20.5 £ 0.7 22.5 + 3.5 25.0 £ 0.0 12.5 £ 16.3 7.0 £ 8.5 1.0 + 0.0
sc-spp 145+ 148 150+ 141 145+ 148 240+ 1.4 16.0 + 8.5 21.0 £ 0.0 1.0 £ 0.0
C3.7S zS 21.8 + 5.5 22.2 + 4.2 20.2 + 9.7 234+ 25 10.0 + 12.4 17.6 £ 9.3 15.0 + 12.8
cot 154 + 7.1 16.2 + 10.0 18.8 +£4.3 18.0 + 7.4 1.0 £ 0.0 15.6 +£10.1 1.0 £+ 0.0
Spp 244+ 13 20.0 £ 5.6 224+ 43 23.6 £ 1.5 1.2+ 04 120 £ 106 1.2 +£ 0.4
Sc-zs 13.0 £ 17.0 23.0 £ 0.0 24.5 + 0.7 22.0 + 2.8 11.5 + 14.8 15.0 +14.1 12.5 + 16.3
sc-cot 4.5+ 49 24.5 +£ 0.7 11.5 + 148 240+ 14 1.0 £ 0.0 24.5 £ 0.7 1.0 +£ 0.0
Sc-spp 9.5 £ 12.0 21.5 £ 3.5 220+ 14 12.5 £ 16.3 1.0 £ 0.0 22.5 + 2.1 1.0 + 0.0
C3.7S(T) zS 242 + 1.3 19.4 + 8.3 22.6 + 4.8 224 + 2.2 1.4 + 0.9 226 + 1.7 1.6 £ 0.5
cot 19.2 £ 5.1 21.8 £ 4.9 22.0 £ 2.7 23.8 £ 2.2 1.0 £ 0.0 156 £ 12.0 44+ 7.6
Spp 23.6 £ 1.5 20.6 £ 4.3 21.2+£53 15.2 + 11.3 1.0 £ 0.0 178 £ 9.7 1.2+ 04
Sc-zs 24.5 + 0.7 22.5 + 3.5 13.0 £ 17.0 22.5 4+ 3.5 1.0 + 0.0 12.0 £ 156 1.0 + 0.0
sc-cot 24.5 + 0.7 25.0 = 0.0 25.0 £ 0.0 19.5 + 7.8 1.0 £ 0.0 10.0 £ 12.7 1.0 £+ 0.0
Sc-Spp 24.0 + 1.4 25.0 + 0.0 25.0 + 0.0 25.0 £ 0.0 1.0 + 0.0 23.0 + 0.0 1.0 + 0.0
C4S zS 15.8 + 8.5 20.0 + 10.6  23.8 + 2.2 22.2 £ 0.8 1.0 £ 0.0 232+ 1.1 11.8 + 11.3
cot 15.2 +13.0 15.6 £ 1.9 10.8 + 11.8 194 £+ 8.6 1.0 £ 0.0 19.0 £ 10.1 3.2+ 4.9
sSpp 16.0 + 10.5 20.8 £ 9.4 18.6 = 10.0 19.2 £ 5.5 3.4+ 4.8 14.4 £123 9.0+ 8.6
Sc-z8 7.5 +£92 25.0 + 0.0 25.0 + 0.0 22.0 + 4.2 1.0 + 0.0 23.0+ 14 1.0 + 0.0
sc-cot 21.5 +£ 4.9 15.0 + 14.1 145+ 148 21.0+ 14 1.0 £ 0.0 240+ 14 1.0 +£ 0.0
sc-spp 10.0 £ 7.1 11.0 £ 8.5 23.0 + 2.8 21.5 + 0.7 1.0 + 0.0 13.0 £17.0 1.0 + 0.0
C4S(T) z8 13.4 +£12.0 21.0 £5.3 17.0 £ 10.0 17.6 £ 8.5 3.4+ 54 22.6 £ 1.8 10.6 + 13.1
cot 14.4 + 123 21.8 +£2.7 20.2 +£ 10.7 21.6 +4.2 1.0 £ 0.0 19.6 +£ 104 3.2+ 4.9
sSpp 242 + 1.1 15.2 £ 9.9 17.8 + 8.6 18.8 + 10.1 1.0 + 0.0 19.4 £104 5.6 +6.5
Sc-zs 13.0 £ 17.0 22.0 £ 4.2 240+ 14 18.0 +£ 5.7 1.0 + 0.0 24.5 + 0.7 1.0 + 0.0
sc-cot 1.0 £ 0.0 7.0+ 4.2 10.5 + 134 23.5 £ 0.7 1.0 £ 0.0 11.0 £ 14.1 1.0 £ 0.0
sc-spp 24.0 + 14 23.0 + 2.8 24.5 + 0.7 20.5 + 2.1 1.0 + 0.0 23.5 + 0.7 1.0 + 0.0
DS-R1 z8 21.2 £ 5.5 21.2 £ 5.3 19.4 +10.3 234+ 1.3 232+ 04 16.8 + 11.1 7.8 + 9.7
cot 21.2 £ 43 20.0 £ 5.5 24.4+0.9 13.6 + 10.9 12.8 + 10.3 154 + 12,7 1.0 £ 0.0
sSpp 18.0 104 22.6 + 2.3 20.6 + 8.8 23.0+ 14 20.2 + 4.1 16.8 £ 8.1 6.2 + 9.0
SC-78 12.0 + 15.6 21.0 £ 2.8 240+ 14 22.5 + 3.5 13.5 + 16.3 22.5 +£ 2.1 1.5 + 0.7
sc-cot 12.0 + 156 23.0+ 14 19.0 £ 7.1 21.5 £ 4.9 3.5+21 1.0 £ 0.0 1.0 £ 0.0
Sc-spp 16.0 + 8.5 24.0 + 1.4 20.5 + 3.5 23.0 £ 0.0 13.5 + 16.3 24.5 + 0.7 1.0 + 0.0
L3.3-70B z8 5.8 +£ 10.7 16.2 £ 104 124+ 11.8 21.8+ 2.3 1.0 + 0.0 12.8 £ 7.9 1.0 + 0.0
cot 5.6 + 10.3 5.8 £10.7 100+ 124 230419 2.8 +4.0 21.2 £ 4.1 1.0 £ 0.0
sSpp 1.0 + 0.0 7.8 £10.0 21.2 + 5.8 21.8 £ 5.5 8.6 + 11.0 15.2 £ 94 1.0 + 0.0
SC-78 1.0 + 0.0 13.0 £17.0 20.0 £ 7.1 25.0 £ 0.0 1.0 + 0.0 5.5 £4.9 1.0 + 0.0
sc-cot 10.5 + 134 23.5 £ 2.1 1.0 £ 0.0 25.0 £ 0.0 1.0 £ 0.0 125 +16.3 1.0 £+ 0.0
Sc-spp 1.0 + 0.0 13.0 £ 17.0 24.5 £ 0.7 16.0 £+ 8.5 2.5 + 2.1 12.0 £ 156 1.0 + 0.0
M-L(24.07) zs 1.2+ 04 19.2 + 10.3  23.6 £ 1.1 22.6 + 4.8 1.0 + 0.0 6.0 &+ 10.6 1.0 + 0.0
cot 18.8 + 104 20.2 £6.1 15.8 + 10.7 21.2 £ 4.3 12.4 + 12.1 170 £ 94 1.0 £ 0.0
sSpp 6.6 + 10.4 10.6 + 13.1 17.8 £ 9.6 23.0 +£ 0.7 17.2 + 10.3 19.8 £ 10.5 1.0 + 0.0
SC-78 1.0 +£ 0.0 13.0 £ 17.0 24.5 + 0.7 23.0 £ 0.0 1.0 + 0.0 24.0 + 0.0 1.0 + 0.0
sc-cot 1.0 £ 0.0 24.0 £ 0.0 13.0 £ 17.0 24.5+0.7 12.5 + 16.3 24.5 £ 0.7 1.0 £ 0.0
Sc-Spp 12.5 +£16.3 11.5 +14.8 12.5 +£16.3 25.0 £ 0.0 11.5 + 14.8 24.5 + 0.7 6.5+ 7.8

Table 1.11: T'0poc # émou o Ipdxtopac xatavénoe tny Ltpatnywr Tou Avundhiou tou (eql)
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1.4. Arnoteréopata

e ap: Tua nepiocdtepa MI'M Sev xatagépvouy vo tpocapuoctody thipne (Tywée xovtd oto 25), mdavie
AOY® mapamhavnTIXWY WOTBV oTNV TROCUpUOCTIXNY GTEATNYXY Xou Ol AOYw €Xkewme ixavotnTog
culhoYLo TS,

o tft: Ye avugotxd ceviplo anohaBdv (nivoxeg 7.6, 7.8), 1 xotavénon elvan yeryoen (ouyvéd xovtd oto
1). e avuipatxd oevdpta otpatnyic (7.7, 7.9), n npocupuoyH elvor tohd o apyy, To omolo taupdlel
HE TOUG YoUNA6TEPOUC cLVOAXOUE Poarduole.

AnodoTixoTn T
Aclyvouye to anotehéopota otov mivaxo 1.12.

To anoteAéoyota amodoTIXOTNTAS BLAPEPOLY OIS TO BIANUUO TOU YUANXLOUEVOU, OTIOU XUPLALYNCAY ATAOUG TECOL
torol mpotpomic. Autd elvan avopevouevo, xadog To SIANUUO TOU QUANXIGUEVOU Xol TO XUVHYL TOU EAPLOD
elvoan amholotepo mouyvidla, eved to métpa-aAidi-yoptl cuyvd emwgeleiton and v mpotpony| pe VTAEEM
cLANOYLO TWXAS Topelag 1 TNV TPOTEOTY LOVOTEOoWTNG exTéNEoT S [48].

Sc (QUTOCUVETELRL) PELOVEL XUl TIEAL TNV AMOTENESHATIXOTNTO OE GAOUG TOUG TOTOUC TPOTEOTHC.

A&ilel va onuewwdel 6t ta povtéha Thinking tou Claude - 1 mopodhayy) oe Meydho Lulhoylotixé Movtého
(MXEM) - ouyvé wogupilouv 1 Eenepvolv Tic amhéc exdoyée twy avtiotouywy MI'M, deiyvovtac xohd otouyeln
yiar mowy viBiot Tou amonTolY EVIOVOTERT] GUANOYLOTIXY).

Puduéc Arotuylog
Acelyvouye to anotehéopota otov mivaxo 1.13.

‘Oho tae MI'M xatagépvouv va €xouy oyedov TEAELX TOGOOTE KEYXVPOTNTACY, OIS (alveton oTov mivaxa 1.13.
‘Otav malleton éva mouy vidt, plar Ty eyxupdtnTag anodidetal ot xdlde évay and toug 24 YOpoug mou nepthopBdvet.
Edv mapovoiaotel xdmowo o@dhya, 1 tuh oauth Yo elvon «false». O mivoxag 1.13 anewovilel aniode tov péoo
apliUd EYXUPWY YUPWY GE GAAL ToL oLy via.

Ye autéd to onuelo, mpénel va onuelwdel 6Tl Ta TEPLOCHTEPA CPIAUOTO TIOU AVTWUETOTLOE To poviého Mistral
Large (24.07) ogeihovtay otnyv aduvapio tou vo axohouvdfioel Tic 0dnyiec popponoinone. Luyvé yenoponotoloe
popgornoinorn tonou markdown otny é€0d0 tov, axdun xau btav Tou {nthdnxe ENTd vo unv 1o xdver (T
pobveton otic uTodeielc Tov TapEyovToL ot ovtéha oto 1.2.1).

YuunepdopaTo

e O oVvletol tonor npotponyv (Solo-Performance, Chain-of-Thought ¥ Self-Consistency)
amodidouy xahhTeEpa amoTeEAEoUAT (GUYXEVTPMOVOUY TEPLOGGTEPOUS THVTOUC) GTav avtipeTnnilouv Toug
amhovotepouc (Zero-Shot) avtindhoue touc.

o Ta MI'M emtuyydvouv Badpole xovtd oto 0 (avayevéyevo amotéleopa dtay oxoloudeitar 1 xatavoun
ndavotnrac Nash Equilibrium pemthic otpatnyic otic xvioelg) évavtt tou naixtn srep. Autd to
omotéheopa Epyeton oe avtideon ue ta evphuota tou [49]. H epyascio auth unoypduuioe uior uepoindla
10V MI'M oty emAoy?| ag cUYXeEXWEVNS %vNnong EvavTl GAAwY, xdTL ToL BEV Elval YapaXTNELOTIXG TGV
opdohoyxwy naxtdyv. 261600, elyav yenowwonolfoel napahhayéc evog yipou tou Hétpa-Waidi-Xaptl yia
™ doxpn. To MM, Adyw tne anoxtndeioas yvoong toug, éxouv avantiiel eyyevelc mpoxoatalfders (..
«Eépw 6TL 1 «méTpay elvon Wi dSnpogihfic medTn xivnon oto Métpa-Wakidi-Xoptly ) mou eZagavilovtar oe
enavohopfBoavopeva mayvidio. Iapatneodue 6t ta MI'M telvouv va agrvouv miow tétole mpoxatahidelc
%xod®G CLCOWEEVOVTAL LEGTOPIXES TANEOYOEIES Yia TOUC TEONYOVUUEVOUS YUPOUS XalL Ol X TES BEATLHOVOLY
v nenolinoy| Toug yia Tov TeoTo TE{UATOS TOU AVTLTAAOL TOUG.

o O malxtne pattern vrnoypaupilet 6t ta anrhobotepo MI'M €xouv yewpdtepn anddoon and to o cOVIETA.
Enione, oto (Bilo MI'M, 7 yperion evog mo cOUVIETOU GTUA TEOTEOTNGC ATOPEREL XUAVTEQO OMOTEAEGUATAL.
Téloc, ot thinking napodhayéc twv MI'M tne Claude pyrepdedovtay mo exola. Autd To anotéAeoyo
evioy Vel Ta evpripota Tou [48].

o O maixtng tft oy éva xahd onuelo avapopds yior va Selel mide oL avtipoatixés otpatnyixés Unopolv va
uoBodpicouvy Ty xavétnte sulhoylotixrc Twv MI'M. Ilponyoluevn épeuva [16] éyetl emonudver 6tL ta
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Chapter 1. Extetopévn Ieptindmn ota EAAnvixd

eql eql-alt ba3 ba3-alt
model prompt
Claude 3.5 Sonnet v2 zs 1.09 + 2.37 0.09 + 1.34 0.47 + 2.65 0.25 + 1.61
cot 0.44 £+ 0.74 -0.23 +£0.84 0.49 + 1.64 -0.03 £+ 1.28
spp 0.49 + 0.71 0.01 + 0.48 0.66 + 0.83 0.05 £+ 1.10
SC-Z8 0.20 + 0.60 0.10 + 0.48 0.46 + 0.56 -0.03 + 0.35
sc-cot 0.14 £ 0.18 -0.08 +£0.25 0.15 + 0.41 -0.01 £+ 0.36
sc-spp  0.01 + 0.20 -0.03 +£ 0.17 0.19 + 0.34 -0.01 + 0.17
Claude 3.7 Sonnet 7S 0.58 + 2.39 0.20 + 2.12 2.02 £ 4.02 0.07 £ 2.02
cot 0.65 + 0.75 0.51 + 0.80 0.63 + 1.07 0.71 + 1.10
spp 0.51 + 0.70 0.41 + 0.61 0.43 + 1.13 0.56 + 0.76
SC-Z8 -0.08 + 0.72  0.00 + 0.36 0.00 + 0.93 0.32 + 0.71
sc-cot 0.21 + 0.25 0.14 £ 0.17 0.17 + 0.26 0.11 + 0.28
sc-spp  0.14 + 0.18 0.09 + 0.12 0.16 £ 0.21 0.13 £0.16
Claude 3.7 Sonnet (Thinking) zs 1.92 + 3.30 0.60 + 2.55 3.26 + 4.15 1.19 + 4.43
cot 0.61 + 1.04 0.25 £+ 1.02 0.87 +£ 1.27 0.60 £+ 1.15
spp 0.57 + 0.89 0.60 + 0.80 1.06 + 1.53 0.70 + 0.97
SC-78 0.23 £ 0.77 0.31 + 0.98 0.70 +£ 1.44 -0.08 + 0.81
sc-cot 0.11 £+ 0.27 0.15 £ 0.21 0.24 +£ 0.28 0.18 £ 0.31
sc-spp  0.04 + 0.26 0.11 + 0.18 0.17 + 0.35 0.18 + 0.24
Claude Sonnet 4 VA3 0.80 4+ 1.82 -0.12 +£ 2.25 0.92 + 2.96 0.23 + 2.49
cot 0.62 + 0.89 0.31 + 0.71 0.75 £ 1.41 0.57 £ 1.10
spp 0.37 £ 0.70 0.19 + 0.56 0.73 £ 0.83 0.30 £ 0.74
SC-78 0.13 +£ 0.50 0.07 £ 0.29 0.12 + 0.43 0.07 £ 0.21
sc-cot 0.10 £ 0.18 0.07 + 0.13 0.15 £ 0.29 0.11 £0.25
sc-spp 0.10 + 0.14 0.05 £+ 0.09 0.09 £+ 0.20 0.12 + 0.21
Claude Sonnet 4 (Thinking) zs 2.07 £ 3.74 -0.16 £2.00 1.51 £4.69  0.04 £ 3.76
cot 1.11 £+ 1.68 0.60 + 0.92 1.50 + 2.05 0.81 + 1.93
spp 0.31 £ 0.72 0.28 + 0.68 0.69 + 1.20 0.57 £ 0.91
sc-zs 0.44 +£ 0.67 -0.21 +0.39 0.37 +1.14 0.03 £ 0.75
sc-cot 0.35 +£ 0.26 0.20 + 0.28 0.16 + 0.61 -0.04 + 0.27
sc-spp 0.13 + 0.13 0.07 + 0.12 0.14 +£ 0.18 0.10 £ 0.13
DeepSeek-R1 78 0.47 £ 0.73 0.17 + 0.44 0.89 + 1.49 0.03 £ 0.86
cot 0.80 + 0.84 0.23 + 0.49 1.04 + 1.77 0.02 + 0.76
spp 0.41 +£0.74 0.03 £ 0.31 0.49 +£ 0.96 0.09 £ 0.85
SC-78 0.13 £ 0.22 -0.01 £ 0.11  0.42 + 0.48 0.03 £ 0.20
sc-cot 0.19 + 0.28 0.07 + 0.14 0.29 + 0.32 0.08 + 0.27
sc-spp  0.09 + 0.20 0.05 + 0.10 0.22 + 0.38 0.05 £ 0.18
Llama 3.3 70B Instruct zs 1.16 £+ 3.16 0.14 + 2.06 2.38 + 4.85 -0.07 + 3.64
cot 1.18 +£ 2.20 0.12 + 1.26 1.59 + 2.91 -0.01 £ 1.46
spp 0.57 £ 1.41 0.26 + 1.05 1.28 + 2.29 -0.13 £ 2.19
sc-zs 0.13 £+ 0.63 0.11 + 0.56 0.53 £ 1.31 0.02 £ 0.85
sc-cot 0.22 + 0.28 -0.10 + 0.45 0.12 +0.73 0.04 + 0.21
sc-spp  0.20 4+ 0.53 0.04 + 0.24 0.46 + 0.72 -0.22 + 0.69
Mistral Large (24.07) zs 0.78 + 4.58 -0.35 + 342 1.44 + 6.57 -1.05 + 5.91
cot 0.36 + 1.04 0.02 + 0.59 0.51 £ 1.16 0.13 £1.21
Spp 0.50 + 0.75 0.15 + 0.79 0.24 + 1.68 0.62 + 1.14
Sc-zs 0.11 £0.96 -0.10+0.74 0.01 + 1.21 -0.37 £ 1.70
sc-cot 0.15 + 0.29 0.03 + 0.22 0.22 + 0.31 0.03 +£0.24
sc-spp  0.03 + 0.18 0.02 + 0.26 0.13 £ 0.35 0.02 £ 0.39

Table 1.12: Méon Anodouxétnta (Points per kilo-token)
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1.5. Xuurepdoparto xou Mehovuxéc Epyaoiec

avg
model
Claude 3.5 Sonnet v2 100.0 £ 0.0
Claude 3.7 Sonnet 100.0 £ 0.0
Claude 3.7 Sonnet (Thinking) 100.0 & 0.2
Claude Sonnet 4 99.9 +£ 0.9
Claude Sonnet 4 (Thinking) 100.0 £ 0.0
DeepSeek-R1 100.0 £ 0.2
Llama 3.3 70B Instruct 100.0 £ 0.0
Mistral Large (24.07) 99.2 + 6.8

Table 1.13: Méococ Pudpéc Eyxupny Houywidiodv (% éyxvpwy Anoteleopdtwy)

MI'M avtigetonilouy TeoBhiuate 6TV GwoTh avory VoOpLoT xat avTETOTLoY Tou naixtn tft (¥ counter).
Qot600, 1N gpyacio autr TeaypatonoUnxe povo ot Yovtéha openAl mou ftav diadéoiua exelvn Ty
enoy. H epyaocio pag aoyolelton neplocdtepo ye to teéyov tonio twv MI'M xou Slamotdvouye 6Tl Ta
MI'M unogolv va elvar emituynuéva évavtt Tou maixtn tft oe avtipatind cevdpia 6mou to manyvidl naileton
oOUPVOL UE TOUS TUTXOUE XUVOVES TOU (Ol aVTLPUTIXG CEVAPLO CTRUTNYIXAC).

o H anoteheopoatxdmra evée maixtn Al evioyleton ye ™ yeron evoc mo oOvieTou OTUN TEOTPOTHC.
Self-Consistency dev emtuyydvel anoteréouata mou Yo dixatohoyoloay TNV YUUNAoTeERT amb6d00y| Tou
(we¢ mpog xatavdhwon token). Télog, to povtéda thinking efvar toAAd unooydueva, xadde emTtuyydvouy
TopoPOoLe ) XOANDTERPY OMOTEAEGUOTIXGTNTOL Altd TaL VTG TOLY O GHETOL/ TPOETUAEYUEVO, LOVTENDL.

1.5 Xvunepdopata xow MeAhoviixég Epyaoieg

1.5.1 Xuvunepdopato

H rnapoloa Satpl3y| diepedvnoe Tn oTpatnYX) CUUTERLPORE Yol TIC IXAVOTNTES CUANOYIOTIXAC TWV PEYSAWY
YAOooX®Y povtédwy (MI'M) xat twv peydhony culhoyioTidy poviéhwy (MEM) ot Siadpactixd nepiBdilovta
Yewplog mouyviwv. Me v mpocopoieon entavaladBavoUeveny TatyVIBLOY TOU SINAUUATOS TOU QUANIGUEVOL Kol
Tou éTE-Pon(BI-yopTl EvavTl Slapdpwy TUTWY TEAXTOPWY Xl GTUA TEOTEOTHS, OELOAOYHCOUE TOV TEOTO UE
tov onoto o MI'M yepilovton 11 cuvepyaoio, ™) Aoy xou TNV TEOCopUOYT UTO BLapOPETIXES TELROUATIXES
ouviTrixeqg.

Ta anoteréopatd pag xatadewxvoouy 6Tt too MI'M umopolv va ovamopdyouv CUVERYATIXEC CUUTERLPORES
TOPOUOLES UE aUTES oL avapépinxay oe mponyoluevn epyooio [8], WBlwe oe enavolauBavéueves puduices Tou
duhupatog tou gulaiouévou. ‘Otav dev toug 869nxe odnyla va anavthcouy dueca, oo MI'M cuyvd egéppalay
Vv emduplar Vo UEYIOTOTOOOUY Tal X0V 0QEAYN - XATL TOU LTOBNAWVEL €val poTiBo cLAROYICTIXAC ToL Blvel
TEOTEPAULOTNTA GTO opoBalo GPENOC EVOVTL TOU AUOTNEA EYWLOTIXOD Ty VB0, Autd uTodNAGYVeL €vay Bodud
HOWVWVIXNE TEOTIUNONE EVOWUATWUEVOL GTI GUANOYLO TIXT TWV YAWTOLX®Y HOVTEAWY, THavDC Aoy TNng éxdeoric
Toug o avip®nves vopueg oTa dedouéva exmaldevong.

Ye avtideon ye mponyolueva evphipata [49] nou vodnidvouv 6t Ta MI'M eugoviCouv napdhoyes npoxatahipels
o7o Iétpo-Wolidi-Xapti evog YOpou, Ta TELRGUATA pog anoxahiTTouY 0Tl TETOlEG TEOXATUAPELC YeldvovTal oe
enavaropPoavopeveg olniemdpdoeic. Ta MI'M mpocopudélovta mpog v toopponio 6Tay Uy oLV enapXelc
loTopéG TANPopoplee, Wloltepa EvavTl evdg oTatixd Tuyaiou avtindhou. Autd unodniodver 6t ta MI'M, étav
TOUC ETUTEENETOL VO EVIUERGVOLY TLC TETOWINOELS TOUS OYETXE UE TOV AVTITOAG TOUG, UTopoUY Vo TpoceyYYioouv
TN oupneptpopd Nash yexthc otpatnynic mo anotedecpatixd and 6,t eiye unotetel TponyoUUEvwE.

Iopatnprioope 6Tt Tar o cbvieto povtéla Telvouv va cuvepydlovton AYOTEPO ot GUY VA UTERUVAAUOUY UTAEC
epyaoleg, pe anotéheoya v xaduotéenon e olYXMONG TS OTEATNYXAC XAl TN PEICT TWV COLPELTIXOY
avtopolBoy. Ao TNy dhAY, Ta UXpOTERA LOVTERM, OV 0L TEQLOPIOPEVA GE YWENTIXOTNTA, CUY VA ETLTUY Y EVOUV
XOAOTERT, anddooT, 6Tay cUVBUGLOVTOL YE TO BOUNUEVOUS TUTOUS TEOTEOTWY, ELBIXA EVOVTL AVTITIAWY TOU
Baoilovtaw oe potiBa. Ou mo oOvidetec epyaoiec culhoyotixfc (mo cOvdeta mouyvia) Aty o Touéus oTOV
onolo to yeyohUtepor MI'M oflonolnooy tic txavoTntée toug ot TETUYOY XAAUTEPA OTOTEAECUOTA ON6 Tol
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Chapter 1. Extetopévn Ieptindmn ota EAAnvixd

uxpdtepa.  Autd to evprarto unoypoppilovy ™ onpocio TNg eVHLYPAUUONS TNG LXAVOTNTUSC TOU UOVTENOU
ME TNY TOAUTAOXOTNTO TNE EQYICLAC XL TO OYEDIACUO TWV TEOTEOTMV.

Evévtia otov mpdxtopa tft (Tit-for-Tat), to MI'M enédeilloav tnv xavotnta elte vo Swatnphioouv ite va
vodeTioouy oTadloxd anoteAecpatinég agolfalec otpatnyxés. Auth 1 ouuneplpopd oo tnellel Tov loyuploud
6t ta MI'M umopolyv va mporyyatomoltioouy duvopxr] BEATiwor TN oTeatnyXAc Ue TNV Tdpodo Tou yedvou,
avti va deopebovton oe wa otadepn npocéyyion. Emmhéoyv, vnoypouuilet t Suvatétnto twv MI'M va exteholv
enavoknmTiny) cLAROYIG TN Xou Vo poardodvouy amd cuveyldpeveg axohoudieg oAANAETSpAGEWY.

To oTUA TV TPOTEOTKV NTAY EVOC AMOPACLETINGS ToRdyovVTag Xou oTa 800 mawyvidio.  Ou mo Sounuéveg
OTEATNYIXEC TEOTEOTAC - OTWC 1 oAucida oxédne, 1 mpoteony| atouxic omOGB00NG Xl ¥ AUTOCUVETELN -
odfynoav oe vPniotepn anodotixdtnta oe clyxplon Ue Ti¢ Booixéc Twég zero-shot, eldwd oe amiolotepa
povtéda. Qotdoo, oe mo xavd MI'M, 1 avgnuévn ToAUTAOXOTNTA TWV TEOTEOTWY UERIXES POPES ELCTYAYE
TEPLTTO YVWo TS OpTo Ywelc avdhoyn adinon e anddoong. Xuyxexpyéva, 1 Self-Consistency xotaviiwoe
ONUOYTIXE TEPLOGOTEPOUS THpoUS yweic va Beltiddoet otadepd ta anoteléopata, eyelpovtag avnovylec oyetind
ME TNV amodOTIXOTNTA TOU XOGTOUS TTC.

Etvou evdlapépov dti ol napaiayée «thinking» opiopévwy MI'M €deilav uixtd anoteréopota. Evd nepiotaotoaxd
wogdploay 1 Eemépooay To avtloTolyo TEOETAEYUEVA UOVTEAN OF XOTUOTACEC TOU Amoutoloay €VIovn
oLAhoYlo T, fTay enione o emppenh ot olyyuon. Autd cuvddel pe mpdogatec avnouylec [48] oyetixd
pe v eunddeio TETolwY HOVTEAWY UT oplopéves cuvirixes "vonunic" @optiong.

O avtipotixég puduioel €dwoay Tohd unocydueva amoteréopata. H ixavotnta cuhhoylotixic napeunodictnxe
Hovo oe anholotepa/TohoudTeEpa HoVTERa - OTwe Ta povieha Mistral xou Llama mou doxwdooue - dTay Toug
Unidnxe va oupgpeTtdoyouy ot avTigotixd mayvidia. ‘Alka poviéha enlong Sev ftay eVIEADS anaAlayuéva and
duoxohieg, oANE Ghec oL Tapamdve avolloels delyvouv Gt auTéc oL duoxohieg dev emoxtdlouy TS LXAVOTNTES
culhoylotrc xau Bedtiwone nenordfoewy twv MI'M.

Yuvodilovtag, to suphpatd yag umodnidvouy 6t ta MI'M, 6tav Toug Bivovtar oL xatdhAnhe mpOTEOTEC,
unopolV vo emdel€ouV GTEATNYIXY] CUUTERLPOEE TTOU CUVEBEL UE AOYIXEC Xou cuvepyoTixéc vopues. (lotdoo,
N an6dooy| Toug elvon evalo¥nTn 0T Bour) TOL ToUYVIBLOY, OTY| CUUTERLPOEE TOU OVTLTAAOU, GTI UNYOVIXT| TWV
TEOTEOTIY X0 GTNY TOAUTAOXOTNTA TOU HoVTEROL. AUTEC oL TAnpogopiec cUUBEANOLY GTNY EVRUTERT] XATAVONOT
Twv duvatotitwy twv MI'M ot culhoyiotnr und offefondtnta, oTn oTeaTnYX TEOCUPHOYH Xou oTn AN
ano@doewy mou evduypauuilovton pe Tov dvipwno.

1.5.2 MeAlovTtixy epyacia

Av xou 1 napotoa dateBr) €xel del€el 6t Ta MI'M elvon ixavd v mpocopudlovial oe Sladpac tixd nepBdihovta
Yewplac monyviwy xar Unopolv vo yenouwlonooly otpatnyxés nou potdlouvv ye oploloyixh ¥ cUVERYATIXN
CUUTEPLPOPDL, TUPUUEVOLY avoLy Tol apxeTol onpavTixol dpduol yia peAhovTixy €peuval.

o AANAnAemidpdoeig avidphmou xow MI'M: Eva 1 ntopotoa Satein enixevipainxe oe avauetprioelc
MI'M evavtiov MI'M, yehhovtixd mepduarto o prnopotoay vo nepthapfdvouv avipdroug mou natlouyv
evavtiov MI'M oe enavohaufovoueva tepiBdAlova, Ue o%0T6 TN HEAETT TOU GUVTOVIOWOU, TNE eandTnoTg,
e meldolc xou TG XUANERYELNG EUTLOTOCUVNG.

o ITouyvidiat TOAAATAGDY TAUXTOV X0 TOAANATAGY YVpwV We emixowwvio: H ecoaywyn
e entic emovmviag PETOED TV TULXTOV OVOLYEL EPWTAUOTO OYETXE UE TN SlmeayHdTeuoy,
onuotodoTNan, TNV e€andTnomn xou Tov avaduouevo cuvtoviops. H Biepedvnon tou xatd nécov ta MI'M
UToEoUV Vo UGouv VoL Ypnolonolody T YAMOGC GTRATNYIXA Yol VAl ETNEEACOLY To ANOTEAECUATE — N
VoL ooy Voploouy moTe To xdvouv dhhol — Ba umopolce Vo Tpoc@EpElL TANEOQYORIES YL TNV TEUXTIXT| TOUG
wavoTnTa oe Tepdilovta Yewplog maryviwy.

o KAMUdxworn CLUUTERLPOPLXWY YALAXTNELOTIX®Y WE To WEyevog Tou povtérlou: Ta
pEYOAUTERA LOVTERX EDElEaY plal TAoT Tpog TNV UTEpdvoluon xou TNy xaductepnuévn ouvepyaoio. M
CUCTNHATIXY €PEUVA YLOL TO TG OL CUUTERLPOPES XALLUXOVOVTAL U TO YEyedog Tou Yoviéhou — eldixd
O€ OEVAPLOL TEOTEPOTAC Ywelc Topadelypato Evavttl To TepltAoxwy TEoTEOT)Y — Vo unopoloe Vo PwTioeL
n6te oL auinuéveg SelldnTeg TV PeYoAUTEpWY PovTéAwy Bondolv 1 eunodilouv tn otpatnyix AR
ATOPACEMV.
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1.5. Xuurepdoparto xou Mehovuxéc Epyaoiec

o MoaxpUtepa oy vidia xar evowpdtwor wvAung: Ta nepdyatd pog nepiehduPovoy oyetind
oVvtopa emovalauPBovouevo tayvidio. H enéxtaon tng didpxelog twv matyvidldy ¥ 1 EVOWUATHon pnTiy
UNYEVLOPOY uvhune (T.y. onueimpatdplo, povades uviune epyooioc 1 APT e€wtepinic uvAung) unopet
v Bonifoel otov mpoodloploud tou xatd mécov toe MI'M umopolv va avortiouv paxponpddeoyeg
OTEATNYXES, VO UAJOUY O AMOTEAECUATIXG TOUS TUTOUC TwV AVTITIA®Y 7N vo pundoldv Siopxelc
CUUTERLPOPES BECUENCELS OTIWC 1) EUTLOTOCOVY Xou 1) EXDIXNOT).

e Tunornoinomn xpitneiwy aflohdynong tne opYoloyixdtntag oto MI'M: Téhog, undpyet
ovay«n Yot TuToTonuE val Thatota a€loAdynong mou vo utepPBalvouy Tig ueTe|oelc BACEL TOVTWY, TEOXEWEVOU
va aglohoyndel edv to MI'M embexviouy oploroyixr, cuvepYaTix 1| TEOCUEUOC TUXT) CUUTEPLPORT.

Yuurepaopatind, €ved 1 mopovoo epyacta omodewxvier 6t T MI'M pmopoldv vo GUUUETEYOLV XaL Vol
npocapuélovion oe oevdpla Yewplac mouyvioy pe tpdmoug mov uepinéc @opéc Yupilouv hoyixols mpdxtopec,
amoute{ton MEPALTERW BLEEEVYNOY YL VA TROGOLOPIGTOUY Tt Gplal TG GUAROYIOTIXAC Toug, 1 avilexTxdTnta
TWV OTEATAYIXOY TOUC XL 1) YEVLXELOWOTNTA Toug ot Bidpopa mepi3dihovta. Me tn ouveyy Behtiwon tng
QEYLTEXTOVIXNG TWV HOVTIEAWY, TNS EPUNVELCILOTNTOC Xa TNne edodohoyiog adlordynong, ta MI'M unopel plo
HEQA VAL YENOWMEVOOLY OYL HOVO WS EQYUAELN TROCOUOIWOTE CTEATNYIXAC CUUTERLPOREC, UAAS XAl WG TEAXTORES
TIOU GUUPETEYOUV 0UGLUG TS o ToAUTAOXES Bladxaoies Mdne amopdoewmy.
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Chapter 2

Introduction

The advent of Large Language Models (LLMs) has brought about advancements in several fields, such as
text generation and complex reasoning. A particularly intriguing application of LLM reasoning capabilities is
in Game Theory problems, which involve strategic decision-making in dynamic environments. Game Theory
is a powerful tool for understanding interactions between individuals in several fields; it offers insight into
situations where one attempts to maximize their benefit, find an equilibrium or arrive at mutually beneficial
situations with others, improve cooperation, and resolve conflicts. Game Theory is not just about competition;
it offers a lens to explore how agents can co-exist, cooperate, and thrive in complex environments, making it
a natural testing ground for evaluating the strategic reasoning capabilities of LLMs.

Given the broad spectrum of social contexts that can be interpreted and approximated as games, the study
of games is of paramount importance. One promising approach is to generate counterfactual scenarios of
common games and gauge LLM abilities in such environments. Counterfactual game scenarios are in essence
slight modifications to a given game, such that a rational agent would be expected to behave in them similarly
to how they do in the original setting. By presenting these alternate scenarios, counterfactual games help
researchers understand the cognitive and reasoning ability level of LLMs and, thus, shape opinions on their
trustworthiness and value as tools for analysis of the real world.

Playing games (in the scope of Game Theory) is a task that falls in the general "reasoning" category. Attention
is given to relevant work on reasoning, where LLM performance on reasoning tasks appears promising but
degrades significantly when faced with counterfactual world views/situations [63, 46]. Investigation of this
behavior and its effects reveals room for this thesis’s experimentation by adjusting these findings to our Game
Theory goals.

Studies seem to converge on a few points. (1) Larger Models usually do better in these tasks and face less
problems, such as hallucinations or inconsistencies [16]. Furthermore, (2) models show great bias towards
information provided to them during pre-training and in initialization prompting, while at the same time
adhering to pre-training information so strongly that they behave unfaithfully in counterfactual contexts [28,
63, 46]. The non-counterfactual game settings are, also, more commonly found in the real world and, thus,
more probable to belong to "popular" data (also referred to as head knowledge). (3) LLMs are expected to
perform much better in this type of knowledge, as indicated by [53], which strengthens the belief that they
have better memorization skills instead of reasoning skills.

Games are a vast topic and some degree of specialization seems necessary. Our work focuses on two-player
common games with simple structure that give players well-defined options on what actions they may perform
and what payoff they may get (reward or penalty). We aim to disambiguate the true capabilities of LLM
players and provide better understanding of the memory-reasoning relationship that influences their actions.
We choose games that seem to have some real world importance, can be easily counterfactually adjusted,
and set-up testing environments for performance assessment of LLMs in them. We, also, analyze the effect
of deploying state-of-the-art prompting techniques to steer results to more promising directions.

The outline of this thesis is as follows:
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Chapter 2. Introduction

o We will firstly provide all the background needed in LLM operations, Game Theory, Nash Equilibria,
Counterfactual Game Scenarios, Prompting techniques, and evaluation agents, in order to be able to
explain and justify the methodology followed in our experiments, and the thought process behind our
conclusions. After doing so, we will provide a thorough description of experiments in our two games of
choice.

e These games are Prisoner’s Dilemma (of which a Counterfactual Scenario is its close cousin Stag Hunt)
and Rock-Paper-Scissors. These games are examined in their repeated or multi-round form (e.g. same
two opponents play multiple rounds of the same game sequentially).

e Lastly, we will showcase our results. We will compare against existing literature on the field and offer
our conclusions. We will discuss trade-offs that users might have to face when attempting to employ
certain techniques and evaluate the impact of such techniques in LLM agent performance.

56



Chapter 3

Background

Essential to the experimental part of this thesis is the establishment of underlying concepts and techniques
related to this research. The background section aims to provide just that; it introduces key ideas on Large
Language Models (LLMs) and Game Theory. The main focus on LLMs is the prompting techniques that a
user may employ and which influence the LLM’s abilities and the other topic of interest is the foundation
of Games that are examined. This background will highlight and justify design choices in the performed
experiments.

Large Language Models (LLMs) Large Language Models are a class of artificial intelligence systems
trained on massive corpora of text to predict and generate human-like language. These models are effective in
capturing patterns, associations, and structures present in natural language, allowing them to perform a wide
range of tasks, from translation and summarization to logical reasoning and decision-making. In the context
of this thesis, LLMs are treated as agents capable of participating in game-theoretic scenarios by generating
strategic responses to prompts that provide game descriptions. Due to their pretraining on diverse textual
data, LLMs may possess latent knowledge about common games and social strategies. However, whether they
can apply this knowledge adaptively in unfamiliar, counterfactual settings, rather than relying on memorized
patterns, remains an open question and is partly the focus of this research.

Large Reasoning Models (LRMs) The scope of LLMs has recently been broadened to include more
specialized variants that are specifically intended for reasoning tasks, such as DeepSeek-R1 or Claude 3.7
Sonnet Thinking [48]. These models are referred to as Large Reasoning Models and are distinguished by
their "thinking" mechanisms, such as a lengthy Chain-of-Thought (CoT) with self reflection. It is believed
to some extent, that the appearance of these models points to a possible paradigm shift in the way LLM
systems handle challenging reasoning and problem-solving tasks. These models represent represent important
advancements toward more broadly applicable artificial intelligence capabilities and a step closer to Artificial
General Intelligence (AGI).

Prompting Techniques LLMs possess reasoning abilities, that they have formulated and adapted from
their training, however, it is often desirable to guide their output in a more concentrated way. To this end, this
work utilizes prompting techniques, which do not require any extensive retraining to be performed on the Al
models. Thus, these methods are efficient in controlling model behaviour and have seen wide-scale adoption
in many different environments. Both baseline and more exotic (modern or state-of-the-art) prompting
techniques are used in experiments to determine the pros and cons of each, but also compare them against
each other. In this thesis, the influence of such techniques on game-theory related reasoning will be analyzed.

Game Theory Game Theory is an emergent property of many social interactions and as such interests
many disciplines, including economics, political science, evolutionary biology, and artificial intelligence. At its
core, Game Theory provides a mathematical framework for modeling strategic interactions between rational
agents, where the outcome for each participant depends not only on their own actions but is also socially
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Chapter 3. Background

dependent. This thesis focuses on games of a specific type and a fundamental understanding of Game Theory
is mandatory if one wants to understand the motivations behind experimentation with such games, but also
the nature of these games themselves as seen through the eyes of a rational player who participates in them.
Understanding how LLMs engage with such environments provides insight into their capacity for strategic
reasoning, especially under chronologically evolving game conditions.

Counterfactual Scenarios Counterfactual reasoning is one of the primary ways to prompt model abilities
under alternative settings driven by semantically minimal perturbations [33, 14, 35, 13, 51, 32, 31, 10]. Games
that have offer themselves to computer experimentation and analysis come with some limitations that may be
absent from real-world social situations, thus the introduction of counterfactual scenarios. A counterfactual
game setting is essentially the base game played with a twist in its ruleset. Such differences can result in
discrepancies in LLM performance, that are unexpected from a relatively-rational player. Counterfactual
game settings are important in assessing the reasoning abilities of entities - more specifically in our case:
LLM agents - and for this reason they are the pivotal point of this thesis. This section will provide a deeper
theoretical background into the nature of counterfactual scenarios.

Conclusion This chapter’s goal is to highlight key information regarding LLMs, prompting techniques,
Game Theory and Counterfactual Scenarios and reinforce the reader with the necessary background to
completely follow our experiments and their consequent analysis, as well as, conclusions drawn.
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3.1. Large Language Models (LLMs)

3.1 Large Language Models (LLMs)

3.1.1 Background

Large Language Models (LLMs) have rapidly become central to modern artificial intelligence [19, 38, 39,
34, 44, 17, 56, 40, 45, 23, 15, 52, 54, 25, 26, 3], enabling systems like Meta’s Llama to produce human-like
responses in natural language. These systems and their chatbot counterparts have amassed unprecedented
popularity among users of all types (e.g., researchers, students, professionals) because of their ease of use and
wide range of applicable fields (e.g., natural language processing, language generation, sentiment analysis,
education, homework help, essay feedback, code generation, explaining code, code documentation, reference
formatting in literature, data cleaning instructions, theory of mind experiments, ethical reasoning, logical
reasoning). This section outlines the theoretical basis for LLMs, tracing their mechanisms to better describe
the rest of this thesis. Language Models use a probability distribution over word sequences in order to predict
the likelihood of these sequences or generate new text based on a given input.

The foundational methodology for probabilistic language modeling from the 1980s onward was predominantly
based on n-gram models. These models rely on the Markov assumption, which posits that the probability of
a word in a sequence depends only on a fixed number of preceding words. In a bigram model, the probability
of each word depends on the previous word; in a trigram model, on the two preceding words; and in general,
an n-gram model considers the n — 1 previous words.

An example follows: Formally, a bigram model defines the probability of a word sequence wy,ws, ..., w, as:

P(wy,wa, ... wy,) = P(ws|wy) - Pws|ws) « - - P(wy |wp—1) (3.1.1)

The conditional probabilities P(wy|wg—1) are estimated from observed frequencies in a training corpus,
typically via maximum likelihood estimation. Despite their simplicity and computational efficiency, n-gram
models face a major limitation: the inability to assign meaningful probabilities to word sequences that do
not appear in the training data. This issue, known as data sparsity, arises from the inherently open-ended
nature of natural language. To mitigate this, various smoothing techniques have been proposed.

The advent of neural networks brought forth a paradigm shift in language modeling, beginning with the
introduction of feedforward neural language models [6]. These models adopt a similar conditional framework
as n-grams but differ fundamentally in how they represent and generalize over word sequences. A feedforward
neural language model takes as input a sequence of previous words and outputs a probability distribution
over the vocabulary for the next word. Each word is mapped to a continuous embedding vector, allowing the
model to capture semantic similarity and generalize beyond exact word matches.

Subsequent advancements led to more powerful architectures such as recurrent neural networks (RNNs),
Long Short-Term Memory (LSTM) models, and ultimately, Transformers. The Transformer architecture has
become the de facto standard for modern language models due to its capacity for parallel computation and
its ability to model complex dependencies over long sequences. In this thesis, we focus on Transformer-based
Large Language Models (LLMs) as the state-of-the-art in natural language processing, examining their
reasoning capabilities and behavior in game-theoretic counterfactual (or not) scenarios.

3.1.2 Transformer Architecture

Modern Large Language Models (LLMs) are predominantly built upon the Transformer architecture [55],
which abandons recurrence in favor of a fully attention-based framework. This architecture leverages
self-attention mechanisms to capture global dependencies across sequences. The Transformer is composed of
two primary components—the encoder and the decoder—which are especially suited for sequence-to-sequence
tasks such as machine translation. In these settings, the encoder processes the input sequence to generate
contextualized representations, which are then consumed by the decoder to generate the output sequence.

The main processing pipeline of the Transformer architecture can be summarized as follows:

1. Input Embeddings: Each token in the input sequence is embedded into a continuous vector space.
To account for token order, positional encodings are added to these embeddings, enabling the model to
incorporate sequence structure.
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Figure 3.1.1: The Transformer - model architecture. The original Transformer follows this overall
architecture using stacked self-attention and point-wise, fully connected layers for both the encoder and
decoder, shown in the left and right halves of figure respectively [55].

2. Encoder: The encoder consists of a stack of identical layers, each comprising two core components:

o Multi-Head Self-Attention: This module enables each token to attend to all others in the sequence,
assigning different weights via parallel attention heads that extract diverse types of relationships
between words.

e Position-wise Feed-Forward Network: Following attention, each token is processed independently
through a fully connected feed-forward network, introducing non-linearity and enhancing
representational power of the tokens.

Each sub-layer is wrapped with residual connections [21] and followed by layer normalization [4].

3. Decoder: Similar to the encoder, the decoder is composed of stacked identical layers, each with three
sub-components:

o Masked Multi-Head Self-Attention: This mechanism operates analogously to the encoder’s
self-attention, but incorporates a causal mask to prevent future token positions from being accessed
during training.

o Multi-Head Encoder-Decoder Attention: This layer allows the decoder to attend to the encoder’s

output representations, effectively linking the input and output sequences.

e Position-wise Feed-Forward Network: Each token’s representation is again refined using a

feed-forward network.
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3.1. Large Language Models (LLMs)

As with the encoder, residual connections and layer normalization are employed after each sub-layer.

4. Output Layer: The output of the final decoder layer is projected through a linear transformation
and passed through a softmax function to yield a probability distribution over the output vocabulary.
During training, the model learns to predict the next token in a sequence based on the preceding ones.

The Transformer has fundamentally reshaped the landscape of natural language processing by eliminating
the reliance on recurrence or convolution, instead relying on attention to model dependencies. Its scalability,
parallelizability, and ability to capture long-range context have made it the backbone of virtually all modern
language models.

3.1.3 Relevant LLM Topics

The LLMs used in this work are composed of multiple components that allow them to process, generate, and
understand natural language. The following sections will delve deeper into theoric fundamentals of LLMs
that are relevant to our research.

Tokenization and Embedding Layer

Tokenization: Text is split into tokens, which can be words, subwords, or characters. Let z =
(z1,xa,...,2,) represent an input sequence of n tokens.

Embedding: Each token z; is transformed into a dense vector e; € R? using an embedding matrix £ € RV ¥4,
where V is the vocabulary size and d is the embedding dimension. The embedding for the entire input sequence
can be represented as:

E(x) = (e1,€2,...,€n)

where e; = E[z;].

Pre-Training

Pre-training is a crucial phase in the construction of LLMs, wherein the model undergoes training on an
extensive, unlabeled dataset through the process of self-supervision. During this stage, the model learns
general patterns, features, and representations from the data, which form a solid foundation for subsequent
fine-tuning. For language models, pre-training often involves tasks such as predicting masked words in a
sentence (masked language modeling) or predicting the next work in a sequence (autoregressive modeling).
This phase equips the model with broad domain knowledge.

The key benefit of pre-training lies in its ability to help the model build generalizable representations that
can be leveraged for various downstream tasks. Pre-trained models have demonstrated superior performance
across a wide range of applications due to their capacity to capture essential patterns, such as semantic
relationships and syntactic structures. This enables them to adapt quickly and efficiently to specific tasks,
even when task-specific data is limited.

Our work deals with LLMs that have been pre-trained not by us, but by the body (e.g. enterprise, organisation
etc.) that created them. Pre-training or fine-tuning is not discussed any further, since this thesis’s objectives
do not include any experimentation with them, we evaluate the reasoning capabilities of pre-trained models.

LLM Parameters

LLMs offer a number of adjustable parameters to the end user, so they can tweak a model’s performance to
meet their goals. Given an (input) sequence the Language Model determines a probability distribution of
options for the token following it. This distribution is sampled by the model to produce each token in an
output. The degree to which a model’s response varies is referred to as its randomness and variety. These
variables can be managed by restricting or modifying the distribution. For the purpose of controlling response
diversity and unpredictability, models used in this thesis often support the following parameters.[2]

e Temperature: affects the shape of the probability distribution for the predicted output and influences
the likelihood of the model selecting lower-probability outputs.
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— small values of temperature influence models to select only higher-probability outputs.

— higher temperatures influence models to select lower-probability outputs.
e Top K: the number of most-likely candidates that the model considers for the next token.

— lower values decrease the size of the pool and limit the options to more likely outputs.

— higher values increase the size of the pool and allow the model to consider less likely outputs.
e Top P: the percentage of most-likely candidates that the model considers for the next token.

— lower values decrease the size of the pool and limit the options to more likely outputs.

— higher values increase the size of the pool and allow a model to consider less likely outputs.

For example, consider the example prompt "I hear the hoof beats of ". Say that the model determines
the following three words to be candidates for the next token. The model also assigns a probability for each
word.

{
"horses": 0.7,
"zebras": 0.2,
"unicorns": 0.1
}

A high temperature will flatten the probability distribution, and the probabilities of the above options
become more similar to each other. This would increase the probability of choosing "unicorns" and decrease
the probability of choosing "horses".

Suppose top K was set as 2. The model only considers the top 2 candidates: "horses" and "zebras".

If top P was set as 0.7, the model only considers "horses", because it is the only candidate that lies in the
top 70% of the probability distribution. If you set top P as 0.9 the models considers "horses" and "zebras"
as they are in the top 90% of probability distribution.

3.2 Large Reasoning Models (LRMs)

Artificial intelligence (AI) models known as large reasoning models (LRMs) combine reasoning skills with
natural language processing (NLP). When answering prompts, they are taught to use structured reasoning
techniques. Text, pictures, and structured data can all be handled by LRMs.

Although they are trained differently, LRMs are constructed with a similar architecture to LLMs. This is to
help them develop their ability to reason. In order to answer an issue step-by-step, large reasoning models
examine intricate prompts. When producing outputs, they employ logic and a variety of information from
their training data.

Models having reasoning capabilities are able to produce results that are consistent with actual situations,
they derive meaning and conclusions from complex datasets. Because of this, LRMs are appropriate for
situations requiring dynamic problem-solving and sophisticated decision-making, including financial services
fraud detection or medical diagnostics.

3.2.1 LRM Training

Large Reasoning Models (LRMs) use a combination of training methods and prompt strategies to enhance
the reasoning capabilities of Large Language Models (LLMs). These include:

e Enriched datasets: training datasets apart from the typical language patterns include examples
designed to teach reasoning. These examples are constructed in a way to help the model learn both
the correct outputs and the reasoning steps needed to derive them.

e Reinforcement Learning (RL): The model is rewarded for correct or logically consistent answers
and penalized for incorrect ones.
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e Prompt Engineering: prompt engineering will be discussed more in depth in section 3.3, however, it
is worth mentioning its importance in driving LRMs to utilize more fully the abilities they are equiped
with. These models use (prompt) templates similar to what is described in 3.3.1 in order to adjust user
inputs into templates that elicit thinking.

Typically, these models when used in chats (as in this thesis’s case) will generate answers with different
sections. Such sections are highlighted below and follow the example of DeepSeek-R1 [12], however, similar
design choices have been taken by other LRMs:

e thinking or reasoning: this section is often quite verbose and the LRM mentions redundant
information in it quite often, however, it has been shown that writing these types of thoughts down
and following some thinking style (that the creators of the LRM have equipped it with) enhances its
abilities.

e answer: this section is typically shorter and follows the thinking section. It contains the results of
the LLMs thoughts and it consitutes the LRMs final answer to the user’s prompt.

3.3 Prompting

Prompt-based learning marks a significant shift in the design and utilization of machine learning systems,
particularly in the context of language modeling. Unlike traditional supervised learning, which typically
requires task-specific labeled data and extensive fine-tuning of model parameters, prompt-based learning
reshapes tasks as natural language completion problems. In this paradigm, an input is reformulated into a
textual prompt, often constructed using a manually or automatically designed template, with certain slots left
unspecified. The pre-trained language model is then tasked with generating the missing content, effectively
producing the desired output by completing the text [30].

A central feature of this methodology is its reliance on large pre-trained language models, which have
been trained on vast amounts of unstructured text data. These models develop a rich understanding of
linguistic structure, world knowledge, and reasoning patterns, which can be leveraged at inference time
without requiring additional parameter updates. By simply modifying the input prompt, the same model
can be guided to perform diverse tasks—from classification and summarization to translation and reasoning,
with minimal or no additional training data.

The input modifications mentioned above are basically what is referred to as prompt-engineering.
Prompt-engineering is the process of structuring or crafting an instruction in order to produce the best
possible output from a generative artificial intelligence (AI) model. Prompt engineering may involve phrasing
a query, specifying a style, choice of words and grammar [57], providing relevant context, or describing a
character or behavior for the Al to mimic.

As the field has matured, prompting has emerged not only as a practical tool but also as a lens for probing
the reasoning abilities of language models. Recent work has demonstrated that with well-designed prompts,
LLMs exhibit strong performance in a wide range of domains [26, 25, 3, 41, 54]. This thesis builds upon this
foundation, exploring how prompting techniques can be leveraged to evaluate and enhance LLMs’ reasoning
capabilities in game-theoretic and counterfactual scenarios.

3.3.1 Prompting Methodology

A Natural Language Processing (NLP) system is typically based on a model P(y|z;6), where z is the input
(typically text) and y y is the output (label, text or other). The model creator’s objective is to learn the
model parameters 6.

The main problem with conventional supervised learning is that in order to train a model that estimates
P(y|x;0), a large amount of annotated data is required. However, obtaining such labeled data might be
expensive or scarce for many purposes. Sometimes, more open-ended tasks may obfuscate what value this
label should hold (e.g., User’s input: Output for me a natural number; We expect the Al model to output
some number, however, since there are many such possible outputs, it does not make much sense to only
include one number as an output label accompanying the user’s input). In order to overcome such difficulties,
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prompt-based learning approaches in NLP concentrate on developing a language model (LM) that calculates
the probability P(z;0) of text x itself and using this probability to predict y without the need for huge
annotated datasets. Three fundamental phases are usually involved in prompt based techniques, in order to
forecast the highest scoring answer.

The following segment is heavily influenced and adapted from the theoretical foundations laid in [30].

Prompt Addition

In the first step, a prompting function is used to transform the input text into a prompt. This is
accomplished by creating a template that incorporates two crucial slots:

¢ Input slot [X]: This slot holds the input text.

e Answer slot [Z]: This slot is designed to hold an intermediate answer that will later be mapped to
the final output y.

The input text is entered into the input slot [X] after the template has been generated. The objective is to
organize the task so that the LM can process the prompt and produce an appropriate intermediate output.

Answer Search

This step looks for the highest-scoring output text z that maximizes the LM’s score. A set of permissible
answers is defined. Moreover, another function is defined which fills in the answer slot [Z] (filled prompt) with
each of the potential answers. In the end, the pre-trained language model searches over the set of potential
answers z by calculating the probability of their corresponding filled prompts. The search function in this
step could be argmaz (e.g., the LM is looking for the highest-scoring output), or some form of sampling that
randomly generates outputs following the probability distribution of the LM.

Answer Mapping

At this point, our LM has generated some answer that was deemed as highest-scoring and thus selected. It
might be necessary for a final step to be included before this answer can be turned into the highest-scoring
output. In a task, such as "User prompt: give me a story.", there is no transformation needed. The LM’s
answer is the output the user wanted to receive. In other tasks, such as sentiment analysis, the LM might
answer with "great", "bad", "ok", but the user might want to use some kind of numeric scaling e.g., 1 through
5, higher is more favorable. In such a case, an extra step needs to be taken in order to convert the LM’s
answer to a format acceptable to the user.

In general, Answer Mapping is the process of mapping whatever the LM answers to a more user-acceptable
format.

Task: Sentiment

Analysis
Input [x] I love this
p movie.
Prompt Addition
Result
‘ The movie ‘ The ’
Template - ie i
is movie 1is
Filled Prompt Example
great The
Answer [Z] ok bad movie 1is .

Figure 3.3.1: Basic Prompting Steps, example from [30]
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3.3.2 Prompt Engineering

The development of a prompting function that yields the best performance on the downstream task is known
as prompt engineering. Prompt template engineering has been used in numerous works, in which an algorithm
or human engineer looks for the ideal template for every task the model is supposed to do. An important
preliminary to determining whether to use an automatic or manual method to generate prompts with the
appropriate shape is to consider that prompt shape in the first place. The categorization of prompts can
be seen in 3.3.2; the "Prompt Engineering" section of this figure, also, visualizes our discussion on prompt
shapes.
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) PET-GLUE [154]; X-FACTR [66]

Hand-crafted

GPT:3 [16]; Prefix-Tuning [96]
PET-TC [153]; PET-GLUE [154]
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|[ Pompt | GPT:3[16]; KATE [100];
Augmentation LM-BFF [46]
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| e o | TemplateNER [29]
composition

Prompt N N
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Promptless
Fine-tuning

Tuning-free
Prompting
Fixed LM

Prompt
Tuning

Fixed-prompt
LM Tuning

Prompt+ LM
Tuning

BERT [32]; RoBERT [105]

GPT:3 [16]; BARTScore [193]

Prompt-based
Training
Strategies §7

Parameter

Updating Prefix-Tuning [96]; WARP [55]

T5 [141]; PET-TC [154]

P-Tuning [103]; PTR [56]

Training
Sample Size

Few/zero-

shot GPT-3 [16]; PET-TC [153]

Full-data PTR [56]; AdaPrompt [21]

Figure 3.3.2: Prompting Typology [30]

Prompt Shape

There are two primary types of prompts; cloze prompts [42], which fill in the blanks of a text string, and
prefix prompts [27], which continue a given string prefix. The nature of task and model used will determined,
which of the two is employed. For example, the later may be more suitable for tasks regarding generation
and both could be utilized in full-text reconstruction tasks, which are typically more versatile.

Prompt Categories

e Discrete Prompts (hard prompts): These are specific, hand-crafted text-based prompts written in
human-interpretable natural language. For example, a discrete prompt for a sentiment analysis task
might be: “The sentiment of the sentence [X] is [Z]," where the model fills in [Z] with appropriate
sentiment labels like "positive" or "negative."

e Continuous Prompts (soft prompts): These prompts operate directly in the embedding space
of the model, rather than in human-readable text. Continuous prompts involve learnable embedding
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vectors that can be optimized through gradient descent.

While soft prompts are popular due to their compatibility with gradient descent, they come with several
drawbacks:

e Lack of interpretability: Embedding vectors are difficult for humans to comprehend, making soft
prompts less interpretable.

e Incompatibility with other LLMs: Soft prompts are often incompatible with other large language
models and can’t be easily transferred, as embedding spaces may differ across models [62].

e Costly to use: Soft prompts are typically unavailable for models accessed only through inference
APIs, and their use requires access to the model’s internal embedding space, making them generally
more expensive or impractical to use in deployed environments.

Prompt Roles

In chat models, such as the ones this thesis experiments with, there exist roles. Roles are included in
prompts to Al models as a means to help determine the behavior, responsibilities, and perspective of each
participant in the chat conversation. Typical roles in chat models are system, user (or human), and assistant
(which refers to the AI model itself).

e System Message: This message often functions similarly to a customized setup or instruction for
the AI model (assistant). It informs the chat model of its function in the conversation and how it
should act. It could outline the nature of the assistant or offer detailed guidelines for how it should
communicate. For example: You are a friendly assistant here to help.

e User/Human Message: The message that a person (user) types in the chat. These messages are
what drive the conversation forward.

e Assistant Message: The answer that the assistant generates in response to user messages. The user
perceives this message as the Al’s response during the conversation and these messages are the output
of the chat model. The user can also strategically employ assistant messages to instruct or direct the
assistant to act in a desirable way.

system: [special instructions, game
description & initial hints]

Toop: until enough iterations
or major error occurs

user: [directions, hints, results
announcement, error anhnouncement]

assistant: [response appropriate to
whatever the user indicates, typically,
playing the game]

Figure 3.3.3: A general overview to the input fed into our AI agents

3.3.3 Prompting Techniques

So far, prompting has been discussed from the standpoint of the LM itself. We have peeked into various
methods and paradigms that are typically deployed by such models. This section will showcase Prompting
Techniques from the standpoint of a user, taking a more black-box approach to the internals of LLMs.
Zero-shot prompting, One-shot prompting, Chain-of-Thought, Solo-Performance, and Self-Consistency are
techniques of interest, and experimenting with them combines both more traditional (in the LLM space) and
state-of-the-art prompting processes.
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In zero-shot prompting, the model is given an instruction directly without any examples. The model uses
its pre-trained knowledge to complete the task based purely on the instruction.

One-shot learning extends this idea by providing an example to the model. In one-shot learning, the model
is presented with a single example of the task, followed by a final input (context) for which the model must
generate the appropriate output (completion).

Zero-shot One-shot
The model predicts the answer given only a natural language In addition to the task description, the model sees a single
description of the task. No gradient updates are performed. example of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer example
cheese => prompt

Figure 3.3.4: (a) Zero-shot prompting, (b) One-shot prompting [9]

A One-shot example can be selected using various criteria:
e Random selection: An example can be chosen randomly from the training data.

e Semantic similarity: An example that is semantically similar to the new task or context can be
selected to guide the model more effectively.

e Simplicity: In the case of deploying a specific advanced prompting technique (like Chain-of-Thought
or Solo-Performance Prompting), one may include an example where a much simpler task than the
target one is solved using this technique as in [60]. This way, most of the ambiguity of how to utilize
such techniques is reduced.

Chain-of-Thought extends prompting in a slightly different way. This prompting style aims to solve a more
complicated reasoning task by guiding the AT model to take a multi-step thinking process [61]. For humans
it is typical to decompose the problem into intermediate steps and solve each before giving a final answer,
and thus, LLM prompting is modified in such a way to elicit similar behavior from the Al agents as well.

Standard Prompting Chain-of-Thought Prompting
Model Input

Model Input

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11. A. Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

_/

Model Output

Model Output

A:The answer is 27. x )

A The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 +6 =9. The

answeris 9. /
/

Figure 3.3.5: Chain-of-thought [61]

Solo-Performance Prompting transforms the LM into a cognitive synergist by engaging in multi-turn
self-collaboration with multiple personas [60]. This prompting approach is similar to Chain-of-Thought, but
instead of instructing the agent to think in steps, it first asks of the agent to establish personas (of the agent’s
own accord/criteria) and each "step" is basically the thoughts that a specific persona might have. The LLM
then uses these personas to engage into a discussion among them all and arrive at a final answer.
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s ( . -

Write a short, one-paragraph background ( \ Persoua Identification J )
story of an NPC for the next Legend of Participants: Al Assistant (you) @ Game Designer% Harry Potter Fan '@‘;
Zelda game. The background story Game of Thrones Fan’@ Jay Chou Fan £

should mention (1) the incantation of the - -
Patronus Charm in Harry Potter (2)the | =3 Start Collaboration!

name of a character who is beheaded in Brainstorming
the ninth episode of the Game of Thrones .%: The NPC should be a character that fits well into the Legend of Zelda universe
TV series, and (3) the name of the last : The incantation of the Patronus Charm in Harry Potter is "Expecto Patronum.”

song in the second album by Jay Chou. : In the ninth episode of the Game of Thrones TV series, the character who is

# beheaded is Eddard Stark
Task Input Q: The last song in the second album by Jay Chou is "An Jing."

v e - .
{ Multi-Persona Iterative Collaboration ) G

:Thanks for the information! Here's my initial attempt at the background story:
[ ... story draft ... ]

%:The background story is engaging and adds depth to the game world...

In the land of Hyrule. there lived a wise
and mysterious NPC named Eddard‘ who
was once a renowned wizard in the magical

-
world of Hogwarts. Eddard was known for his :The incantation "Expecto Patronum"” is well-incorporated into the story. E
mastery of the Patronus Charm, a powerful r@‘ :The character name Eddard Stark is used effectively in the story. g
spell that conjured a protective guardian to =

ward off dark forces. ¢ (missing the Q:The inclusion of "An Jing" adds a nice touch to the story.

incantation!) However, his life took a tragic l;inish Collaboration!

turn when he was beheaded in a cruel twist Final Answer
of fate, mirroring the demise of his namesake
in the ninth episode of the Game of Thrones
TV series. Now, as a spirit, Eddard roams the

In the mystical land of Hyrule, there lived a wise and powerful sorcerer named
Eddard. [¥4 Eddard was known far and wide for his mastery of ancient spells,

[A0%), s LA (e 0 e e including the legendary "Expecto Patmnum"ipcanlation from a distant raalm.l
seel{ing solaca in the haunting melody of One fateful day, Eddard stumbled upon a mysterious artifact that played a haunting
"The Final Battle," x (factual error?) the last melody cI:aIIed "An Jiﬁg."The melody resonated with his soul, ynlocking a hidden
song in the second album by Jay Chou power within him. With this newfound power, Eddard dec!icated his life to protecting
D EER e AT P T T T m,‘ his the people of Hyrule from the forces of darkness, becoming a beloved figure in the

own final moments. Legend of Zelda.

Standard Prompting Result (GPT-4) Solo Performance Prompting Result (GPT-4)

Figure 3.3.6: Solo-Performance prompt [60]

Self-Consistency

Self-Consistency is a prompting technique that can be used complementary to techniques mentioned
previously. It uses a "sample-and-marginalize" decoding procedure (of the LLM’s output); the language
model’s decoder is first sampled to generate a diverse set of reasoning paths, each such path might lead to a
different final answer, so the optimal answer is determined by marginalizing out the sampled reasoning paths
to find the most consistent answer in the final answer set [58].

We can remark that this technique does not influence the prompt itself, but, instead, relies on repeated runs
of the same experiment to create the samples and some external algorithm, which we develop, to aggregate
the results. This allows one to couple this technique with any of the above.

3.4 Game Theory!

The study of mathematical representations of strategic interactions is known as Game Theory [37]. Tt
is widely used in computer science, logic, economics, and systems science, and it has applications in many
social scientific domains [47]. Game Theory was first used on two-person zero-sum games, where the rewards
and penalties of one player are precisely equal to the penalties and rewards of the other player. It was then
applied to a broad spectrum of behavioral relations after being expanded to the study of non-zero-sum games
in the 1950s. Today, it serves as an umbrella term for the study of rational decision-making in computers,
people, and animals.

The basic assumptions of Game Theory are those of intelligent and rational behavior of the players. A
player is characterized as intelligent when they have perfect knowledge of how to handle the game, and
as rational when they act with the objective aim of maximizing their personal benefit. It is important to
emphasize that each player’s benefit in a game does not depend solely on their own choices, but also on the
choices of other players (who are not necessarily treated as their opponents).

A Game is defined as a situation in which two or more rational players with conflicting objectives choose
courses of action that create conditions of competitive interdependence. To describe a game, it is necessary

L Adapted from Chris Georges’ lecture notes, Hamilton College.
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E]a single LLM Q}@Q‘,QQ personas

single persona
D

—| @
‘ Al Assistant

a) Standard Prompting

single persona

‘—) “ O O_)O —> | output)
Al Assistant Thoughts

b) Chain-of-Thought Prompting (CoT)

Al Assistant @
g =

personas
Domain Experts / Audiences

26’I
(c) Solo Performance Prompting (SPP)

—)( output )

&

B @ — (output)

Figure 3.3.7: taken from [60]

Greedy decode
) This means she uses 3 + 4 = 7 eggs every day.
Chain-of-thought Language She sells the remainder for $2 per egg, so in ;
prompting model total she sells 7 * $2 = $14 per day.

The answer is $14.

Marginalize out reasoning paths

Self-consistency

Q: If there are 3 cars in the parking
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2=5cars. The answer is 5.

Sample a diverse set of
reasoning paths

P to aggregate final answers

She has 16 - 3 - 4 =9 eggs
left. So she makes $2*9 = | The answer is $18.
’\$1B per day. 1

1
This means she she sells the
remainder for $2 * (16 - 4 - 3) The answer is $26.

Q Janet’s ducks lay 16 eggs per day. = $26 per day.

She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

A:

Language
model

! The answer is $18.

/She eats 3 for breakfast, so |
she has 16 - 3 = 13 left. Then |
she bakes muffins, so she | The answer is $18.
has 13 - 4 = 9 eggs left. So
\_she has 9 eggs * $2=$18.

Figure 3.3.8: The self-consistency method contains three steps: (1) prompt a language model using
chain-of-thought (CoT) prompting; (2) replace the “greedy decode” in CoT prompting by sampling from the
language model’s decoder to generate a diverse set of reasoning paths; and (3) marginalize out the
reasoning paths and aggregate by choosing the most consistent answer in the final answer set. [58]

to know the following elements:
1. Rules: rules define the actions, knowledge, and options of players
2. Players: the interested parties; strategic decision-makers within the context of the game.

Actions and Outcomes: possible sets of actions taken by the players accompanied by the outcome of
the game given those actions.

Payoffs: the players’ preferences (i.e. utility functions) over the possible outcomes.

3.4.1 Game Theory Notation

e n: number of players. Typically, I = {1,...,n} is the set of players

e s;: a (pure) strategy of player i

o S; = {sl,...,s™}: the strategy space (or strategy set) of player i. Here, player i has m strategies in
their strategy space.

e s=(81,...,8,): the strategy profile of the n players; the "outcome" of the game
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® 5_; =(81,.-.,8—1,8i+1,---,8,): the strategy profile of the other n — 1 players. Thus, s can be written
as s = (s;,$—;) when that is convenient.

e wu;(s;,5_;): the payoff to player ¢ as a function of the strategy profile played by the n players in the
game. Payoffs should be thought of as wutilities of the outcomes.

e S: the set of possible strategy profiles.

3.4.2 Strategies
Pure Strategy

A pure strategy provides a complete and deterministic plan for how a player will act in every possible
situation in a game. It specifies exactly what action the player will take at each decision point, given any
information they may have. A player’s strategy space (or set) consists of all the pure strategies available to
them (as seen in the previous section).

Mixed Strategy

e ;= (p!,...,p™): a (mixed) strategy for player i is a probability distribution over the m pure strategies
in player i’s strategy set S;. Note that > j pi' = 1. Note, also, that a pure strategy can be expressed
as a mixed strategy that places probability 1 on a single pure strategy and probability 0 on each of the
other pure strategies.

e The support of a mixed strategy is the set of pure strategies that are played with non-zero probability
under the mixed strategy.

e AS; is the set of possible mixed strategies available to player i (i.e., the set of all probability distributions
over the pure strategies of player 7).

e 0= (01,...,04): the (mixed) strategy profile of the n players.

e o_,=(01,...,0i-1,0i4+1,...,05): the strategy profile of the other n — 1 players. Thus, as previously,
o = (0;,0_;) can be written when convenient.

o u;(0;,0_;): the expected payoff to player i as a function of the mixed strategy profile played by the n
players in the game. The outcome of the game is now random. It is typically assumed that the players
care a priori about the expected payoff, defined as the expected value of the utility of the outcome,
where the probability of each possible outcome is determined by the mixed strategy profile being played.

e DBeliefs: 6_; is player i’s belief about the strategy profile being played by the other n — 1 players and
it is a probability distribution over the pure strategies of the other players.

For player i, a pure strategy s; is (strictly) dominated if there exists another (pure or mixed) strategy
o; € AS; for which w;(oy,s—;) > u;(s;,s—;) for all s_; € S_;.

3.4.3 Nash Equilibrium

The Nash Equilibrium is a situation where no player could gain by changing their own strategy (holding all
other players’ strategies fixed).

An alternative definition of a Nash Equilibrium is: If each player has chosen a strategy - an action plan based
on what has happened so far in the game - and no one can increase one’s own expected payoff by changing one’s
strategy while the other players keep theirs unchanged, then the current set of strategy choices constitutes a
Nash equilibrium.

Best response: For player i, a strategy o; is a best response to the strategy profile o_; if u;(0;,0-;) >
u; (s}, 0_;) for all s} € S;.

o_; is a specific strategy profile that could be played by the other players in the game as well. Since o; may
not be the only best response to o,, we will call BR;(0_;) the set of best responses for player i to o_; and
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note that o; € BR;(0_;). Also, BR;(0_;) is the set of best responses of player i to their belief _; about the
strategies being played by the other players.

A (strictly) dominated strategy is never a best response.

Nash Equilibrium in Pure Strategies

A pure strategy profile s* = (s7,...,s%) is a Nash Equilibrium if each player’s strategy is a best response to

r n

the strategy profile played by the other players in the game.
e s* is a Nash Equilibrium if s} € BR;(s* ;) for all players 1.

*

e cquivalently, s* is a Nash Equilibrium if u; (s}, s*,) > u;(s;, s*;) for all s; € S; and for all players 1.

Nash Equilibrium in Mixed Strategies

A mixed strategy profile o* = (o7, ...,07) is a Nash Equilibrium if each player’s strategy is a best response
to the strategy profile played by the other players in the game.

e o* is a Nash Equilibrium if of € BR(0o*,) for all players i.

So, a strategy profile is a Nash Equilibrium (NE) if each player is playing a Best Response (BR) to the
strategy profile played by the other players. Further, note that mixed strategies include pure strategies (i.e.,
pure strategies can always be represented as mixed strategies).

Indifference Property

This property is important to this thesis work. It will be later utilized to calculate Nash Equilibria of games
played in experiments.

A mixed strategy o; is a BR to o_; if and only if each pure strategy in the support of ¢; is a BR to o_;.
Consequently:

1. Any mixed strategy over this support will be a BR to o_;, and
2. o_; makes player 7 indifferent to using each pure strategy in the support of o;.

Since at a NE, each player is playing a BR to the strategies used by the other players, then (2.) above in
turn implies that at a NE, for any player i, o*; makes player 7 indifferent to using each pure strategy in the
support of 0. As mentioned before, this indifference is often used to calculate the mixed strategies being
played by various players at a NE.

3.4.4 Game Types

Games can be categorized based on various criteria. The main such categories are highlighted below.

Cooperative / Non-cooperative

A game is cooperative if participants create binding agreements, coalitions, or alliances to coordinate strategies
and improve their collective outcomes. On the other hand, a game is non-cooperative if players are unable
to create alliances or if all agreements must be self-enforcing (e.g. by means of credible threats).

Symmetric / Asymmetric

A symmetric game is such that the payoff of following a certain strategy depends only on the strategies
used and not the player utilizing them. If players are interchangeable in the setting of the game, then it is
symmetric. Typically, asymmetric games are such that no two players have the same strategy space (strategy
set).
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Zero-sum / Non-zero-sum

A zero-sum game is a special case of a game of constant sum, where the available resources are constant;
they are indifferent to players’ choices (are not decreased or increased by them). In a zero-sum game the
total gain for a player for every combination of strategies results from the losses or penalties of other players
- when one players wins the other loses (if it is a two-player game). In non-zero-sum games the gain of a
player does not necessarily reflect the losses of others.

Simultaneous / Sequential

In simultaneous games players choose their strategy at the same time; without taking into account the
actions of other players. These games are, also, called normal-form games and are represented with payoff
matrices. On the other hand, sequential games are such that players obtain knowledge over the previous,
chronologically, players - also, called extensive-form games -.

A payoff matriz for a two-person game will be described. It is a table in which strategies of one player are
listed in rows and those of the other player in columns and the cells show payoffs to each player such that

the payoff of the row player is listed first.
»
@ 0 K

g2 00 1D @,-D
(] a.-un oo 1,

K o an 0o

Figure 3.4.1: The payoff matrix of rock-paper-scissors. In each cell, the row player gets the left value of the
tuple, while the column player gets the right value of the tuple.

Perfect / Imperfect Information

Games of perfect information are a subcategory of sequential games, where players know of the strategies,
payoffs, and past moves of other players. An imperfect information game is played when the players do not
know all moves already made by the opponent such as a simultaneous move game. Perfect information games
are often confused with complete information games. Complete information requires that every player know
the strategies and payoffs available to other players, but not necessarily the actions taken.

Repeated

Repeated or iterated games are extensive-form games that consist of a number of repetitions of some base
game (called a stage game). The stage game is usually one of the well-studied 2-person games. Repeated
games capture the idea that a player will have to take into account the impact of their current action on the
future actions of other players; this impact is sometimes called their reputation. The stage game is, often, a
simultaneous game.

Rules of repeated games and, specifically, rules regarding player knowledge are broadened such that
information about historical records is available to players. Analyzing statistical patterns of opponents’
historical records can bring significant advantages (e.g., in the case of Rock-Paper-Scissors as noted by [18]).

Specifically, in round ¢, both players’ chosen actions become known to each other and they are told their
reward/penalty. After playing t—1 consecutive rounds with the same opponent, the historical records (actions
and outcomes of each of the previous rounds) can be considered as the game information for refining belief
in round t.

Since LLMs can grasp the preferences and rules of simple repeated games, like the ones we test, the difficulty of
this task relies in their ability to refine belief [16]. This is tested in our default game scenarios; counterfactuals
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also test LLM reasoning more broadly since they require extra effort in task identification - LLMs have to
figure out what game they are playing.

3.5 Counterfactual Scenarios

3.5.1 Introduction to Counterfactual Scenarios

In a broad sense, counterfactual reasoning means thinking about alternative possibilities for past or future
events: what might happen/have happened if [some other event occurred|? It is a concept that involves the
human tendency to create possible alternatives to life events that have already happened; something that is
contrary to what actually happened. This type of thinking involves events that in the present could not have
happened because they are dependent on events that did not occur in the past.

Counterfactuals and Game Theory A compelling frontier for evaluating the reasoning abilities of LLMs
lies in counterfactual game-theoretic scenarios. Counterfactual reasoning allows one to gauge how LMs
understand other concepts of Game Theory as well, such as Nash FEquilibrium, which is affected in these
scenarios. Applying this to LLMs involves analyzing how well a model can understand game rules and
opponent behavior instead of relying on memorized ideas it may have about the stage game (base game).

Maintaining good performance in counterfactual games or having similar performance as in the base game
is an indication that the AI agent possesses some level of internal consistency across multiple hypothetical
worlds, a cognitive skill linked to theory of mind and advanced planning. Counterfactual game-theoretic
tasks represent a meaningful probe into the deeper capabilities - and limits - of LLMs as artificial agents.

3.5.2 Counterfactual Tasks

In this section, counterfactual tasks are to be established more concretely in the context of this work. The
ideas discussed below are adapted from [63].

A task may be conceptualized as a function f,, : X — Y that maps an input x € X under a world model
w € W to an output y € Y. World models encapsulate the conditions for the function evaluation. For
example, in arithmetic, w could represent the set of conditions required for an arithmetic operation, such as
the number base. We refer to the set of assumed default conditions, including but not limited to the base’s
being 10, as the default world, or w?/* Intuitively, for any task, w?/®* corresponds to the set of
conditions underlying most task instances in pretraining corpora (since it is the most ’popular’ version of the
task and more likely to be part of head knowledge [53]).

By separately selecting training and test sets from the population distribution and only exposing the model
to the former for learning model hypothesis h, traditional Machine Learning (ML) evaluations determine how
well a model’s hypothesis h estimates f,,. However, LLMs with their large sizes and large pretraining corpora
may be exposed to many such evaluation examples and they may have memorized these instances. Our main
objective is to develop a genuine opinion on the true reasoning capabilities of LLMs, thus a different dimension
of generalization is considered: LLMs will be tested in new task variants in counterfactual worlds w°/,
instead of new inputs z. This allows the measurement of the extent to which a model’s f, desaui: performance
is specific to wf*t or attributable to a general implementation of the task f.

3.5.3 Counterfactual Experiments

An overview of counterfactual scenarios and tasks has been provided. This section will establish more
specifically how these tasks are designed for our own work’s goals. A Game (in the context of game theory)
is a task whose f,, modeling function is complex, but requires cognitive abilities and reasoning. Therefore,
if an LLM can approximate this function and play well (given some performance metrics introduced later in
the experiments and results discussions), we can assume that it possesses some level of reasoning ability.

The games that are played in experiments are repeated versions of two-person stage games. These stage games
can be described with payoff matrices, offering a straight-forward pathway into creating counterfactual
scenarios by modifying the payoff matrix. Alternative games are generated by modifying both strategy
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names (to an extent that the game itself should remain the same for an intelligent and rational player) and
payoffs.

Strategy Counterfactual

It is not desirable to change the way the game itself is played, however, player strategy names are part of
the game rules and they do not directly influence the thinking process of a rational player. Thus, we create
counterfactual worlds by renaming the strategies available to players. These counterfactuals should not
affect a player’s general thinking, but are a good indication of player memorization. In other words, if a
player fails to adapt to such a scenario, then they probably rely heavily on memorized patterns on the base
game, and successful adaptation can be perceived as the result of reasoning.

Payoff Counterfactual

These counterfactual settings influence greatly the strategy a player may adopt in order to fulfill their
objective. However, they do not change the general thinking process one needs to follow in order to derive
that strategy. A rational player, who can reason on the nature of the game, should be able to deduce the
counterfactual-setting strategy the same way they did for the base game. These settings, again, allow one to
observe the memorization-reasoning discrepancy of LLMs (and if it is present at all).
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Figure 3.5.1: Example of base game and counterfactual scenarios of it. The base game is rock-paper-scissors

and its payoff matrix is depicted in (a). (b) shows a payoff counterfactual, where the payoff of paper beating

rock is modified to be 3. (c) shows a strategy counterfactual where scissors and rock have effectively traded
place; in this setting scissors beats rock, paper beats scissors and rock beats paper. Lastly, a final
counterfactual setting is shown in (d), which is both a payoff and a strategy counterfactual game.

3.6 Related Work

3.6.1 LLMs in Game Theory and Reasoning

Recent studies have explored Large Language Models (LLMs) as players in various game-theoretic
settings. LLM agents played both zero-sum and non zero-sum games; examples of the former include
Matching Pennies [49], Rock-Paper-Scissors [16], Adversarial Taboo [11] and examples of the latter are
Dictator Game [16], Ring-Network Game [16]. There are also games that can be naturally adapted to
different settings such as Deal-or-No-Deal (DoND) [28].

The above games are closely related to reasoning tasks and as such we look into relevant work on reasoning
- we are not just restrained in the Game Theory setting -. LLM performance on reasoning tasks appears
promising but degrades significantly when faced with counterfactual world views/situations [63, 46].
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Investigating the causes of this behavior and its effects reveals room for our own experimentation by adjusting
these findings to our Game Theory goals.

The studies mentioned above seem to converge on a few points. (1) Larger Models usually do better in these
tasks and face less problems, such as hallucinations or inconsistencies [16]. Furthermore, (2) models show
great bias towards information provided to them during pre-training and in initialization prompting,
while at the same time adhering to pre-training information so strongly that they behave unfaithfully in
counterfactual contexts [28, 63, 46]. The non-counterfactual game settings are, also, more commonly found in
the real world and, thus, more probable to belong to "popular" data (also referred to as head knowledge). (3)
LLMs are expected to perform much better in this type of knowledge, as indicated by [53], which strengthens
the belief that they have better memorization skills instead of reasoning skills.

Our work aims to disambiguate the true capabilities of LLM players and provide a better understanding
of the memory-reasoning relationship that influences their actions. Out of possible candidate games
for experimentation, we pick three (in essence only two, since two of these games can be considered
counterfactuals of each other): Prisoner’s Dilemma [8], Stag-Hunt (which is a counterfactual of
Prisoner’s Dilemma) and Rock-Paper-Scissors [16]. These games form a well-rounded suite for testing
characteristics of rationality and can easily be counterfactually parameterized. Game setups include a default
version of the game, where related knowledge is more abundant, and other versions with modifications that
influence player choices. These modifications to the games are not such that they alter the nature of the game
itself or corrupt the main reasoning/logic behind the logic one needs to follow in order to succeed, but they
have an impact on which moves are winning moves or what specific player behavior needs to change so that
one maintains a beneficial position. In other words, we look into game modifications that a human player
(who understands the game and plays according to a certain strategy) can be successful in with similar effort
as needed in the default game setting - the player needs to identify how the changed element(s) influence
their strategy and the other players’ moves and properly adapt -. Our goal is to answer the question: Can
LLM players behave in similar fashion?

3.6.2 LLMs and Prompting for Reasoning Tasks

Prompting refers to the technique of crafting input sequences to elicit the desired behavior from an LLM
without updating its weights. In the context of reasoning tasks - such as arithmetic, commonsense inference,
and symbolic manipulation - prompting strategies play a crucial role in determining the model’s performance
and reliability.

One of the most basic strategies is zero-shot prompting, where the model is asked to solve a task without
being shown any examples. While this can work for simpler problems, it often fails for more complex
reasoning tasks due to the lack of context. One-shot prompting introduces a single example in the prompt,
providing the model with a minimal pattern to emulate. These approaches are intuitive but limited when
reasoning requires structured decomposition or multi-step logic. To address this, Chain-of-Thought (CoT)
[61] prompting was introduced. In CoT prompting, the prompt includes intermediate reasoning steps before
the final answer, encouraging the model to “think aloud.” This has been shown to significantly improve
performance on tasks such as mathematical problem solving and logical reasoning by scaffolding the solution
path.

A similar, but more recent, technique is Solo-Performance prompting [59]. This prompting style, also,
attempts a decomposition of the logic required in solving a task, but, instead of relying on a step-by-step
thinking style, it asks of the agent to establish a conversation among various "personas" (these "personas"
are also chosen and established arbitrarily by the agent). In this way, the LLM "thinks aloud" about the
problem and arrives at a final answer after putting its personas through a conversation. These personas can
be anything the LLM deems fit for the task, e.g., math expert, Game Theory expert, psychologist, etc.

Building on other prompting styles, Self-Consistency [58] prompting samples multiple outputs of other
prompt styles by leveraging the stochasticity of the model(there will often be fluctuation in the model’s
answers to the same prompt given how LLMs work) and then aggregates the answers - often via majority vote.
This method improves robustness and accuracy by counteracting the variability and potential incoherence of
single-path reasoning.
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Our work sensibly adapts these prompting techniques in our experimentation with the repeated variants of
the Games discussed previously. It is our target and goal to elicit true reasoning abilities from LLMs tested
and, thus, explore the utility of the above prompting techniques, as well as, the tradeoffs that accompany
them (e.g., performance vs token-count of the conversation).

3.6.3 LLMs and LRMs

The paper "The lllusion of Thinking: Understanding the Strengths and Limitations of Reasoning Models via
the Lens of Problem Complexity" [48] gives a very relevant perspective for our work on LLMs and LRMs in
relation to reasoning tasks such as our games.

This paper highlights that Large Reasoning Models (LRMs), despite their explicit chain-of-thought
mechanisms, show only limited improvements in reasoning ability. Their performance follows three regimes:
standard LLMs often outperform LRMs on simple problems, LRMs show advantages on moderately complex
tasks, but both collapse completely under high complexity. Strikingly, LRMs reduce their reasoning effort
once complexity passes a threshold, even when they still have sufficient computation resources. They also
display inefficiencies like “overthinking” on simple problems and fail to reliably execute exact algorithmic
reasoning, even when the correct procedure is given.

These implications are interesting for our own experiments. Prisoner’s Dilemma is a relatively simple game
and its repeated/iterated version which we test offers only slightly more complexity. We expect LRM
performance to not significantly overshadow that of LLMs. On the other hand, Rock-Paper-Scissors is a more
complex game, which could be helped by the more robust thinking of LRMs; even in this game, however, we
might see a degredation in performance when it comes to more convoluted counterfactual scenarios, due to
the increased complexity. Finally, "thinking" variants of our models may be more prone to confusion as a
result of the aforementioned "overthinking" tendencies.

3.6.4 Artificial Intelligence & Related Experiments to Ours

Iterated simultaneous (symmetric) two-player zero-sum games constitute a prevalent playing field for
researchers. Our own research topic and ideas are influenced and inspired by works that discussed Large
Language Models’ behaviors [8] - mainly, cooperation in Game Theoretic environments -, discovered inherent
strategy biases of AI agents [49], and proposed weaknesses of LLMs against certain opponent types [16].
Furthermore, other research has highlighted concerns about the fragility of Large Reasoning Models and
their possible confusion under certain cognitive load conditions [48]. Researchers have, also, either tackled
games like Prisoner’s Dilemma and Rock-Paper-Scissors (which are the main focus of this work) directly or
included them as appropriate experiments for gauging LLM performance and reasoning abilities in their own
work [22, 7, 29, 24, 36].

Motivation behind our implementation of performance metrics Most researchers discussing
Prisoner’s Dilemma use the cooperation rate [8, 7, 24] or a more generic metric [22] - to fit their other
research objectives - . Our aim is to dive deeper into the workings of LLMs in reasoning tasks, so we
developed more targeted performance metrics. A typical metric that may be used is the win-rate of an agent.
However, our experiments, especially when counterfactual scenarios are taken into account (which have
different payoff values) use the achievement of maximal points as players’ objective. Thus the win-rate
metric morphed into the "Total Points" metric that we employed. Furthermore, an important aspect of
reasoning is adaptability, which can be observed through the evolution of LLM performance in subsequent
rounds. Some form of cumulative result showcase is used by other research as well [24]. We, however, not
only experimented with multiple LLMs, but also multiple prompting styles, thus having a lot of different
results that we need to depict. We decided to use the metric of "Round of Opponent Comprehension" as a
representative of cumulative results of players.

LLMs, Game Theory Experiments & Opponent Strategy Implementations The researchers in
[16] analyzed LLM performance against predefined non-LLM algorithmic agents. The predefined strategies
they used influenced the formulation of our own opponents, so some level of comparison can be done between
the two works. They used the following opponents: loop-2, loop-3, counter, and sample. These opponent
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types gave rise to our own non-LLM algorithmic opponents described in section 5.7. More specifically, loop-2
and loop-3 refer to a player who cycles the same pattern of 2 (or 3) moves; this player is the same as our
pattern player. The counter player always tries to counter their opponent’s last played move, we broadened
this definition to create the tft player. Lastly, the sample player gave rise to the srep player. The reason we
opted for the Single-Round Equilibrium probability distribution over strategies instead of something else is,
because it provides rather predictable results for our performance metric, thus, making it easier to observe if
LLM players manage to adapt to this opponent.
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Chapter 4

Experiments - Preliminaries

4.1 Environment

In this section, we outline the experiment structure we employed. It is adapted from [28], where an OpenAl
Gym-like environment for evaluating models was implemented. This work does not experiment with
OpenAl models, but the environment has been adjusted to our needs. This environment provides affordances
for:

1. prompting language models with game rules and context,
handling messages and formal 'move’ actions performed by agents,

computing player rewards, and

= L N

sending comprehensive error messages to models in case they violate the game rules, e.g., by sending
incorrectly formatted answers.

Environment

game info
player context

A

Figure 4.1.1: A simplistic overview of agent-environment relationship. The environment moderates agent
communication and retains necessary information to control the flow of the game played by the agents.

4.1.1 System Prompt Details

A comprehensive overview of the general system prompt structure used in our experiments is provided here.

System Prompt:

{method} {game-description}
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e method
The prompting method used.
— empty string: in the case of zero-shot prompting
— non-empty string: in the case of chain-of-thought or solo-performance prompting
e game-description

The text that describes the game being played and introduces its rules. It, also, contains some hints
for the players. Game-descriptions will not be presented in this chapter, but in the following chapters,
where each game being played is described, analyzed, etc.

The chain-of-thought prompting method is shown below:

You are going to play a game with other player(s). Think step-by-step. Begin by identifying steps that will contribute
to you winning. Then reason through the steps, until a final decision is reached. The steps should reflect a meaningful
thought process.

Here is an example on a simpler task from what you will be playing:

Example Task: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each can has 3 tennis balls. How
many tennis balls does Roger have now?

Steps:

1. Roger starts with 5 tennis balls.
2. 2 cans of 3 tennis balls each are bought. This is 2 * 3 = 6 tennis balls.
3. Roger now has 5 + 6 = 11 tennis balls.

Finish steps!

Final decision: 11 tennis balls

Now, the game you will be playing is presented. Think step-by-step. Identify the steps and reason through them to
complete the objective of the game. You may come up with different reasoning steps for each round, as you see fit.

As explained above, this prompt would then be followed by an appropriate game-description to form the
complete system prompt.

Following, we present the solo-performance prompting method:

You are going to play a game with other player(s). Begin by identifying the personas who could contribute to you
winning. Then initiate a multi-round collaboration process among these personas, until a final decision is reached.
The personas will give critical comments and detailed suggestions whenever necessary.

Here is an example on a simpler task from what you will be playing:
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Example Task: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers,
and each number can only be used once.
Input: 6 1211

Personas: Al Assistant (you); Math Expert
Start collaboration!

Math Expert: Let’s analyze the task in detail. You need to make sure that you meet the requirement, that you need
to use exactly the four numbers (6 12 1 1) to construct 24. To reach 24, you can think of the common divisors of 24
such as 4, 6, 8, 3 and try to construct these first. Also you need to think of potential additions that can reach 24,
such as 12 + 12.

AT Assistant (you): Thanks for the hints! Here’s one initial solution: (12 / (1 4 1)) * 6 = 24

Math Expert: Let’s check the answer step by step. (1+1) =2, (12 / 2) = 6, 6 * 6 = 36 which is not 24! The answer
is not correct. Can you fix this by considering other combinations? Please do not make similar mistakes.

AT Assistant (you): Thanks for pointing out the mistake. Here is a revised solution considering 24 can also be
reached by 3 *8: (6 + 1+ 1) * (12 / 4) = 24.

Math Expert: Let’s first check if the calculation is correct. (6 + 1 + 1) = 8,12 / 4 = 3, 8 * 3 = 24. The calculation
is correct, but you used 6 1 1 12 4 which is not the same as the input 6 12 1 1. Can you avoid using a number that is
not part of the input?

Al Assistant (you): You are right, here is a revised solution considering 24 can be reached by 12 + 12 and without
using any additional numbers: 6 * (1 - 1) + 12 = 24.

Math Expert: Let’s check the answer again. 1-1=0,6 * 0 =0, 0 + 12 = 12. I believe you are very close, here is a
hint: try to change the "1 - 1" to "1 + 1".

AT Assistant (you): Sure, here is the corrected answer: 6 * (1+1) + 12 = 24

Math Expert: Let’s verify the solution. 1 +1 =26 * 2 =12, 12 + 12 = 12. You used 1 1 6 12 which is identical to
the input 6 12 1 1. Everything looks good!

Finish collaboration!

Final decision: 6 * (1 + 1) + 12 = 24

Now, the game you will be playing is presented. Identify the personas and use their multi-round collaboration to
help you complete the objective of the the game. You may discuss with your personas on any round of the game, as
you see fit.

The example used in the Solo-Performance Prompt (SPP) prompt is directly adapted from [59] and
the Chain-of-Thought (CoT) prompt we displayed previously is a modification of this prompt to a more
typical CoT style.

This thesis’s tasks would require a substantial token length when presenting related examples, because of the
long conversation required when playing a game. We decide to give a one-shot example to the agents of a
simple task, that accurately portrays the thinking style we wish to elicit. We follow the simplicity criterion
for one-shot example selection that was described in 3.3.3.

4.1.2 Message Handling

The experiments performed revolve around agents playing various games. For this reason, the game
environment should be equipped with appropriate tools to handle errors (e.g., miscommunications, failure to
adhere to established rules of the game), give feedback to agents that elicits wanted behaviors and responses,

81



Chapter 4. Experiments - Preliminaries

and extract model answers in a ’digestible’ from our system way (we referred to this process as Answer
Mining in 3.3.1).

The environment processes each LLM response looking for a chosen action, players must always choose to
make some action in their responses, so such information should, under normal circumstances, always be
present. A regular expression, as follows, is used to perform this check:

\ [move\] (?: \(([*)I+)\))? (move_O | move_1 | ... | move_n)

Using this regex for pattern matching and answer mining in LLM responses, we allow sufficient flexibility in
LLM responses, so as not to restrict their abilities. We provide an example of an acceptable response of a
player in Rock-Paper-Scissors. This an LLM player initialized with the Solo-Performance (spp) prompt style
playing their first round against a 'fresh’ opponent (an opponent that the player has not encountered before
and that has not played this game before either):

I need to identify the relevant personas and collaborate to develop a winning strategy for this rock-paper-scissors game.

Personas: Al Assistant (me); Game Theory Expert; Psychology Expert

Start collaboration!

Game Theory Expert: This is a classic simultaneous game with a zero-sum payoff matrix. Against a "fresh player"
(presumably someone new), we need to consider their likely behavior patterns. New players often have predictable
tendencies - they might choose rock first (most intuitive), or they might overthink and choose what they perceive
as more sophisticated moves like scissors. The key insight is that in a single round against an unknown opponent,
there’s no dominant strategy, so we need to think about opponent psychology.

Psychology Expert: Fresh players in rock-paper-scissors often exhibit certain behavioral patterns. Many beginners
start with rock because it feels the most "powerful" or natural choice. Others might choose scissors thinking it’s
clever or unexpected. Paper is often the least chosen by beginners because it seems "weak" conceptually. Since this
is the first round and we have no information about this specific opponent, I’d recommend choosing paper as it has
the highest probability of beating a beginner’s likely choice of rock.

AT Assistant (me): Based on both analyses, choosing paper seems optimal for the first move against a fresh player.
It counters the most likely beginner choice (rock) and gives us the best chance to score +1 points while making our
opponent lose -1 points.

Game Theory Expert: I agree. Paper is the statistically best choice for round one against an inexperienced opponent.
It maximizes our expected value given the psychological tendencies of new players.

Finish collaboration!

Final decision: Choose paper as my first move.

[move] Paper - betting on the fresh player choosing rock as their instinctive first choice

We will now name a string of the form:
[move] (text) text

as Imove message.

82



4.1. Environment

The regular expression we use is quite versatile. As can be seen the optional explanation in the parenthesis
can be completely omitted. Also, optional leading and trailing to the move message text, does not impact
the environment’s ability to identify the move message. Before the application of the above regex, LLM
responses are converted to lowercase, this allows LLMs to give answers using capital letters wherever they
see fit without any impact on the game itself. Finally, the environment checks that the move message is
unique in the LLMs answer (i.e., there exists only one).

In the case of failure in any part of the above identification of player moves, the player is provided with hints
in an attempt to paraphrase and correct their answer. Hints are explored in the following subsection.

4.1.3 Hints

The System Prompt provided to LLM agents contains some initial hints, to help guide the LLM to
communicate properly.

Message Formats:

Move messages are sent when you want to make a move.
Move messages are formatted like this:

[move] (Optional explanation here) Your move here

Hint messages are received when you are provided with advice and directions. These messages are important and
you should pay attention to them.

Hint messages are formatted like this:

[hint] Hint message here

Objective:
Maximize your points and/or minimize your penalties.

Tips:

- Try to formulate a strategy by reasoning on the provided information.

- Pay attention to the payoff matrix of the game moves.

- You should only send move messages. Hint messages will only be provided to you.

- Pay attention to hints when provided.

- Do not use markdown formatting in your messages (e.g., bold text, italic text, etc.).

Apart from the above hints, which as discussed are only provided at the initial stage of the game. There
exist additional hints, which are given in effort to attempt error correction. The games played are set-up
in such a way, that whenever a player returns an answer to the environment, that answer must be a move
message (or at least contain such a message). Move messages are simply the way we characterize messages
that contain a player’s choice on what action to perform in the game.

An error occurs when the agent fails to return a move message (e.g., returns a badly formatted message).
So that is the only error case we need to cover:

You may structure your response however you like, but it should contain a move message. Move messages begin with
the tag [move] not containing other tags, which is followed by your optional explanation in parentheses, and end
with a valid move: {list-of-moves}. DO NOT INCLUDE THE [move] TAG IN YOUR REASONING, ONLY IN
YOUR ACTUAL MOVE MESSAGE. Nested parentheses or markdown formatting are not allowed.

Format: [move] (Optional explanation here) Your move here
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list-of-moves is the list of available to the player moves in each game.

If a player’s responses are erroneous at least 5 times, then the current round of the game is aborted for both
players.

4.1.4 Example Response

We provide an example response of Mistral Large (24.07), when playing Prisoner’s Dilemma and prompted
using the Solo-Performance Prompting (spp) style. The LLM agent gave this response during its first round
of playing the game, i.e., right after following only the initial prompt provided by our environment.

444 Personas: 1. **Al Assistant (you)™* 2. **Strategist** 3. **Game Theorist**
#+44+ Start Collaboration!

**Strategist™™: The game is a classic Prisoner’s Dilemma. In a single round, defection tends to yield higher individual
points (4 if the other player cooperates, 2 if both defect). However, mutual cooperation gives the highest mutual
benefit (6 each). For a long-term strategy, consider the other player’s likely actions and the iterative nature of the
game.

**Game Theorist**: In game theory, the Nash equilibrium for a one-shot Prisoner’s Dilemma is defection since it
maximizes individual rewards. However, in repeated games, strategies like "Tit for Tat" (cooperate first and then
mimic the opponent’s last move) can promote cooperation.

** AT Assistant (you)**: Thanks for the insights. Given this is the first round, I'll start with cooperation, a common
strategy to signal willingness to cooperate.

** move|** I choose cooperation to signal my willingness to cooperate and possibly set the tone for future rounds.
#++4+ Feedback from Strategist and Game Theorist:

**Strategist™*: Good start. Cooperation signals trust and could encourage the other player to cooperate in future
rounds. Keep an eye on their next move to adjust your strategy.

**Game Theorist**: Agreed. Monitor their response. If they defect, you might consider defecting next to mirror their
strategy and possibly guide them towards cooperation next time.

#+#+# Continue the Collaboration for Next Rounds:
**Al Assistant (you)**: Understood. Let’s await the other player’s move and adjust our strategy accordingly.
**hint]** The other player chose defection. You got 1 point, and they got 4 points.

** AT Assistant (you)**: Based on the feedback, I’ll mirror their last move to signal that cooperation is beneficial for
both players.

** move|** T choose defection to mirror their last move and indicate the importance of mutual cooperation.
#++# Further Collaboration:

**Strategist**: Mirroring defection is a good strategy to show them the consequence of their move. It might encourage
them to cooperate next round.

**Game Theorist**: Yes, this is aligned with the "Tit for Tat" strategy. Continue this mirroring approach to guide
the game towards mutual cooperation.

##t4 Continue Based on Further Rounds:
**[hint]** The other player chose cooperation. You got 4 points, and they got 1 point.

**Al Assistant (you)**: They switched to cooperation after seeing the consequence. I'll cooperate this round to
reinforce the mutual benefit.
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**move]** I choose cooperation to reinforce the mutual benefit of cooperation.

#++# Final Decision for Next Steps:

**Al Assistant (you)**: We will continue to monitor and adjust our strategy based on the other player’s moves,
aiming for long-term mutual cooperation.

**Finish collaboration!**

**Final decision**: Mirror the opponent’s last move to guide towards mutual cooperation. Start with cooperation in
the first round.

This strategy will help maximize long-term points and encourage mutual cooperation.

This response is quite intriguing, because it highlights a few observations (that will also be mentioned later
in this work).

e Although the game prompt does not provide specific information about the game being played, the

LLM agent manages to properly analyze the system prompt and extract the nature of the game. It is
observed that the LLM identifies the game as Prisoner’s Dilemma using its own cognitive abilities. The
LLM, also, uses prior knowledge it has about Nash Equilibria and Prisoner’s Dilemma in its thought
process.

This example response contains erroneous move messages. We selected this response on purpose
to showcase such situations. Firstly, there are multiple move messages inside the LLMs response,
something that violates our environment’s conditions. Secondly, move messages are formatted
improperly. They use "markdown" style highlighting - something that we explicitly disallow - (this
error is characteristic of the type of errors present in Mistral’s responses) and they do not provide the
player’s chosen move with proper formatting either.

4.1.5 Feedback

Our work focuses on repeated variants of simultaneous two-player games. The same opponents play for a
number of consecutive rounds against each other. The environment provides feedback to each opponent, such

as:

. at the start of the game, each player will be told if their opponent is experienced (has played the game

before) or fresh. Our experiments were done solely with fresh players.

. letting each player know a new round begins, if it is the first round these players play against each

other, the environment will let them know that information as well.

. after a player makes a move, the environment will let them know that this move has successfully been

made.

. at the end of each round, the players are notified of their opponent’s action and are told their respective

payoffs.

. in case of unusual termination of a round by some player, the other is notified as well (i.e., this player

is told that the round ended abnormally).

All feedback is provided via messages with the user role, as shown in 3.3.3. Most LLM APIs do not allow
multiple consecutive messages with the same role in a chat; in order to address this issue, the environment
concatenates any of the above messages as they are being generated into one and feeds that into the ongoing
conversation.
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4.2 Language Models

Large Language Model (LLM) reasoning is ever evolving to meet new demands and higher performance
thresholds. It was deemed necessary for our work to emphasize modern LLMs in our experimentation - in
order to evaluate the competence level of state-of-the-art LLMs - without sidelining simpler models. The
inclusion of both types of models allows for good comparison of their abilities and evaluation of LLM evolution.
Lastly, experiments with more reasoning-focused LLMs - referred to as Large Reasoning Models (LRMs) -
have, also, been conducted in an effort to gauge the game-theory capabilities of this new promising frontier of
LLMs; which seems to also face challenges of its own [48]. In this work’s experiments, we evaluate a diverse
set of large language models to analyze their reasoning performance under various prompting conditions.

The Anthropic Claude family is well represented, with models including Claude 3.5 Sonnet v2, Claude 3.7
Sonnet, and Claude Sonnet 4, allowing for comparisons of different prompting strategies within the same
architectural lineage.

Meta’s LLaMA models are a point of interest for researchers as well, however, their multi-modal versions
face use restrictions in the European Union, so we experimented only with Llama 3.8 70B Instruct.

Additionally, Mistral Large (24.07) is part of our testing pool.

Lastly, due to the growing popularity of more reasoning focused models and, since game-theoretic
environments rely heavily on reasoning and cognitive abilities, some models that sit in the LLM-LRM overlap
area are also included in our testing. These are DeepSeek-R1 and Claude 3.7 Sonnet, Claude Sonnet 4 with
"extended thinking" enabled.

All of the models used in these experiments were accessed via Amazon Bedrock and integrated through the
Converse API, ensuring a consistent and production-grade interface for interaction across different providers.
This approach allowed seamless experimentation with models from Anthropic (including the Claude 3.5
Sonnet v2, Claude 3.7 Sonnet, and Claude Sonnet 4 variants), Meta’s LLaMA 3 series (Llama 3.8 70B
Instruct), Mistral Large (24.07), and DeepSeek-R1. By leveraging Amazon Bedrock’s unified infrastructure,
the experiments maintained reliable prompt formatting, response parsing, and rate-limited access, simplifying
the comparison of diverse model architectures and capabilities under standardized conditions.
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Experiments - Game Presentation

5.1 Game Overview

5.1.1 Prisoner’s Dilemma

The Prisoner’s Dilemma is perhaps the most famous game-theory thought experiment urging through the
years a number of researchers to study it. It involves two rational agents, each of whom can either cooperate
for mutual benefit or defect (i.e. betray their partner) for individual gain. The dilemma arises from the fact
that mutual cooperation yields moderate benefits for both players, while unilateral defection yields a greater
benefit for the defector at the expense of the cooperator. If both defect, they each receive a worse outcome
than if they had cooperated. People, organizations, countries, etc. are often faced with dilemmas as the
above. This fact coupled with the simplicity of Prisoner’s Dilemma and its expansion opportunities make it
an excellent target for our own study.

Premise Two members of a criminal gang are arrested and imprisoned. Each prisoner is in solitary
confinement with no means of speaking to or exchanging messages with the other. The police admit they
don’t have enough evidence to convict the pair on the principal charge. They plan to sentence both to a year
in prison on a lesser charge. Simultaneously, the police offer each prisoner a Faustian bargain'. If he testifies
against his partner, he will go free while the partner will get three years in prison on the main charge. Oh,
yes, there is a catch ... If both prisoners testify against each other, both will be sentenced to two years in jail.
The prisoners are given a little time to think this over, but in no case may either learn what the other has
decided until he has irrevocably made his decision. Each is informed that the other prisoner is being offered
the very same deal. Each prisoner is concerned only with his own welfare—with minimizing his own prison
sentence. [43]

There are three different possible outcomes for the two prisoners:
1. if both remain silent (cooperate), they will each serve one year in prison.

2. if one testifies against the other (defects), but the other does not (cooperates), the testifier will be set
free while the cooperator will serve three years in prison.

3. if both testify against each other (defect), they will each serve two years.

The structure of the traditional Prisoner’s Dilemma can be generalized from its original prisoner setting. It
is represented as a normal-form game (explained in 3.4.4) with the following payoff matrix.

For the game to be considered Prisoner’s Dilemma in the strong sense, the following condition must hold for
the payoffs:

LA deal with the Devil: a pact between a person and the Devil or another demon, trading a soul for diabolical favors (e.g.,
youth, knowledge, wealth, fame, power)
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| A B
A | (aa, aa) (ab, ba)
B | (ba, ab) (bb, bb)

Table 5.1: Payoff matrix for the Prisoner’s Dilemma.
A typically refers to "Cooperation" and B to "Defection".

ba > aa > bb > ab

In this general setting, players aim to maximize the payoff they get.

5.1.2 Rock Paper Scissors

For the next experiments, this thesis moves a bit away from Prisoner’s Dilemma, choosing a slightly more
complex game, that remains interesting to research nonetheless.

Rock-Paper-Scissors (RPS) is an intransitive? hand game, played by two people, in which each player
simultaneously forms a shape with their hand; this shape constitutes their action (or move) of choice and
it can be one of three: "Rock", "Paper", "Scissors". Like coin flipping, drawing straws, or throwing dice,
Rock-Paper-Scissors is frequently employed as a fair means of selection between two individuals to resolve
conflicts or make an unbiased group decision. In some cases, one can play RPS with some degree of competence
and skill, unlike genuinely random selection systems, by taking advantage of the opponent’s non-random
behavior. [18, 5].

Premise RPS is a simultaneous, zero-sum game with three possible outcomes; win, loss, or tie. A player
who chooses to play "rock" will beat a player who selects "scissors" ("rock crushes scissors" or "breaks
scissors" or "blunts scissors"), but will lost to a player who has played "paper" ("paper covers rock").
Playing "paper" will lead to loss against "scissors" ("scissors cuts paper"). The game is tied if both players
select the same shape.

The structure for Rock-Paper-Scissors followed in this work is a simple generalization of the above description.
Win means a positive payoff, loss means a negative payoff, and tie means zero payoff. To retain the zero-sum
nature of RPS, we make it such that the payoffs of a winner and a loser in a round are additive inverses (the
one number is the opposite of the other).

This game can be represented as a normal-form game (explained in 3.4.4) with the following payoff matrix.

A B C
A (0, 0) (-ba, ba) (ac, -ac)
B | (ba, -ba) (0, 0) (-cb, cb)
C | (-ac, ac) (cb, -cb) (0, 0)

Table 5.2: Payoff matrix for the Rock-Paper-Scissors.
A typically refers to "Rock," B to "Paper", and C to "Scissors".

ba, ac, cb are considered to be positive numbers.

In this general setting, players aim to maximize the payoff they get.

5.2 Contributions

To sum up our contributions, generally, are:

1. We perform experiments on currently popular and advanced LLMs and contrast our results with results
of earlier research.

2a zero-sum game in which pairwise competitions between the strategies contain a cycle
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2. We experiment with various prompting techniques and opine on their effectiveness.
3. We gauge counterfactual adaptability of LLMs.

4. We introduce performance metrics that are simple and showcase enough information about players’
gameplay; such as preference to strategies, adaptability to an opponent and temporal evolution of
strategies (Advanced LLMs do show such behaviours in our experiments). Through these metrics we
evaluate LLM reasoning abilities in game theory contexts, which is the main focus of this work.

5. We reinforce opinions correlating LLM size, prompting techniques, and reasoning variants with problem
difficulty and complexity.

6. We explore the persistence, or lack thereof, of inherent biases of LLMs in strategy selection.

7. We observe cooperation and animosity tendencies of LLM agents in games. (Especially, Prisoner’s
Dilemma and its variants provide an ideal playground for such observations)

Our code is available on GitHub 3.

5.3 Counterfactual Scenarios

The focal point of this study is LLM performance in counterfactual settings. Such settings should be picked
intelligently so as to reflect some reasoning skill that is expected of a rational player. Following the examples
of [1, 8] our game descriptions are void of information that will immediately condition a player towards
specific information relating to the game; Players are informed that they are playing a game and are given
the names of the available actions/moves (from which they might be able to infer the game itself, but this
issue is addressed by the formulation of the counterfactual settings). We decided to move forward with both
strategy and payoff counterfactuals (introduced in 3.5).

5.3.1 Prisoner’s Dilemma
Stag Hunt

This game constitutes our main counterfactual settings. It is both a strategy counterfactual (moves have
different names) and a payoff counterfactual (payoff values are different).

The Stag Hunt - also referred to as the assurance game or the trust dilemma - describes a conflict
between safety and social cooperation. In the most common account of this dilemma, two hunters must
decide separately, and without the other knowing, whether to hunt a stag or a hare. One hunter can catch a
hare alone with less effort and less time, but it is worth far less than a stag and has much less meat. But both
hunters would be better off if both choose the more ambitious and more rewarding goal of getting the stag,
giving up some autonomy in exchange for the other hunter’s cooperation and added might. This situation
is often seen as a useful analogy for many kinds of social cooperation, such as international agreements on
climate change. [20]

Stag Hunt can be represented as a normal-form game, where players aim to maximize the payoff they get,
with the following payoff matrix.

| A B
A | (aa, aa) (ab, ba)
B | (ba, ab) (bb, bb)

Table 5.3: Payoff matrix for Stag Hunt.
A typically refers to "Stag" and B to "Hare".

For the game to be considered a Stag Hunt, the following condition must hold for the payoffs:

aa > ba > bb > ab

3LLM-Game-Theory-Counterfactual
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This game is a point of interest for researcher, because it represents well the problem of social cooperation;
it does so on par with Prisoner’s Dilemma (PD) or, it can be argued, better than PD. [50]

Scenarios in Our Experiments

In this subsection, we can now introduce the specific parameters used to create this study’s counterfactual
scenarios. These can be seen in table 5.4. It was briefly mentioned in the introduction to this section
that the names of the moves may assist the LLM players in understanding what the exact game being
played is and thus aid them in using memorized patterns for that game. Including counterfactuals where
the moves have alternative names and comparing the performance of the two, should give good insight to
the memory-reasoning relationship present in LLMs. In table 5.4, games (a) and (c¢), and (b) and (d) on the
other hand, should be played identically, since the payoffs are the same.

Cooperate Defect Cooperate  Defect
Cooperate (4, 4) (1, 6) Cooperate (6, 6) (1, 4)
Defect (6, 1) (2, 2) Defect 4, 1) (2,2)
(a) pd (b) pd-alt
Stag  Hare Stag  Hare
Stag | (4,4) (1,6) Stag | (6,6) (1, 4)
Hare | (6,1) (2,2) Hare | (4,1) (2,2)
(c) sh-alt (d) sh

Table 5.4: Payoff matrices for the Prisoner’s Dilemma Counterfactual Settings.
(a) is our base game, it is a typical Prisoner’s Dilemma Setting.
(b) is a payoff counterfactual of (a), it uses Stag Hunt’s payoff matrix.
(c) is a strategy counterfactual of (a), it uses Stag Hunt’s names for the available moves.
(d) is both a payoff and strategy counterfactual of (a), it is a typical Stag Hunt.

5.3.2

Scenarios in Our Experiments

Rock Paper Scissors

In this subsection, we can now introduce the specific parameters used to create this study’s counterfactual
scenarios. These can be seen in table 5.5. It was briefly mentioned in the introduction to this section
that the names of the moves may assist the LLM players in understanding what the exact game being
played is and thus aid them in using memorized patterns for that game. Including counterfactuals where
the moves have alternative names and comparing the performance of the two, should give good insight to
the memory-reasoning relationship present in LLMs. In table 5.5, games (a) and (c), and (b) and (d) on the
other hand, should be played identically, since the payoffs are the same.

5.4 Single Round Equilibrium

The single-round Nash Equilibrium Strategies will be presented in this part. These are derived by applying
the theoretical background introduced in 3.4.

5.4.1 Prisoner’s Dilemma

Using the definition for Nash Equilibrium in 3.4.3, it is easy to observe that for the classic Prisoner’s Dilemma
payoff matrix (game settings pd and sh-alt from 5.4) mutual defection is the Equilibrium strategy one should
follow. Stag Hunt, however, requires a bit more nuanced approach.

Let us consider pure strategies for Stag Hunt (using payoff matrix 5.3). Considering that our opponent plays
a pure strategy, we can see that playing a different move than what our opponent chooses will result in a
lesser payoff, thus we can infer:
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Rock  Paper Scissors Rock  Paper Scissors
Rock (0,0) (-1,1) (1,-1) Rock (0,0) (-3,3) (1,-1)
Paper | (1,-1) (0,0) (-1, 1) Paper | (3,-3) (0,0) (-1, 1)
Scissors | (-1,1) (1,-1) (0, 0) Scissors | (-1,1) (1,-1) (0, 0)
(a) eql (b) ba3
Paper Rock  Scissors Paper Rock  Scissors
Paper | (0,0) (-1,1) (1,-1) Paper | (0,0) (-3,3) (1,-1)
Rock | (1,-1) (0,0) (-1, 1) Rock | (3,-3) (0,0) (-1, 1)
Scissors | (-1,1) (1,-1) (0, 0) Scissors | (-1,1) (1,-1) (0, 0)
(c) eql-alt (d) ba3-alt

Table 5.5: Payoff matrices for the Rock-Paper-Scissors Counterfactual Settings.
(a) is our base game, it is a typical Rock-Paper-Scissors Setting.
(b) is a payoff counterfactual of (a), it uses a higher payoff for win with "Paper".
(c) is a strategy counterfactual of (a), if X typically beats Y, now Y beats X.
(d) is both a payoff and strategy counterfactual of (a), it is a combination of (b) and (c).

e if the opponent chooses "A", then the other player should also choose "A"
e if the opponent chooses "B", then the other player should also choose "B"

There are two pure strategy Equilibria for two players (both players playing "A" or both players playing
"B"). This game allows for the use of a Mixed Strategy Nash Equilibrium. We can derive this strategy by
using the Indifference Property (from 3.4.3).

Consider that the game is symmetric for the two players and both will follow the same mixed strategy. To
determine the Mixed Strategy Nash Equilibrium let
p =Pr(play A), ¢ = Pr(play B)
with the constraint
ptqg=1

Define E(M) as the expected payoff of playing move M against an opponent who plays A with probability
p and B with probability ¢q. The indifference condition in Mixed Strategy Nash Equilibrium requires:

E(A) = E(B)
Computing these payoftfs:
E(A)=p-aa+q-ab=p-aa+ (1 —p)-ab=p-(aa — ab) + ab,
EB)=p-ba+q-bb=p-ba+ (1 —p)-bb=p- (ba — bb) + bb
Setting the expected payoffs equal yields:
p- (aa — ab) + ab =p - (ba — bb) + bb,

p - (aa — ab+ bb — ba) = bb — ab,
bb — ab
aa — ab + bb — ba

p =
Substituting into p + ¢ = 1:

_ bb — ab B aa — ba
aa —ab+bb—ba aa— ab—+ bb—ba

g=1-p=1

To sum up, given a payoff matrix of the form:

and considering p, ¢ the probabilities that a player should play moves A and B respectively, then:
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| A B
A | (aa, aa) (ab, ba)
B | (ba, ab) (bb, bb)

Prisoner’s Dilemma The dominant strategy is to defect (play B), so:

p=0, ¢=1

Stag Hunt The Mixed Strategy Nash Equilibrium is given by:

bb — ab _ aa — ba
aa — ab+ bb — ba’ q_aa—ab+bb—ba

p:

5.4.2 Rock Paper Scissors

There are three pure strategies that players may follow. This game allows for the use of a Mixed Strategy
Nash Equilibrium. We can derive this strategy by using the Indifference Property (from 3.4.3).

Consider that the game is symmetric for the two players and both will follow the same mixed strategy. To
determine the Mixed Strategy Nash Equilibrium let

x = Pr(play A), y=Pr(play B), z=Pr(play C)

with the constraint
r+y+z=1

Define E(M) as the expected payoff of playing move M against an opponent who plays A with probability
z, B with probability y, and C' with probability z. The indifference condition in Mixed Strategy Nash
Equilibrium requires:

Computing these payoffs:
E(A)=0-z—ba-y+ac-z=—-ba-y+ac-z,

EB)=ba-z+0-y—cb-z=ba -z —cb-z,
EC)=—-ac-x+cb-y+0-z2=—ac-x+cb-y
Setting the expected payoffs equal per pairs yields:
E(A)=FE(B) <= (ac+cb)-z=ba-(x+vy)
EB)=E(C)<= (ba+ac)-z=cb-(y+z)
E(A)=E(C) < (cb+ba) -y =ac- (z+ 2)
Using z +y + z = 1 we get:
(ac+cb)-z=ba- (1 —2) <= (ac+cb+ba) -z = ba
(ba+ac)-z=cb- (1 —1z) < (ba+ac+cb) -z =cb
(cb+ba) - y=ac-(1—y) < (cb+ba+ac) y=ac
Finally, we get:
cb ac ba

x:ba—&—ac—i—cb’ yzba—&—ac—i—cb’ c= ba + ac + cb
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5.5 Experiment Variants

So far, games and their counterfactual settings have been introduced in their typical single-round form. Our
experiments, however, focus only on repeated variants of these games. Players play 16 and 24 rounds against
each other in Prisoner’s Dilemma and Rock-Paper-Scissors respectively, without having any knowledge of the
fact they will be playing a finite amount of rounds or, of course, how many rounds they will play. At the end
of each round they receive information on the results of the current round they played (more information in
4.1.5), before moving on to the next one.

Repeated versions of games affect greatly the strategy one may follow. Attempting to use the Single Round
Nash Equilibrium strategy in every round is not necessarily the best option in this case. A player learns the
behavior of their opponent and thus can adopt a more educated approach to their own actions.

Another factor that influences a player’s behavior is knowledge of the number of rounds to be played or of
some upper bound to that number. For example, in Prisoner’s Dilemma, if players know that they will be
playing N rounds against each other, then mutual defection becomes the dominant strategy for every round
once again. Therefore, this issue was taken into consideration in our LLM prompt design, where agents are
completely uninformed of how or when the game will end.

5.5.1 Additional Condition for Prisoner’s Dilemma

The repeated version of the Prisoner’s Dilemma can, in some cases, be played by simply alternating between
cooperation and defection, giving a greater reward than mutual cooperation. We wish to see LLMs attempt
to strategize in general environments, thus our experimental setups include a condition on payoff matrices to
not allow for players’ strategies to collapse to the mentioned alternation of moves. The condition is:

2-aa > ba + ab

5.6 Game Description

As mentioned in 4.1.1 a Game Description is the part of a system prompt that effectively describes the game
being played.

For Prisoner’s Dilemma that Game Description is the following.

You are playing a game against other player(s). The game is based on strategic moves.

Game Description:

There are two possible moves: {a} and {b}.

- if both players choose {a}, both get {aa} points.

- if both players choose {b}, both get {bb} points.

- if you choose {a} and the other player chooses {b}, you get {ab} points and the other player gets {ba} points.
- if you choose {b} and the other player chooses {a}, you get {ba} points and the other player gets {ab} points.

In each round of the game you play against one other player. You and the other player each make a move privately.
The moves are compared and you and the other player get your reward/penalty based on the moves made.

Message Formats:

Move messages are sent when you want to make a move.
Move messages are formatted like this:

[move] (Optional explanation here) Your move here

Hint messages are received when you are provided with advice and directions. These messages are important and
you should pay attention to them.
Hint messages are formatted like this:

93



Chapter 5. Experiments - Game Presentation

[hint] Hint message here

Objective:
Maximize your points and/or minimize your penalties.

Tips:

- Try to formulate a strategy by reasoning on the provided information.

- Pay attention to the payoff matrix of the game moves.

- You should only send move messages. Hint messages will only be provided to you.

- Pay attention to hints when provided.

- Do not use markdown formatting in your messages (e.g., bold text, italic text, etc.).

For Rock-Paper-Scissors that Game Description is the following.

You are playing a game against other player(s). The game is based on making moves.

Game Description:

There are three possible moves: {a}, {b}, and {c}.

- {a} beats {c} giving the winner {ac} points and the loser -{ac} points.

- {b} beats {a} giving the winner {ba} points and the loser -{ba} points.

- {c} beats {b} giving the winner {cb} points and the loser -{cb} points.

- If both players make the same move, the game is a tie and no points are awarded.

In each round of the game you play against one other player. You and the other player each make a move privately.
The moves are compared and you and the other player get your reward/penalty based on the moves made.

Message Formats:

Move messages are sent when you want to make a move.
Move messages are formatted like this:

[move] (Optional explanation here) Your move here

Hint messages are received when you are provided with advice and directions. These messages are important and
you should pay attention to them.

Hint messages are formatted like this:

[hint] Hint message here

Objective:
Maximize your points and/or minimize your penalties.

Tips:

- Try to formulate a strategy by reasoning on the provided information.

- Pay attention to the payoff matrix of the game moves.

- You should only send move messages. Hint messages will only be provided to you.

- Pay attention to hints when provided.

- Do not use markdown formatting in your messages (e.g., bold text, italic text, etc.).

As seen previously, the game descriptions also include the initial hints given in the system prompt.

94



5.7. Player Types

5.7 Player Types

In order to study strategic behavior and reasoning in game-theoretic settings, it is important to account
for the diversity of potential decision-makers. This section introduces the different player types used in this
study. By explicitly defining player types, we can model a range of behaviors - from fully LLM AI players to
simple algorithm-driven players.

Having different player types is useful for several reasons. First, it allows us to compare LLM agents initialized
with different prompts with each other and see how they approach their goals, develop their strategies, and
make use of their cognitive abilities. Second, creating non-LLM players that follow simple algorithms in their
strategic play-style, helps us more easily discern LLM reasoning abilities, these players are designed in a way
that if one understands their strategy, they are easy to work with (combat or cooperate with them, depending
on which action will bring a better reward to the LLM player). We hope to reveal important dynamic - such
as the emergence of cooperation or exploitation - that may not appear in more uniform populations of players.

In this section, we describe the specific player types used in our experiments. By defining these types carefully,
we aim to create a controlled yet sufficiently rich testbed for analyzing strategic reasoning and adaptation in
game-theoretic scenarios.

LLM/LRM players
1. zs or default: This player is an Al player initialized with the zero-shot system prompt.
2. cot: This player is an Al player initialized with the chain-of-thought system prompt.
3. spp: This player is an Al player initialized with the solo-performance system prompt.

4. sc-<any of the above player types>: This player is an Al player initialized with the prompt
referred to by <any of the above player types> and operates using self-consistency to augment their
answers (and performance). Such players are: sc-zs(or sc-default), sc-cot, and sc-spp.

non-LLM /algorithmic players

1. srep: This player chooses their actions randomly. Srep refers to Single-round-equilibrium-player, since
this player uses the single-round (mixed) Nash Equilibrium strategy as the probability distribution over
their choices on moves.

2. pp: This player chooses their actions following a specific cyclic pattern.
3. Non-LLM Players used only in Prisoner’s Dilemma:

(a) mf: This player always chooses the move that when paired with the most frequent move of their
opponent gives the best reward. The name "mf" refers to maximizer of most frequent move,
i.e., this player tries to make the most out of their opponents most frequent move.

(b) tft: This player is influenced by the tit-for-tat idea in games like Prisoner’s Dilemma, but is
slightly more general. The "tft" player always chooses the move that when paired with the most
recent move of their opponent gives the best reward.

4. Non-LLM Players used only in Rock-Paper-Scissors:

(a) ap: This player chooses the move that counters the opponent’s most frequent move, thus called
adaptive player.

(b) tft: This player is influenced by the tit-for-tat idea in games like Prisoner’s Dilemma, but is
slightly more general. Tft chooses the move that counters the opponent’s most recent move.

5.8 Experiment Format

There are a number of different parameters that influence an experiment and its potential for fruitful
results. As experiment designers, we had to make various choices in an attempt to mix features that allow
LLMs to leverage their full potential, but are concise and can be performed with satisfactory performance.
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Such parameters include Language Model temperature, number of rounds played in each game, number of
repetitions of games, opponent types of LLMs, Self-Consistency parameters, and types of counterfactual
settings included in experimentation.

Finally, a visual showcase of our experiments’ format is shown in 5.8.1 and 5.8.2, where various ideas about
LLMs - roles, prompts, experiment environments - and our study that have been discussed so far in this
thesis are shown working together in a simple example.

e LLM Parameters: temperature was set at 1.0 to allow LLMs for more creative thinking. Since
experiments were performed a multitude of times, a high temperature will allow us to gauge LLM
performance and reasoning with a more comprehensive and general view. LLMs are given the most
amount of expressive freedom possible in an attempt to extract any hint of inherent reasoning ability.
Other LLM parameters were left at their default (per LLM) values.

e Number of rounds per game: As has been mentioned, every duo of opponents play 16 and 24
consecutive rounds against each other in Prisoner’s Dilemma and Rock-Paper-Scissors respectively.
Considering that Prisoner’s Dilemma and Stag Hunt are games with only two options, 16 rounds are
enough for an LLM player to manage to understand and adapt to their opponent’s strategy (if any) in
a way that we can evaluate. Considering that Rock Paper Scissors is a game with three options, 24
rounds are enough for an LLM player to manage to understand and adapt to their opponent’s strategy
(if any) in a way that we can evaluate. The number 24 was chosen as a logical continuation of our
choice for 16 rounds in Prisoner’s Dilemma.

e Number of repetitions of games: Each game is played by the non-sc players 5 different times,
and only 2 times by sc players. Sc players are included in only 2 repetitions of experiments, since it is
expected that their results will be more similar; after all, self-consistency is a technique to guide an
LLM agent towards more consistent answers.

e opponent types of LLMs: Each non-sc player plays against all other non-sc players and all
non-LLM players. Each sc players faces off against all non-sc players and all non-LLM players.
It should be noted that sc players never play against each other; this is a conscious design choice, as
the performance hit of self-consistency is substantial and performing such experiments would be too
time consuming. Furthermore, our goal is to compare non-sc and sc players, thus forcing sc players
to face each other is redundant.

e Self-Consistency parameters: Self-Consistency was presented in 3.3.3. In the case of Prisoner’s
Dilemma, our implementation uses 3 sample answers of the LLM at each round and the final answer
is marginalized out of them by frequency - the most frequent answer is chosen as the final answer. If
multiple samples lead to the same most-frequent answer, then one of those samples is chosen at random
to be the final answer. Lastly, given that this game has two possible choices for players, three is the
minimum number of samples needed in order to ensure that one choice is always favored. On the
other hand, for Rock-Paper-Scissors, our implementation uses 5 sample answers of the LLM at each
round. Since there are three possible options in Rock Paper Scissors, three samples wouldn’t be enough
to create a pool of LLM answers from which the LLM’s more "consistent" thought can be extracted
through our frequency-based marginalization. Thus, considering the massive performance hit of sc, it
was decided to use 5 samples as a valid trade-off.

e Counterfactual Settings: All counterfactual scenarios from 5.3 are included in our experimentation.
These scenarios are diverse and will provide us with an overall view reflective of true LLM capabilities.
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5.8. Experiment Format

Role Payoff Matrix

System (5. @

O
user L ICRONEHO)
% Assistant %B (6,1) (2,2

Game chat

Player 1 Player 2

repeat for 16 rounds!

[...]1(chat history) [...]1(chat history)

O, R (v O
& s e &

Compute
Payoffs

o You defected, the other player O
) cooperated, you got 6 points. /)

Figure 5.8.1: An example chat that could occur in a game of Prisoner’s Dilemma under our design, where
two LLM agents play against each other. The "User" role is used by us - the environment - to provide
information to the AI players.
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Chapter 5. Experiments - Game Presentation

Role Payoff Matrix

& 0 K

2 00 1D @,-D

System

©3
<R
&

(] a.-n oo 1Y
Assistant
K Lo a0

Game chat

Player 1 Player 2

@ [ {method} {game-description} ] [ {method} {game-description} ]@

repeat for 24 rounds!

[...](chat history) [...](chat history)

A

E%’ [ My move is Rock. ] { My move is Scissors. } E%

[ Let's play a round! J [ Let's play a round!

Compute | 1

Moves ﬁgj Payoffs 1

O [You played Rock, the other player

You played Scissors, the other O
‘e Scissors, you got 1 point.

player Rock, you got -1 points. ‘e

Figure 5.8.2: An example chat that could occur in a game of Rock Paper Scissors under our design, where
two LLM agents play against each other. The "User" role is used by us - the environment - to provide
information to the Al players.
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Chapter 6

Results - Prisoner’s Dilemma

It has been observed that LLMs perform well in games involving cooperation and defection. These games
are considered an ideal test bed to assess how LLMs retaliate after bad interactions. [1]

As we have mentioned, it has been shown that a rational agent will always prefer to defect in the single-round
(single-shot) variant of Prisoner’s Dilemma, as well as in the case of finitely repeated rounds (i.e., the agent is
aware either of the number of rounds to be played or of the fact that the game will last only some reasonable
amount of iterations).

We mention once more that agents play 16 rounds in each game and we test 4 scenarios (one base case of
Prisoner’s Dilemma and three counterfactuals) with payoff matrices:

Cooperate Defect Cooperate Defect
Cooperate (4, 4) (1, 6) Cooperate (6, 6) (1, 4)
Defect (6, 1) (2, 2) Defect 4, 1) (2,2)
(a) pd (b) pd-alt
Stag  Hare Stag  Hare
Stag | (4,4) (1, 6) Stag | (6,6) (1,4)
Hare | (6,1) (2,2) Hare | (4,1) (2,2)
(c) sh-alt (d) sh

Table 6.1: Payoff matrices for the Prisoner’s Dilemma Counterfactual Settings.

This chapter will showcase results and comment on them.

6.1 Total Points

We show the average total points accumulated in each game setting from each player. For non-sc players,
the results have been averaged for 5 repetitions of the experiments, while for sc players, the results have been
averaged for 2 repetitions of the experiments.

6.1.1 LLM vs LLM

LLM agents that play against each other are of the same LLM. These games are represented in the first three
columns of the result matrices.

Tables 6.2 and 6.5 refer to games played with a typical Prisoner’s Dilemma payoff matrix. The amount of
values close to 64.0 that we observe is surprising. Had the two players followed the more expected strategy of
mutual defection, we would observe results closer to 2 - 16 = 32 (defection in each of the 16 rounds). On the
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Chapter 6. Results - Prisoner’s Dilemma

pd
zS Spp cot srep PP mf tft
model prompt
C3.55v2 zs 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 298 +0.4 54.2 £ 4.5 30.2 £ 1.1 30.6 + 0.9
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£ 0.0 53.6 + 1.5 31.0 £ 1.0 304 £ 0.9
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 304 +0.5 58.4 + 4.3 30.6 £ 0.9 32.0 £ 0.0
SC-z8 64.0 £ 0.0 64.0 = 0.0 64.0 £ 0.0 30.5+0.7 52.0 £ 0.0 32.0 £ 0.0 300+ 14
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£ 0.0 53.5 + 2.1 32.0 £ 0.0 30.0 £ 0.0
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.0+ 0.0 62.0 £ 0.0 31,0+ 14 310+ 14
C3.7S zs 64.0 £ 0.0 64.0 = 0.0 64.0 = 0.0 30.0 £ 0.0 54.8 £ 4.1 29.8 £ 0.8 304 £ 0.5
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£ 0.0 61.2 +£ 1.1 31.0 £ 0.7 312+ 04
Spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.0+ 0.0 56.8 + 4.4 31.0 £ 1.0 302+ 04
SC-z8 64.0 £ 0.0 64.0 = 0.0 64.0 = 0.0 30.0 £ 0.0 52.5 £ 0.7 310+ 14 30.0 £ 0.0
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.5+0.7 61.0 £ 14 30.5 £ 0.7 31.0 £ 0.0
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.0+ 0.0 57.5 £ 6.4 310+ 14 31.5 £ 0.7
C3.7S(T) zs 64.0 £ 0.0 64.0 = 0.0 64.0 £ 0.0 298 +0.4 52.8 £ 0.4 31.0 £ 0.7 31.6 £0.9
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 =+ 0.0 30.6 £0.5 57.2 + 3.7 30.8 £ 0.8 302+ 04
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 30.2+ 0.4 58.0 £+ 4.7 31.0 £ 1.0 31.0£ 1.0
SC-z8 64.0 = 0.0 64.0 = 0.0 64.0 = 0.0 30.0 £+ 0.0 52.0 £ 0.0 32.0 £ 0.0 30.0 £ 0.0
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.5+0.7 53.0 = 0.0 31.0 £ 14 30.5 £ 0.7
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.5+ 0.7 57.5 £ 2.1 32.0 £ 0.0 310+ 14
C4S zS 494 + 15,5 41.0 + 10.7 42.0 £ 10.7 31.4 £ 0.5 55.8 £+ 44 328+ 1.6 322+ 1.6
cot 35.2 £ 3.0 39.6 + 24 398+ 74 314+ 0.5 60.2 + 4.5 322+ 1.6 342+ 19
Spp 484 £ 13.0 46.2 +13.6 36.4+4.2 316 £0.5 63.0 + 1.0 344+ 2.1 31.8 £ 24
Sc-zs8 34.5 £ 4.9 34.0 + 2.8 40.0 £ 4.2 32.0 £ 0.0 58.0 £8.5 32.0+0.0 32.0 £ 0.0
sc-cot 39.0 £ 4.2 35.5 + 4.9 34.0 + 2.8 32.0 £ 0.0 64.0 £ 0.0 35.0=% 0.0 33.5 + 2.1
sc-spp 320+ 14 380+14 35.5 £4.9 30.5 £ 0.7 63.5 + 0.7 355+ 0.7 31.5 £ 0.7
C4S(T) z8 32.0 £ 0.0 34.8 + 2.7 32.0 £ 0.0 32.0 £ 0.0 634 +0.9 352418 35.8 £ 0.4
cot 32.0 £ 0.0 40.8 £ 8.0 34.6 + 3.6 31.6 £ 0.5 64.0 = 0.0 338 +1.8 344 + 2.2
Spp 314+ 0.9 50.6 £ 154 418 £124 314 4+0.5 59.6 £ 5.2 348+ 1.8 34.8 £ 2.2
Sc-z8 375 £ 78 340 £ 28 32.0 £ 0.0 32.0 £ 0.0 64.0 £ 0.0 32.0+ 0.0 33.5 + 2.1
sc-cot 32.0 £ 0.0 370+ 14 32.0 £ 0.0 32.0 £ 0.0 64.0 £ 0.0 36.0 £ 0.0 32.0£0.0
sc-spp 47.0 £21.2 36.0 £ 0.0 32.0 £ 0.0 31.5 £ 0.7 62.0 + 2.8 355+ 0.7 335+ 21
DS-R1 zs 36.8 + 4.1 39.0 + 2.5 30.2 +13.0 31.6 +0.5 62.6 + 1.5 328 + 2.0 32.6 + 2.2
cot 33.2 £ 2.6 322 + 2.2 33.0 £ 6.6 28.6 £ 7.1 64.0 £ 0.0 322+ 1.8 23.6 + 8.7
sSpp 36.4 + 4.2 32.0+ 6.4 31.2 + 6.3 31.2+ 04 61.4 + 3.7 33.2+ 26 33.2+ 1.6
Sc-zs8 32.5 £ 2.1 33.0 + 2.8 33.5 + 3.5 31.5 £ 0.7 64.0 = 0.0 35.0£0.0 35.5 £ 0.7
sc-cot 345 £ 4.9 34.0 + 2.8 270+ 7.1 32.0 £ 0.0 64.0 £ 0.0 31.5+0.7 315 £ 0.7
sc-spp 35.0 +£ 4.2 36.0 £ 5.7 34.0 £ 28 31.0 £ 0.0 61.0 + 4.2 335+ 2.1 32.0 + 0.0
L3.3-70B z8 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 296 +£0.5 52.0 £ 0.0 31.6 £ 0.9 31.6 £ 0.9
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 0.0 298+ 04 55.6 + 4.6 30.8 £ 1.1 304 £ 0.9
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 298 +0.4 53.8 £ 2.9 308 £ 1.1 30.4 £ 0.9
Sc-zs 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 29.0 £ 0.0 52.0 + 0.0 31.0 £ 14 32.0 + 0.0
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 30.0+£0.0 52.0 = 0.0 32.0 £ 0.0 310+ 14
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 295+ 0.7 55.5 £ 4.9 30.0 £ 0.0 32.0£ 0.0
M-L(24.07) zs 61.4 + 3.2 60.0+44 59.6 + 9.8 242 + 04 53.8 + 2.0 26.0 + 1.6 25.8 + 0.8
cot 64.0 £ 0.0 60.2 &+ 3.6 62.0 + 2.8 29.8 £ 2.2 57.8 + 3.0 29.0 = 1.2 26.0 + 1.2
Spp 64.0 £ 0.0 62.2 £4.0 60.8 £ 7.2 18.6 £ 10.6 53.2 + 2.2 26.4 + 3.2 244+ 1.1
SC-zs8 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 24.0+£ 0.0 54.0 + 2.8 25.0 + 14 25.0+ 14
sc-cot 62.0 £ 2.8 64.0 £ 0.0 60.5 +4.9 275+ 49 60.0 £ 5.7 33.5 £ 3.5 29.0 + 4.2
sc-spp 64.0 £ 0.0 64.0 = 0.0 64.0 £ 0.0 24.0+ 0.0 56.0 + 0.0 22.5 + 4.9 22.5 + 2.1

Table 6.2: Total Points Averaged Over All Iterations (pd)
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6.1. Total Points
pd-alt
zS Spp cot srep PP mf tft
model prompt
C3.55v2 zs 96.0 + 0.0 96.0 £ 0.0 96.0 + 0.0 44.0 £+ 5.3 52.0 + 2.1 89.0 + 0.0 60.6 + 32.3
cot 96.0 + 0.0 96.0 += 0.0 96.0 + 0.0 47.8 + 3.8 49.6 +£ 2.1 91.8 +£ 3.8 60.0 + 32.9
Spp 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 44.8 £ 9.8 476 £ 1.7 90.4 + 3.1 72.0 + 32.9
SC-z8 96.0 + 0.0 96.0 = 0.0 96.0 = 0.0 40.0 £ 7.1 54.0 + 1.4 89.0 + 0.0 96.0 + 0.0
sc-cot 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 52.5 + 4.9 52.0 £ 0.0 89.0 £ 0.0 66.0 + 42.4
sc-spp 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 52.5 £ 134 52.0+ 8.5 92.5 £ 4.9 34.5 £ 0.7
C3.7S zs 96.0 = 0.0 96.0 = 0.0 96.0 = 0.0 43.6 + 8.1 49.0 £+ 3.0 91.8 + 3.8 72.6 + 32.1
cot 96.0 + 0.0 96.0 += 0.0 96.0 + 0.0 45.0 £ 5.0 52.2 + 3.3 93.2 +£ 3.8 60.2 + 32.7
Spp 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 43.2 £ 6.7 48.2 + 4.4 94.6 £ 3.1 48.6 + 26.6
SC-z8 96.0 = 0.0 96.0 = 0.0 96.0 = 0.0 43.0 £ 14.1  46.5 + 0.7 92.5 + 4.9 375+ 0.7
sc-cot 96.0 + 0.0 96.0 += 0.0 96.0 + 0.0 40.0 £ 9.9 52.0 £ 8.5 92.5 +£ 4.9 66.5 + 41.7
sc-spp 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 42.0 £ 5.7 49.0 +£ 4.2 92.5 £ 4.9 36.5 £ 0.7
C3.7S(T) zs 96.0 = 0.0 96.0 £ 0.0 96.0 + 0.0 44.6 + 8.1 50.0 + 2.0 67.2 + 29.9 48.2 + 26.7
cot 96.0 + 0.0 90.8 £ 11.6 96.0 + 0.0 478 £ 7.3 49.8 + 4.8 96.0 + 0.0 72.2 + 32.6
Spp 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 37.8 £ 4.6 49.6 £ 7.2 91.8 £ 3.8 72.2 £ 32.6
Sc-zs 96.0 + 0.0 96.0 +£ 0.0 96.0 + 0.0 49.5 +20.5 480+ 14 61.5 + 38.9 96.0 + 0.0
sc-cot 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 45.0 £ 14 55.5 + 3.5 89.0 £ 0.0 35.5 + 0.7
sc-spp 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 41.0 £ 8.5 48.5 £ 2.1 92.5 £ 4.9 65.5 £ 43.1
C4S zS 71.8 + 33.1 94.6 + 3.1 80.4 £+ 25.2 43.0 £ 5.7 47.0 £ 1.2 66.2 + 31.2 474 + 27.2
cot 92.2 + 3.5 66.8 £ 29.1 55.2 £ 27.3 382 +35 50.0 £ 5.2 45.0 £+ 28.5 47.0 £ 27.4
Spp 83.0 + 25.3 46.2 £ 27.9 46.8 &£ 27.5 39.6 £ 3.0 49.2 £ 5.3 69.2 £+ 33.6 454 4+ 24.4
Sc-zs 96.0 + 0.0 93.0 + 4.2 88.0 + 14 38.5 £ 3.5 46.0 £ 0.0 89.0 + 0.0 36.0 £ 2.8
sc-cot 63.0 &+ 41.0 32.5 £ 0.7 34.5 £ 0.7 41.5 £ 0.7 45.5 £ 0.7 63.5 + 46.0 36.0+ 1.4
sc-spp 94.0 £+ 2.8 93.0 £ 4.2 57.5 £ 38.9 42.0 £ 4.2 470 £ 14 96.0 + 0.0 54.0 £ 26.9
C4S(T) z8 96.0 + 0.0 84.0 £ 26.8 83.0 + 29.1 41.6 £ 5.7 474 + 1.1 79.0 £ 26.4 59.6 + 33.2
cot 59.0 + 33.8 71.6 £ 334 70.0 £ 35.6 45.2 £ 6.1 472 + 1.3 55.4 + 30.7 71.8 + 33.1
Spp 82.2 £+ 26.1 68.0 £ 31.0 81.8£27.0 39.6 £ 5.2 50.2 £ 5.5 91.0 £+ 3.1 83.6 £ 27.7
Sc-z8 96.0 + 0.0 96.0 £ 0.0 915+ 6.4 57.0 £ 2.8 50.5 + 2.1 33.5 £ 2.1 36.0+ 14
sc-cot 65.5 + 43.1 63.5 £ 46.0 96.0 + 0.0 43.0 £ 4.2 475 £ 0.7 64.0 £ 45.3 65.5 £ 43.1
sc-spp 92.5 + 4.9 60.5 + 41.7 65.0 4+ 43.8 42.5 + 2.1 470 £ 14 60.5 £ 40.3 33.0+14
DS-R1 z8 46.6 + 27.6 334+ 24 30.6 £ 4.8 444 + 2.9 48.0 £ 1.9 56.4 + 33.1 46.8 + 27.5
cot 320+ 1.9 326 £ 1.5 45.4 4+ 28.3 38.6 +£ 4.3 47.8 + 0.8 322+ 15 45.4 4+ 28.3
Spp 31.6 £ 2.2 37.0 £11.8 53.4 +27.9 420 + 2.2 478 £ 2.4 45.0 + 28.5 51.6 £ 27.3
Sc-zs8 33.0+ 14 35.0 £ 5.7 35,0+ 14 39.0+ 14 48.0 + 1.4 320+ 14 33.5 £ 2.1
sc-cot 63.5 £+ 46.0 34.0 £ 28 34.0 £ 0.0 46.5 £ 9.2 46.5 + 0.7 65.0 + 43.8 65.5 + 43.1
Sc-spp 28.5 + 9.2 33.0+ 14 350+ 14 46.0 + 2.8 47.0 - 1.4 31.0+ 0.0 34.0 +£ 0.0
L3.3-70B z8 96.0 + 0.0 96.0 £ 0.0 96.0 £ 0.0 414 + 4.3 52.0 £ 0.0 70.8 + 34.5 47.0 £ 27.4
cot 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 45.0 £ 2.9 49.6 £+ 3.3 81.0 £ 26.0 46.8 £ 27.5
Spp 96.0 + 0.0 96.0 £ 0.0 96.0 + 0.0 414+ 10.5 480+ 14 91.8 + 3.8 83.8 + 27.3
Sc-78 96.0 + 0.0 96.0 £ 0.0 96.0 £ 0.0 35.5 £ 64 52.0 + 0.0 96.0 + 0.0 96.0 + 0.0
sc-cot 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 39.5 £ 0.7 46.0 +£ 0.0 96.0 + 0.0 65.0 £ 43.8
sc-spp 96.0 = 0.0 96.0 = 0.0 96.0 = 0.0 44.0 £ 0.0 52.0 + 0.0 65.5 + 43.1 96.0 + 0.0
M-L(24.07) zs 96.0 + 0.0 79.0 £ 32.2 96.0 + 0.0 46.2 + 6.6 42.4 + 3.9 79.8 + 28.6 83.4 + 25.5
cot 90.4 + 11.4 84.8 £ 25.0 96.0 + 0.0 43.2 £+ 3.8 43.4 + 4.8 79.4 £ 29.5 72.2 + 304
sSpp 96.0 + 0.0 62.6 + 42.1 92.6 + 5.0 43.2 £ 9.9 41.2 £ 2.7 82.0 + 24.8 59.4 £+ 28.9
SC-78 96.0 + 0.0 96.0 = 0.0 83.5 £ 17.7 42.5 £ 4.9 49.0 +£ 0.0 92.5 + 4.9 96.0 + 0.0
sc-cot 96.0 + 0.0 96.0 = 0.0 96.0 + 0.0 375 £ 21 44.5 £ 2.1 92.5 £ 4.9 68.0 =+ 39.6
Sc-spp 96.0 = 0.0 60.5 £ 50.2 96.0 = 0.0 37.0 £ 28 40.0 £ 0.0 89.0 + 0.0 58.5 + 26.2

Table 6.3: Total Points Averaged Over All Iterations (pd-alt)
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sh
z8 Spp cot srep PP mf tft
model prompt
C3.55v2 zS 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 43.8 + 3.7 51.2 + 5.1 91.8 + 3.8 59.2 + 33.6
cot 96.0 = 0.0 96.0 + 0.0 96.0 + 0.0 43.0 £ 3.1 48.2 + 0.8 59.4 + 33.4 46.8 + 27.5
sSpp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 36.8 + 3.8 46.8 +£ 1.3 79.8 + 24.7 83.6 + 27.7
SC-z8 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 44.5 + 6.4 52.0 + 8.5 92.5 + 4.9 96.0 + 0.0
sc-cot 96.0 = 0.0 96.0 + 0.0 96.0 + 0.0 40.5 £ 2.1 53.0 £ 7.1 34.0 £ 0.0 65.5 + 43.1
Sc-Spp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 49.0 + 2.8 46.0 + 0.0 66.0 + 42.4 65.0 + 43.8
C3.7S zS 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 46.8 + 5.4 52.0 + 4.7 93.2 + 3.8 72.8 + 31.8
cot 96.0 = 0.0 96.0 + 0.0 96.0 + 0.0 42.6 + 6.6 51.2 £+ 3.7 93.2 + 3.8 71.4 + 33.7
sSpp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 40.4 £+ 2.3 53.2 + 4.5 93.2 + 3.8 60.6 + 32.3
Sc-zs 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 39.5 + 0.7 48.0 + 14 89.0 + 0.0 65.5 + 43.1
sc-cot 96.0 = 0.0 96.0 + 0.0 96.0 + 0.0 45.0 £ 14 56.5 + 2.1 92.5 £ 4.9 35,0+ 14
Sc-Spp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 42.5 + 6.4 52.0 + 8.5 92.5 + 4.9 96.0 + 0.0
C3.7S(T) zS 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 472 +£ 5.8 50.2 + 3.4 81.4 + 26.1 59.6 + 33.2
cot 96.0 = 0.0 96.0 = 0.0 96.0 + 0.0 404 + 4.8 52.2 + 4.9 94.6 + 3.1 59.0 + 33.8
sSpp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 39.8 + 4.8 54.0 + 2.8 91.8 + 3.8 59.6 + 33.2
Sc-zs 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 41.5 + 3.5 48.0 + 1.4 92.5 +4.9 350+ 14
sc-cot 96.0 = 0.0 96.0 + 0.0 96.0 + 0.0 39.0+ 14 55.5 £ 0.7 96.0 + 0.0 65.5 £ 43.1
Sc-spp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 41.5 +£ 10.6 50.5 + 6.4 96.0 + 0.0 35.0 £ 0.0
C4S zS 84.4 + 25.9 588 + 31.8 70.4 + 29.0 39.6 +£ 4.9 52.0 £+ 6.0 68.8 + 34.2 52.4 + 234
cot 45.2 + 25.1 47.0 + 25.2 57.2 +30.4 454 +6.5 50.4 £ 5.9 320+ 1.2 374+ 49
spp 46.2 £+ 25.6 36.0 + 1.9 67.0 + 22.8 41.6 £+ 4.0 51.2 + 5.4 44.6 £+ 26.0 88.6 + 5.7
Sc-zs8 96.0 + 0.0 96.0 + 0.0 62.0 + 38.2 41.0 £ 12.7 54.5 + 4.9 92.5 +£4.9 65.5 + 43.1
sc-cot 37.0 £ 4.2 59.5 + 36.1 54.5 + 27.6 42.0 +£ 2.8 51.0 £ 14 33.0 £ 0.0 36.5 £ 2.1
sc-spp 66.0 £ 42.4 35.0+ 0.0 63.0 + 41.0 43.5 £ 14.8 475+ 2.1 61.0 + 39.6 62.5 + 37.5
C4S(T) z8 68.0 £+ 32.6 77.6 £ 25.6 68.2 + 30.9 38.6 £ 5.2 48.8 + 3.6 56.6 + 32.9 47.6 £ 27.1
cot 71.2 £+ 33.1 77.0 £ 25.6 42.8 £ 23.6 48.6 £ 10.1 48.0 £ 1.2 49.2 + 24.1 50.4 £+ 20.8
sSpp 83.8 +£ 27.3 88.0 + 6.4 68.8 + 35.5 46.4 + 4.7 50.2 + 5.0 81.8 + 28.0 49.0 £ 22.2
Sc-zs 62.5 + 34.6 57.0 + 29.7 925 + 4.9 420+ 14 58.0 £ 4.2 96.0 £ 0.0 35.0 £ 0.0
sc-cot 325 £ 0.7 94.0 + 2.8 66.0 £ 42.4 43.5 £ 2.1 48.5 £ 0.7 61.0 + 39.6 65.5 + 43.1
sc-spp 89.0 + 0.0 84.5 + 10.6 63.0 + 41.0 420+ 14 49.5 £ 12.0 325+ 0.7 36.0 + 2.8
DS-R1 z8 43.8 £+ 22.0 51.0 + 27.8 320+ 1.9 454 +£ 5.0 478 + 1.3 45.8 + 28.1 342+ 1.1
cot 44.8 + 28.7 33.4+0.5 33.8 £0.8 44.0 £ 7.6 49.0 + 2.1 334+ 1.8 344 +£09
sSpp 44.6 + 22.0 334+ 1.3 58.0 £ 32.9 386+ 1.9 48.0 +£ 1.6 43.4 + 25.5 334+ 1.1
Sc-zs 33.5 £ 0.7 58.0 + 36.8 33.0 £ 2.8 44.5 + 2.1 48.0 + 1.4 31.0 £ 0.0 33.0+14
sc-cot 34.0 £ 0.0 35.0 £ 2.8 34.5 £ 3.5 40.5 £ 0.7 48.0 + 0.0 345+ 2.1 33.5 £ 0.7
sc-spp 32.5 £ 0.7 340+ 14 325 +£ 0.7 41.0 £ 14 48.0 - 0.0 325 + 2.1 33.5 £ 0.7
L3.3-70B z8 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 470+ 11.5 514+ 1.3 82.0 £ 27.6 49.8 + 25.9
cot 86.8 + 20.6 96.0 + 0.0 96.0 + 0.0 45.0 £ 5.7 48.8 + 2.0 94.6 + 3.1 83.8 £ 27.3
sSpp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 472 + 4.1 50.2 + 1.6 68.6 + 31.3 71.6 + 33.4
Sc-zs 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 43.5 £ 3.5 52.0 + 0.0 96.0 + 0.0 96.0 + 0.0
sc-cot 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 41.5 £ 10.6 470+ 14 65.0 + 43.8 65.0 £+ 43.8
Sc-spp 96.0 + 0.0 96.0 + 0.0 96.0 + 0.0 43.5 + 6.4 50.5 + 2.1 96.0 + 0.0 96.0 + 0.0
M-L(24.07) zs 66.2 + 20.0 83.2 + 20.1 52.2 + 26.1 36.4 + 9.7 442 +£ 7.8 88.8 £ 5.5 74.6 + 29.5
cot 72.6 £ 244 77.2 £17.0 62.6 £ 26.7 43.4 £ 5.7 50.4 + 8.0 43.4 + 25.8 49.2 £ 26.2
sSpp 70.4 + 25.9 68.4 + 25.3 57.6 + 27.6 38.8 + 8.3 45.0 £ 4.5 78.8 + 27.3 59.0 + 27.1
Sc-zs 96.0 £+ 0.0 74.5 + 30.4 76.5 + 27.6 41.5 £ 2.1 40.0 +£ 0.0 92.5 +£4.9 39.0+ 14
sc-cot 76.0 + 28.3 63.0 &+ 22.6 42.0 £ 14.1 39.0 £ 0.0 48.0 £ 7.1 61.5 £+ 48.8 37.0 £ 2.8
Sc-spp 48.0 £ 0.0 68.5 + 31.8 46.5 £ 12.0 44.5 + 7.8 40.0 £ 0.0 96.0 + 0.0 64.5 + 37.5

Table 6.4: Total Points Averaged Over All Iterations (sh)
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sh-alt
zS Spp cot srep PP mf tft
model prompt
C3.55v2 zs 64.0 £ 0.0 64.0 = 0.0 64.0 + 0.0 30.2+0.4 58.8 + 5.0 31.2+ 1.1 31.0 + 1.0
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.8+04 58.4 + 1.8 314+ 05 31.6 +£ 0.9
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 304 +0.5 61.6 £ 0.9 31.6 £ 0.9 316 £ 1.8
SC-z8 64.0 £ 0.0 64.0 = 0.0 64.0 £ 0.0 30.5+0.7 59.5 £ 0.7 310+ 14 32.0 £ 0.0
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.5+0.7 58.5 + 2.1 31.5 £ 0.7 32.0 £ 0.0
sc-spp 64.0 - 0.0 64.0 = 0.0 64.0 £ 0.0 30.5+ 0.7 59.5 £+ 3.5 31,0+ 14 31.5 £ 0.7
C3.7S zs 64.0 £ 0.0 64.0 = 0.0 64.0 = 0.0 30.0 £ 0.0 55.6 £ 4.1 31.2 £ 0.8 30.8 £0.8
cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.6 £0.5 55.4 + 4.2 31.0 £ 1.0 312+ 04
Spp 64.0 £ 0.0 584 + 10.3 63.6 +0.9 302 +£04 60.4 £+ 2.6 328 £ 1.6 314+ 15
SC-z8 64.0 £ 0.0 64.0 = 0.0 62.5+ 2.1 30.0 £ 0.0 57.5 + 6.4 31.0+ 14 31.5 + 0.7
sc-cot 64.0 £ 0.0 52,54+ 163 64.0+ 0.0 30.0+£ 0.0 55.5 + 9.2 30.5 £ 0.7 32.0 £ 0.0
sc-spp 64.0 £ 0.0 64.0 = 0.0 50.5+19.1 30.5+0.7 60.5 £ 2.1 30.5 £ 0.7 32.0 £ 0.0
C3.7S(T) zs 64.0 = 0.0 59.6 £9.8 64.0 = 0.0 304 £0.5 53.6 + 2.2 30.8 £ 1.1 310+ 14
cot 55.0 + 12.3 64.0 £ 0.0 64.0 + 0.0 30.8 £+ 04 58.6 + 4.3 31.8 £ 04 31.2 + 0.8
Spp 63.4+1.3 578+139 63.4+13 302+04 59.0 £ 3.5 31.0 £ 1.2 31.6 £ 0.9
Sc-zs 64.0 £+ 0.0 64.0 £ 0.0 64.0 + 0.0 30.0 £ 0.0 57.0 + 7.1 32.0 £ 0.0 30.5 + 0.7
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 30.5+0.7 61.5 £+ 2.1 31.0 £ 0.0 315 + 0.7
sc-spp 63.0 £ 1.4 64.0 £ 0.0 64.0 = 0.0 30.5+0.7 56.0 £ 5.7 32.0 £ 0.0 32.0 £ 0.0
C4S zS 40.8 £ 13.7 38.6 + 2.2 44.0 £ 13.1 31.2+0.8 58.0 £ 4.5 3224+ 23 324 + 2.3
cot 35.8 £ 4.3 40.0 £ 12.5 38.0 £ 5.3 30.6 £ 0.5 60.4 + 2.3 336+ 1.7 326 + 2.1
Spp 34.2 £ 3.5 36.4 £ 13.8 38.6+94 314 £ 0.5 57.4+ 45 324+18 342 +£22
SC-z8 370+ 14 35.0 £ 5.7 31.5 + 0.7 31.5 + 0.7 64.0 £ 0.0 33.5+ 3.5 350+ 14
sc-cot 31.5 £ 0.7 32.0 £ 0.0 345 + 4.9 32.0 £ 0.0 64.0 £ 0.0 32.0% 0.0 33.0+ 14
sc-spp 34.5 £ 3.5 33.5 £35 345 £ 49 32.0 £+ 0.0 60.5 +2.1 320+14 325 £ 0.7
C4S(T) z8 33.0 £ 2.0 42.0 £ 11.5 320+ 1.9 314+ 0.5 594 +£5.9 320419 34.0 + 2.3
cot 33.2 £ 3.9 34.0 £ 2.7 31.8 £ 04 32.0 £ 0.0 624 + 3.6 342425 33.6 + 2.2
Spp 342 £ 54 39.8 £12.7 314 +£05 312+ 04 60.2 + 3.1 324+ 2.1 314+ 05
SC-z8 36.5 £ 3.5 40.0 £ 0.0 475 +£23.3 31.0+£ 0.0 64.0 £ 0.0 33.5+ 3.5 36.0 + 0.0
sc-cot 40.0 £ 5.7 35.5 + 6.4 32.0 £ 0.0 32.0 £ 0.0 64.0 £ 0.0 32.0=£ 0.0 36.0 = 0.0
sc-spp 32.0 £ 0.0 38.0£28 415+ 134 32.0 £ 0.0 58.0+ 85 355+0.7 33.0+ 14
DS-R1 z8 32.8 £ 25 34.8 + 0.8 32.0 + 1.2 31.0 +£ 0.7 62.2 + 2.0 318+ 1.8 33.6 + 24
cot 344 +£19 34.0 £ 3.7 320+ 1.7 314+ 0.5 62.2 + 2.2 336+ 24 346 £ 2.1
Spp 36.2 +£ 1.8 34.8 £ 2.6 33.6 £ 3.2 31.0 £ 0.0 63.6 + 0.9 314+05 32.6 £ 2.7
Sc-zs8 33.5 £ 2.1 33.5 + 3.5 31.5 +£ 0.7 31.5 + 0.7 64.0 £ 0.0 355+ 0.7 34.0 + 2.8
sc-cot 35.5 £ 0.7 33.5 £ 3.5 35.5 £ 0.7 315 £ 0.7 64.0 = 0.0 36.0 £ 0.0 33.5+3.5
sc-spp 34.0 £ 2.8 38.0 £ 28 36.0 £ 0.0 32.0 £+ 0.0 64.0 + 0.0 355+0.7 35.5 £ 0.7
L3.3-70B z8 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 28.0+ 1.2 54.8 + 3.6 30.0 £ 1.4 30.8 + 0.8
cot 64.0 £ 0.0 64.0 £ 0.0 64.0+ 0.0 292+1.1 53.4 + 3.1 30.8 £ 1.1 312+ 1.1
Spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 294 4+0.5 54.0 + 2.8 31.0 £ 1.0 31.0 + 1.0
Sc-zs 64.0 £ 0.0 64.0 £ 0.0 64.0 + 0.0 285 +0.7 52.5 + 0.7 31.0 £ 14 29.5 + 3.5
sc-cot 64.0 £ 0.0 64.0 £ 0.0 64.0 = 0.0 29.0+£ 0.0 56.0 &= 5.7 30.0 £ 0.0 310+ 14
sc-spp 64.0 - 0.0 64.0 = 0.0 64.0 + 0.0 290+ 14 56.0 + 4.2 31.0+ 14 29.5 + 0.7
M-L(24.07) zs 52.6 + 9.8 50.0 + 9.9 39.2 + 94 23.8 £ 04 53.8 £ 3.5 256+ 1.7 26.0 + 14
cot 58.8 + 3.7 59.6 £ 4.4 55.04+ 13.1 26.8 £ 2.5 56.6 + 6.4 28.8 + 2.0 28.2 + 3.3
Spp 57.24+49 568+73 51.8 + 11.7 244 + 4.1 54.0 + 1.2 272+ 1.6 24.8 + 2.2
SC-zs8 54.0 + 1.4 58.0 £ 5.7 54.0 £ 14.1 24.0 £ 0.0 56.0 + 0.0 25.0 + 14 26.0 + 2.8
sc-cot 58.5 + 3.5 63.5 £ 9.2 435+ 3.5 28.0 £ 5.7 56.5 + 0.7 315 £ 21 30.0 = 0.0
sc-spp 59.0 £ 0.0 61.5 + 3.5 325+ 12.0 26.0+ 4.2 51.0 + 5.7 24.0 + 0.0 270+ 14

Table 6.5: Total Points Averaged Over All Iterations (sh-alt)
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other hand, 64 = 4 - 16, thus LLM players lean more towards cooperation in general. Players from Claude
Sonnet 4 (both versions) and DeepSeek-R1 get lower results, since they stick more to the dominant strategy
of defection.

Tables 6.3 and 6.4 refer to games played with Stag Hunt style payoff matrices. Both "Stag" and "Hare" are
pure strategies, but we observe a lot of values close to 96 = 6 - 16 meaning most LLM players prefer to go
for "Stag". Once again, players from Claude Sonnet 4 (both versions) and DeepSeek-R1 get lower results, as
they attempt different strategies.

6.1.2 LLM vs non-LLM

The last 4 columns represent non-LLM players, that follow simple strategies. These players have been
described in 5.7. Successful outcomes against them should be a good indication of reasoning abilities of the
LLMs, since they imply an agent’s ability to analyze their opponent and make informed decisions.

Srep

In Prisoner’s Dilemma (6.2 and 6.5) the srep player will always choose to defect and a rational player should
also always defect in response. Perhaps, a rational player will cooperate a few times - either at the first few
rounds or once or twice more later on to give their opponent a chance to "change" their mind, in the case
where the rational player is not strictly motivated by playing the dominant strategy -. This expectation of
ours is reflected in results of models against srep (result values close to 32), with the exception of the Mistral
Large (24.07) model, which seems to lag behind.

In Stag Hunt (6.3 and 6.4) the srep player will follow the Single-Round Mixed Nash Equilibrium strategy in
every round. This strategy is given by (5.4):

bb — ab _ aa — ba
aa — ab 4 bb — ba’ q_aa—ab+bb—ba

p:

Which, in this specific case, would be:

2-1 6—4

P=6-1+2-1 17 6-1+2-1
Or,p:%andq:% The expected payoff of a single round ispoaa+q~ab:%~6+%~1:2.66...

This result is reflected in the resulting total point values, which generally are close to 16-2.66... = 42.66. ..
across all models.

Pp

The pattern player is a player that plays in cycles:
e defection, cooperation, ... if the game uses Prisoner’s Dilemma strategy names
e hare, stag, ... if the game uses Stag Hunt strategy names

Should a player match these patterns exactly, they would get:

e in Prisoner Dilemma payoff matrix games (6.2 and 6.5): opponent defects, so the player would optimally
defect getting two points; then opponent cooperates, so the player would optimally defect again getting
6 points. The player should play the dominant strategy of defection (as expected). This would lead
them to accumulating (2 + 6) - 8 = 64 points after 16 rounds.

e in Stag Hunt payoff matrix games (6.3 and 6.4): opponent plays hare, so the player should respond
with hare as well. On the next round the opponent will play stag, so the player should also play stag.
This would lead them to accumulating (2 + 6) - 8 = 64 points after 16 rounds.
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In Prisoner’s Dilemma we see results close to 64 across all models. However, this could be a coincidence,
since models might just stick to the well-known optimal strategy of defection without much reasoning, i.e.,
simply regurgitating memorized information. Stag Hunt’s pattern player requires slightly better reasoning
abilities in order to adapt to. We notice LLMs achieving lower scores when faced with this player. This could
be a sign that LLMs need more experience before understanding their opponent’s strategy; this hypothesis
will be investigated more thoroughly later in this work.

Mf & Tft

MTf is a player that aims to maximize their own rewards off of the opponent’s most frequent move, while tft
aims to maximize their own rewards off of the opponent’s most recent move.

In games with Prisoner’s Dilemma payoff matrices, both these players will behave similarly and will end
up defecting in every round (apart from the first one perhaps); thus, the only appropriate response from a
rational player is to also always defect.

In games with Stag Hunt’s payoff matrices, these players will reproduce their opponent’s move (the most
frequent in the case of mf or the most recent in the case of tft). At this point, an important reminder is that
in Stag Hunt both players playing "Stag" or both playing "Hare" are both pure strategy Nash Equilibria for
the single-round variant. If the player sticks to "Stag" fairly early in the game, they can get a large cumulative
reward at the end. If, however, the player started by favoring "Hare" in the early rounds, although they
might be incentivized to keep playing the same move in every round, since their opponent also plays "Hare"
in every round and this situation is an equilibrium, a more risky player might hypothesize that their opponent
matches their own actions and change their move of choice to "Stag", expecting their opponent to do the
same after a while (since the ("Stag", "Stag") combo will eventually yield better results). In this situation,
tft will respond in kind fairly quickly (after one round of mismatched moves); however, mf will be more
stubborn since it operates on the basis of frequency; in this way mf discourages their opponent, and an LLM
agent will revert back to "Hare" having, however, suffered a few losses in the intermediate rounds.

The above theoretical analysis is backed by results for the Prisoner’s Dilemma payoff matrix games (6.2 and
6.5) where results are fairly close to 32 = 16 - 2. Results for Stag Hunt payoff matrix games (6.3 and 6.4)
can be interpreted as such: "total points" values close to 6 - 16 = 96 mean the LLM player stuck to "Stag"
for most rounds. Values close to 2 - 16 = 32 mean the LLM player stuck to "Hare" for most rounds. Values
between these could indicate that the LLM started with "Hare" but decided to switch to "Stag" having
understood how its opponent works (thus indicating the emergence of reasoning abilities). Finally, smaller
values could indicate either that the LLM did not understand how to play with this opponent (thus a lack
of reasoning ability) or happened to be in the situation where "Hare" was played for some number of rounds
initially and then they attempted to switch to "Stag" but couldn’t recover from the loss of strategy change
in time to reap the benefits.

6.2 Opponent Comprehension

To disambiguate the above results, shed light on the hypothesized behavior that has been mentioned, and
better understand the thinking process of LLM agents, another metric is introduced. Instead of just looking
at the "Total Points" accumulated by agents when playing this game, we look at how late a player was at
making the most out of their opponent’s behavior.

We consider that an Al agent has managed to comprehend their opponent, when the agent systematically
responds with actions that use the opponent’s moves to their advantage. More formally, suppose players
A, B that have played N rounds and the strategies they followed were (s, sk),...,(sY,s%) - eg,
(defect, cooperate), ..., (defect,defect) -. Assume that A is the Al agent, then we call round of opponent
comprehension, m, the round after which every move that A makes yields a payoff for A that is at least as
good as the payoff that B gets.!

IThis move is not necessarily a best response of A to B (described in 3.4.3), since the definition of best response for a single
round is a bit more restrictive (e.g., it would not consider mutual cooperation in every round as a best response, but it yields
better results in Prisoner’s Dilemma)
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Furthermore, we have expanded this definition, by including a percentage tp (target percentage) relaxing the
requirement of "good" response to every move that the opponent makes to the following requirement: in the
rounds from m all the way to N, A’s moves are at least as good as B’s in tp percentage of those rounds.

The following tables are results where tp = 90% and a lower value is considered better since it indicates that
the AI agent understood how to play with its specific opponent earlier in the game.

Finally, a value of 17 means that the agent never understood their opponent, since it is out of the range 1 — 16
of rounds that were played.

We show the average round of opponent comprehension in each game setting for each player. For non-sc
players, the results have been averaged for 5 repetitions of the experiments, while for sc players, the results
have been averaged for 2 repetitions of the experiments.

6.2.1 LLM vs LLM

LLM agents that play against each other are of the same LLM. These games are represented in the first three
columns of the result matrices.

In games with Prisoner’s Dilemma style payoff matrices (6.6 and 6.9) LLM agents almost universally
immediately - from the start of the game - reach a state of "mutual understanding". In a few cases, agents
need to play a few rounds before this happens. Results for Mistral Large (24.07) in the sh-alt counterfactual
setting (table 6.9), which is a strategy counterfactual of Prisoner’s Dilemma (moves have different names)
indicate that the counterfactual setting confused this LLM and significantly impacted its reasoning abilities.

In games with Stag Hunt style payoff matrices (6.7 and 6.8) LLM agents, also, fairly often manage to
reach "mutual understanding" quite quickly in the game. Again Mistral Large (24.07) faces issues in the
counterfactual setting with Stag Hunt’s strategy names.

Lastly, the Claude Sonnet 4 and DeepSeek-R1 are worth mentioning. In the resulting tables for total points,
it was noted that these models did not achieve maximum total points in the games, and in the tables for
round of opponent comprehension in this section, we observe (1) mostly low values (typically 1) but
(2) also some higher values. The amount of games that these models do not reach mutual agreement very
early is much larger than the other LLMs. The combination of low scores and (1) can be attributed to LLMs
immediately going for defection in Prisoner’s Dilemma (thus favoring the known strategy) or more frequently
playing Hare in Stag Hunt. This conclusion coupled with (2) indicates that these two LLMs might attempt
creative play-styles and attempt more complicated strategies.

6.2.2 LLM vs non-LLM

The last 4 columns represent non-LLM players, that follow simple strategies. These players have been
described in 5.7. Successful outcomes against them should be a good indication of reasoning abilities of
LLM, since they imply an agent’s ability to analyze their opponent and make informed decisions.

Srep

Since Stag Hunt has a mixed Strategy Nash Equilibrium for the single round variant, there is no possible way
for the results in these games to be in any way indicative of anything. We only look at results for Prisoner’s
Dilemma (tables 6.6 and 6.9). In this game the srep player always defects. LLM agents notice this behavior
and adapt to it fairly early in the game. The Llama 3.3 70B Instruct model seems to struggle a bit more
to combat its opponent’s strategy, especially in the strategy counterfactual setting (table 6.9), however, it is
eventually successful.

The Mistral model faces issues again, achieving good results only in the cot prompt (both non-sc and sc
variants).
Pp

The pattern player is a player that plays in cycles:
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pd
zS spp cot srep PP mf tft
model prompt
C3.55v2 zS 1.0+00 1.0+£00 1.0+0.0 22404 8.4+ 7.0 5.6 £ 6.4 2.8 +1.3
cot 1.0+00 1.0£00 1.0+0.0 20=£0.0 14.0 £2.0 3.0£1.2 22404
Spp 1.0+00 1.0£00 1.0+£0.0 1.6=+0.5 7.6 £6.1 2.0 £ 0.7 3.0+ 0.0

sc-z8 1.0+ 00 1.0£00 1.0£0.0 1507 120 £ 0.0 3.0£0.0 4.5 £ 0.7
sc-cot 1.0+00 1.0£00 1.0+0.0 20=%0.0 9.0 £42 3.0 £ 0.0 2.0 £ 0.0
Sc-spp 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 2.0 £ 0.0 2.5 +£0.7 2.5+ 0.7

C3.78 z8 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 116 £ 55 3.6 =£1.5 32+1.6
cot 1.0+ 00 1.0£00 1.0+0.0 20=%0.0 2.0£0.0 32£18 3.2£23
sSpp 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 9.6 +6.2 3.0£1.2 3.6 £ 2.3

sc-z8 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 13.0+14 25=£0.7 2.0 £ 0.0
sc-cot 1.0+ 00 1.0£00 1.0+0.0 15=x0.7 2.0=£0.0 3.0 £21 5.0 £ 0.0
Sc-spp 1.0+ 00 1.0£00 1.0£0.0 20=+0.0 8.0 £ 8.5 2.5 +£0.7 40+ 14

C3.75(T) z8 1.0+ 00 1.0£00 1.0£0.0 26=x1.3 128 £41 40£14 2.8 £04
cot 1.0+ 00 1.0£00 1.0+00 14+05 104 £6.1 2.6 £1.5 1.8+ 04
spp 1.0+ 00 1.0£00 1.0£00 18=+04 6.8 £ 6.7 3.0+£1.2 3.0+12

Sc-z8 1.0+ 0.0 1.0£00 1.0+0.0 20=+0.0 13.0£14 3.0£0.0 2.0 £0.0
sc-cot 1.0+ 00 1.0£00 1.0+0.0 15=x0.7 15,014 25 =£0.7 1.5+ 0.7
Sc-spp 1.0+ 00 1.0£00 1.0£0.0 1507 9.0 £ 7.1 3.0+ 0.0 2.5+ 0.7

C4S ZS 1.2+ 04 1.4+09 3.0£ 45 1.0 £ 0.0 120+55 18+11 22+16
cot 3.0 £ 28 10.8 £4.1 32=%23 1.0 £ 0.0 6.0=*6.1 22+£16 16 +£1.3
spp 52 +6.9 1.6 £1.3 4.6 £ 2.1 1.0+ 0.0 18=*13 42 +£72 22+1.8

Sc-z8 25 £21 1.0 £ 0.0 7.0=£8.5 1.0 £ 0.0 65+78 1.0+ 0.0 20+14
sc-cot 3.5 £ 3.5 1.0+£00 1.0£+£00 1.0+00 1.0£00 1.0£0.0 1.0+ 0.0
Sc-spp 4.0+ 4.2 3.0+ 2.8 1.0+ 0.0 20+14 1.0 £ 0.0 1.0+ 0.0 1.0 £ 0.0

C4S(T) Z8 1.0 £ 0.0 2.0+ 2.2 1.0+ 0.0 1.0£0.0 12+£04 1.0 £ 0.0 1.0 £ 0.0
cot 1.0 £ 0.0 42+72 4.0 £ 6.7 1.0+ 00 1.0£00 16=+1.3 1.0 £ 0.0
spp 1.4 £0.9 22+ 22 24 +22 1.0 £ 0.0 52+64 1.6 £13 1.0 £ 0.0
Sc-z8 1.0+00 10£00 10+00 1.0£00 10+£00 1.0+0.0 1.0+£0.0

sc-cot 1.0 £ 0.0 3.0£28 1.0+00 1.0£00 1.0£00 1.0£0.0 1.0+ 0.0
Sc-spp 1.0+ 00 1.0£00 1.0£00 1.0+0.0 25+21 1.0+ 0.0 20+14

DS-R1 ZS 3.2+22 2.0+ 22 8.0 £8.3 1.0 £ 0.0 4.0 % 6.7 1.0 £ 0.0 1.0 £ 0.0
cot 1.0+£00 1.0£+£00 1.0£00 1.0£00 1.0+0.0 22+27 10.6 £ 8.8
sSpp 52+ 6.6 74+ 7.6 52+6.9 1.0 £ 0.0 48 +54 1.0 £ 0.0 1.0+ 0.0

Sc-zs 6.5 £ 7.8 1.0+00 10+£00 10+00 1.0£00 1.0+0.0 1.0+£0.0
sc-cot 3.5£35 1.0+£00 90+113 1.0£+00 1.0£00 1.0£0.0 1.0+ 0.0
Sc-spp 2.5+ 2.1 1.0+£00 1.0£+£00 1.0£00 75+92 1.0 £ 0.0 1.0+ 0.0

L3.3-70B ZS 1.0+ 0.0 1.0£00 1.0+00 28+1.1 14.0 £0.0 28=*04 28 £04
cot 1.0+ 00 1.0£00 1.0£0.0 24=+09 100 £ 6.5 24 =£0.5 22+04
spp 1.0+ 00 1.0£00 1.0£00 24+09 128 £5.0 24 £0.5 22+04

sc-zs 1.0+ 0.0 1.0£00 1.0+0.0 4.0=+0.0 140 £ 0.0 2.5£0.7 3.0 £ 0.0
sc-cot 1.0+ 00 1.0£00 1.0£0.0 20=+x0.0 140 £ 0.0 3.0£0.0 2.5 £0.7
SC-Spp 1.0+ 00 1.0£00 1.0£00 30+14 9.0+ 7.1 2.0 £ 0.0 3.0 £ 0.0

M-L(24.07) zs 102 +84 68 +6.8 38+ 6.3 164+£05 152+11 162+04 16.0+£0.7
cot 1.0 £ 0.0 7.0+8.2 42+£72 44+71 126 £ 6.5 86=£73 16.2 £ 0.8
sSpp 1.0 £ 0.0 32+49 42+£72 134+69 15609 17.0£00 164 +£0.9

sc-zs 1.0+00 1.0£00 10+0.0 160=£00 150+14 16.5£0.7 16.5+£0.7
sc-cot 85+106 1.0+0.0 85=£106 90+11.3 85+106 1.0+ 0.0 10.0=£99
sc-spp 1.0+£00 1.0£00 1.0£0.0 165£07 160=£00 17.0£00 16.0=+ 0.0

Table 6.6: Round # where the Agent understood the opponent’s Strategy (pd)
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Chapter 6. Results - Prisoner’s Dilemma

pd-alt
zS spp cot srep PP mf tft
model prompt
C3.55v2 zs 1.0+£00 1.0+£00 1.0£0.0 140+£19 13.4+£2.2 2.0+0.0 10.0 £+ 8.2
cot 1.0+ 0.0 1.0+£0.0 1.0+ 0.0 16.6£0.5 154 £ 1.7 1.6 £0.5 9.0 + 8.0
Spp 1.0+ 00 1.0+£00 1.0£0.0 156+1.1 16.6 £ 09 18+ 04 6.0+ 7.3
SC-z8 1.0+ 00 1.0+£00 1.0£0.0 16.5+£0.7 11.0 £ 0.0 2.0£0.0 1.0 £ 0.0
sc-cot 1.0+00 1.0+£00 1.0+00 16.0+14 15.0 £ 2.8 2.0 £ 0.0 9.0 £ 11.3
sc-spp 1.0+£00 1.0+£00 1.0£0.0 160+14 105 +9.2 15+0.7 5.5+ 2.1
C3.7S zs 1.0+ 00 1.0£00 1.0£0.0 156+2.1 154 +£2.2 1.6 £0.5 5.4+ 7.0
cot 1.0+0.0 1.0+£00 1.0+0.0 158+1.1 122 £33 14+0.5 8.8 £ 74
Spp 1.0+ 00 1.0£+£00 1.0£0.0 17.0+£0.0 146 £ 54 12+04 9.8+ 7.0
SC-z8 1.0+ 00 1.0£00 1.0£0.0 15.0+£28 170 £ 0.0 1.5+0.7 16.0 + 1.4
sc-cot 1.0+00 10+£00 1.0+00 11.0+85 11.5+78 15+0.7 8.5 £ 10.6
sc-spp 1.0+ 00 1.0+£00 1.0£0.0 17.0+£0.0 16,0+ 1.4 15+0.7 12.5 + 3.5
C3.7S(T) zs 1.0+ 0.0 1.0+00 1.0+ 0.0 154 +1.1 142 +£2.7 74475 11.4 + 6.0
cot 1.0+ 0.0 1.6=+1.3 1.0 £ 0.0 164 +0.9 14.0£57 1.0+ 0.0 58+6.6
Spp 1.0+ 00 1.0+£00 1.0£0.0 13.0+42 1244+ 57 16 =£05 5.2+ 6.6
sc-zs 1.0+0.0 1.0+00 1.0+ 0.0 16.5+0.7 16.0 £ 1.4 8.0+ 8.5 1.0 + 0.0
sc-cot 1.0+0.0 1.0£+£00 1.0+0.0 16.5+0.7 7.5 +49 20x0.0 9.5 £35
sc-spp 1.0+ 00 1.0+£00 1.0£0.0 14.0+£0.0 16.0+ 1.4 15+0.7 4.0 £ 4.2
C4S zS 2.4+ 26 1.2+ 04 20422 17.0 £ 0.0 16.6 £ 0.9 2.6+ 1.9 72+ 45
cot 1.2+ 04 58=+6.1 8.8 £ 7.4 16.2 £ 0.8 14.0 £5.7 3.0%14 7.0+ 6.0
Spp 24+ 2.6 5.8 + 4.3 4.2+ 2.6 15.2 + 2.5 148 +49 22+22 72+58
Sc-zs 1.0+ 0.0 1.0+£0.0 15+0.7 14.0 £ 1.4 17.0 £ 0.0 2.0 £0.0 10.5 £ 7.8
sc-cot 3.0 £ 2.8 11.5+£21 10578 1554+ 2.1 170 £ 0.0 1.0 £ 0.0 10.0£ 0.0
sc-spp 1.0+ 00 1.0+£00 25407 14.5 + 3.5 170+ 0.0 1.0+ 0.0 95+64
C4S(T) z8 1.0+ 0.0 12404 2.0 £ 2.2 15.6 £ 1.1 170 £ 0.0 24+ 1.5 4.4 4+ 5.0
cot 3.0+ 4.5 22+22 2.0 £ 1.7 14.8 £ 2.0 166 £09 1.6 £0.5 46 =+5.0
Spp 1.2+ 04 1.8+ 1.3 1.0 £ 0.0 12.8+4.38 142+ 6.3 42+55 1.8 £ 1.8
Sc-zs 1.0+ 0.0 1.0+£0.0 1.0+ 0.0 17.0+£ 0.0 14.0 £ 1.4 35+35 10.0 £+ 5.7
sc-cot 2.5 + 2.1 1.0+ 0.0 1.0+ 0.0 17.0£ 0.0 170 £0.0 1.0 £ 0.0 5.0=x5.7
sc-spp 1.5 +£0.7 1.0+ 0.0 1.0+ 0.0 16.5+0.7 170 £ 0.0 1.5+0.7 3.0+ 238
DS-R1 z8 8.4+ 4.9 8.2 +59 11.2 £ 8.0 150+ 1.6 170 £ 0.0 1.6 £ 0.5 82+6.6
cot 4.2 +£5.2 5.8 £ 6.6 3.6 £ 5.8 13.6 £ 5.0 170 £ 0.0 3.2 £2.7 38+4.1
Spp 8.0+£5.8 4.6 £ 3.6 1.6 £ 1.3 14.8 + 1.6 16,6 09 1.2+04 56=+6.6
Sc-zs 1.0 + 0.0 85 +106 4.0+ 4.2 15.5 £ 0.7 17.0 £ 0.0 1.5 +0.7 8.5 + 10.6
sc-cot 1.0 0.0 7.0£8.5 9.0 £ 11.3 16.0 £ 0.0 170 £ 0.0 1.0£00 60x7.1
sc-spp 3.0+28 1.0+ 0.0 60+14 16.0 £ 1.4 170+ 0.0 1.0+ 0.0 5.0+5.7
L3.3-70B z8 1.0+ 0.0 1.0+0.0 1.0+ 0.0 16.4+0.9 15.0 £ 0.0 3.0 £ 2.7 6.8 + 3.8
cot 1.0+0.0 1.0£0.0 1.0+0.0 164+£09 158 £ 1.1 24 +21 5.2 £ 3.0
Spp 1.0+ 00 1.0+£00 1.0£0.0 13.8+45 170 £ 0.0 1.6 £0.5 2.2+ 2.7
Sc-zs 1.0+0.0 1.0+£00 1.0+0.0 120+£7.1 150+ 0.0 1.0+ 0.0 1.0+ 0.0
sc-cot 1.0+ 0.0 1.0£00 1.0+0.0 125+0.7 170 £0.0 1.0+ 0.0 3.0=x28
sc-spp 1.0+ 00 1.0£+£00 1.0£0.0 155+21 15.0 £ 0.0 3.5+35 1.0 £ 0.0
M-L(24.07) zs 1.0+ 0.0 64476 1.0 £ 0.0 16.6 +£0.5 17.0 £ 0.0 4.4 +6.5 4.0 £ 6.7
cot 42+ 72 4.2+ 7.2 1.0 £ 0.0 16.6 £0.5 170 £ 0.0 4.4 +6.5 7.4 £ 8.8
Spp 1.0 £ 0.0 7.6=+86 1.2+04 16.6 + 0.5 170 £ 0.0 44+ 7.1 9.0 + 8.0
Sc-zs8 1.0+ 0.0 1.0+ 0.0 3.0+28 16.0 £ 1.4 16.0 £ 1.4 1.54+0.7 1.0 + 0.0
sc-cot 1.0+ 0.0 1.0£00 1.0+0.0 16.5+£0.7 17.0 £ 0.0 1.5 +0.7 9.0 £ 11.3
sc-spp 1.0+ 0.0 90+11.3 1.0+ 0.0 17.0+£0.0 170 £ 0.0 2.0=£ 0.0 11.0 + 8.5

Table 6.7: Round # where the Agent understood the opponent’s Strategy (pd-alt)
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6.2. Opponent Comprehension

sh
zS Spp cot srep pp mf tft
model prompt
C3.55v2 zs 1.0 £ 0.0 1.0 £ 0.0 1.0+ 0.0 158+08 132 +£5.8 1.6 +0.5 4.2+ 4.1
cot 1.0 + 0.0 1.0+ 0.0 1.0+ 0.0 16.0+ 1.2 17.0 £ 0.0 34+ 2.3 6.2 £ 4.0
Spp 1.0 £ 0.0 1.0+ 00 1.0£0.0 11.8+58 170 £ 0.0 24 +15 1.8 £ 1.8
SC-z8 1.0 £ 0.0 1.0 £ 0.0 1.0+ 0.0 16.0+£0.0 115+ 78 15+0.7 1.0 £ 0.0
sc-cot 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 15.0+ 28 115 £ 7.8 4.0£ 0.0 5.5 £ 6.4
sc-spp 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 16.5+£0.7 17.0 £ 0.0 3.0+ 238 2.5+ 2.1
C3.7S zs 1.0 £ 0.0 1.0£ 0.0 1.0+ 0.0 164+£09 12.0 £5.0 1.4 4+0.5 6.2+ 74
cot 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 144426 132 +£3.0 14405 4.8 +£6.9
Spp 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 150+23 116 4.0 14405 8.6 £ 8.0
SC-z8 1.0 £ 0.0 1.0 £ 0.0 1.0+ 0.0 17.0+£0.0 16.0 £ 1.4 2.0 +£0.0 4.0 +4.2
sc-cot 1.0 + 0.0 1.0+ 0.0 1.0+ 0.0 16.5+ 0.7 8.5 £ 3.5 1.5+ 0.7 85+ 49
sc-spp 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 155+£0.7 105 +9.2 15407 1.0 £ 0.0
C3.7S(T) zs 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 164+ 0.5 15.0 £ 1.4 2.2+ 2.2 6.6 + 6.5
cot 1.0 + 0.0 1.0+ 0.0 1.0+ 0.0 16.0+ 1.0 112 +£54 12404 444+ 4.1
Spp 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 146 +24 100 +41 16=+05 7.0 + 6.6
Sc-zs 1.0 + 0.0 1.0+ 0.0 1.0+ 0.0 16.0+14 16.0 £ 1.4 1.54+0.7 10.0 £ 7.1
sc-cot 1.0 + 0.0 1.0+ 0.0 1.0+ 0.0 11.5+3.5 7.0 £ 238 1.0 + 0.0 4.0 £ 4.2
sc-spp 1.0 £ 0.0 1.0+£00 1.0£00 11.0+ 7.1 13.0£57 1.0+ 0.0 100 £ 14
C4S zS 3.8+ 6.3 7.6 £72 6.4+ 7.6 16.8 £ 0.4 136 £6.5 1.8+ 1.3 8.8 £5.9
cot 3.0 £ 2.1 9.6 £ 7.1 4.4 4+ 2.7 154 £ 1.9 134 +£6.1 100+ 6.6 12.4 £ 6.6
Spp 6.6 £5.9 8.4+ 5.9 6.2+ 54 15.8 £ 2.7 120 £ 6.9 44+ 38 2.2+ 1.1
SC-z8 1.0 + 0.0 1.0 + 0.0 85 +9.2 14.5 £ 2.1 9.5 £ 7.8 1.5+ 0.7 4.0 £ 4.2
sc-cot 14.5 £+ 2.1 20+14 95+64 14.5 £ 3.5 17.0 £ 0.0 4.0 £ 2.8 14.5 £ 2.1
sc-spp 3.5+ 3.5 8.5+ 6.4 6.5+ 7.8 15.5 + 2.1 17.0 £ 0.0 4.0 £ 238 7.5+ 7.8
C4S(T) z8 1.0 + 0.0 4.8 +£5.9 3.6 £ 3.4 15.0 £ 2.9 154+ 3.6 2.6+ 1.8 5.4 £+ 3.0
cot 1.2 + 04 5.0 £ 6.7 2.6 £ 1.8 16.0 £ 0.0 170 £ 0.0 6.0+ 6.4 10.2 £ 4.8
Spp 3.0+ 45 2.2+ 1.3 2.2+ 22 16.6 + 0.5 144+ 58 2.0+ 1.7 7.8+ 6.1
Sc-zs 3.5+ 3.5 5.0+ 14 1.5+ 0.7 15.0 £ 1.4 6.5 + 3.5 1.0 + 0.0 9.5 £ 3.5
sc-cot 6.5 + 4.9 1.0+ 0.0 15=+0.7 15.5 £ 2.1 17.0 £ 0.0 4.0 £ 2.8 2.5+ 2.1
sc-spp 2.0 £ 0.0 20+14 60x7.1 17.0 + 0.0 115+78 50+14 7.0 + 8.5
DS-R1 z8 4.8 + 3.6 1.2+ 04 90+55 15.8 £ 0.8 170 £ 0.0 22+ 1.6 7.2 +4.0
cot 1.8 + 1.3 1.8+ 0.8 54+49 14.6 £ 1.8 16.6 £0.9 3.0x1.6 7.6 £ 5.1
sSpp 3.4+ 43 1124+ 3.0 3.6 +5.8 12.2 £ 3.0 16.6 £ 0.9 1.6 +£ 0.5 4.2+ 3.0
Sc-zs 1.5+ 0.7 4.0 £ 4.2 6.0+ 7.1 13.5 £ 3.5 17.0 £ 0.0 1.0 £ 0.0 1.0 + 0.0
sc-cot 1.0 = 0.0 9.0 £ 8.5 100 £ 7.1 16.5 £ 0.7 17.0 £ 0.0 3.5 £ 2.1 7.0+ 5.7
sc-spp 5.0 £ 5.7 11.0+ 85 75+ 6.4 17.0 + 0.0 170 £ 0.0 1.0 £ 0.0 1.5 £ 0.7
L3.3-70B z8 1.0 + 0.0 1.0+ 0.0 1.0+ 0.0 154 +1.8 154 +£0.9 2.2+22 11.6 £ 6.8
cot 4.0 £ 6.7 1.0+ 0.0 1.0+ 0.0 156=+1.1 16.6 £0.9 1.2+04 2.2 £ 27
Spp 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 150+14 16.2 £ 1.1 54 +5.2 3.8 +39
Sc-zs 1.0 + 0.0 1.0+ 0.0 1.0+ 0.0 16.0+14 15.0 £ 0.0 1.0 £ 0.0 1.0 + 0.0
sc-cot 1.0 = 0.0 1.0+ 0.0 1.0£00 115478 17.0 £ 0.0 2.5 £ 2.1 3.0 £ 238
sc-spp 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 16.5+£0.7 16.0+ 1.4 1.0 £ 0.0 1.0 + 0.0
M-L(24.07) zs 13.4 4+ 7.0 8.2+ 7.6 12.6 £ 6.5 158+ 1.6 14.4+48 3.4+1.8 7.4 £ 8.8
cot 8.0+7.9 50+6.5 10074 164 +0.5 134£70 128 +64 12.2 £ 6.9
Spp 7.4+ 8.3 9.8 + 8.1 11.24+79 164+ 1.3 170 £ 0.0 4.8 + 6.4 11.0 £ 8.2
Sc-zs 1.0 + 0.0 8.0 £9.9 9.0+ 11.3 17.0 £ 0.0 17.0 £ 0.0 1.54+0.7 17.0 = 0.0
sc-cot 85 +10.6 11.54+78 16.0£14 17.0=% 0.0 16014 8.5 +£10.6 12.54+4.9
sc-spp 16.5 + 0.7 9.0+ 113 150£14 155+21 17.0 £ 0.0 1.0 £+ 0.0 9.0 +11.3

Table 6.8: Round # where the Agent understood the opponent’s Strategy (sh)
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Chapter 6. Results - Prisoner’s Dilemma

sh-alt
zS Spp cot srep PP mf tft
model prompt
C3.55v2 z8 1.0 £ 0.0 1.0 = 0.0 1.0 = 0.0 1.8 £ 04 2.0 £ 0.0 2.6 £ 0.5 2.2+ 0.8
cot 1.0 £+ 0.0 1.0 + 0.0 1.0 + 0.0 1.2+ 04 6.0 & 5.8 1.8+ 1.1 28 £04
spp 1.0 £ 0.0 1.0 =+ 0.0 1.0 =+ 0.0 1.6 £ 0.5 2.0 +£ 0.0 2.8 +£0.4 1.8 £ 0.8
Sc-78 1.0 £ 0.0 1.0 = 0.0 1.0 = 0.0 1.5 £ 0.7 30£14 2.5 £ 0.7 3.0 £0.0
sc-cot 1.0 £ 0.0 1.0 + 0.0 1.0 + 0.0 1.5+ 0.7 4.0 &+ 2.8 204+ 14 3.0 £ 0.0
SC-Spp 1.0 £ 0.0 1.0 = 0.0 1.0 = 0.0 1.5+ 0.7 4.0 £ 2.8 2.5+ 0.7 20+ 14
C3.7S Z8 1.0 £ 0.0 1.0 = 0.0 1.0 £ 0.0 2.0 £ 0.0 11.6 £5.7 3.6 = 1.3 34+£1.5
cot 1.0 £ 0.0 1.0 + 0.0 1.0 + 0.0 1.4+ 0.5 8.8 + 4.6 224038 4.6 + 0.9
spp 1.0 £ 0.0 3.6 £5.8 1.0 =+ 0.0 1.8+ 04 44+ 4.3 34+ 1.1 40+ 14
Sc-z8 1.0 £ 0.0 1.0 = 0.0 1.0 £ 0.0 2.0 £ 0.0 8.0 £ 8.5 2.5 £ 0.7 20+ 14
sc-cot 1.0 £ 0.0 3.0+ 28 1.0 + 0.0 2.0 £ 0.0 1.5+ 0.7 3.5+ 21 3.0 £ 0.0
SC-Spp 1.0 £ 0.0 1.0 = 0.0 3.5+ 35 1.5+ 0.7 3014 1.5 +£0.7 3.0 £ 0.0
C3.7S(T) ZS 1.0 £ 0.0 1.2 +£04 1.0 + 0.0 1.6 + 0.5 128+ 39 50+ 14 3.2+ 1.1
cot 22+ 18 1.0 + 0.0 1.0 + 0.0 1.2+ 04 3.2+ 1.8 2.6 £0.9 2.8 £ 1.5
spp 1.0 = 0.0 1.6 + 1.3 1.0 = 0.0 1.8+ 04 5.2 + 5.0 20+ 1.2 2.8 +04
Sc-zs 1.0 + 0.0 1.0 + 0.0 1.0 + 0.0 2.0+ 0.0 8.0 &+ 8.5 3.0+ 0.0 3.5+ 2.1
sc-cot 1.0 £ 0.0 1.0 + 0.0 1.0 + 0.0 1.5+ 0.7 1.5+ 0.7 3.0+ 28 20+ 14
SC-Spp 1.5+ 0.7 1.0 = 0.0 1.0 = 0.0 1.5 +£0.7 8.0 £ 5.7 3.0 £ 0.0 3.0 £ 0.0
C4S A 3.6 + 4.8 224+ 13 1.4+ 0.9 1.2 + 0.4 7.4 +6.3 204+ 1.0 22+ 1.3
cot 1.0 £ 0.0 3.0+ 45 20422 1.8 +£1.1 4.2 4+ 5.6 22416 1.6 £ 1.3
spp 20+ 14 24+ 1.3 1.0 = 0.0 1.0 £ 0.0 5.6 + 0.9 30+ 16 1.6 + 1.3
SC-ZS 20+ 14 1.0 + 0.0 1.0 + 0.0 1.0 + 0.0 1.0+0.0 1.0+00 20414
sc-cot 1.0 £+ 0.0 1.0 + 0.0 5.5+ 6.4 1.0 £ 0.0 1.0 £ 0.0 1.0+ 0.0 3.0+238
SC-Spp 3.5 £ 3.5 1.0 = 0.0 3.5+ 35 1.0 £ 0.0 3.5+ 3.5 3.5+ 35 3.5+ 3.5
C4S(T) A 1.2+ 04 1.0 + 0.0 1.2+ 04 1.0 + 0.0 6.2+ 7.3 1.6 + 0.9 1.4+09
cot 1.2+ 04 1.0 + 0.0 1.0 = 0.0 1.0 £ 0.0 4.0 £ 6.7 1.0 £ 0.0 1.0+ 0.0
spp 4.2 £5.2 1.6 + 1.3 1.0 =+ 0.0 1.0 £ 0.0 5.6 + 5.1 1.0+0.0 16=+13
SC-ZS 20+ 14 1.0 + 0.0 1.0 + 0.0 1.0 + 0.0 1.0+ 0.0 1.0+0.0 1.0+ 0.0
sc-cot 1.0 £ 0.0 1.0 + 0.0 1.0 =+ 0.0 1.0 £ 0.0 1.0+ 0.0 1.0+0.0 1.0+ 0.0
SC-Spp 1.0 £ 0.0 1.0 = 0.0 3.5+ 35 1.0 £ 0.0 85+10.6 1.0+ 0.0 5.0=£5.7
DS-R1 A 1.0 £ 0.0 3.0+ 28 1.4+ 0.9 1.8+ 1.8 1.0+ 0.0 1.0+0.0 1.0+ 0.0
cot 1.0 £ 0.0 1.0 + 0.0 1.0 = 0.0 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0
spp 42+ 7.2 224+ 18 2.0+ 22 1.0 + 0.0 1.6 £ 1.3 1.0 £ 0.0 4.0+6.7
SC-7S 1.0 £ 0.0 1.0 + 0.0 1.0 + 0.0 1.0 + 0.0 1.0+ 0.0 1.0+0.0 1.0+ 0.0
sc-cot 1.0 £ 0.0 1.0 + 0.0 1.0 = 0.0 1.0 £ 0.0 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0
SC-Spp 1.0 = 0.0 1.0 = 0.0 1.0 = 0.0 1.0 £ 0.0 1.0+ 00 1.0£0.0 1.0+ 0.0
L3.3-70B ZS 1.0 £ 0.0 1.0 + 0.0 1.0 + 0.0 6.4 4+ 3.3 10.0 £ 5.7 42+ 1.1 3.6 + 1.8
cot 1.0 £ 0.0 1.0 + 0.0 1.0 =+ 0.0 3.8+ 1.8 120 £ 4.5 244+05 2.6 + 0.5
spp 1.0 £ 0.0 1.0 = 0.0 1.0 = 0.0 344+ 13 132 +52 3.0+1.2 3.0+ 1.2
SC-7S 1.0 £+ 0.0 1.0 + 0.0 1.0 + 0.0 50+ 14 15,0+ 1.4 25+ 0.7 9.5 + 9.2
sc-cot 1.0 £ 0.0 1.0 + 0.0 1.0 = 0.0 4.0 £ 0.0 8.0 £ 8.5 2.0 £+ 0.0 2.5 £0.7
SC-Spp 1.0 = 0.0 1.0 = 0.0 1.0 = 0.0 4.5 £+ 3.5 10.0 £ 85 2.5 +0.7 3.0+ 14
M-L(24.07) zs 15.6 + 1.5 16.2 + 0.8 104 + 7.7 164 £ 0.5 13.0 + 6.7 16.6 0.5 17.0 4+ 0.0
cot 96 £ 7.9 74+ 7.9 94+ 7.3 114 £ 7.2 5.2+ 54 13.6+60 168+ 04
Spp 100 £ 7.4 7.2 £ 8.5 7.2 £ 6.5 14.4 £ 4.2 16.0 £ 0.0 138 £6.1 16.6 £0.5
SC-7S 16.0 = 1.4 9.0 £ 9.9 8.0 £ 9.9 16.0 4+ 0.0 16.0 £ 0.0 16.5+£ 0.7 16.5 £ 0.7
sc-cot 8.5 + 10.6 10.0 £ 5.7 16.5 £ 0.7 8.5+ 10.6 160+0.0 11.0£7.1 11.5+64
sc-spp 16.5 £ 0.7 9.0 £ 11.3 16.5 £ 0.7 10.5 £ 9.2 16.5 £ 0.7 165+ 0.7 17.0=£ 0.0
Table 6.9: Round # where the Agent understood the opponent’s Strategy (sh-alt)
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6.3. Cooperation Rates

e defection, cooperation, ... if the game uses Prisoner’s Dilemma strategy names
e hare, stag, ... if the game uses Stag Hunt strategy names

The pattern player appears somewhat hard for LLMs to grasp. Analyzing games with Prisoner’s Dilemma
payoff matrices (tables 6.6 and 6.9); the Claude 4 model and DeepSeek were the only models to consistently
understand their opponent’s tactics across all prompt styles. In Claude 3.5 Sonnet v2 spp elicits good results,
while in Claude 3.7 Sonnet cot seems to be the better prompting style. On the other hand, games with Stag
Hunt style payoff matrices (tables 6.7 and 6.8) indicate that LLMs faced problems in grasping the simple
cyclical nature of the opponent’s play-style. Values over 10.0 are observed across the board. Only some of
the Claude models manage to achieve values that are not close to 16 or 17 indicating that they do eventually
understand their opponent, but need a lot of experience.

Mf & Tt

MTf is a player that aims to maximize their own rewards off of the opponent’s most frequent move, while tft
aims to maximize their own rewards off of the opponent’s most recent move.

In games with Prisoner’s Dilemma payoff matrices, both these players will behave similarly and will end
up defecting in every round (apart from the first one perhaps); thus, the only appropriate response from a
rational player is to also always defect.

The last two columns of all tables of this section inform us that LLMs do manage to work with mf and tft
strategies fairly early, since result values are quite small for all models (excluding Mistral Large (24.07) as
the odd one out).

We aim to trace hints of reasoning abilities. One such hint - that comes from our analysis on "Total Points"
for Stag Hunt - is an LLM that started with "Hare" deciding to switch to "Stag" after realizing that this
will prove more profitable in future rounds. Essentially, what we are looking for are "Total Points" values
between 32 and 96 in tables 6.3 and 6.4 that coincide with models understand the opponent’s strategies in
later rounds, i.e., medium values in tables 6.7 and 6.8. Comparing these two tables, we observe that this is
indeed the case.

6.3 Cooperation Rates

We show the average cooperation rate for each player averaging results for all opponent types. For non-sc
players, the results have been averaged for 5 repetitions of the experiments, while for sc players, the results
have been averaged for 2 repetitions of the experiments.

Table 6.14 provides an average of cooperation rates over LLM players when faced only with other LLM
players.

6.3.1 LLM vs LLM

LLM agents that play against each other are of the same LLM. These games are represented in the first three
columns of the result matrices. Table 6.14 deals specifically with LLM vs LLM scenarios, so observations
derived from it are quite impactful to this subsection.

As observed and hypothesized in sections 6.1 and 6.2 agents do typically reach agreement fairly early in the
game and opt for cooperation and not defection as a strategy. Exempt from this rule are Claude Sonnet 4
variants and DeepSeek-R1, which have fairly low cooperation rates. This can be attributed to their attempt
for more advanced strategic play, which however may backfire, since they do not gather as many points as
fully-cooperative players.

6.3.2 LLM vs non-LLM

The last 4 columns represent non-LLM players, that follow simple strategies. These players have been
described in 5.7. Successful outcomes against them should be a good indication of reasoning abilities of the
LLMs, since they imply an agent’s ability to analyze their opponent and make informed decisions.
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Chapter 6. Results - Prisoner’s Dilemma

pd
zS spp cot srep PP mf tft
model prompt
C3.55v2 zS 1.0+0.0 1.0+00 1.0+ 0.0 0.1+£0.0 0.4 +£0.2 0.2 +0.1 0.2 +0.1
cot 1.0+00 1.0£+£00 1.0+0.0 0.1+£0.0 0.5+ 0.1 0.2 +£0.1 0.1 £ 0.0
Spp 1.0+£00 1.0+£00 1.0+£00 01400 0.3+ 0.2 0.1 £ 0.0 0.2 + 0.0
SC-z8 1.0+ 0.0 1.0+00 1.0+ 0.0 0.1+£0.0 0.5 +£ 0.0 0.2 £ 0.0 0.2 £ 0.0
sc-cot 1.0+00 1.0£+£00 1.0+0.0 0.1+£0.0 0.4 +£ 0.1 0.2 £ 0.0 0.1 £ 0.0
sc-spp 1.0+£00 1.0+£00 1.0+£00 01400 0.1 + 0.0 0.2 + 0.0 0.2 + 0.0
C3.7S zS 1.0+ 0.0 1.0+00 1.0+ 0.0 0.1+£0.0 0.4 +£0.2 0.2 +0.1 0.2 +0.1
cot 1.0+00 1.0£+£00 1.0+0.0 0.1+£0.0 0.1 £ 0.0 0.2 +£0.1 0.2 4+0.1
sSpp 1.0+£00 1.0+£00 1.0+£00 01400 0.3+ 0.2 0.2 + 0.1 0.2 £+0.1
Sc-zs 1.0+0.0 1.0+00 1.0+ 0.0 0.1+£0.0 0.5 +£ 0.0 0.2 £ 0.0 0.1 £ 0.0
sc-cot 1.0+00 1.0£+£00 1.0+0.0 0.1+£0.0 0.2 £0.0 0.2 +£0.1 0.2 £ 0.0
Sc-Spp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.1+£0.0 0.3 + 0.3 0.2 + 0.0 0.2 + 0.0
C3.7S(T) zS 1.0+ 0.0 1.0+00 1.0+ 0.0 0.1+£0.0 0.5 +£ 0.0 0.2 +0.1 0.2 £ 0.0
cot 1.0+00 1.0£00 1.0+0.0 0.1+£0.0 0.3 £ 0.1 0.1 £ 0.1 0.1 £ 0.0
sSpp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.1+£0.0 0.3+ 0.2 0.2 + 0.1 0.2 +0.1
Sc-zs 1.0+0.0 1.0+00 1.0+ 0.0 0.1+0.0 0.5 +£ 0.0 0.2 £ 0.0 0.1 £ 0.0
sc-cot 1.0+00 1.0£+£00 1.0+0.0 0.1+£0.0 0.5 £ 0.0 0.2 £ 0.0 0.1 £ 0.0
Sc-spp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.1+£0.0 0.3 £ 0.1 0.2 £ 0.0 0.2 £ 0.0
C4S zS 0.6 £+ 04 02404 0.2+ 04 0.0 £ 0.0 0.4 +£0.2 0.1 £ 0.1 0.1 £ 0.0
cot 0.1 +£0.1 0.2 +£ 0.0 0.2 +£0.2 00=x0.0 0.2 £0.2 0.1 £ 0.0 0.1 £ 0.0
sSpp 0.5+04 04105 0.1 + 0.0 0.0 £ 0.0 0.1 £ 0.1 0.1 +£0.1 0.1 £0.1
Sc-zs 0.1 +£ 0.0 0.0 £ 0.0 0.1 £ 0.1 0.0 £ 0.0 0.2+ 04 00=+0.0 0.1 £ 0.1
sc-cot 0.1 +£0.1 00=x0.0 0.0 &£ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.1 £ 0.0 00=+x0.0
Sc-Spp 0.1+0.1 0.14+0.1 0.0+£0.0 0.1 £0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0
C4S(T) z8 0.0 £ 0.0 0.0 £ 0.1 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.1 0.0+0.0 0.0 £ 0.0
cot 0.0 £ 0.0 0.2+ 0.3 00=x0.1 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.1 0.0 £ 0.0
sSpp 0.0 £ 0.1 0.6 £+ 04 03+0.3 0.0 £ 0.0 0.2 £0.2 0.0 £ 0.1 0.0 £ 0.0
Sc-zs 0.0 £ 0.0 0.0+0.0 0.0 + 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £+ 0.0
sc-cot 0.0 £ 0.0 0.1 £ 0.1 00=x0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0
sc-spp 0.5+ 0.7 0.0+0.0 0.0 + 0.0 0.0 £ 0.0 0.1 £ 0.1 0.0 £ 0.0 0.1 £ 0.1
DS-R1 z8 0.1 £ 0.0 0.1 +£ 0.0 0.1 +£0.1 00=+0.0 0.1 £ 0.1 0.1 £ 0.0 0.1 £ 0.0
cot 0.0 £ 0.0 0.0 £ 0.0 0.0=x0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.1 0.0=x£0.0
sSpp 0.1 +£0.1 0.1 +£0.1 0.1 +£0.1 0.1 £0.0 0.1 £ 0.2 00=+0.0 0.0 £ 0.0
Sc-zs 0.1 £ 0.0 0.1+0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.1 £ 0.0 0.0 £ 0.0
sc-cot 0.1 £ 0.0 00=x0.0 0.0 &£ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0
Sc-spp 0.1 +£0.1 0.0 + 0.0 0.0 + 0.0 0.1 £ 0.0 0.2+ 0.2 00+0.0 0.0 £ 0.0
L3.3-70B z8 1.0+ 0.0 1.0+£00 1.0+ 0.0 0.1+£0.0 0.5 £ 0.0 0.2 £ 0.0 0.2 £ 0.0
cot 1.0+00 1.0£00 1.0+0.0 0.1+£0.0 0.4 £0.2 0.1 £0.0 0.1 £ 0.0
sSpp 1.0+ 0.0 1.0+0.0 1.0+ 0.0 0.1+£0.0 0.5 + 0.1 0.1 £ 0.0 0.1 £ 0.0
Sc-zs 1.0+ 0.0 1.0+£00 1.0+ 0.0 0.2+£0.0 0.5 £ 0.0 0.2 £ 0.0 0.2 £ 0.0
sc-cot 1.0+00 1.0£00 1.0+0.0 0.1+£0.0 0.5 £ 0.0 0.2 £0.0 0.2 £ 0.0
Sc-Spp 1.0+ 0.0 1.0+0.0 1.0+ 0.0 0.2+0.0 0.4 +0.2 0.1 £ 0.0 0.2 £ 0.0
M-L(24.07) zs 0.8 £ 0.2 0.8 £ 0.2 0.9+ 03 05+0.0 0.5 £ 0.0 0.5+ 0.1 0.5+ 0.1
cot 1.0+ 0.0 0.6=+0.4 0.7+ 0.4 0.1 £0.1 0.3 £0.2 0.3 £0.2 0.5+ 0.1
sSpp 1.0 £ 0.0 1.0+ 0.1 0.9 + 0.3 0.4 +£0.3 0.5+ 0.1 04+0.2 0.5 + 0.1
Sc-zs 1.0+00 10+£00 1.0+00 05+00 05=+0.0 0.5 £ 0.0 0.5 £ 0.0
sc-cot 0.9 +£0.2 1.0+ 0.0 0.7+04 0.3 £0.3 0.2+04 0.0 £ 0.0 0.4 £0.3
sc-spp 1.0+00 10+00 1.0+00 05+00 05=+0.0 0.8+ 0.3 05+0.0

Table 6.10: Average Cooperation (Ratio of Cooperative Moves) (pd)
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pd-alt
zS spp cot srep PP mf tft
model prompt
C3.55v2 zS 1.0+0.0 1.0+00 1.0+00 03+£02 0.5+ 0.0 09+0.0 0.6 £ 0.4
cot 1.0+0.0 1.0+£00 1.0+0.0 04401 0.4 +£ 0.1 1.0 £ 0.0 0.6 £ 0.4
Spp 1.0+£00 1.0+£00 1.0+£00 04402 0.3+ 0.2 0.9 + 0.0 0.7+ 0.4

Sc-zs 1.0+ 00 1.0£+£00 1.0£00 03=£02 0.5+ 0.0 0.9 £ 0.0 1.0 £ 0.0
sc-cot 1.0+ 00 1.0+£00 1.0£0.0 04=£00 0.5+ 0.0 0900 0.7+ 0.4
Sc-spp 1.0+£00 1.0£+£00 1.0£00 05=£03 0.3+ 0.3 1.0 £ 0.0 0.2+ 0.0

C3.78 zs 1.0+£00 1.0£+£00 1.0£00 04=£02 0.5+ 0.0 1.0+0.0 0.7+ 0.4
cot 1.0+ 00 1.0£0.0 1.0+0.0 05=£0.1 0.5 £0.1 1.0 £ 0.0 0.6 + 0.4
spp 1.0+ 00 1.0£+£00 1.0+00 04=£0.1 0.2+0.1 1.0 £ 0.0 0.5+ 0.3

sC-z8 1.0+£00 1.0£+£00 1.0£00 04=£03 0.3 +0.2 1.0 £ 0.0 0.3 £ 0.0
sc-cot 1.0+ 00 1.0£+£00 1.0+£0.0 04=£02 0.5+ 00 10x0.0 0.7 £ 0.5
Sc-spp 1.0+ 00 1.0£+£00 1.0£00 05=£02 0.3 +0.3 1.0 £ 0.0 0.3 £ 0.0

C3.75(T) zs 1.0+£00 1.0£+£00 1.0£00 05=£02 0.4 +£0.1 0.7+ 0.4 0.4+ 0.3
cot 1.0 £ 0.0 09=£0.1 1.0 £ 0.0 05=£0.1 04 +0.1 1.0 £ 0.0 0.7£04
spp 1.0+ 00 1.0£+£00 1.0+£0.0 03=£0.1 0.4+0.2 1.0 £0.0 0.7+ 0.4

Sc-z8 1.0+ 0.0 1.0£00 1.0+0.0 07=£0.1 0.4 +0.2 0.6 £ 0.5 1.0 + 0.0
sc-cot 1.0+00 1.0£+£00 1.0£0.0 04=£00 0.5 £0.0 0.9 £0.0 0.2+ 0.0
Sc-spp 1.0+ 00 1.0£+£00 1.0£00 04=£03 0.3 +£0.1 1.0 £ 0.0 0.6 + 0.6

C48 z8 0.6 £0.5 1.0+ 0.0 08+04 04+ 0.1 0.2 £0.2 0.6 £ 0.4 04 +04
cot 09+01 0604 0.5+04 0.2 £0.1 0.2 £0.2 0.3 £04 0.3 £0.4
spp 0.8+ 0.4 03=+04 03+£04 0.2 +0.1 0.3 +0.2 0.6 £ 0.5 0.3+04

Sc-zs 1.0 £ 0.0 09=£0.1 0.9 £ 0.0 0.2 £0.1 0.1 £0.0 0.9 £0.0 0.2+0.1
sc-cot 0.5+ 06 02x0.0 0.2 £ 0.0 0.3 £0.1 0.2 £0.0 0.5 £ 0.7 0.2=+0.0
Sc-spp 1.0 £ 0.0 0.9 +£0.1 0.5+£0.5 0.3 +£0.1 0.2+0.2 1.0+ 0.0 05=£04

C4S(T) ZS 1.0 £ 0.0 08=+04 0.8 +04 0.4+ 0.1 0.3 £0.1 0.8 +0.4 0.5 £0.5
cot 0.4+£0.5 0.6 £ 0.5 0.7 £ 0.5 0.3 £0.2 0.2 £0.1 0.4 £0.5 0.7 £ 0.4
spp 0.8+04 0.6 £0.5 0.8+04 0.3 +0.1 0.3 +0.2 0.9 £0.0 08+04

sc-z8 1.0+ 0.0 1.0£0.0 1.0=£0.0 0.7+ 0.0 05+00 01+£0.1 02+0.1
sc-cot 0.5 £ 0.7 0.5 £ 0.7 1.0+ 0.0 01=£0.1 0.0 & 0.0 0.5 £ 0.7 0.6 + 0.6
Sc-spp 1.0 £ 0.0 05=£0.6 0.5+ 0.7 0.3 £ 0.0 0.2 £ 0.0 0.5+ 0.7 0.1 +£0.1

DS-R1 Z8 0.3 +04 0.1 £ 0.0 0.1 £0.1 0.3 £0.1 0.2 £0.2 04+05 03+£04
cot 0.1+£0.1 0.1 £0.0 02+04 0.3+£0.2 01+01 0.1 £0.1 0.2+04
Spp 0.1 £0.1 0.1 £0.2 0.3 +04 0.2 £0.1 0.2 £ 0.1 0.2+04 0.3 £ 04

sc-zs 0.0 £ 0.0 0.1 £0.1 0.1 £0.1 0.0 £0.0 0.2+£0.2 01+0.0 0.1 +£0.1
sc-cot 0.5+ 0.7 0.1=+0.1 0.1 +0.1 0.3 £0.2 0.1 £0.0 0.5+ 0.7 0.5 £ 0.7
Sc-spp 0.0 £ 0.0 0.0 £ 0.0 0.1 £0.0 0.2 +£0.3 0.1=+0.1 0.1 £0.0 0.1 £0.1

L3.3-70B ZS 1.0+ 0.0 1.0£00 1.0+0.0 03=£02 0.5+ 00 07+04 0.3 £04
cot 1.0+£00 1.0£+£00 1.0£00 04=£0.1 0.3 £0.2 0.8 +0.4 0.3+04
spp 1.0+ 00 1.0£+£00 1.0£00 03=£02 0.4 +0.2 1.0 £0.0 0.8 +0.4

sc-zs 1.0+ 00 1.0£0.0 1.0+0.0 02=£0.1 0.5+ 00 1.0+0.0 1.0+ 0.0
sc-cot 1.0+ 00 1.0£0.0 1.0+00 03=x0.1 0.1 £0.0 1.0 £ 0.0 06=£0.6
Sc-Sspp 1.0+ 00 1.0£+£00 1.0£00 04=£00 0.5 £ 0.0 0.6+ 0.6 1.0 £ 0.0

M-L(24.07) zs 1.0 £ 0.0 09=+0.2 1.0 £ 0.0 06=*0.1 0.5+ 0.0 09=+0.2 0.9 £ 0.3
cot 0.9 +£0.1 09+02 1.0 £ 0.0 05=*0.1 04 £0.2 0.8 + 0.3 0.8 £0.3
spp 1.0 £ 0.0 07=£04 1.0 £ 0.0 0.6 £ 0.1 0.5+ 0.1 0.9 +£0.2 0.6 +£0.4

sc-zs 1.0+ 0.0 1.0£0.0 09=+01 0.6 £ 0.0 0.5+ 0.0 10=+0.0 1.0 £ 0.0
sc-cot 1.0+£00 1.0£+£00 1.0£00 04=£02 0.5+ 0.0 1.0+0.0 0.8+ 0.4
Sc-Spp 1.0 £ 0.0 08=£03 1.0 £ 0.0 06=*0.1 0.5+ 0.0 0.9 +0.0 0.7+ 0.3

Table 6.11: Average Cooperation (Ratio of Cooperative Moves) (pd-alt)
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sh
zS spp cot srep PP mf tft
model prompt
C3.55v2 zS 1.0+ 0.0 1.0+£0.0 1.0+ 0.0 03=40.1 0.3 +£0.2 1.0 +£ 0.0 0.5 +£ 0.5
cot 1.0+0.0 1.0+£0.0 1.0+0.0 0240.1 0.3 £ 0.1 0.5 £ 0.5 0.3 £0.4
sSpp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.1+£0.0 0.2 £ 0.1 0.8 +0.4 0.8 +0.4
SC-z8 1.0+ 0.0 1.0+00 1.0+ 0.0 0.1+£0.0 0.3 £0.3 1.0 + 0.0 1.0 + 0.0
sc-cot 1.0+ 0.0 1.0+£0.0 1.0+0.0 0240.1 0.3 £0.2 0.1 £ 0.0 0.6 = 0.6
Sc-Spp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.3+£0.0 0.1 £ 0.0 0.6 = 0.6 0.6 = 0.6
C3.7S zS 1.0+ 0.0 1.0+00 1.0+ 0.0 0.5+02 0.5 + 0.1 1.0 +£ 0.0 0.7+ 0.4
cot 1.0+0.0 1.0£+£00 1.0+0.0 04+£02 0.5 £ 0.0 1.0 £ 0.0 0.7+ 0.4
sSpp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.3+0.1 0.4 +£0.2 1.0 £ 0.0 0.6 £ 0.4
Sc-zs 1.0+ 0.0 1.0+00 1.0+ 0.0 0.4+00 0.4 +£0.2 0.9 +£ 0.0 0.6 + 0.6
sc-cot 1.0+00 1.0£+£00 1.0+0.0 04+£00 0.5 £ 0.0 1.0 £ 0.0 0.2 4+0.1
Sc-Spp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.3+£0.0 0.3 £0.3 1.0 £ 0.0 1.0 = 0.0
C3.7S(T) zS 1.0+ 0.0 1.0+£0.0 1.0+ 0.0 0.54+0.1 0.4 +£0.2 0.8 +0.4 0.5 +0.4
cot 1.0+0.0 10+£0.0 1.0+0.0 03=£0.1 0.4 £0.2 1.0 £ 0.0 0.5 £ 0.5
sSpp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.240.1 0.5 £ 0.0 1.0 £ 0.0 0.6 £0.4
Sc-zs 1.0+ 0.0 1.0+00 1.0+00 03+02 0.4 +0.2 1.0 + 0.0 0.2 4+ 0.1
sc-cot 1.0+00 1.0+£0.0 1.0+0.0 0240.1 0.5 £ 0.0 1.0 £ 0.0 0.6 £0.6
Sc-spp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.3+£0.3 0.3 £0.3 1.0 £ 0.0 0.2 +£0.0
C4S zS 0.8+ 0.3 06+04 0.7+ 04 0.2 +£0.1 0.3 £0.2 0.6 £ 0.5 0.5 +0.4
cot 0.24+0.4 0.3 +0.4 04+05 03+0.1 0.3 £0.2 0.2 +£0.1 0.2 £0.2
sSpp 0.3 +0.4 0.1 +£0.1 0.6 + 0.3 0.3 £ 0.1 0.4 + 0.1 0.3 +0.4 0.9 + 0.0
Sc-zs 1.0+ 0.0 1.0+ 0.0 06=+0.5 0.2 £0.0 0.5+ 0.0 1.0+0.0 0.6 = 0.6
sc-cot 0.2 +£0.2 0.4 + 0.6 0.5+ 04 00=x0.0 0.5+ 0.0 01+0.1 0.2 £ 0.0
Sc-Spp 0.6 + 0.6 0.1 +£0.1 0.6 £+ 0.5 04+0.2 0.2 £ 0.1 0.6 =+ 0.5 0.6 + 0.5
C4S(T) z8 0.6 £ 0.5 0.8+ 0.3 06+04 0.2 £0.2 0.3 £0.2 0.4 £ 0.5 0.3 +£0.4
cot 0.6 = 0.5 0.8+ 0.3 02+04 0.4 £0.2 0.2 +£0.1 0.3 £0.4 0.5 £ 0.3
sSpp 0.8 +0.4 09+01 07+04 0.3 £ 0.1 0.3 £0.2 0.8 +0.4 0.4 +04
Sc-zs 0.5 + 0.6 0.5+ 0.5 1.0 £ 0.0 0.2 +£0.1 0.5 £ 0.0 1.0 £ 0.0 0.2+£0.0
sc-cot 0.2 £ 0.0 1.0 £ 0.0 0.5+ 0.7 0.2 £0.2 0.3 £ 0.0 0.6 £ 0.5 0.5 £ 0.7
Sc-spp 0.9+ 00 08+0.1 0.6 + 0.5 0.3 £ 0.0 0.5 £ 0.0 0.2 £ 0.0 0.1 £0.2
DS-R1 z8 0.24+0.4 0.3+04 01+0.0 0.2 £0.2 0.1 £ 0.1 0.3 +£0.4 0.1 £ 0.1
cot 0.2+ 04 00=x0.0 0.0 &£ 0.0 0.1 £0.1 0.2 £ 0.1 0.1 £0.0 0.1 £0.1
sSpp 0.2+ 0.4 0.1 + 0.0 0.4+ 05 01+0.1 0.1 £ 0.1 0.2 +04 0.1 £ 0.0
Sc-zs 0.0 £ 0.0 0.5+ 0.5 0.1+0.0 0.2 +£0.1 0.1 £ 0.0 0.1 £ 0.0 0.0 £ 0.0
sc-cot 0.0 £ 0.0 0.1 £ 0.0 0.1 £00 01x0.1 0.1 +£0.1 0.1+0.0 0.1+0.0
Sc-spp 0.0 £ 0.0 0.1 + 0.0 0.1 + 0.0 0.1 £ 0.0 0.0=+0.0 0.0 £ 0.0 0.0 £ 0.0
L3.3-70B z8 1.0+ 0.0 1.0+£0.0 1.0+ 0.0 0.540.1 0.5 £ 0.0 0.8 +£0.4 0.5+ 0.3
cot 0.9 £ 0.2 1.0+ 0.0 1.0£00 04=x02 0.3 £ 0.1 1.0 £ 0.0 0.8 +£0.4
sSpp 1.0+0.0 1.0+£0.0 1.0+ 0.0 044+0.1 0.5 £ 0.0 0.7+ 0.4 0.7+ 0.4
Sc-zs 1.0+0.0 1.0+£00 1.0+0.0 044+0.1 0.5 £ 0.0 1.0 £ 0.0 1.0 + 0.0
sc-cot 1.0+00 1.0£00 1.0+0.0 03=£02 0.2 £0.0 0.6 = 0.6 0.6 = 0.6
Sc-Spp 1.0+00 1.0+00 1.0+00 04+04 0.5 £ 0.0 1.0 £ 0.0 1.0 +0.0
M-L(24.07) zs 0.7+ 0.2 0.9 +0.2 0.7+ 0.2 0.6 + 0.1 0.5 £ 0.0 0.9 +01 08+0.3
cot 0.6 £ 0.4 0.8+ 0.3 05x04 0.5 £0.2 0.5 £ 0.0 0.4 £0.3 0.5 £ 0.3
sSpp 0.7+ 0.3 0.7+ 0.4 0.6 + 0.3 0.5 + 0.1 0.5 + 0.1 0.8+ 0.2 07+0.3
Sc-zs 1.0 £ 0.0 0.8+0.3 0.8 £ 0.2 0.6 £ 0.0 05=+0.0 1.0 £ 0.0 0.4 4+ 0.1
sc-cot 0.7+ 0.4 0.4 +£ 0.5 0.2 +£ 0.3 0.4 £0.3 0.5 £ 0.0 0.7+ 04 02x0.2
Sc-spp 0.2 4+0.4 0.8 +0.3 0.5 + 0.0 0.6 + 0.1 0.5 £ 0.0 1.0 £ 0.0 0.7+04

Table 6.12: Average Cooperation (Ratio of Cooperative Moves) (sh)
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6.3. Cooperation Rates

sh-alt
zS spp cot srep PP mf tft
model prompt
C3.55v2 zS 1.0+0.0 1.0+00 1.0+ 0.0 0.1+£0.0 0.2 +£0.2 0.2 £ 0.0 0.1 +£0.1
cot 1.0+00 1.0£+£00 1.0+0.0 0.1+£0.0 0.3 £ 0.1 0.1 £ 0.1 0.2 £ 0.0
sSpp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 0.1+£0.0 0.1 £ 0.0 0.2 £ 0.0 0.1 £ 0.0

sc-z8 1.0+£00 1.0£+£00 1.0£00 01=£0.0 0.2 £ 0.0 0.2 £ 0.0 0.2+ 0.0
sc-cot 1.0+ 00 1.0£00 1.0£0.0 0.1=£0.0 0.2 +0.1 0.1 £0.1 0.2 £0.0
Sc-spp 1.0+£00 1.0£+£00 1.0£00 01=£0.0 0.2 +0.1 0.2 £ 0.0 0.1 +0.1

C3.78 z8 1.0+£00 1.0£+£00 1.0£00 01=£0.0 0.4 +0.2 0.2 +0.1 0.2+0.1
cot 1.0+ 0.0 1.0£00 1.0£0.0 0.1=£0.0 0.4 =£02 0.1 £0.1 0.2 £0.0
spp 1.0 £ 0.0 08=£03 1.0 £ 0.0 0.1 £ 0.0 0.2+0.1 0.1 £ 0.0 0.2+0.1

Sc-zs 1.0+ 00 1.0£00 09=£0.1 0.1 £ 0.0 0.3 +£0.3 0.2 £ 0.0 0.1 +£0.1
sc-cot 1.0 £ 0.0 0.6 =*£0.6 1.0 £ 0.0 0.1=£0.0 0.3 £0.3 02+0.1 0.2+ 0.0
Sc-spp 1.0+ 0.0 1.0£0.0 06=*06 0.1 £ 0.0 0.2 +0.1 0.1 £ 0.0 0.2+ 0.0

C3.75(T) zs 1.0 £ 0.0 08=*04 1.0 £ 0.0 0.1=£0.0 0.5+ 0.1 0.2 £ 0.0 0.2+ 0.0
cot 0.7 £ 0.5 1.0+ 0.0 1.0£0.0 01=x0.0 0.2 +0.1 0.2+0.1 02+0.1
spp 1.0+ 0.1 08=*04 1.0 £ 0.1 01=£0.0 0.2+0.1 0.1 +0.1 0.2+ 0.0

Sc-zs 1.0+ 0.0 1.0+£00 1.0+0.0 0.1+£0.0 0.3 £0.3 0.2 £0.0 0.24+0.1
sc-cot 1.0+ 0.0 1.0£00 1.0£0.0 0.1=£0.0 0.1 £0.1 0.2+0.1 0.1+0.1
Sc-spp 09 +£0.1 1.0+ 0.0 1.0£0.0 01=£0.0 0.3 +0.2 0.2+ 0.0 0.2+ 0.0

C48 ZS 0.3 +04 0.1 £0.1 0.3+04 01+0.1 0.3 £0.2 0.1 £0.1 0.1 +£0.1
cot 0.0 £ 0.0 0.3+04 00x01 0.1 £0.0 0.2 £0.1 0.1 £0.1 0.1+0.1
spp 0.1+£0.1 0.3+£03 02+04 0.0 £ 0.0 0.3 £0.1 0.1 +0.0 0.1 +0.1

Sc-zs 0.1 £ 0.1 0.1 £0.0 0.0=%0.0 0.0 £0.0 0.0 £0.0 0.0 £0.0 0.1 £0.1
sc-cot 0.0 £ 0.0 0.0 £ 0.0 0.1 £0.0 00=x0.0 0.0 £0.0 0.0 £0.0 0.1+0.1
Sc-spp 0.1+£0.1 0.0 £ 0.0 0.1+£0.0 0.0 £ 0.0 0.2 +0.1 0.1=+0.1 0.1 +0.1

C4S(T) ZS 0.0+ 0.1 0.2+04 01401 0.0 £0.0 0.2+£02 0.1 £0.1 0.1 +£0.1
cot 0.0 £0.1 0.0 £ 0.0 0.0 £ 0.0 0.0 £0.0 0.1 +£0.2 0.0=+£0.0 0.0 £ 0.0
spp 0.1+£0.1 0.2 £ 0.4 0.0=+0.0 0.1 £ 0.0 0.2+0.2 0.0 £ 0.0 0.1 +0.1

sc-z8 0.1 £0.0 0.0 £ 0.0 0.5 £ 0.7 0.1 £0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0
sc-cot 0.1 £0.1 00=x0.0 0.0 £ 0.0 0.0 &+ 0.0 0.0 &+ 0.0 0.0 + 0.0 0.0 £ 0.0
sc-spp 0.0 £ 0.0 0.0 £ 0.0 0.1+£02 0.0 £ 0.0 0.2 £ 0.4 0.0+0.0 0.1 +£0.1

DS-R1 ZS 0.1 £ 0.0 0.1+£01 01401 0.1 £0.0 0.1 £0.1 0.1 £0.0 0.1 £0.0
cot 0.1 £0.0 0.0 £ 0.0 0.1 £0.0 0.0 £0.0 0.1 £ 0.1 0.1+0.0 0.0 £ 0.0
spp 0.0 £ 0.1 0.1 £0.1 0.1=+0.1 0.1 £ 0.0 0.0 £ 0.1 0.0 £ 0.0 0.1 +£0.0

sc-zs 0.0+ 0.0 0.0+ 00 0.0£00 0.0£0.0 0.0£0.0 0.0 £ 0.0 0.0 £ 0.0
sc-cot 0.0+ 00 0.0+00 0.0£00 0.0££0.0 0.0=x0.0 0.0 £0.0 0.0 £ 0.0
sc-spp 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0

L3.3-70B ZS 1.0+ 00 1.0£0.0 1.0+0.0 02=£0.1 04 +0.1 0.2 £0.0 02+0.1
cot 1.0+ 00 1.0£0.0 1.0+00 02=£0.1 0.5 £0.1 0.1 £0.0 0.2 £0.0
spp 1.0+ 00 1.0£00 1.0£00 02=£00 0.5+ 0.1 0.2 +£0.1 0.2 +0.1

sc-zs 1.0+ 0.0 1.0£00 1.0+0.0 0.2=£0.0 0.5 £ 0.0 0.2+ 0.0 0.3 +£0.2
sc-cot 1.0+ 0.0 1.0£00 1.0£0.0 02=£00 0.3 £0.2 0.1 £0.0 0.2 £0.0
Sc-Sspp 1.0+ 00 1.0£+£00 1.0£00 02=£0.1 0.4 +0.2 0.2 £ 0.0 0.2+ 0.0

M-L(24.07) zs 0.7+ 0.2 0602 0.5+ 0.0 0.5 £ 0.0 0.5+0.0 0.5+ 0.0 0.5 = 0.0
cot 0.5+ 0.2 04+02 04+£03 0.3 £0.2 0.3 £0.2 04 £0.1 0.3 £0.2
spp 0.7+ 0.1 0.6 £0.3 0.7 £ 0.2 0.5+0.3 0.6 £ 0.0 05=+02 0.5 £ 0.0

sc-zs 0.7+0.1 0.9+ 00 09 =*0.2 05=%0.0 0.5+ 0.0 0.5 £ 0.0 0.5+0.0
sc-cot 0.4 +£0.1 0.5+£0.0 0.6 £ 0.0 02=+04 0.4+ 0.1 0.3+ 0.1 0.3 £0.0
sc-spp 0.6 £0.1 0.7 £ 0.3 0.6 *=0.1 0.4+ 0.3 0.5+ 0.0 0.5+ 0.0 0.4 £ 0.0

Table 6.13: Average Cooperation (Ratio of Cooperative Moves) (sh-alt)
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pd pd-alt sh sh-alt
model prompt
Claude 3.5 Sonnet v2 ZS 1.0+00 1.0+00 1.0£0.0 1.0£ 0.0
cot 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 1.0 £+ 0.0
Spp 1.0+ 00 1.0+ 0.0 1.0+ 0.0 1.0 + 0.0
SC-7S 1.0+00 1.0+00 1.0£0.0 1.0 0.0
sc-cot 1.0+00 1.0+0.0 1.0£0.0 1.0+ 0.0
sc-spp 1.0+00 1.0+00 1.0£0.0 1.0+£ 0.0
Claude 3.7 Sonnet Z8 1.0 £0.0 1.0+ 0.0 1.0+ 0.0 1.0 £ 0.0
cot 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 1.0 £+ 0.0
spp 1.0+00 1.0+00 1.0£0.0 09=+0.2
SC-7s 1.0+00 1.0+00 1.0+ 0.0 1.0%0.1
sc-cot 1.0+00 1.0+£00 1.0+0.0 09=+0.3
Sc-spp 1.0+00 1.0+00 1.0£+£0.0 09=x03
Claude 3.7 Sonnet (Thinking) zs 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 09+0.2
cot 1.0 £ 0.0 1.0+0.1 1.0 £ 0.0 09+0.3
spp 1.0+00 1.0+00 1.0+ 0.0 09+0.2
SC-7s 1.0+00 1.0+00 1.0£+0.0 1.0+ 0.0
sc-cot 1.0+00 1.0+00 1.0£0.0 1.0£ 0.0
Sc-spp 1.0+ 00 1.0+0.0 1.0£0.0 1.0+£0.1
Claude Sonnet 4 Z8 03+04 08+04 07£04 02+£0.3
cot 0.1 £0.1 0.7+ 0.4 03+04 0.1 £0.2
Spp 03+£04 05£04 03+£03 02%0.3
sc-zs 0.1 £0.1 1.0+ 0.1 09+£03 0.1%0.0
sc-cot 00+£01 03+03 04+04 00=£0.1
Sc-spp 01+01 08+£03 04+£04 0.140.1
Claude Sonnet 4 (Thinking) VA 0.0 £0.0 0.9+ 03 07+04 0.1 £0.2
cot 01+£02 06=x05 05+£04 0.0=%0.0
Spp 03+£04 07+04 0.8+03 0102
sc-zs 00£00 1.0£0.0 07£04 02404
sc-cot 00£+£01 07+£05 05+£05 00=£0.1
SC-Spp 02+04 06+05 0.8+0.3 00£0.1
DeepSeek-R1 VA 0.1 £0.1 0.2 £0.2 0.2 +£03 0.1#££0.0
cot 00£00 01+£03 01+£03 0.0=%0.0
Spp 01+£01 024+03 0.2+04 0.1=£0.1
sc-zs 01+£00 014+£01 0.2+0.3 0.0=%0.0
sc-cot 00+£01 02+04 01+£00 0.040.0
Sc-spp 0.0 £0.1 0.1 £0.1 0.1 £ 0.0 0.0#£0.0
Llama 3.3 70B Instruct Z8 1.0+00 1.0+00 1.0+ 0.0 1.0-+£0.0
cot 1.0+ 0.0 1.0+ 0.0 1.0#%0.1 1.0 = 0.0
Spp 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 1.0 £+ 0.0
Sc-zs8 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 1.0 £+ 0.0
sc-cot 1.0+00 1.0+00 1.0£0.0 1.0+ 0.0
Sc-spp 1.0+00 1.0+00 1.0£0.0 1.0 0.0
Mistral Large (24.07) z8 0.8 £0.2 1.0 £ 0.1 0.7£02 0.6 +0.1
cot 08+£04 09+£01 07£04 05402
Spp 1.0+£0.1 09+£03 07+03 0.6=*02
Sc-zs 1.0+ 00 1.0+£01 094+02 08=£0.1
sc-cot 0.9 £0.2 1.0+ 0.0 04+04 0.5 +£0.1
Sc-spp 1.0+ 00 09+£02 054+03 0.6=x0.1

Table 6.14: Average Cooperation in LLM vs LLM scenarios (Ratio of Cooperative Moves)
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6.4. Efficiency

In counterfactual settings with typical Prisoner’s Dilemma payoff matrices seen in tables 6.10 and 6.13 we
see very low cooperation rates. This result is expected, since non-LLM players follow specific strategies, and
LLM agents have to understand and counter or work with that strategy. Mutual cooperation is not going to
emerge in these scenarios.

In Stag Hunt, however, mutual cooperation can emerge, since it provides pure strategy Nash Equilibria for
the players. Players who may take advantage of this are mf and tft found in the last two columns of tables
6.11 and 6.12, where we do indeed observe high values of cooperation rates (often close to 1.0 ). This result,
once again, indicates the existence of reasoning capabilities of LLMs.

6.4 Efficiency

Performance is often regarded as the most important factor of any technology with efficiency a classic
companion. These two concepts are also present in the world of LLMs, where cost is often a function of
tokens generated by the AI model. A simple efficiency metric is introduced:

oints
ef ficiency = p

tokens

For a more visually pleasing appearance, results are scaled by 1000. In the following table, we represent
efficiency as points (gathered by the LLM throughout the whole game) per kilo-tokens.

We show the average efficiency for each player averaging results for all opponent types. For non-sc players,
the results have been averaged for 5 repetitions of the experiments, while for sc players, the results have been
averaged for 2 repetitions of the experiments.

Across all models the following ranking of prompting styles emerges (from table 6.15):
1. zs: zero-shot prompting is the most efficient, followed by
2. cot: chain-of-thought, and lastly
3. spp: solo-performance prompting is the most inefficient.

Sc (self-consistency) when coupled with any other prompt style is less efficient, and comparing all prompting
styles in their sc variants, again, the same ranking as before emerges.

The comparison of Claude models’ Thinking and non-thinking versions is a point of interest. Claude’s
implementation of Large Reasoning Models (via their thinking options) is promising, as thinking models
often manage similar or better efficiency than their default counterparts.

Lastly, an analysis of table 6.15 from the viewpoint of columns is worthwhile. The first and last columns
represent the default Prisoner’s Dilemma setting and the strategy counterfactual of that (meaning the
counterfactual setting where payoffs are the same but strategies have different names - ("cooperate", "defect")
have been mapped to ("stag", "hare") -), while the other two columns represent Stag Hunt variants. Efficiency
is higher in the Stag Hunt games, because these allow for better mutual payoffs than Prisoner’s Dilemma.

6.5 Failure Rate

Large Language Models (LLMs) are complex structures with various emerging skills, that are not
problem-free. Despite our efforts to design an environment for LLMs that handles errors and unexpected or
unwanted behavior (described in 4.1.2), LLMs still occasionally face issues with following our instructions.
The environment and the error-correcting logic we follow is an expanded version of the gym-like environment
used in [28].

All LLMs manage to have almost perfect "validity" rates as seen in table 6.16. When a game is played a
validity value is subscribed to each of the 16 rounds that it includes. If any error occurred, this value will be
"false". Table 6.16 simply depicts the average amount of valid rounds across all games.
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pd pd-alt sh sh-alt
model prompt
Claude 3.5 Sonnet v2 zs 18.35 4+ 10.24 28.04 + 12.12 21.84 £+ 12.24 15.56 4+ 9.72
cot 9.00 £+ 4.05 15.88 + 8.80 11.25 4+ 5.37 7.85 £ 2.92
Spp 7.54 £ 2.98 11.99 + 4.73 9.60 4+ 4.14 5.93 £ 2.41
Sc-zs 6.37 + 3.42 9.88 + 4.56 7.63 £ 3.60 4.59 + 2.71
sc-cot 2.96 + 1.46 6.06 + 4.01 5.50 £+ 5.26 2.58 £+ 1.00
sc-spp  2.54 + 1.09 3.81 £ 1.63 4.70 + 4.25 1.96 £+ 0.76
Claude 3.7 Sonnet zs 14.03 £+ 7.88 24.35 + 12.64 24.04 £+ 12.10 13.16 £+ 7.68
cot 6.39 + 2.64 10.14 £+ 4.40 10.68 + 4.72 6.17 + 2.67
Spp 5.48 + 3.66 7.89 + 5.63 7.22 £ 3.47 4.57 + 3.10
sc-zs 4.88 4 2.49 7.02 & 4.64 7.70 + 4.79 4.37 + 2.50
sc-cot 2.34 £ 1.32 3.63 + 1.78 3.15 &£ 1.60 2.01 £ 1.07
sc-spp  2.36 = 1.37 3.21 + 2.72 2.67 + 1.01 1.51 £ 0.69
Claude 3.7 Sonnet (Thinking) zs 15.67 4+ 6.23 22.93 + 10.25 30.01 + 15.17 19.17 £ 9.07
cot 8.44 + 3.39 13.73 + 5.86 13.68 + 6.63 7.86 + 3.05
Spp 6.82 + 2.85 10.99 + 4.98 9.87 & 4.58 6.10 & 2.53
SC-78 5.35 + 2.15 9.53 + 4.24 9.88 + 5.87 6.90 + 2.89
sc-cot 2.67 £ 1.19 4.16 + 2.16 4.45 + 2.13 2.71 £ 1.05
sc-spp  2.21 £+ 0.86 3.45 £+ 1.66 3.49 + 1.84 2.08 £ 0.91
Claude Sonnet 4 zs 7.45 £+ 3.99 13.85 + 8.83 15.12 + 12.56 7.92 + 4.45
cot 4.15 + 0.81 6.34 + 3.79 4.53 + 2.42 4.19 £+ 0.82
Spp 3.85 + 1.26 4.49 + 2.59 4.46 + 2.23 3.45 £ 0.81
sc-zs 2.15 £ 0.48 4.86 + 3.10 5.45 + 3.33 1.99 £ 0.41
sc-cot 1.36 + 0.18 1.50 + 0.94 1.51 £+ 0.47 1.41 £ 0.25
Sc-Spp 1.13 £ 0.35 2.01 + 0.99 1.36 + 0.81 1.04 £ 0.31
Claude Sonnet 4 (Thinking) z3 11.59 4+ 3.05 24.90 + 12.96 19.88 + 11.98 11.66 &+ 3.63
cot 5.84 + 1.51 9.81 + 6.49 8.43 £+ 5.02 5.37 £ 1.18
Spp 3.99 £+ 1.62 6.68 + 2.97 6.04 £+ 2.96 3.50 + 0.87
sc-zs 3.99 £+ 1.00 7.91 £+ 3.90 7.51 £ 3.45 4.19 4+ 1.89
sc-cot 1.88 + 0.38 3.43 + 2.19 3.13 + 2.20 1.94 + 0.54
Sc-Spp 1.32 + 0.36 1.80 + 0.90 1.68 + 0.87 1.07 £ 0.28
DeepSeek-R1 z3 13.86 + 5.08 12.59 4+ 5.53 13.47 + 6.02 12.38 + 4.01
cot 8.48 + 5.19 9.71 £ 4.00 11.77 £ 3.26 12.48 + 3.23
Spp 8.22 4+ 3.06 8.79 + 5.23 8.51 £ 4.02 8.68 + 2.39
sc-zs 4.37 + 1.43 3.66 = 0.95 4.72 + 2.32 4.51 + 1.36
sc-cot 2.74 £ 1.31 4.70 + 2.15 4.41 + 0.99 4.39 + 1.34
Sc-spp 2.69 £+ 0.86 2.29 £+ 0.92 2.40 + 0.37 3.02 + 1.29
Llama 3.3 70B Instruct z8 25.03 + 9.53 38.08 + 17.58 40.90 + 17.03 25.09 + 9.76
cot 18.62 £ 7.48 28.85 + 13.32 30.11 £ 12.13 17.57 £ 6.97
Spp 16.46 £+ 6.41 27.37 £+ 9.98 25.53 £+ 10.79 16.63 £+ 6.44
sc-zs 8.37 + 3.35 15.04 + 5.46 14.98 £+ 5.11 8.50 + 3.24
sc-cot 6.22 £+ 2.55 10.28 + 4.55 9.55 + 4.55 5.68 + 2.40
sc-spp  5.50 + 2.14 8.98 + 3.58 9.78 + 3.30 5.62 £ 2.20
Mistral Large (24.07) zs 27.04 + 11.01 47.46 + 18.77 39.23 £ 17.11 23.17 + 8.92
cot 6.07 + 3.11 9.60 + 4.27 7.18 £ 3.49 5.57 £ 2.45
Spp 4.51 + 2.62 7.15 + 4.36 6.01 4+ 4.00 4.45 4+ 2.33
Sc-zs 9.65 4+ 4.33 16.86 + 5.59 13.38 + 5.80 8.68 4+ 3.49
sc-cot 2.19 + 0.84 3.52 + 1.21 2.14 £ 1.12 1.72 £ 0.57
SC-Spp 1.84 + 1.08 2.71 + 1.55 2.10 = 1.08 1.61 £ 1.01

Table 6.15: Average Efficiency (Points per kilo-token)
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6.6. Comparison with Other Work

avg
model
Claude 3.5 Sonnet v2 100.0 £ 0.0
Claude 3.7 Sonnet 100.0 £ 0.0
Claude 3.7 Sonnet (Thinking) 100.0 & 0.0
Claude Sonnet 4 100.0 £ 0.0
Claude Sonnet 4 (Thinking) 100.0 £ 0.0
DeepSeek-R1 99.1 + 6.3
Llama 3.3 70B Instruct 100.0 £ 0.0
Mistral Large (24.07) 99.4 £+ 6.5

Table 6.16: Average Valid Rate (% of Valid Outcomes)

At this point, it should be noted that most of the errors faced by the Mistral Large (24.07) model were due
to its inability to follow our formatting directions. It often used markdown style formatting in its output
even when specifically asked not to do so (as seen in the hints provided to models in 4.1.2). An example of
such a failure is provided in 4.1.4.

6.6 Comparison with Other Work

Firstly, we may compare our results on cooperation rates with that of previous works. [8] found a 65.4%
cooperation rate on the single-round variant of Prisoner’s Dilemma for GPT-3.5. We have broadened the
scope of cooperation rates accounting for all rounds of the game in the multi-round variant. Results are
shown in tables 6.10, 6.11, 6.12, 6.13, and 6.14. This section focuses on Al agent vs Al agent scenarios so
we mainly take into account table 6.14. On classic Prisoner’s Dilemma scenario, LLMs achieve 80 to 100%
cooperation rates with the exception of Claude Sonnet 4 and DeepSeek-R1 models. These models stay in the
10 to 30% cooperation rate range. As has been mentioned, this behavior can be attributed to the attempt
of more advanced models to leverage more complex strategies in their gameplan.

Our LLM agents manage to replicate or approach results achieved in other works by non-LLM ATl players
that were designed and trained specifically for this task. More specifically, LASE agents described in [24]
reach cooperation rates upwards of 50% depending on payoff matrix values. It is also shown that through
training these agents reach a cooperation probability around 93%. Finally, [7], also, found that their custom
agents tend to prefer cooperation "most of the time". These observations in conjunction with our own LLM
agent results support the universality and ease of use that is typically associated with LLMs.

Lastly, [7] discusses cooperation rates in Prisoner’s Dilemma and Public Goods (an extension of Prisoner’s
Dilemma). This work deals with LLM agents but they are prompted to assume specific emotional states (such
as ’anger’ or "happiness’). They find that negative emotions (e.g., anger’ and ’fear’) lead to higher defection
rates, while positive ones (e.g., ’happiness’) consistently lead to higher cooperation rates. Such observations
can be coupled with our own results on various LLMs to perhaps explain the mentioned discrepancies in
cooperation rates.

6.7 Conclusions

e The result of [8] concerning cooperation rates is reproduced (in LLM vs LLM games). As they noted:
"Higher cooperation rates could signal more trust and/or more weight on the joint payoff of the
two agents, which is highest in the mutually cooperative outcome. In simulations where we did not
instruct the model to give a direct answer, we saw it providing reasoning that choosing cooperation was
important to maximize joint payoffs or to ensure that both parties were as well off as possible. Thus,
in the prisoner’s dilemma we see the LLM reaching toward a concern for others, rather than a strictly
rational and self-interested player in the game."

e LLMs achieve points close to the expected result when following the mixed-strategy Nash Equilibrium
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probability distribution over moves against the srep player. This result contradicts findings
of [49]. That work highlighted a bias of LLMs in choosing a particular move over others,
which is uncharacteristic of rational players. However, they had used single-round variants of
Rock-Paper-Scissors for testing. LLMs, because of their acquired knowledge, have developed inherent
biases (e.g., "I know that "rock" is a popular first move in Rock-Paper-Scissors) which dissipate in
repeated games. We observe that LLMs tend to leave behind such biases as historical information
about the previous rounds builds up and players refine their belief about their opponent’s play-style.

e More complex LLM models decided to follow strategies with less cooperation getting lesser total
points and reaching agreement (reflected in the round of opponent comprehension) later in the
game. An indication of the over-analysis tendency of larger LLLMs when facing simple tasks.

e The pattern player highlights that simpler LLMs perform worse than more complex ones. Also, in
smaller LLMs using a more complex prompting style yields better results.

e The tft player was a good benchmark to showcase how LLMs can either maintain a good strategy
(if they started with it) or adapt to a better strategy than the one they are currently using. This
finding showcases that LLMs can both analyze potential strategies, but make decisions building on
such analysis.

e efficiency of Al players drops as the prompt style gets more complex. This result will be quite different
in the case of Rock-Paper-Scissors, a more difficult game to play, thus allowing more complex and larger
LLMs to better use their capabilities.
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Chapter 7

Results - Rock Paper Scissors

Rock-Paper-Scissors is a rather popular game that also attracts researchers and game-theorists [49, 16]. Its
nature is slightly more complicated than Prisoner’s Dilemma, offering its players three possible choices instead
of just two.

We mention once more that agents play 24 rounds in each game and we test 4 scenarios (one base case of
Rock-Paper-Scissors and three counterfactuals) with payoff matrices:

Rock  Paper Scissors Rock  Paper Scissors
Rock (0,0) (-1,1) (1,-1) Rock (0,0) (-3,3) (1,-1)
Paper | (1,-1) (0,0) (-1, 1) Paper | (3,-3) (0,0) (-1, 1)
Scissors | (-1,1) (1,-1) (0, 0) Scissors | (-1,1) (1,-1) (0, 0)
(a) eql (b) ba3
Paper Rock  Scissors Paper Rock  Scissors
Paper | (0,0) (-1,1) (1,-1) Paper | (0,0) (-3,3) (1,-1)
Rock | (1,-1) (0,0) (-1, 1) Rock | (3,-3) (0,0) (-1, 1)
Scissors | (-1,1) (1,-1) (0, 0) Scissors | (-1,1) (1,-1) (0, 0)
(c) eql-alt (d) ba3-alt

Table 7.1: Payoff matrices for the Rock-Paper-Scissors Counterfactual Settings.

This chapter will showcase results and comment on them.

7.1 Total Points

We show the average total points accumulated in each game setting from each player. For non-sc players,
the results have been averaged for 5 repetitions of the experiments, while for sc players, the results have been
averaged for 2 repetitions of the experiments.

7.1.1 LLM vs LLM

LLM agents that play against each other are of the same LLM. These games are represented in the first three
columns of the result matrices.

When two LLM players face each other in a game like Rock-Paper-Scissors complex strategies can arise.
These strategies may depend on the counterfactual settings (e.g., different payoffs) or other thoughts that
LLMs have entirely. Rock-Paper-Scissors is a zero-sum game, unlike Prisoner’s Dilemma and Stag Hunt.
These two games provided players with pure strategy Nash Equilibria they could follow, however, that is
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eql
z8 Spp cot srep PP ap tft
model prompt
C3.55v2 zS 6.6 + 13.5 -1.2 +£9.2 -1.8 £ 6.9 -0.4+£33 6.0+ 10.1 11.2 £ 6.4 16.6 + 6.9
cot 0.8+ 54 2.0+ 5.7 54 + 4.8 0.2+ 5.3 3.8+ 11.9 6.0 + 3.7 13.0 + 6.8
Spp 8.0+£9.9 724+ 11.6 1.6 £6.9 -14+22 944+ 11.2 6.8 + 1.5 12.8 £ 7.6
SC-z8 -12.5 £ 12.0 -0.5 £+ 21.9 0.5 +4.9 -0.54+9.2 154+21 9.0+ 14 21.5 £ 0.7
sc-cot 9.0 £ 0.0 -1.0 + 2.8 0.0+ 7.1 1.0 £ 4.2 10.5 4+ 14.8 14.0 £ 12.7 16.5 £ 2.1
sc-spp -2.5 +21.9 -9.0 + 17.0 0.0+ 9.9 70+14 -15+£35 5.0 + 5.7 12.5 + 14.8
C3.7S zS 1.4+ 9.6 -4.6 + 11.3 -3.0 £ 11.9 -2.0+5.0 13.6 £12.5 8.8+ 2.6 48 + 7.1
cot 9.6 +£ 5.2 2.6 + 9.8 04+55 14+ 2.1 19.6 + 1.3 8.2+ 1.5 20.2 + 3.6
Spp 3.6 £9.6 4.8 £6.0 -5.2 + 8.6 -244+23 19.2 +£1.3 14.2 + 7.2 19.0 + 4.8
Sc-zs -2.0 + 28.3 0.0+ 7.1 -15.5 £ 9.2 -4.0 £2.8 14.0 £ 14.1 6.5 £ 0.7 0.0 £ 0.0
sc-cot 20.5 + 4.9 -454+49 1.5 £2.1 -35+64 21.0+0.0 9.5+ 0.7 22.0 + 2.8
sc-spp 9.0 £ 12.7 -0.5 £ 0.7 -1.0 £ 5.7 2.5+ 106 195+ 2.1 120+ 1.4 21.0 £+ 2.8
C3.7S(T) zS 0.2 + 3.6 0.0 £5.3 4.2+ 7.3 -0.6 £36 19.6 +1.9 7.6 £2.8 17.6 + 4.0
cot -2.0 £ 6.0 0.2+ 3.2 -3.8+ 5.1 -04+32 21.0+0.0 9.8+ 4.4 15.6 + 6.7
sSpp -32+49 2.2+ 109 -1.6 £ 2.9 52+ 4.1 20.8 = 0.4 8.4+ 1.7 15.8 £ 9.3
Sc-zs -5.0 + 2.8 -7.5 £ 0.7 7.5+ 35 -35+49 21.0 +£ 0.0 155 £+ 9.2 10+14
sc-cot -2.0 £ 12.7 -8.0 +£ 9.9 -9.5+6.4 3.5+49 185 £ 0.7 14.0 + 8.5 22.0 + 0.0
sc-spp -2.0 £ 11.3 -9.5 + 12.0 -16.5 £ 4.9 -4.0+£4.2 21.0+0.0 9.0 £ 2.8 22.5 + 2.1
C4S z8 0.2 +48 -5.4 + 5.3 -4.2 + 8.1 24+ 1.9 18.2 + 8.0 10.6 + 1.7 9.2 + 8.4
cot 3.4+ 173 3.2+ 4.6 4.4+ 125 1.2 + 3.8 19.6 + 2.1 12.4 + 6.1 12.2 + 7.3
sSpp 5.0 £ 8.5 -7.6 + 16.9 4.6 +£9.4 1.0+ 64 18.0 + 3.7 12.4 £ 3.5 104 £ 7.3
Sc-z8 12.5 + 9.2 -19.5 £ 3.5 -11.5 £12.0 0.0 £0.0 24.0 + 0.0 10.5 + 2.1 18.0 + 8.5
sc-cot -5.5+ 6.4 1.0 £ 184 1.5+ 14.8 3.5+49 21.0 + 0.0 9.5+ 0.7 18.0 £ 8.5
Sc-spp -0.5 + 2.1 6.5 £ 9.2 -6.0 + 4.2 1.0 + 2.8 21.0 + 0.0 15.5 + 9.2 200+ 14
C4S(T) z8 -0.2 +£23 -2.8 + 7.3 -0.4 £ 15.9 1.0 £ 6.2 19.2 £+ 4.0 11.8 £ 0.8 15.0 + 10.6
cot 7.6 + 104 0.0+ 3.4 -2.6 £ 11.5 2.0+ 4.6 19.8 £ 1.6 10.0 + 7.2 14.6 + 8.1
sSpp -2.2 +5.4 -1.8 + 10.6 -1.2 £ 5.7 0.4 + 5.6 20.8 + 0.4 8.4+ 24 15.2 + 8.3
Sc-zs 5.0+ 7.1 0.0 £ 2.8 0.5 +9.2 2.5 +£0.7 21.0 £ 0.0 7.0+ 5.7 22.0 + 2.8
sc-cot 11.5 + 6.4 8.5 + 2.1 12.0 £ 2.8 -05+£35 21.0+£0.0 11.0 + 8.5 23.0+ 14
sc-spp 50+ 14 -1.0 £ 0.0 1.0 £ 9.9 3.0+ 14 21.0 + 0.0 10.5 £ 2.1 23.5 £ 0.7
DS-R1 z8 1.2 4+ 738 -1.0 + 1.6 -3.2 £ 9.7 0.8 +£ 3.0 5.8 £ 2.9 6.8 £ 5.0 14.6 + 3.8
cot 4.0 £ 8.2 5.0 + 4.3 4.2+ 4.5 4.4+ 4.2 124 + 4.2 9.6 + 3.0 17.8 £ 3.4
spp 0.8 +6.3 -24+5.9 -0.4 £ 6.3 -14+35 62148 10.6 + 2.2 13.4 + 5.4
Sc-zs 5.0 £9.9 -3.5£4.9 -0.5 + 6.4 -3.5+£0.7 9.0+£85 6.5 + 3.5 14.5 + 0.7
sc-cot -0.5 + 134 -3.5+4.9 -3.5+9.2 1.0+ 14 150+ 14 15.5 £ 3.5 20.5 £ 2.1
sc-Spp -6.0 + 5.7 -2.5 + 2.1 -6.0 + 1.4 0.0+ 1.4 13.0 £ 2.8 7.0 £ 2.8 20.0 + 2.8
L3.3-70B z8 -0.8 + 1.8 04+ 7.1 1.8 £54 -2.0+ 4.7 14.8 £12.6 6.6 + 2.1 1.0 £ 1.0
cot -0.6 +£ 1.3 -1.6 + 8.8 0.0+ 24 0.6 + 3.8 19.0 £+ 8.7 8.2+ 3.1 10.0 + 8.9
Spp 1.0+ 1.7 -1.6 + 2.4 -1.4 4+ 1.8 -044+29 62+738 9.8 + 6.0 4.4+ 4.0
Sc-78 0.0 £ 0.0 -8.0 + 11.3 2.0 + 0.0 -1.0 £ 2.8 12.5 £16.3 9.0 £ 2.8 0.0 £ 0.0
sc-cot -0.5 £ 0.7 2.0+ 2.8 1.5+ 2.1 -0.5+21 6.0+28 70+ 14 16.5 + 9.2
Sc-Spp 0.0 £ 0.0 -10.5 + 16.3 -0.5 £ 2.1 5.5 £ 0.7 19.0 £ 7.1 12.5 + 2.1 2.0+ 2.8
M-L(24.07) zs 00+14 -10.6 £ 7.7 -3.8+ 28 0.8 £5.2 20.8 £ 7.2 5.4 + 3.6 0.8 +£0.8
cot 8.8+ 5.4 0.0 + 2.6 -4.2 £ 10.7 0.4+4.2 -1.0 £ 12,9 1.6 £ 4.2 16.0 £ 9.5
sSpp 9.2+ 54 7.0 £ 13.2 0.6 + 8.4 0.8+ 1.5 6.8 + 8.2 2.2+ 4.1 12.6 + 6.6
SC-78 0.5+ 0.7 -4.0 + 2.8 -13.5 £ 0.7 1.0+ 14 24.0 + 0.0 0.5 £ 0.7 0.0 £ 0.0
sc-cot 115+ 106 55435 -2.5 + 304 -0.5+ 0.7 1154+ 17.7 -0.5 + 7.8 17.5 £ 7.8
Sc-spp -0.5 £ 0.7 -0.5 £ 0.7 2.5 £ 17.7 0.0 £ 4.2 6.0+ 7.1 -4.0 £ 2.8 6.5 + 21.9

Table 7.2: Total Points Averaged Over All Iterations (eql)
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eql-alt
z8 Spp cot srep PP ap tft
model prompt
C3.55v2 zS -1.6 + 3.5 -3.4 + 2.3 -0.8 £ 3.2 -044+34 -44+25 9.0 + 2.6 52+ 7.1
cot 0.8 +£ 8.0 -2.8 + 6.7 -0.4 + 1.7 5.0+ 4.7 -9.0 £ 10.9 4.4 + 3.9 -0.8 + 3.4
Spp 1.6 £ 3.7 -2.6 £ 1.5 1.8 £ 4.6 0.2 +£5.0 -8.0 + 5.0 6.6 + 3.9 2.0+ 4.4
Sc-zs 3.0 £ 5.7 -2.0 £ 4.2 3.5+ 2.1 3.5+ 2.1 -12.0 £ 2.8 7.0+ 1.4 12.0 £ 1.4
sc-cot -2.5+ 0.7 -2.5 £ 0.7 -4.5+ 120 0.5+ 2.1 -20.5 £ 0.7 4.0+ 0.0 5.5 + 4.9
sc-spp 9.0+ 156 50+£11.3 05+64 4.5 + 2.1 -17.0 £ 5.7 9.0+ 1.4 3.0+ 0.0
C3.7S zS -4.8 £ 5.5 -2.4 4+ 9.2 0.4 + 8.2 -0.8 +5.5 -124+11.9 102+ 1.3 12.0 + 6.0
cot 42+64 14+ 25 -34+5.9 -02+35 184 +£7.0 13.8 +5.0 12.0 + 12.4
Spp 0.6 £5.9 5.6 + 5.5 -22+100 -24+58 188+ 2.3 106+1.3 17.8 + 3.3
Sc-zs -6.0 £ 1.4 -2.5 +9.2 0.0 £ 5.7 3.0+ 1.4 -8.0 + 22.6 7.0 £ 238 7.5 £ 2.1
sc-cot -1.0+ 14 2.5+ 0.7 7.0+ 4.2 3.0+28 185 £+ 7.8 10.0 + 2.8 13.5 + 12.0
sc-spp 6.0+ 7.1 50+ 212 4.0+0.0 -35+9.2 15.0+ 0.0 11.5 + 0.7 16.5 £ 2.1
C3.7S(T) zS -1.6 £ 5.5 -2.6 + 8.0 -0.4 £ 3.5 1.0 £ 2.3 2.2 + 14.8 6.4 +1.9 4.6 +£ 34
cot 0.8+ 3.6 0.0 £ 4.7 -4.0 + 2.2 -1.6 +46 88+ 17.3 9.2+ 22 13.2 + 6.1
Spp 42+ 85 02+ 7.7 -0.8 + 6.9 0.6 £ 3.4 188 £ 6.1 94+18 174 £ 5.7
Sc-zs -85+ 7.8 -11.5+£21 1.5+134 05435 18.0 + 8.5 10.0 + 1.4 20.5 + 2.1
sc-cot 1.5+ 2.1 3.0+ 4.2 1.5+ 35 3.5+0.7 140+ 141 75 +21 24.0 + 0.0
sc-spp 125+ 3.5 7.0+ 2.8 -4549.2 -40+14 21.54+35 90+14 10.0 £ 12.7
C4S z8 -2.6 + 5.6 -1.0 £ 2.1 -2.8 + 4.8 -0.6 +4.2 -2.6+ 179 7.4 +1.9 3.8+ 9.1
cot 1.2 +£ 27 -2.6 £5.9 -4.6 + 5.9 -1.8+46 158 +5.4 9.0+0.7 8.6 + 4.2
spp 1.0 £ 11.1 4.4+ 8.4 2.0 £5.8 -24+44 164 +2.6 1.2+ 128 -1.4 £ 6.8
Sc-zs8 -0.5 £ 3.5 -7.5 + 0.7 -0.5 + 2.1 0.0 £ 2.8 170 £ 1.4 75407 -2.5 + 4.9
sc-cot 1.0+ 14 35+ 78 -3.0 + 2.8 1.0 £ 11.3 20.0 £ 4.2 10.0+£ 0.0 3.5+ 35
Sc-spp 1.0 £ 5.7 -2.0 £ 0.0 -2.5 + 2.1 1.0 £ 2.8 175+ 3.5 9.0+14 2.5 £ 0.7
C4S(T) z8 -32+1.3 0.6 £2.9 -1.2 + 3.1 -1.6 £ 34 -7.2+ 145 5.6 + 3.1 3.2+ 3.3
cot 0.0 £ 3.2 0.8+ 3.3 2.4+ 4.3 1.6 £ 4.3 12.8 + 82 94419 4.6 +£9.8
sSpp 0.0+ 7.5 0.8 +6.4 -1.2 £ 24 -5.6 4.7 13.0 £ 8.0 84 +27 10.0 £ 13.5
SC-78 1.0 £ 2.8 6.0+ 1.4 -9.0 + 8.5 -20+28 -11.5+64 6.5 + 3.5 -4.0 + 0.0
sc-cot 6.5 £+ 3.5 3.0+ 4.2 0.0 + 2.8 -20+28 225 +2.1 11.0+0.0 11.0 +£ 9.9
sc-spp 4.5 + 3.5 -4.0 + 8.5 4.0+ 7.1 1.5+ 64 13.5 +49 9.0+14 6.5 + 20.5
DS-R1 z8 2.0 + 3.5 0.4+ 2.7 2.6 + 3.2 1.2 + 2.2 -7.4 + 2.5 6.2 + 2.0 4.8 +23
cot 0.8 +3.8 2.8 + 5.1 0.2+ 4.8 1.0 £ 4.8 -4.0 + 4.6 6.4 + 2.1 5.0 + 4.6
sSpp -3.0 £ 2.5 0.2+ 1.9 -2.4 +£5.3 0.0 + 2.8 -3.8 £6.2 4.6 + 1.7 3.2+ 1.3
SC-78 -1.5 + 2.1 -0.5 £ 3.5 2.5+ 2.1 -6.0+28 -6.5+0.7 6.0 + 0.0 2.5 £0.7
sc-cot -3.0+14 1.0 £ 0.0 4.5 + 3.5 -25+21 -0.5+49 9.0 £ 0.0 6.5+ 0.7
sc-spp 2.5 + 2.1 3.0+ 42 1.0+ 14 0.0 + 2.8 -8.5 £ 0.7 6.5 + 0.7 6.0 £ 2.8
L.3.3-70B z8 -1.4+ 28 -0.6 +£ 1.7 0.6 + 1.8 0.4+ 1.7 7.4+ 94 7.0+ 1.6 4.8 +4.5
cot -0.6 + 1.8 0.8 +3.2 -0.2 + 1.6 0.0+ 1.6 -8.2 + 2.5 7.4+ 1.7 32+29
sSpp 0.0+ 1.9 3.2+45 2.6 + 4.0 1.0 £ 2.0 -10.4 + 8.9 5.0 £4.0 5.4 + 4.3
SC-78 0.0 £ 0.0 -2.5 £ 0.7 4.0+ 2.8 3.5+3.5 -14.0 £ 141 95 £ 2.1 10.5 + 2.1
sc-cot 0.0 £ 5.7 1.5 £ 64 -1.5 + 3.5 -30+14 -140+141 4.0+ 1.4 1.0 £ 2.8
Sc-spp 0.0 £ 0.0 -1.5 + 2.1 1.0 + 2.8 1.0 £ 2.8 -6.0 +£ 2.8 8.5 + 0.7 40+ 14
M-L(24.07) zs -0.2 +4.2 -3.6 £ 5.2 2.4+ 5.2 -0.2+3.0 -1244+95 0.0+ 24 8.4 + 1.3
cot 32+ 54 2.4+ 55 0.4+ 5.5 -24+48 62471 3.6 £59 5.0 + 3.7
sSpp 1.4+ 8.0 -3.0 £ 5.0 0.8+ 7.2 2.2 +4.3 -4.8 £ 54 9.0 + 10.7 5.4 + 6.7
SC-78 0.0 £ 0.0 -0.5 £ 0.7 -5.0 + 127 -054+49 -11.5+ 177 -0.540.7 9.0 + 4.2
sc-cot -3.0+14 2.5+ 3.5 80+28 00+14 -14.5 £ 134 12.5 + 13.4 11.0 + 0.0
Sc-spp -0.5 £ 0.7 0.5 + 2.1 4.5+ 4.9 3.0+ 1.4 -22.0 + 2.8 7.5+ 17.7 19.0 + 4.2

Table 7.3: Total Points Averaged Over All Iterations (eql-alt)
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ba3
zS spp cot srep PP ap tft
model prompt
C3.55v2 zS 3.8 + 16.1 -1.2 £ 25.5 -5.0 + 12.8 0.2 + 5.6 -4.0 £ 17.2 9.2 £ 6.2 29.6 + 10.7
cot -3.0 &£ 21.6 11.6 £ 23.1 7.0 £ 15.1 -0.4 £ 6.3 -7.0 £ 5.1 6.8 + 2.8 24.2 + 14.0
spp 20.2 £ 11.2 124 + 11.8 7.4 £ 8.5 3.4 +39 1.6 + 17.7 6.4 + 2.1 13.2 + 12.8
Sc-zs -145 +£21.9 35+ 35 17.0 £ 5.7 2.0 £99 35.0 £ 0.0 18.0 £ 1.4 40.0 + 0.0
sc-cot -0.5 £ 17.7 8.0 &£ 15.6 -185 +26.2 0.0 £ 0.0 16.0 £ 26.9 18.5 £ 9.2 32.5 £ 4.9
sc-spp 4.5 £ 9.2 -24.5 + 2.1 33.0 £ 85 -3.0+0.0 34.5 + 0.7 16.0 + 184 35.5 + 0.7
C3.7S zS 2.6 + 20.1 -3.0 +£ 13.8 -1.6 + 11.1 -3.8 + 6.4 35.0 + 5.3 13.6 £ 123 314+ 7.3
cot 12.2 £ 8.6 -9.2 £ 8.1 -4.4 4+ 11.5 0.0 &£ 2.9 34.6 + 0.9 16.6 £ 149 27.6 £ 11.9
Spp -6.8 £ 18.5 -4.4 £+ 11.8 -5.2 + 12.7 -3.8 + 4.6 31.8 + 4.1 10.6 + 8.7 34.6 + 2.9
Sc-zs 10.5 + 12.0 -34.0+ 7.1 -6.5 + 134 9.0 + 8.5 11.0 +£ 2.8 9.5+ 7.8 37.0 £ 4.2
sc-cot 12.0 £ 2.8 -120+ 156 0.5+ 6.4 -1.0 £ 9.9 35.0 £ 0.0 9.0+ 14 38.0 £ 2.8
sc-spp 7.5 + 33.2 -5.5 £ 6.4 1.5+ 4.9 2.0+ 7.1 340+ 14 31.5 £ 0.7 36.5 £ 0.7
C3.7S(T) zS 2.4 +7.6 7.2 +£9.0 -3.4 £ 8.3 4.6 +£5.9 28.0 + 4.6 10.6 + 0.9 10.8 + 3.0
cot 7.0£ 78 -3.2 + 129 -4.4 4+ 34 -0.6 + 3.6 34.8 £ 04 172 £ 123 30.0£ 74
sSpp -1.2 + 14.7 -5.6 + 12.9 -6.6 + 14.1 2.8 £ 3.0 34.6 + 0.5 288 £13.4 314 +52
Sc-zs -8.5 +4.9 -4.0 £ 7.1 -6.5 £ 7.8 2.5 +49 35.0 + 0.0 13.0 + 2.8 33.0 £ 9.9
sc-cot 3.5 £ 0.7 7.5 £92 7.5 +£0.7 -1.5 £ 2.1 35.0 = 0.0 9.5 + 6.4 34.5 £ 2.1
sc-spp 7.0+ 1.4 -180+ 14 5.0 £ 5.7 40+ 7.1 34.5 + 0.7 21.5 + 14.8 37.0 £ 0.0
C4S zS -3.0 £ 12.7 -1.8 £ 10.5 -4.0 +£ 19.1 1.8+ 7.4 34.4 + 0.5 11.8 + 4.0 23.0 + 14.5
cot -2.8 +20.2 -9.0 £ 174 6.8 £ 7.2 4.0 £ 5.5 31.8 +44 174 £ 11.1 232+ 738
spp 13.8 £ 7.6 3.6 + 10.5 4.8 + 6.5 3.0 £8.0 28.2 + 13.5 13.0+54 20.4 + 15.5
Sc-zs8 135 +£276 1.0+ 7.1 -10.0 + 2.8 1.0 + 14.1  35.0 £ 0.0 16.5 + 4.9 11.0 +£ 5.7
sc-cot 7.0 £ 19.8 -3.5 £0.7 -7.0£9.9 -1.0 £ 2.8 36.0 + 2.8 17.5 £ 14.8 20.0 £ 28.3
Sc-spp -3.0 + 22.6 0.0 £ 5.7 3.5 +44.5 4.5+ 2.1 35.0 + 0.0 12.5 + 6.4 0.0 £ 0.0
C4S(T) z8 -8.8 + 12.6 9.2 +45 -6.0 + 11.0 0.6 + 2.2 30.6 + 6.3 13.8 + 3.2 12.0 £+ 16.7
cot 4.0 + 10.1 6.4 £ 7.6 1.6 + 10.7 -1.6 £ 5.3 33.6 £ 2.6 9.0 £ 7.2 33.8 £ 4.5
sSpp 2.8 £ 15.9 3.4+ 12.0 -0.6 + 21.2 -3.2 £ 4.0 34.0 £ 14 12.0 £ 1.6 28.8 + 9.2
Sc-zs -5.0 £ 9.9 -9.5 £35 -10.0 +£29.7 -5.5 £ 0.7 32.5 + 3.5 17.0 £ 5.7 28.0 + 12.7
sc-cot -5.5 + 20.5 3.0+ 14 -26.5 + 12.0 -4.0 £14.1 275 £ 35 12.0 £ 4.2 37.0 £ 14
Sc-spp 10.5 + 4.9 -4.5 £ 12.0 3.5+ 2.1 2.0+ 7.1 36.0 £ 14 10.5 + 4.9 25.0 + 21.2
DS-R1 z8 -104 £ 155 1.6 +£6.9 9.8 + 10.1 1.0 + 64 13.8 £ 12.8 8.4+ 4.9 29.4 + 4.2
cot 9.0 £ 8.4 -8.6 + 14.6 -0.4 £ 10.6 1.2+ 78 14.8 £ 5.4 11.4 £ 6.3 20.2 £+ 3.8
sSpp -7.8 £ 9.4 3.0 £ 12.8 2.0 £ 6.8 -1.2 £ 9.2 12.4 +£ 10.6 9.8 + 3.8 17.0 £ 12.9
Sc-zs 4.5 + 10.6 11.5 £ 9.2 5.5 +4.9 -2.0 £ 8.5 22.0 + 11.3 18.5 + 6.4 36.5 +£ 0.7
sc-cot 8.5 £ 0.7 -6.5 + 19.1 -5.5 £ 4.9 9.0 £ 8.5 18.0 £ 1.4 11.5 £ 0.7 24.5 £ 3.5
sc-spp -14.5 £ 12.0 -85+ 4.9 -2.0 £ 8.5 4.5+ 3.5 25.0 + 8.5 19.0 + 4.2 23.5 + 2.1
L3.3-70B z8 0.4 + 17.6 -3.8 £ 16.1 12.2 £ 150 2.0+ 5.3 15.2 + 14.5 11.6 8.2 1.6 £ 34
cot 0.8+ 7.3 0.4 £+ 14.2 2.6 = 8.5 0.24+1.9 37.0 £ 6.7 17.0 £ 0.7 1.6 £1.1
sSpp -0.2 £ 1.8 -0.4 + 10.3 2.6 + 4.7 0.6 +7.1 9.2 £ 5.6 10.4 + 5.9 13.2 + 15.7
Sc-zs -10.0 £ 24.0 13.0 + 184 -1.0+ 14 3.0+ 7.1 24.5 £ 21.9 175+ 120 -1.0+14
sc-cot -17.0 £ 255  -0.5 £ 3.5 1.5+ 21 2.5 £64 20.5 £ 27.6 13.5+ 0.7 1.0+ 14
Sc-Spp 27.0 + 2.8 3.0+ 238 2.5 £ 0.7 -4.5 + 9.2 2.5+ 2.1 13.5 £ 16.3 16.5 £+ 26.2
M-L(24.07) zs -0.2 +£ 2.8 -7.8 £ 10.2 -5.4 + 4.8 -1.0 +£ 2.7 34.8 £ 11.6 1.8 +13.0 1.8 £ 1.6
cot 15.6 £ 11.5 -3.8 + 13.7 -1.6 £ 20.9 -0.6 = 4.2 8.6 £ 7.1 6.8 £ 7.4 14.0 £ 16.5
sSpp 9.0 + 19.0 -13.0 +19.1 2.6 + 13.7 22 +64 -4.8 £ 7.7 -3.0 £ 5.1 27.8 £ 104
Sc-zs 0.0 £ 0.0 -185 £ 17.7  -9.0 £ 5.7 4.5+ 4.9 20.5 £ 20.5 2.5+0.7 0.5 + 0.7
sc-cot 11.0 £ 15.6 17.5 £ 31.8 3.0 £ 15.6 0.5 + 2.1 15.5 £ 21.9 13.0 £ 2.8 22.0 £ 25.5
Sc-Spp 5.0 £ 11.3 -7.5 + 23.3 -8.5 + 304 3.5 +1738 11.0 £ 17.0 -1.0 £ 21.2 35.5 + 3.5

Table 7.4: Total Points Averaged Over All Iterations (ba3)
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7.1.

Total Points

ba3-alt
z8 Spp cot srep PP ap tft
model prompt
C3.55v2 zS 0.6 + 6.0 22 4+103 -1.0 £+ 10.9 -3.4 + 4.7 -8.6 + 22.2 10.6 + 5.0 11.8 + 12.1
cot 2.0 + 6.8 -5.8+ 159 -4.24+13.0 -02+54 -8.8 + 16.5 6.2+ 114 12.2 £ 7.4
spp -1.4 +£11.0 5.04+10.2 2.6+ 9.8 3.6 £3.9 -25.8 + 10.0 14.0 + 4.8 11.8 £ 7.7
Sc-zs -7.0 £ 8.5 -7.5+4.9 4.5 + 0.7 0.5+ 6.4 -17.0 + 19.8 8.5 + 4.9 7.0 £5.7
sc-cot 8.0 £ 5.7 0.5+9.2 2.0+ 9.9 25+ 7.8 -20.5 £ 205 14.0+ 7.1 6.5 + 2.1
Sc-Spp 5.0 £4.2 -0.5 + 7.8 2.5+ 2.1 -4.5 £ 9.2 -14.0 £ 5.7 -11.0 £ 7.1 18.0 + 5.7
C3.7S zS 1.6 +£ 11.9 -2.6 + 6.9 -10.2 + 11.0 -1.2+6.5 -13.4 + 158 12.0 £ 7.0 16.6 + 16.6
cot 1.2 +£99 2.4 +94 -1.6 + 5.3 42+64 33.4 +10.0 124+ 1.1 20.0 +£ 154
sSpp 6.4 + 14.7 1.6 £ 11.7 3.0 £8.9 -2.6 + 6.1 27.4 + 18.1 18.0 £+ 10.1 29.0 +£ 11.9
Sc-zs 10.0 +28.3 -3.0 £ 0.0 -19.5 + 4.9 0.5+ 4.9 16.0 £ 2.8 24.0 + 21.2 31.0 + 8.5
sc-cot -2.0+ 2.8 -120£99 -13.0+ 2.8 1.5 £ 7.8 31.0 + 2.8 19.5 + 0.7 22.5 +24.7
Sc-Spp 5.5 + 14.8 3.5 +1738 2.5 + 3.5 2.0 £ 8.5 33.0 + 2.8 11.0 + 4.2 24.5 + 14.8
C3.7S(T) zS 4.0+ 7.0 -6.2 + 12.2 0.8 £ 14.7 7.6 +6.1 -86+ 13.7 13.6 + 4.8 15.6 + 12.0
cot 6.8+ 7.3 -1.2+ 115 -1.0+ 6.0 -0.2+43 18.4 + 20.2 15.0+ 44 16.6 + 18.5
sSpp 6.8 + 5.6 -0.8 +£10.8 7.8 £13.6 -1.6 + 4.6 25.8 + 15.1 14.0 + 4.6 19.6 + 13.6
SC-78 1.5+ 7.8 -1.0 £ 127 -14.0+11.3 4.0+ 14 -14.0 £ 8.5 8.0 +£ 0.0 9.0 + 5.7
sc-cot 20+ 7.1 -13.0 £ 00 35+64 20+ 1.4 35.0 + 7.1 16.5 + 2.1 30.5 + 134
Sc-spp 10.0 £ 141 50+269 -3.0+1.4 2.5 £ 6.4 33.0 £ 9.9 16.5 + 0.7 28.5 + 0.7
C4S z8 -2.6 +12.7 -11.24+89 -0.6 +4.9 22+ 7.9 7.4 4+ 27.3 15.6 + 2.3 10.2 + 21.1
cot 7.0+ 25 -2.8+13.1 -48 +12.6 4.4+9.2 35.4 + 4.4 8.0+ 11.9 6.8 + 4.4
sSpp 2.8 +£10.0 -6.8 + 8.2 2.4 4+ 11.9 -3.4 4+ 128 24.4 +13.8 156 + 2.1 7.6 £ 12.9
Sc-z8 5.0+ 7.1 -6.0 + 5.7 -7.0 + 4.2 4.0+99 15.0 + 14.1 135+ 49 -1.5+ 6.4
sc-cot 8.0 +£ 19.8 -85+ 7.8 0.0 + 5.7 4.5+ 120 36.0 + 5.7 8.5+ 0.7 3.0+ 14
sc-spp -6.5 +£10.6 5.5+ 4.9 -0.5 + 10.6 -8.0 +£14.1 275+ 64 11.0 £ 1.4 33.5 £ 9.2
C4S(T) z8 -3.2+ 6.1 -8.6 £ 17.8 4.4+ 15.1 5.8 + 4.6 -16.2 £ 11.1  12.0 £ 2.0 8.8 +£ 16.5
cot 1.6 £5.1 2.0+ 13.8 -1.2+ 149 5.4 + 8.6 9.8 +27.8 12.0 + 4.5 21.6 + 11.3
sSpp 0.4 + 8.7 9.2+ 9.7 20+4.1 -24 4+ 7.8 32.0 + 4.9 7.6 £ 7.7 8.8 + 10.7
Sc-zs -3.0 £ 4.2 -5.5 £ 3.5 13.0 £ 4.2 -3.5+ 120 -0.5+29.0 16.0 + 5.7 -12.5 £ 2.1
sc-cot -35+16.3 -9.5+92 -16.0 £ 7.1 -1.0+£9.9 -2.5 + 0.7 15.0 £ 1.4 8.0+ 7.1
Sc-spp 10.5 + 0.7 -1.54+106 -3.0+1.4 -0.5 £ 7.8 23.5 £ 0.7 12.5 + 3.5 14.5 + 10.6
DS-R1 z8 24+ 7.9 -3.4 + 8.7 0.2 + 8.8 -4.0 +£ 8.9 -12.6 £ 5.8 12.4 + 3.8 -1.4+73
cot 48+ 116 -02+0.8 -4.2 + 4.3 32+ 28 -7.2+ 6.9 8.0 £ 5.7 8.2 +£4.3
sSpp -4.8 + 6.9 -2.8 +4.8 1.8+ 7.1 1.4+ 45 -14.8 + 5.3 9.4+ 7.7 10.6 + 9.2
SC-78 -0.5+ 106 2.5+35 -1.5 + 3.5 5.5 + 2.1 -14.0 £ 0.0 13.5 £ 0.7 -0.5 £ 0.7
sc-cot 6.5 + 2.1 4.0+ 4.2 -6.5 + 2.1 6.5 + 7.8 -27.5 £ 0.7 15.5 £ 0.7 2.0 £ 5.7
sc-spp 3.5+ 2.1 2.5 £ 3.5 0.0+ 14 0.0 + 8.5 -16.5 + 9.2 10.5 + 3.5 4.0 £ 4.2
L3.3-70B z8 0.0 £ 3.9 0.0 + 5.5 -1.2 + 2.9 3.2+ 3.3 -16.2 £ 16,5 54 +5.9 7.8 £ 2.9
cot -4.8+ 29 2.2+ 2.7 -0.6 + 5.6 -0.4 £ 3.2 -8.8 + 8.6 7.2+ 4.4 52+ 5.5
Spp -6.6 +104 1.0+ 3.3 4.4+ 34 -4.2 £ 7.2 -11.8 +£ 9.7 11.0 + 3.7 3.8 +238
Sc-78 0.5+ 0.7 50+ 1.4 2.5+ 0.7 1.5+ 4.9 -20.5 £ 276 6.5 £ 9.2 6.5 + 9.2
sc-cot -4.0 £ 0.0 4.0+ 28 -0.5 + 3.5 2.5 + 2.1 -4.5 + 4.9 5.0 £ 5.7 3.5+ 2.1
Sc-Spp -6.0 £ 1.4 -0.5 + 3.5 1.5+ 738 -100 £ 14 -30.5 +£134 11.5 +£ 0.7 0.5 + 0.7
M-L(24.07) zs 0.0+6.4 1.2 £ 8.0 -0.4 + 10.5 0.0 £6.5 -11.6 £ 176 -16.4 + 13.8 10.2 + 9.7
cot 2.0 + 12.9 -0.2+6.9 6.8 + 8.5 -0.6 + 8.1 -14.6 £ 125  -11.2+ 149 21.8 + 8.9
sSpp 0.4 + 10.7 2.8 £ 8.9 0.0 + 15.0 4.2 +5.3 17.4 + 18.4 13.8+ 135 14.6 + 8.4
SC-78 1.0 + 26.9 2.0+ 14 1.0 £ 5.7 2.5 +4.9 -40.0 £ 0.0 -4.5 + 20.5 8.5 + 14.8
sc-cot -3.5+ 3.5 4.5+49 9.5 + 14.8 6.5 + 3.5 -16.0 £ 14.1  -6.0 £ 21.2 19.5 £ 21.9
Sc-spp 9.5 + 33.2 -1.0 £ 11.3  -4.5 4+ 21.9 1.0 £ 2.8 -32.0 + 11.3 8.5 + 16.3 29.0 + 8.5

Table 7.5: Total Points Averaged Over All Iterations (ba3-alt)
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Chapter 7. Results - Rock Paper Scissors

not true for Rock-Paper-Scissors. Thus, rational players are not expected to show signs of "agreement" with
each other, which will be reflected by mostly low (absolute value wise) results in the "Total Points" tables.

These results provide us with an important observation. More complex prompt styles do better against
simpler ones. Maximum values of columns and rows are highlighted in the tables with bold values. We can
see that zero-shot (zs) does not hold any of these values; they all fall in the results of more complex prompt
styles.

7.1.2 LLM vs non-LLM

The last 4 columns represent non-LLM players, that follow simple strategies. These players have been
described in 5.7. Successful outcomes against them should be a good indication of reasoning abilities of
LLM, since they imply an agent’s ability to analyze their opponent and make informed decisions.

Srep

In Rock-Paper-Scissors the srep player will follow the Single-Round Mixed Nash Equilibrium Strategy in
every round. This strategy is given by (5.4):

cb ac ba
$:77 :77 1= ——-
ba + ac + cb Y ba + ac+ cb ba + ac + ¢b

Which is:

e eql and eql-alt: z =y =2 = %

e ba3 and ba3-alt: z = %,y = %,z =

The expected payoff of a single round is —ba - y + ac - z. Which, of course, in both cases amounts to 0.

This result is reflected in the resulting total point values, which generally are close to 24 - 0 = 0 across all
models.

Pp
The pattern player is a player that plays in cycles: scissors, rock, paper, ... in all game settings.
Should a player match these patterns exactly, they would get:

e in counterfactuals with all payoffs equal to 1 (tables 7.2 and 7.3): 24 - 1 = 24 points by winning each
round.

e in counterfactuals where payoff ba = 3 (tables 7.4 and 7.5): (1+3+ 1) -8 = 40 points by winning each
round.

Even in the default scenario of Rock-Paper-Scissors (table 7.2) most of the simpler models face issues
with understanding and taking advantage of their opponent’s movement pattern. It seems only the more
advanced Claude models, Claude 3.7 Sonnet and Claude Sonnet 4, can systematically understand the pattern
player’s tactics. A good runner up is Llama 3.3 70B Instruct. Results, also, show a performance boost by
enabling thinking in Claude 3.7 Sonnet. DeepSeek-R1 shows average performance. Finally, DeepSeek-R1
manages to achieve somewhat good results when using more advanced prompts (cot or spp) especially with
self-consistency enabled).

Moving on to the strategy counterfactual (table 7.3) (where paper beats rock, etc) we see that the Llama
model mainly achieves negative scores, thus failing to reason on its opponent. The motif for Claude’s
models continues, but another significant observation can be made: moving from zero-shot to more complex
prompting types (either cot or spp) boost LLMs performance and reasoning capabilities (negative values
are present in the results from zero-shot players).

These results are also reflected in the results for payoff counterfactual settings (tables 7.4 and 7.5). One
important observation from the ba3-alt is that Claude Sonnet 4 with thinking enabled seems to get confused
more easily getting worse scores than its default version.
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7.2. Opponent Comprehension

Ap

Ap is an adaptive player. This player adapts to its opponent’s most frequently used move and aims to
counter it.

Players (excluding Mistral agents) generally manage to accumulate positive values in their final "Total
Points". However, these results are mostly not close to the maximums 24 and 40 (depending on game
setting). A result, which may be interpreted as LLM agent’s needing a bit of experience before they catch
onto their opponent’s play-style. The results against this player will be further analyzed when we take a look
at the round of opponent comprehension later.

Tft

Tft player is influenced by the concept of "tit-for-tat". This player counters their opponent’s last move.

In the payoff counterfactuals (tables 7.2 and 7.4) (where moves behave the way they typically do in
Rock-Paper-Scissors) players perform well and achieve values close the maximum possible rather often.
However, in the other counterfactuals, where strategies behave in the opposite way from what is expected,
LLMs struggle much more; with more complex models such as Claude Sonnet 4 showing degraded
performance.

7.2 Opponent Comprehension

To disambiguate the above results, shed light on the hypothesized behavior that has been mentioned, and
better understand the thinking process of LLM agents, another metric is introduced. Instead of just looking
at the "Total Points" accumulated by agents when playing this game, we look at how late a player was at
making the most out of their opponent’s behavior.

We consider that an Al agent has managed to comprehend their opponent, when the agent systematically
responds with actions that use the opponent’s moves to their advantage. More formally, suppose players

A, B that have played N rounds and the strategies they followed were (s, sk),...,(s¥,s¥) - eg.,
(rock, scissors), ..., (paper,paper) -. Assume that A is the AI agent, then we call round of opponent

comprehension, m, the round after which every move that A makes yields a payoff for A that is at least as
good as the payoff that B gets.

Furthermore, we have expanded this definition, by including a percentage tp (target percentage) relaxing the
requirement of "good" response to every move that the opponent makes to the following requirement: in the
rounds from m all the way to N, A’s moves are at least as good as B’s in tp percentage of those rounds.

The following tables are results where tp = 90% and a lower value is considered better since it indicates that
the AI agent understood how to play with its specific opponent earlier in the game.

Finally, a value of 25 means that the agent never understood their opponent, since it is out of the range 1 —24
of rounds that were played.

We show the average round of opponent comprehension in each game setting for each player. For non-sc
players, the results have been averaged for 5 repetitions of the experiments, while for sc players, the results
have been averaged for 2 repetitions of the experiments.

7.2.1 LLM vs LLM

LLM agents that play against each other are of the same LLM. These games are represented in the first three
columns of the result matrices.

Values in these columns are fairly high and closer to 25 meaning that LLMs do not easily counter other
LLMs’ strategies. A most expected result in the case of Rock-Paper-Scissors.

127



Chapter 7. Results - Rock Paper Scissors

eql
z8 spp cot, srep PP ap tft
model prompt
C3.55v2 zS 10.6 + 13.1 214+ 4.6 19.6 + 5.6 21.0 £ 3.5 14.6 + 124 10.4 £11.2 1.0 + 0.0
cot 172 £ 7.3 19.6 £ 7.5 20.6 + 5.6 19.6 + 7.1 16.0 + 11.9 22.6 +£ 2.1 5.8 £ 10.7
Spp 11.2 + 106 11.8 £ 109 204 +5.9 23.0 £ 1.9 11.4 + 11.3 18.4 + 9.3 1.6 £ 0.9
Sc-zs 25.0 + 0.0 14.0 £ 15.6 21.5+4.9 13.5 + 16.3 12.0 + 15.6 19.5 £ 6.4 1.0 + 0.0
sc-cot 15.0 £ 14.1  20.5 £ 0.7 22.5 + 3.5 25.0 £ 0.0 12.5 £ 16.3 7.0 £ 8.5 1.0 + 0.0
sc-spp 145+ 148 150+ 141 145+ 148 240+ 1.4 16.0 + 8.5 21.0 £ 0.0 1.0 £ 0.0
C3.7S zS 21.8 + 5.5 22.2 + 4.2 20.2 + 9.7 234+ 25 10.0 + 12.4 17.6 £ 9.3 15.0 + 12.8
cot 154 + 7.1 16.2 + 10.0 18.8 +£4.3 18.0 + 7.4 1.0 £ 0.0 15.6 +£10.1 1.0 £+ 0.0
Spp 244+ 13 20.0 £ 5.6 224+ 43 23.6 £ 1.5 1.2+ 04 120 £ 106 1.2 +£ 0.4
Sc-zs 13.0 £ 17.0 23.0 £ 0.0 24.5 + 0.7 22.0 + 2.8 11.5 + 14.8 15.0 +14.1 12.5 + 16.3
sc-cot 4.5+ 49 24.5 +£ 0.7 11.5 + 148 240+ 14 1.0 £ 0.0 24.5 £ 0.7 1.0 +£ 0.0
Sc-spp 9.5 £ 12.0 21.5 £ 3.5 220+ 14 12.5 £ 16.3 1.0 £ 0.0 22.5 + 2.1 1.0 + 0.0
C3.7S(T) zS 242 + 1.3 19.4 + 8.3 22.6 + 4.8 224 + 2.2 1.4 + 0.9 226 + 1.7 1.6 £ 0.5
cot 19.2 £ 5.1 21.8 £ 4.9 22.0 £ 2.7 23.8 £ 2.2 1.0 £ 0.0 156 £ 12.0 44+ 7.6
Spp 23.6 £ 1.5 20.6 £ 4.3 21.2+£53 15.2 + 11.3 1.0 £ 0.0 178 £ 9.7 1.2+ 04
Sc-zs 24.5 + 0.7 22.5 + 3.5 13.0 £ 17.0 22.5 4+ 3.5 1.0 + 0.0 12.0 £ 156 1.0 + 0.0
sc-cot 24.5 + 0.7 25.0 = 0.0 25.0 £ 0.0 19.5 + 7.8 1.0 £ 0.0 10.0 £ 12.7 1.0 £+ 0.0
Sc-Spp 24.0 + 1.4 25.0 + 0.0 25.0 + 0.0 25.0 £ 0.0 1.0 + 0.0 23.0 + 0.0 1.0 + 0.0
C4S zS 15.8 + 8.5 20.0 + 10.6  23.8 + 2.2 22.2 £ 0.8 1.0 £ 0.0 232+ 1.1 11.8 + 11.3
cot 15.2 +13.0 15.6 £ 1.9 10.8 + 11.8 194 £+ 8.6 1.0 £ 0.0 19.0 £ 10.1 3.2+ 4.9
sSpp 16.0 + 10.5 20.8 £ 9.4 18.6 = 10.0 19.2 £ 5.5 3.4+ 4.8 14.4 £123 9.0+ 8.6
Sc-z8 7.5 +£92 25.0 + 0.0 25.0 + 0.0 22.0 + 4.2 1.0 + 0.0 23.0+ 14 1.0 + 0.0
sc-cot 21.5 +£ 4.9 15.0 + 14.1 145+ 148 21.0+ 14 1.0 £ 0.0 240+ 14 1.0 +£ 0.0
sc-spp 10.0 £ 7.1 11.0 £ 8.5 23.0 + 2.8 21.5 + 0.7 1.0 + 0.0 13.0 £17.0 1.0 + 0.0
C4S(T) z8 13.4 +£12.0 21.0 £5.3 17.0 £ 10.0 17.6 £ 8.5 3.4+ 54 22.6 £ 1.8 10.6 + 13.1
cot 14.4 + 123 21.8 +£2.7 20.2 +£ 10.7 21.6 +4.2 1.0 £ 0.0 19.6 +£ 104 3.2+ 4.9
sSpp 242 + 1.1 15.2 £ 9.9 17.8 + 8.6 18.8 + 10.1 1.0 + 0.0 19.4 £104 5.6 +6.5
Sc-zs 13.0 £ 17.0 22.0 £ 4.2 240+ 14 18.0 +£ 5.7 1.0 + 0.0 24.5 + 0.7 1.0 + 0.0
sc-cot 1.0 £ 0.0 7.0+ 4.2 10.5 + 134 23.5 £ 0.7 1.0 £ 0.0 11.0 £ 14.1 1.0 £ 0.0
sc-spp 24.0 + 14 23.0 + 2.8 24.5 + 0.7 20.5 + 2.1 1.0 + 0.0 23.5 + 0.7 1.0 + 0.0
DS-R1 z8 21.2 £ 5.5 21.2 £ 5.3 19.4 +10.3 234+ 1.3 232+ 04 16.8 + 11.1 7.8 + 9.7
cot 21.2 £ 43 20.0 £ 5.5 24.4+0.9 13.6 + 10.9 12.8 + 10.3 154 + 12,7 1.0 £ 0.0
sSpp 18.0 104 22.6 + 2.3 20.6 + 8.8 23.0+ 14 20.2 + 4.1 16.8 £ 8.1 6.2 + 9.0
SC-78 12.0 + 15.6 21.0 £ 2.8 240+ 14 22.5 + 3.5 13.5 + 16.3 22.5 +£ 2.1 1.5 + 0.7
sc-cot 12.0 + 156 23.0+ 14 19.0 £ 7.1 21.5 £ 4.9 3.5+21 1.0 £ 0.0 1.0 £ 0.0
Sc-spp 16.0 + 8.5 24.0 + 1.4 20.5 + 3.5 23.0 £ 0.0 13.5 + 16.3 24.5 + 0.7 1.0 + 0.0
L3.3-70B z8 5.8 +£ 10.7 16.2 £ 104 124+ 11.8 21.8+ 2.3 1.0 + 0.0 12.8 £ 7.9 1.0 + 0.0
cot 5.6 + 10.3 5.8 £10.7 100+ 124 230419 2.8 +4.0 21.2 £ 4.1 1.0 £ 0.0
sSpp 1.0 + 0.0 7.8 £10.0 21.2 + 5.8 21.8 £ 5.5 8.6 + 11.0 15.2 £ 94 1.0 + 0.0
SC-78 1.0 + 0.0 13.0 £17.0 20.0 £ 7.1 25.0 £ 0.0 1.0 + 0.0 5.5 £4.9 1.0 + 0.0
sc-cot 10.5 + 134 23.5 £ 2.1 1.0 £ 0.0 25.0 £ 0.0 1.0 £ 0.0 125 +16.3 1.0 £+ 0.0
Sc-spp 1.0 + 0.0 13.0 £ 17.0 24.5 £ 0.7 16.0 £+ 8.5 2.5 + 2.1 12.0 £ 156 1.0 + 0.0
M-L(24.07) zs 1.2+ 04 19.2 + 10.3  23.6 £ 1.1 22.6 + 4.8 1.0 + 0.0 6.0 &+ 10.6 1.0 + 0.0
cot 18.8 + 104 20.2 £6.1 15.8 + 10.7 21.2 £ 4.3 12.4 + 12.1 170 £ 94 1.0 £ 0.0
sSpp 6.6 + 10.4 10.6 + 13.1 17.8 £ 9.6 23.0 +£ 0.7 17.2 + 10.3 19.8 £ 10.5 1.0 + 0.0
SC-78 1.0 +£ 0.0 13.0 £ 17.0 24.5 + 0.7 23.0 £ 0.0 1.0 + 0.0 24.0 + 0.0 1.0 + 0.0
sc-cot 1.0 £ 0.0 24.0 £ 0.0 13.0 £ 17.0 24.5+0.7 12.5 + 16.3 24.5 £ 0.7 1.0 £ 0.0
Sc-Spp 12.5 +£16.3 11.5 +14.8 12.5 +£16.3 25.0 £ 0.0 11.5 + 14.8 24.5 + 0.7 6.5+ 7.8

Table 7.6: Round # where the Agent understood the opponent’s Strategy (eql)
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eql-alt
zS spp cot srep pp ap tft
model prompt
C3.55v2 zs 19.0 £+ 10.3 22.4 + 4.2 244+ 1.3 20.4 + 4.2 21.6 + 3.8 11.4 £ 12.5 148 £ 114
cot 21.8 £ 6.1 19.6 £ 7.3 198 £6.8 20.8 £ 5.1 21.6 £ 6.5 24.4+0.9 23.6 £ 1.7
Spp 21.8 £ 2.6 24.0 £ 0.7 14.6 +£ 8.7 22.6 +£3.0 18.4 + 9.0 22.8 £ 2.7 16.4 + 11.3
Sc-zs 7.5 + 9.2 22.5 + 0.7 240+ 14 12.0 £ 4.2 25.0 £ 0.0 19.0 £ 5.7 13.0 &£ 17.0
sc-cot 23.0+ 14 11.5 £ 3.5 25.0 £ 0.0 22.5 £ 0.7 25.0 £ 0.0 25.0 £ 0.0 240+ 14
sc-spp 19.0 + 8.5 125 +£16.3 185+ 9.2 17.0 + 8.5 25.0 £ 0.0 25.0 £ 0.0 12.0 £+ 15.6
C3.7S zS 23.4 + 1.8 21.0 + 5.3 22.6 + 2.3 19.2 £ 7.2 21.2 + 5.8 22.8 + 0.8 7.8 + 10.0
cot 19.8 + 10.0 19.2 +10.2 24.0+ 1.0 23.2 £ 2.0 3.2+39 18.4 + 9.8 1.6 + 1.3
Spp 18.4 +£ 9.5 19.4 + 8.3 21.6 £ 6.5 222 £ 5.2 244+19 23.6 £ 2.1 1.0 £ 0.0
SC-z8 25.0 £ 0.0 22.0 £ 28 200+ 7.1 19.0 £ 5.7 16.5 £ 12.0 25.0 £ 0.0 23.0 £ 2.8
sc-cot 25.0 £ 0.0 21.5 £ 0.7 185 + 4.9 25.0 £ 0.0 4.0 + 4.2 21.5 £ 2.1 13.0 £ 17.0
sc-spp 12.0 + 2.8 13.0 £ 17.0 24.0 £ 0.0 25.0 £ 0.0 5.0 £ 0.0 225 £ 2.1 1.0 £ 0.0
C3.7S(T) zS 22.6 + 4.3 24.6 + 0.9 23.6 + 1.3 22.4 + 2.2 15.0 + 9.7 17.6 + 10.0 10.4 + 12.9
cot 19.2 + 4.4 22.4 + 2.6 22.0 £ 2.6 232+ 1.9 10.6 + 13.1 21.8 £ 1.8 7.2 £ 9.7
Spp 174 + 104 21.6 £ 4.9 23.6 £ 0.5 21.6 £ 3.8 3.4+39 24.0 £ 1.0 1.2+ 04
SC-78 24.5 + 0.7 22.0 + 4.2 12.5 + 16.3  22.5 + 3.5 3.0+28 23.0 +£ 0.0 1.0 + 0.0
sc-cot 19.0 + 8.5 13.0 £ 17.0 25.0 £ 0.0 22.5 £ 0.7 11.5 + 14.8 19.0 £ 7.1 1.0 + 0.0
sc-spp 3.0+ 14 16.0 £ 7.1 24.5 £ 0.7 25.0 £ 0.0 1.0 £ 0.0 24.5 £ 0.7 1.0 £ 0.0
C4S z8 19.4 + 10.3 21.6 £ 7.1 24.0 £ 2.2 22.8 +£ 3.0 16.2 + 10.3 21.6 £ 6.5 9.4 + 9.2
cot 13.2 + 10.2 242+ 1.8 23.8 £ 1.3 24.0 £ 1.2 4.8 + 2.8 18.0 + 9.6 13.6 + 6.8
Spp 19.6 + 104 17.0 £ 10.1 17.6 £ 109 19.6 +£ 4.3 4.2 + 2.2 21.2 £ 4.0 212 £ 54
Sc-z8 25.0 + 0.0 22.5 + 3.5 24.5 £ 0.7 24.5 £ 0.7 2.5 + 0.7 25.0 £ 0.0 13.0 &+ 17.0
sc-cot 24.0 £ 0.0 23.5 £ 2.1 240+ 14 12.5 +16.3 2.5 + 2.1 25.0 £ 0.0 20.5 £ 3.5
sc-spp 23.5 £ 0.7 240+ 14 23.5 £ 0.7 240+ 14 3.0 £ 2.8 15.0 + 8.5 24.5 £ 0.7
C4S(T) z8 22.2 + 4.7 23.8 £ 0.8 24.2 £ 0.8 224 + 4.2 20.6 +£ 9.3 21.4 + 4.5 16.4 + 9.7
cot 24.8 + 04 24.6 £ 0.5 22.6 £ 4.3 21.8 £ 44 12.2 £ 10.7 21.0 £ 5.7 17.6 + 10.6
Spp 23.6 £ 1.1 21.8 £ 4.9 224 £ 2.1 23.4 £ 0.5 7.8 £ 10.0 220+ 1.6 14.8 + 12.7
Sc-z8 25.0 £ 0.0 24.5 + 0.7 25.0 £ 0.0 23.0+ 14 24.5 +£ 0.7 22.0 + 14 24.5 £ 0.7
sc-cot 21.5 £ 4.9 9.0+ 11.3 240+ 14 25.0 £ 0.0 1.0 £ 0.0 220+ 14 12.0 + 15.6
sc-spp 18.5 + 7.8 240+ 14 13.0 £ 17.0 21.5+ 3.5 6.5 £ 3.5 23.0+ 14 13.0 £ 17.0
DS-R1 z8 14.4 £ 12.3 23.6 +£ 2.1 17.0 + 6.5 20.6 + 4.6 23.8 +£ 0.8 23.0 £ 1.0 19.8 + 4.9
cot 15.8 £ 10.8 232+ 1.3 23.6 £ 2.6 24.0 £ 1.7 24.6 £ 0.9 212+ 3.5 16.8 + 10.5
Spp 23.2 £ 2.2 21.0 £ 3.7 18.6 + 8.8 232+ 0.8 24.6 + 0.9 226 + 1.1 23.4+ 0.5
Sc-78 22.5 + 3.5 16.5 + 12.0 8.0 +£ 9.9 23.0 £ 2.8 25.0 £ 0.0 24.0 + 0.0 16.5 £ 3.5
sc-cot 240+ 14 22.0 £ 2.8 18.0 £ 9.9 24.5 £ 0.7 25.0 £ 0.0 13.0 £ 0.0 15.0 + 14.1
sc-spp 21.5 + 4.9 19.0 £ 5.7 240 £ 14 24.0 £ 0.0 24.0 £ 0.0 25.0 £ 0.0 13.0 £ 17.0
L.3.3-70B z8 16.2 + 9.8 7.4+ 9.0 16.4 + 9.6 23.8 £ 1.6 10.4 + 9.5 18.6 £ 9.9 6.8 + 9.5
cot 16.2 £ 9.1 10.2 £ 12.6 122+ 11.1 20.2+ 5.0 21.0 £ 5.2 19.8 4+ 10.0 1.0 +£ 0.0
Spp 13.0 + 114 1.4 +£ 0.9 10.2 £ 12.6 23.0 £ 1.2 12.2 + 9.8 18.8 + 10.1 11.2 + 10.7
SC-78 5.0 + 5.7 6.5 + 3.5 125 + 134 21.0+ 1.4 14.0 + 15.6 23.5 + 2.1 1.0 + 0.0
sc-cot 11.5 + 14.8 8.5 + 6.4 13.0 £ 17.0 20.5+4.9 14.0 + 15.6 240+ 14 13.0 £ 17.0
sc-spp 6.0 £ 7.1 6.0+ 7.1 9.0+ 11.3 25.0 £ 0.0 7.0+ 5.7 1.0 £ 0.0 1.0 £ 0.0
M-L(24.07) zs 14.2 + 12.2 19.0 + 10.2 16.0 + 12.0 23.8 +1.3 19.4 + 9.1 242+ 0.8 1.0 + 0.0
cot 20.8 + 4.2 13.8 +£ 9.0 9.0+ 7.6 23.4 £ 2.1 242+ 0.8 17.2 + 10.5 3.2 +4.9
Spp 18.0 + 7.0 22.2 +£ 4.6 20.4 £ 6.4 22.2 £ 29 23.8 + 1.6 12.8 + 11.3 5.6 + 10.3
SC-78 1.0 +£ 0.0 1.5 £ 0.7 12.0 + 15.6 21.5 +£4.9 13.0 + 17.0 24.5 +£ 0.7 7.5+£92
sc-cot 17.5 + 10.6 145+ 134 10.0 £ 7.1 185+ 4.9 14.5 + 14.8 13.0 £ 17.0 12.5 + 16.3
sc-spp 12.5 + 16.3 19.0 £ 7.1 23.5 £ 0.7 19.0 £ 7.1 25.0 £ 0.0 12.5 + 16.3 1.0 £ 0.0

Table 7.7: Round # where the Agent understood the opponent’s Strategy (eql-alt)

129



Chapter 7. Results - Rock Paper Scissors

ba3
z8 Spp cot srep PP ap tft
model prompt
C3.55v2 zS 16.2 + 11.0 17.6 £ 10.3 24.4 £+ 0.5 234+ 1.9 19.0 + 104 194 + 104 5.6 + 10.3
cot 20.2 £ 9.1 126 £ 11.0 21.0+5.3 17.6 + 9.8 242+ 1.3 18.4 + 9.8 10.0 £ 12.4
sSpp 10.6 +£ 10.1 134 +11.5 22.2+ 4.1 18.4 + 6.9 15.0 £ 9.1 24.2 + 0.8 14.2 + 12.3
SC-78 23.5 + 2.1 240+ 14 13.0 £ 14.1 18.0 £ 9.9 1.0 + 0.0 1.0 + 0.0 1.0 + 0.0
sc-cot 25.0 £ 0.0 185 + 6.4 25.0 £ 0.0 19.5 + 2.1 120 £ 15.6 11.5 +14.8 1.0 + 0.0
Sc-spp 23.0 + 1.4 25.0 + 0.0 20+ 14 24.5 + 0.7 1.0 + 0.0 12.5 +£16.3 1.0 + 0.0
C3.7S zS 20.4 + 8.6 17.6 £ 10.6 23.2 £ 2.0 224 + 2.5 1.4 + 0.9 18.8 £ 10.1 3.2+ 3.5
cot 16.6 + 9.5 23.0 £ 2.9 232+ 1.6 18.8 + 6.2 1.0 £ 0.0 7.4+ 8.9 1.2+ 04
sSpp 21.0 + 4.6 244 + 1.3 24.0 + 1.0 20.8 + 6.0 3.0+ 4.5 18.4 + 9.8 1.0 + 0.0
Sc-zs 16.5 + 12.0 25.0 + 0.0 24.5 + 0.7 17.0 £ 11.3 12.0 £ 156 12.0+ 156 1.0 £+ 0.0
sc-cot 19.0 £ 7.1 21.0 £ 5.7 21.5 £ 0.7 24.5 +£ 0.7 1.0 £ 0.0 220+ 14 1.0 £ 0.0
Sc-Spp 13.0 £ 17.0 23.5 + 2.1 23.5 + 2.1 24.0 + 1.4 1.0 + 0.0 1.0 + 0.0 1.0 + 0.0
C3.7S(T) zS 19.2 + 6.8 20.8 + 3.5 23.6 + 2.1 17.8 + 8.6 5.8 £ 9.1 23.6 + 1.5 4.8 + 4.8
cot 18.8 + 6.6 214+ 4.9 23.6 +£ 1.1 212+ 5.8 1.0 £ 0.0 13.8 £ 11.9 34 +54
sSpp 21.4 + 5.0 224+ 1.9 24.8 + 0.4 19.6 + 8.8 1.0 + 0.0 5.8 + 10.7 1.0 + 0.0
sc-zs 25.0 + 0.0 20.0 + 7.1 13.0 £ 17.0 24.0 £ 0.0 1.0 + 0.0 19.5 + 7.8 1.0 + 0.0
sc-cot 22.5 + 2.1 24.5 £ 0.7 25.0 £ 0.0 18.5 + 6.4 1.0 £ 0.0 23.5 £ 2.1 1.0 £ 0.0
Sc-spp 240+ 14 25.0 + 0.0 240+ 14 20.5 + 0.7 1.0 + 0.0 12.0 £ 156 1.0 + 0.0
C4S z8 23.8 + 1.6 23.2 £ 2.0 18.0 + 7.6 24.2 +£ 0.8 1.0 £ 0.0 23.0 £ 1.9 7.2 + 8.5
cot 19.8 + 10.5 21.8 £ 6.1 19.6 + 5.6 20.0 +£ 4.2 1.0 £ 0.0 18.8 +£10.0 5.6 + 10.3
spp 10.2 + 9.7 19.2 £10.3 23.0+14 24.0 + 1.7 5.8 + 10.7 18.6 £ 5.8 15.6 + 11.6
Sc-zs8 200+ 7.1 25.0 + 0.0 18.0 £ 9.9 25.0 + 0.0 1.0 + 0.0 23.0 + 0.0 20.5 + 3.5
sc-cot 12.0 + 15.6 19.0 + 8.5 13.0 + 17.0 16.5 £ 9.2 1.0 £ 0.0 13.0 £ 17.0 1.0 £ 0.0
Sc-spp 25.0 + 0.0 23.5 + 2.1 13.0 £ 17.0 13.5 £ 0.7 1.0 + 0.0 240+ 14 1.0 + 0.0
C4S(T) z8 24.0 £ 0.7 248 £ 04 21.0 £ 4.3 21.4 + 4.3 4.2 + 7.2 234+ 1.5 15.0 + 12.3
cot 22.8 + 2.3 10.6 +10.3 202+ 10.7 174 4+10.1 12+04 18.2 + 9.8 1.0 +£ 0.0
sSpp 19.2 + 6.2 19.4 + 4.6 12.2 £ 11.5 21.2 +4.2 1.0 + 0.0 20.4 + 9.2 6.0 + 10.1
Sc-zs 25.0 + 0.0 240+ 14 19.5 + 7.8 11.5 £ 0.7 1.0 £ 0.0 23.0+ 14 1.0 £ 0.0
sc-cot 23.5 £ 0.7 23.0+ 14 25.0 £ 0.0 23.0 £ 0.0 3.5 +21 185 + 7.8 1.0 £ 0.0
sc-spp 22.5 £ 2.1 240+ 14 21.5 + 0.7 24.5 + 0.7 1.0 + 0.0 23.0 + 2.8 12.5 + 16.3
DS-R1 z8 24.8 + 04 19.0 + 6.7 20.0 + 10.6  23.0 + 2.0 18.6 + 9.3 18.8 £ 8.3 5.0 + 8.9
cot 19.6 + 7.4 19.0 + 8.0 20.8 £ 5.4 17.8 £ 9.1 244+ 0.9 152+ 11.7 7.0+ 7.0
Spp 22.2 + 3.3 21.2 £ 4.7 19.4 + 3.0 24.4 + 1.3 17.8 +£ 9.7 14.6 +11.6 9.4 + 11.5
SC-78 20.0 £ 7.1 20.0 £ 0.0 23.0+ 14 24.0 £ 0.0 11.5 + 148 1.5 + 0.7 1.0 £ 0.0
sc-cot 17.0 £ 5.7 24.5 £ 0.7 25.0 £ 0.0 18.5 + 6.4 25.0 £ 0.0 185 + 6.4 5.5 + 6.4
Sc-spp 25.0 + 0.0 18.0 £ 5.7 24.5 + 0.7 24.0 + 0.0 13.0 £ 17.0 1.5 + 0.7 1.5 + 0.7
L3.3-70B z8 5.8 +£ 10.7 15.0 £ 9.7 8.4 + 10.9 23.8 +£ 0.8 7.2+ 104 6.8 + 9.7 1.0 +£ 0.0
cot 9.6 +£ 11.9 16.8 £ 10.8 134+ 11.3 21.6 +4.9 1.0 £ 0.0 16.4 +10.5 1.0 £ 0.0
sSpp 1.0 + 0.0 5.0 + 4.1 7.6 £ 10.5 24.2 £ 0.8 11.6 £ 11.1 202+ 7.3 1.2+ 04
SC-78 13.0 + 17.0 1.0 +£ 0.0 11.5 + 14.8 23.0 £ 0.0 1.0 +£ 0.0 1.0 + 0.0 1.0 + 0.0
sc-cot 13.0 + 17.0 7.0 + 8.5 10.5 + 134 16.0 £ 7.1 1.0 £ 0.0 22.0 £ 0.0 1.0 £ 0.0
Sc-Spp 1.0 + 0.0 12.0 £ 15.6 19.0 £ 5.7 18.5 + 9.2 6.5+ 7.8 6.0+ 7.1 1.0 + 0.0
M-L(24.07) zs 7.6 + 10.1 15.2 +13.0 124+ 105 24.8 +0.4 1.0 +£ 0.0 19.8 +10.5 1.0 £+ 0.0
cot 9.8 + 11.2 17.0 + 6.8 19.2 + 10.2 24.0 £ 1.7 13.8 + 119 154+ 131 4.8+ 7.9
sSpp 10.0 + 12.3 20.6 + 4.6 11.6 + 9.0 22.0 + 5.6 20.6 + 6.6 21.0 + 6.4 8.4 + 9.7
SC-78 1.0 £ 0.0 24.5 £ 0.7 11.0 + 0.0 22.0 £ 2.8 1.0 £ 0.0 1.0 +£ 0.0 1.0 + 0.0
sc-cot 1.0 £ 0.0 11.5 + 14.8 12.0 £ 156 23.5 + 0.7 13.0 + 170 1.0 £ 0.0 1.5 +£0.7
Sc-spp 24.0 + 0.0 12.5 £16.3 16.5 +10.6 17.0 £ 8.5 13.0 £ 17.0 12.5+16.3 1.0 + 0.0

Table 7.8: Round # where the Agent

understood the opponent’s Strategy (ba3)
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7.2. Opponent Comprehension

ba3-alt
z8 Spp cot srep PP ap tft
model prompt
C3.55v2 zS 23.8 + 1.3 18.8 £ 7.6 14.6 £ 10.7 24.2 +£ 0.8 212+ 74 15.0 £ 12.8 10.2 + 9.3
cot 16.2 + 9.5 17.6 + 9.6 19.0 £ 7.4 174 + 103 24.4+09 18.6 + 5.6 14.2 + 12.1
sSpp 23.4 + 0.9 24.6 + 0.5 15.8 + 9.6 20.0 + 3.7 25.0 + 0.0 19.0 £ 8.0 7.8 £ 10.2

sC-z8 240+ 14 24.0 £ 0.0 15.0 £ 0.0 19.0 £38.5 21.0 £ 5.7 235 £21 24.5 £ 0.7
sc-cot 225+ 21 14.0 £ 15.6 125 £134 240+14 225 £ 3.5 245 £ 0.7 10.5 £ 13.4
Sc-spp 10.5 + 12.0 12.5 £ 16.3 175 £ 106 22.0 £ 28 240+ 14 23.5 £2.1 10.0 £ 12.7

C3.7S ZS 21.0 + 4.2 23.2 + 2.2 234+ 1.8 228 +£ 2.9 16.6 = 9.0 19.0 £10.2 12.2 + 11.8
cot 20.0 £ 4.5 204 + 4.6 214+ 48 18.0 £ 7.5 2.6 £ 3.6 23.2+1.6 9.4 £ 11.7
spp 17.0 £ 9.7 228 £29 24.6 £0.5 20.8 £ 8.8 4.6 + 8.0 174 £ 9.9 7.0+ 104
Sc-zs 12.5 £ 16.3 23.5 £ 0.7 25.0 £ 0.0 18.5 £ 9.2 7.5+ 0.7 1.0 £ 0.0 3.0+£28
sc-cot 13.0 £ 17.0 23.0 £ 2.8 245 £ 0.7 230+ 14 20£14 225+ 21 1.0 = 0.0
Sc-spp 19.0 £ 5.7 23.0£ 14 24.5 £ 0.7 230+ 14 1.0 £ 0.0 25.0 £ 0.0 1.0 £ 0.0

C3.7S(T) ZS 22.6 + 4.3 20.0 + 4.7 21.6 +£ 4.6 242+ 04 248 + 04 19.0 £10.1 9.4 + 8.8
cot 174 £ 6.7 216 £ 4.1 22.6 £ 3.2 216 £5.1 11.8 £ 12.1 214+ 3.9 24 + 3.1
spp 170 £ 7.2 19.8 £ 8.4 228 £1.9 174+ 74 24 £1.3 220+ 1.6 6.2 £ 10.0
sc-zs 24.5 £ 0.7 18.5 £ 0.7 24.5 + 0.7 21,0+ 14 25.0 £ 0.0 23.0+14 8.0 £ 9.9
sc-cot 17.0 £ 5.7 23.5 £ 0.7 25.0 £ 0.0 24.0 £ 0.0 1.5+ 0.7 23.5 £ 0.7 1.0 = 0.0
Sc-spp 14.0 + 12.7 18.0 £ 9.9 23.5 £2.1 13.0 £ 8.5 3.0%238 25.0 £ 0.0 1.0 £ 0.0

C4S ZS 204 + 6.3 234+ 1.7 19.8 £10.5 21.6 £ 3.8 13.6 £ 9.9 23.4+ 0.5 174 £ 9.9
cot 240+ 1.0 204+ 76 23.2 £ 22 19.2 £ 5.9 1.4 +£ 0.9 242 £ 0.8 18.6 £ 9.9
spp 234 +£13 242 +£13 214 £ 438 19.0 + 5.6 6.4 + 8.8 22.0 £ 4.0 14.0 £ 9.7

sc-zs 225+ 21 230+ 14 240+ 14 18.5 £ 6.4 8.5 +£ 4.9 240+ 14 220+ 14
sc-cot 15.0 £ 14.1 25.0 £ 0.0 225 £3.5 21,0+ 14 1.0 = 0.0 240+ 14 24.0 £ 0.0

Sc-spp 235 £21 11.5 £ 2.1 25.0 £ 0.0 240+ 14 3.0+£28 24.5 £ 0.7 1.0 £ 0.0
C4S(T) ZS 17.4 £+ 10.0 248 +£ 04 19.4 £103 182 +£9.1 234+ 3.0 24.0 £+ 2.2 14.6 £ 12.4

cot 21.0 £ 6.2 204 + 8.6 23.2£1.6 152 +£11.3 12.2 £11.5 24.6+£0.9 13.6 £ 11.8

spp 236 £1.3 194 £ 7.2 23.6 £0.9 16.8 £ 7.0 2.6 £ 3.0 220+ 1.9 19.8 £ 9.4

sc-zs 25.0 £ 0.0 240+ 14 235 £ 21 21.0 £ 2.8 14.0 £ 12.7 240+ 14 25.0 £ 0.0
sc-cot 23.5 £ 0.7 24.5 £ 0.7 240+ 14 18.5 £ 9.2 245+ 0.7 24.5 £ 0.7 24.0 £ 0.0
Sc-spp 14.5 + 13.4 8.0 £ 9.9 23.5 £ 0.7 24.5 £ 0.7 13.5 £ 134 23.5 £ 0.7 225+ 2.1

DS-R1 ZS 19.2 £ 7.1 24.0 £ 1.2 22.6 £ 2.5 21.8 £ 6.6 24.6 £ 0.5 20.8 £ 5.0 224+ 21
cot 236 £ 1.1 21.0 £ 5.7 20.4 £ 8.6 24.6=*0.5 244 +£0.5 23.4+09 22.0 £ 2.2
spp 222+ 4.1 242 + 04 19.6 £ 4.9 21.0 £ 5.9 248+ 04 208 £5.3 16.6 £ 9.8

sc-zs 25.0 £ 0.0 10.5 £13.4 190+ 7.1 22.0 £ 4.2 240+ 14 18.5 £4.9 12.0 £ 2.8
sc-cot 18.0 £+ 4.2 22.0 £ 2.8 25.0 £ 0.0 240+14 24.5 £ 0.7 19.5 £ 7.8 25.0 £ 0.0
sc-spp 24.5 £ 0.7 200+ 7.1 6.0 + 2.8 25.0 £ 0.0 25.0 £ 0.0 23.0 £ 0.0 13.0 £ 15.6

L3.3-70B ZS 10.4 £ 11.6 144 £+ 12.3 14.4 £ 107 242+ 1.3 114 +£ 124 16.8 £11.1 10.6 £ 13.1
cot 182 £ 5.4 6.8 £6.3 5.6 £ 10.3 224 +42 16.2 + 8.9 222+ 18 10.4 + 12.9
Spp 20.0 + 10.6 6.2 = 10.5 4.6 £ 5.1 2424+ 1.1 16.0 = 9.9 14.8 £12.7 1.0 = 0.0

sc-zs 10.0 £ 12.7 1.0 + 0.0 7.5 £92 235+ 21 13.0 £ 17.0 240+ 14 1.0 + 0.0
sc-cot 12.5 + 10.6 12.0 £15.6 20.5 £ 4.9 25.0 £ 0.0 10.5 + 13.4 24.5 £ 0.7 1.0 = 0.0
Sc-Spp 210+ 14 13.0 £ 141 14.0 £ 156 20.0 £ 14 19.0 £ 8.5 1.0 £ 0.0 1.0 £ 0.0

M-L(24.07) zs 6.0 £+ 6.2 17.6 £ 10.3 14.6 £ 124 23.8 £0.8 13.4 £ 11.2 19.2 £10.2 7.8 £ 10.5
cot 11.2 £ 12.2 16.8 £ 5.8 14.0 £ 12.1 226 £ 2.1 25.0 £ 0.0 22.0 £ 4.6 1.6 =+ 1.3
Spp 17.2 £ 10.0 19.6 £ 6.1 17.6 £ 9.7 214+ 4.5 7.0 £ 10.0 12.0 £104 5.8 + 10.7

sc-zs 13.0 £ 17.0 200+ 7.1 19.0 £ 8.5 19.0 £ 8.5 25.0 £ 0.0 24.5 £ 0.7 7.5 £ 9.2
sc-cot 24.5 £ 0.7 23.5 £ 0.7 23.5 £2.1 245 £ 0.7 17.5 + 10.6 12.0 £ 15.6 1.5 £ 0.7
sc-spp 13.0 £ 17.0 20.5 £ 0.7 23.5 £ 0.7 240+ 14 25.0 £ 0.0 24.5 £ 0.7 1.0 £ 0.0

Table 7.9: Round # where the Agent understood the opponent’s Strategy (ba3-alt)
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Chapter 7. Results - Rock Paper Scissors

7.2.2 LLM vs non-LLM

The last 4 columns represent non-LLM players, that follow simple strategies. These players have been
described in 5.7. Successful outcomes against them should be a good indication of reasoning abilities of
LLM, since they imply an agent’s ability to analyze their opponent and make informed decisions.

Srep

Since Stag Hunt has a mixed Strategy Nash Equilibrium for the single round variant, there is no possible way
for the results in these games to be in any way indicative of anything. So we decide to skip this opponent.

Pp
The pattern player is a player that plays in cycles: scissors, rock, paper, ... in all game settings.

The pattern player appears somewhat hard for LLMs to grasp. However, LLMs that gathered good
results in the "Total Points" section 7.1), are LLMs that comprehended this opponent fairly early in the
game and adjusted their strategy to face the pattern player. Thus, observations on round of opponent
comprehension supporting our earlier observations.

Ap

Ap is an adaptive player. This player adapts to its opponent’s most frequently used move and aims to
counter it.

We theorized that the mediocre results of LLMs against this player might be explainable by them
understanding their opponent’s play-style late in the game. However, this would mean that we would observe
medium values in the resulting tables, i.e., most values close to 15. Most values are closer to 25 which means
that LLMs did - for the most part - not completely understand this opponent.

The adaptive player can be a bit misleading: if one plays the same move against this player fairly often,
then for a certain amount of rounds the adaptive player will consistently use the same move (until the
opponent’s most frequent move changes). This behavior can lead a rational player to misjudge the adaptive
player’s strategy as something else. Thus, under-performance against the adaptive player is not an immediate
indication of a lack of reasoning abilities in LLMs.

Tft
Tft player is influenced by the concept of "tit-for-tat". This player counters their opponent’s last move.

Results mentioned in the section 7.1 are further backed by the results on round of opponent
comprehension. In tables 7.6 and 7.8 that concern payoff counterfactuals, where moves behave in
their typical fashion, most values are low and often close to 1. LLMs manage to grasp their opponent’s
counter-strategy. However, in the strategy counterfactuals (tables 7.7 and 7.9) LLMs understand the tft
opponent much later in the game (if at all), which explains why they struggled to gather high "total points".

7.3 Efficiency

Performance is often regarded as the most important factor of any technology with efficiency a classic
companion. These two concepts are also present in the world of LLMs, where cost is often a function of
tokens generated by the AI model. A simple efficiency metric is introduced:

points

ef ficiency = rokens

For a more visually pleasing appearance, results are scaled by 1000. In the following table, we represent
efficiency as points (gathered by the LLM throughout the whole game) per kilo-tokens.
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7.4. Failure Rate

We show the average efficiency for each player averaging results for all opponent types in table 7.10. For
non-sc players, the results have been averaged for 5 repetitions of the experiments, while for sc players, the
results have been averaged for 2 repetitions of the experiments.

Results on efficiency vary from what was observed in the case of Prisoner’s Dilemma in section 6.4. There
we saw a strong favoritism towards simpler prompting styles. However, Prisoner’s Dilemma and Stag Hunt
are simpler games, so simpler methods are enough to effectively combat them (as observed by [48]). On the
other hand, Rock-Paper-Scissors is a more complex game and in many cases its performance benefits from
using chain-of-thought or solo-performance prompting.

Sc (self-consistency) when coupled with any other prompt style is less efficient, as observed in the case for
Prisoner’s Dilemma.

The comparison of Claude models’ Thinking and non-thinking versions is a point of interest. Claude’s
implementation of Large Reasoning Models (via their thinking options) is promising, as thinking models
often manage similar or better efficiency than their default counterparts.

7.4 Failure Rate

Large Language Models (LLMs) are complex structures with various emerging skills, that are not
problem-free. Despite our efforts to design an environment for LLMs that handles errors and unexpected or
unwanted behavior (described in 4.1.2), LLMs still occasionally face issues with following our instructions.
The environment and the error-correcting logic we follow is an expanded version of the gym-like environment

used in [28].

All LLMs manage to have almost perfect "validity" rates as seen in table 7.11. When a game is played, a
validity value is subscribed to each of the 24 rounds that it includes. If any error occurred, this value will be
"false". Table 7.11 simply depicts the average amount of valid rounds across all games.

At this point, it should be noted that most of the errors faced by the Mistral Large (24.07) model were due
to its inability to follow our formatting directions. It often used markdown style formatting in its output
even when specifically asked not to do so (as seen in the hints provided to models in 4.1.2). An example of
such a failure is provided in 4.1.4.

7.5 Comparison With Other Work

The researchers in [16] analyzed LLM performance against predefined non-LLM algorithmic agents. The
predefined strategies they used influenced the formulation of our own opponents, so some level of comparison
can be done between the two works. They only used GPT models in their experiments. We cannot directly
compare point values, since they use a different point system, however, we can compare outcomes and
takeaways from experiments. They make similar observations to ours when it comes to the pattern player
(called loop-2 and loop-3 in their work), where they notice that the average payoff of agents rises in subsequent
rounds - especially, for more advanced results -. We, also, made similar observations using our "Round
of Opponent Comprehension" metric in table 7.6. Furthermore, our experimentation showed promising
results against the Tit-for-Tat player (counter player in their work) something which contradicts their results.
Although, they played repeated Rock-Paper-Scissors for 10 rounds, the average payoff does not seem to
significantly increase over time; this contrasts our results in the mentioned table. Nonetheless, GPT-4
manages an above random average score, which is also observed in our models (e.g., Claude 4 Sonnet or
DeepSeek-R1). A lot of LLM agents mistook the Tit-for-Tat strategy as a perfect mirroring of their own
moves instead of a counter to their previous move, thus opting to keep playing cyclical moves, since they
expected their opponent to keep mirroring their strategy.

7.6 Conclusions

e Complex prompt styles (Solo-Performance, Chain-of-Thought, or Self-Consistency yield better
results (more points collected) when facing their simpler (Zero-Shot) opponents.
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eql eql-alt bad ba3-alt
model prompt
Claude 3.5 Sonnet v2 zs 1.09 + 2.37 0.09 + 1.34 0.47 + 2.65 0.25 + 1.61
cot 0.44 + 0.74 -0.23 +0.84 0.49 + 1.64 -0.03 + 1.28
Spp 0.49 + 0.71 0.01 4+ 0.48 0.66 + 0.83 0.05 £+ 1.10
SC-z8 0.20 + 0.60 0.10 4+ 0.48 0.46 + 0.56 -0.03 + 0.35
sc-cot 0.14 + 0.18 -0.08 +0.25 0.15 + 0.41 -0.01 £+ 0.36
sc-spp  0.01 + 0.20 -0.03 +£ 0.17 0.19 + 0.34 -0.01 £+ 0.17
Claude 3.7 Sonnet 7S 0.58 + 2.39 0.20 £+ 2.12 2.02 + 4.02 0.07 £ 2.02
cot 0.65 + 0.75 0.51 4+ 0.80 0.63 &+ 1.07 0.71 + 1.10
spp 0.51 + 0.70 0.41 + 0.61 0.43 + 1.13 0.56 + 0.76
SC-7S -0.08 £ 0.72  0.00 + 0.36 0.00 £+ 0.93 0.32 + 0.71
sc-cot 0.21 + 0.25 0.14 £ 0.17 0.17 + 0.26 0.11 + 0.28
sc-spp  0.14 £ 0.18 0.09 £+ 0.12 0.16 £ 0.21 0.13 £0.16
Claude 3.7 Sonnet (Thinking) zs 1.92 + 3.30 0.60 + 2.55 3.26 + 4.15 1.19 + 4.43
cot 0.61 + 1.04 0.25 4+ 1.02 0.87 £ 1.27 0.60 £ 1.15
Spp 0.57 + 0.89 0.60 4+ 0.80 1.06 + 1.53 0.70 + 0.97
SC-7S 0.23 + 0.77 0.31 + 0.98 0.70 + 1.44 -0.08 + 0.81
sc-cot 0.11 £ 0.27 0.15 £ 0.21 0.24 + 0.28 0.18 £ 0.31
sc-spp  0.04 + 0.26 0.11 + 0.18 0.17 £ 0.35 0.18 + 0.24
Claude Sonnet 4 zs 0.80 4+ 1.82 -0.12 £2.25  0.92 + 2.96 0.23 4+ 2.49
cot 0.62 + 0.89 0.31 £ 0.71 0.75 +£ 1.41 0.57 £ 1.10
Spp 0.37 + 0.70 0.19 4+ 0.56 0.73 + 0.83 0.30 £ 0.74
SC-z8 0.13 + 0.50 0.07 £ 0.29 0.12 + 0.43 0.07 £ 0.21
sc-cot 0.10 £ 0.18 0.07 + 0.13 0.15 + 0.29 0.11 £ 0.25
sc-spp  0.10 £ 0.14 0.05 4+ 0.09 0.09 + 0.20 0.12 + 0.21
Claude Sonnet 4 (Thinking) zs 2.07 + 3.74 -0.16 £2.00 1.51 £+ 4.69 0.04 £+ 3.76
cot 1.11 £ 1.68 0.60 + 0.92 1.50 + 2.05 0.81 +1.93
spp 0.31 £ 0.72 0.28 + 0.68 0.69 + 1.20 0.57 £ 0.91
SC-78 0.44 + 0.67 -0.21 £0.39 0.37+1.14 0.03 £ 0.75
sc-cot 0.35 + 0.26 0.20 £ 0.28 0.16 + 0.61 -0.04 + 0.27
sc-spp  0.13 £ 0.13 0.07 + 0.12 0.14 +£ 0.18 0.10 £ 0.13
DeepSeek-R1 7S 0.47 £ 0.73 0.17 £ 0.44 0.89 + 1.49 0.03 + 0.86
cot 0.80 + 0.84 0.23 + 0.49 1.04 + 1.77 0.02 + 0.76
Spp 0.41 +£0.74 0.03 + 0.31 0.49 + 0.96 0.09 £ 0.85
SC-78 0.13 + 0.22 -0.01 £ 0.11  0.42 + 0.48 0.03 £+ 0.20
sc-cot 0.19 4+ 0.28 0.07 + 0.14 0.29 + 0.32 0.08 + 0.27
sc-spp  0.09 £+ 0.20 0.05 4+ 0.10 0.22 + 0.38 0.05 £ 0.18
Llama 3.3 70B Instruct 78 1.16 + 3.16 0.14 + 2.06 2.38 + 4.85 -0.07 + 3.64
cot 1.18 + 2.20 0.12 & 1.26 1.59 + 2.91 -0.01 £+ 1.46
spp 0.57 £ 1.41 0.26 + 1.05 1.28 + 2.29 -0.13 + 2.19
SC-78 0.13 + 0.63 0.11 4+ 0.56 0.53 + 1.31 0.02 £+ 0.85
sc-cot 0.22 + 0.28 -0.10+0.45 0.12 £0.73 0.04 + 0.21
Sc-Spp 0.20 + 0.53 0.04 + 0.24 0.46 £ 0.72 -0.22 4+ 0.69
Mistral Large (24.07) z8 0.78 &+ 4.58 -0.35 + 342 1.44 + 6.57 -1.05 + 5.91
cot 0.36 + 1.04 0.02 + 0.59 0.51 +1.16 0.13 £ 1.21
Spp 0.50 = 0.75 0.15 + 0.79 0.24 + 1.68 0.62 + 1.14
SC-78 0.11 + 0.96 -0.10 £ 0.74 0.01 £ 1.21 -0.37 + 1.70
sc-cot 0.15 4+ 0.29 0.03 £ 0.22 0.22 +£0.31 0.03 +£0.24
sc-spp  0.03 £ 0.18 0.02 4+ 0.26 0.13 £ 0.35 0.02 £ 0.39

Table 7.10: Average Efficiency (Points per kilo-token)
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avg
model
Claude 3.5 Sonnet v2 100.0 £ 0.0
Claude 3.7 Sonnet 100.0 £ 0.0
Claude 3.7 Sonnet (Thinking) 100.0 & 0.2
Claude Sonnet 4 99.9 +£ 0.9
Claude Sonnet 4 (Thinking) 100.0 £ 0.0
DeepSeek-R1 100.0 £ 0.2
Llama 3.3 70B Instruct 100.0 £ 0.0
Mistral Large (24.07) 99.2 + 6.8

Table 7.11: Average Valid Rate (% of Valid Outcomes)

e LLMs achieve points close to 0 (expected result when following the mixed-strategy Nash Equilibrium
probability distribution over moves) against the srep player. This result contradicts findings
of [49]. That work highlighted a bias of LLMs in choosing a particular move over others,
which is uncharacteristic of rational players. However, they had used single-round variants of
Rock-Paper-Scissors for testing. LLMs, because of their acquired knowledge, have developed inherent
biases (e.g., "I know that "rock" is a popular first move in Rock-Paper-Scissors) which dissipate in
repeated games. We observe that LLMs tend to leave behind such biases as historical information
about the previous rounds builds up and players refine their belief about their opponent’s play-style.

e The pattern player highlights that simpler LLMs perform worse than more complex ones. Also, in the
same LLM using a more complex prompting style yields better results. Finally, thinking counterparts
of Claude’s LLMs got confused more easily. This result reinforces the findings of [48].

e The tft player was a good benchmark to showcase how strategy counterfactuals can degrade LLM
reasoning ability. Earlier research [16] has outlined that LLMs face issues in correctly identifying and
playing against the tft (or counter) player. That work, however, was only performed on openAI models
available at that time. Our work deals more with the current landscape of LLMs and we find that LLMs
can be successful against the tft player in game settings where the game is played following its typical
rules (non-stategy counterfactual scenarios). Finally, upon inspection of LLM chats, where agents got
very low point values, it seems that a lot of LLMs mistook the tft player as perfectly mirroring their
own strategy instead of countering their previous move; this lead to them consistently playing the
same pattern of moves, because they expected their opponent to mirror it. This situation resulted in
consecutive ties and low total point scores.

e efficiency of an Al player is boosted by employing a more complex prompt style. Self-Consistency
does not achieve results that would excuse its performance hit (token consumption). Finally, thinking
models are promising; they manage similar or better efficiency than their default counterparts.
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Chapter 8

Conclusions

8.1 Conclusions

This thesis explored the strategic behavior and reasoning capabilities of large language models (LLMs) and
large reasoning models (LRMs) in interactive, game-theoretic environments. By simulating repeated games of
Prisoner’s Dilemma and Rock-Paper-Scissors against a variety of agent types and prompt styles, we assessed
how LLMs navigate cooperation, rationality, and adaptation under different experimental conditions.

Our results demonstrate that LLMs can reproduce cooperative behaviors similar to those reported in previous
work [8], particularly in repeated Prisoner’s Dilemma settings. When not instructed to answer directly, LLMs
often expressed a desire to maximize joint payoffs—indicative of a reasoning pattern that prioritizes mutual
benefit over strictly self-interested play. This suggests a degree of social preference embedded in language
model reasoning, likely due to their exposure to human norms in training data.

In contrast to prior findings [49] suggesting LLMs exhibit irrational biases in single-round
Rock-Paper-Scissors, our experiments reveal that such biases diminish in repeated interactions. LLMs adapt
toward equilibrium play when sufficient historical information is available, particularly against a static random
opponent. This suggests that LLMs, when allowed to update beliefs about their opponent, can approximate
mixed-strategy Nash behavior more effectively than previously assumed.

We observed that more complex models tended to cooperate less and often over-analyzed simple tasks, leading
to delayed strategy convergence and lower cumulative rewards. Conversely, smaller models, though limited
in capacity, often achieved better performance when paired with more structured prompt styles—especially
against pattern-based opponents. More complex reasoning tasks and games were the area where larger LLMs
capitalized on their abilities and achieved better results than smaller ones. These findings emphasize the
importance of aligning model capacity with task complexity and prompt design.

Against a vindictive opponent (i.e., the tft (Tit-for-Tat) agent), LLMs demonstrated the ability to either
maintain or gradually adopt effective reciprocal strategies. This behavior supports the claim that LLMs
can engage in dynamic strategy refinement over time, rather than committing to a fixed approach. It
further highlights the potential of LLMs to perform iterative reasoning and learn from ongoing interaction
sequences. Such opponents may, however, confuse the LLM agents in more complex game scenarios, making
them misinterpret their strategies and, thus, leading players to improperly adjust their own strategic play.

Prompt style was a decisive factor across both games. More structured prompting strategies - such
as Chain-of-Thought, Solo-Performance Prompting, and Self-Consistency - led to higher efficiency when
compared to zero-shot baselines, especially in simpler models. However, in more capable LLMs, increased
prompt complexity sometimes introduced unnecessary cognitive overhead without proportional performance
gains. In particular, Self-Consistency consumed significantly more resources without consistently improving
results, raising concerns about its cost-effectiveness.

Interestingly, “thinking” variants of some LLMs showed mixed results. While they occasionally matched
or outperformed their default counterparts in reasoning-heavy situations, they were also more prone to
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confusion. This aligns with recent concerns [48] about the fragility of such models under certain cognitive
load conditions.

Counterfactual settings gave promising results. Reasoning ability was hindered only in simpler/older models
- like the Mistral and Llama models we tested - when asked to participate in counterfactual games. Other
models were, also, not completely struggle-free, but all the above analysis shows that these struggles do not
overshadow LLM reasoning and belief-refinement abilities.

In summary, our findings suggest that LLMs, when appropriately prompted, can demonstrate strategic
behavior aligned with rational and cooperative norms. Their performance, however, is sensitive to game
structure, opponent behavior, prompt engineering, and model complexity. These insights contribute to
the broader understanding of LLM capabilities in reasoning under uncertainty, strategic adaptation, and
human-aligned decision-making.

8.2 Future Work

While this thesis has demonstrated that LLMs are capable of adapting to interactive game-theoretic settings
and employing strategies resembling rational or cooperative behavior, several important avenues remain open
for future investigation.

e Human vs. LLM Interactions: While this thesis focused on LLM vs. LLM matchups, future
experiments could involve humans playing against LLMs in repeated settings to study alignment,
deception, persuasion, and trust-building.

e Multi-agent and Multi-round Games with Communication: Introducing explicit
communication between agents opens up questions around negotiation, signaling, deception, and
emergent coordination. Investigating whether LLMs can learn to use language strategically to
influence outcomes—or recognize when others are doing so—could provide insight into their pragmatic
competence in game-theoretic settings.

e Scaling Behavioral Traits with Model Size: Larger models displayed a tendency toward
over-analysis and delayed cooperation. A systematic investigation of how behaviors scale with
model size—especially in zero-shot versus reasoning-heavy prompting scenarios—could illuminate when
increased capacity helps or hinders strategic decision-making.

e Longer Games and Memory Integration: Our experiments involved relatively short repeated
games. Extending game lengths or integrating explicit memory mechanisms (e.g., scratchpads, working
memory modules, or external memory APIs) may help determine whether LLMs can develop long-term
strategies, learn opponent types more efficiently, or emulate sustained behavioral commitments like
trust and retaliation.

e Formalizing Benchmarks for Rationality in LLMs: Finally, there is a need for standardized
evaluation frameworks that go beyond point-based metrics to assess whether LLMs demonstrate
rational, cooperative, or adaptive behavior.

In conclusion, while this work establishes that LLMs can participate in and adapt to game-theoretic scenarios
in ways that sometimes resemble rational agents, further exploration is needed to determine the limits of
their reasoning, the durability of their strategies, and their generalizability across settings. With continued
improvements in model architecture, interpretability, and evaluation methodology, LLMs may one day serve
not only as tools for simulating strategic behavior, but as agents that participate meaningfully in complex
decision-making processes.
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