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Abstract

This study focuses on the computational fluid dynamics (CFD) analysis and
optimization of inlet geometry of a bubble trap designed for ex-vivo heart perfusion
systems. The main objective was to examine how variations in inlet height and
angulation affect bubble trapping efficiency and flow characteristics within the
chamber. For that reason, different device configurations were designed in SolidWorks
and analyzed using CFD simulations in ANSYS Fluent, employing an Eulerian—
Lagrangian framework, where the continuous perfusate phase was modeled with the
Navier—Stokes equations and the dispersed air bubbles were tracked using the Discrete
Phase Model (DPM) under two-way coupling to account for phase interaction.

A total injection of 1,500 spherical air bubbles consisting of six size groups of 250
bubbles within a size range of 50-500um, was introduced at the inlet of the bubble trap
to represent entrained air entering the system and six geometrical configurations were
tested by varying the inlet height and angulation, while maintaining constant chamber
volume and flow conditions. Contours of pressure, temperature, and turbulent kinetic
energy, together with inlet and outlet data on pressure, velocity, and temperature, as
well as velocity streamlines, were examined to characterize the hydrodynamic behavior
within the chamber. The results demonstrated that inlet configuration had an influence
on flow circulation and bubble trapping efficiency, as it was observed that the higher
inlet position enhanced recirculation and delayed bubble escape, while inlet angulation
redirected the flow toward the chamber walls, further improving bubble entrapment and
reducing the likelihood of direct bubble transport to the outlet.

Among all tested geometries, the 45° angled high inlet configuration achieved the
highest bubble trapping efficiency, while the low inlet configuration without angulation
exhibited the lowest efficiency. Furthermore, in all simulations it was showed that
bubble size significantly affected escape behavior, as smaller bubbles (50-100 pm)
were more likely to escape across all geometries, while larger bubbles (>400 um) were
effectively trapped. Additionally, pressure and temperature analyses showed small
variations across all cases, with a pressure drop ranging between 1.25 and 1.28mmHg
and temperature loss of approximately 0.007—0.009 °C, across the different geometries.

Keywords: Perfusion Systems, Bubble Trap, Inlet Geometry, CFD, DPM,
Langendorff Heart Perfusion Systems, T3






Acknowledgements

The completion of a master’s thesis is a creative journey that requires both time and
dedication. As I reach the end of my studies and complete this final chapter, I would
like to express my heartfelt gratitude to those who have been a source of help, strength,
and support throughout this process.

First and foremost, I would like to sincerely thank my supervisor, Professor Vasileios
Spitas, for the trust he placed in me throughout this work. His guidance and mentorship,
combined with his kind and encouraging presence, greatly contributed to an excellent
collaboration. I would also like to express my deep appreciation to PhD candidate
Vasilis Gakos for his selfless assistance, invaluable contribution and his willingness to
share his knowledge, which were essential to the successful completion of this
endeavor.

Finally, I owe my deepest thanks to my parents for their unwavering love and support
throughout these years, as well as to my sisters, who have been a constant source of
strength, motivation, and joy in every step of my journey. A special thank you goes to
Giorgos, and to my friends and fellow students, who have accompanied and supported
me through all these years.






Table of Contents

TABLE OF CONTENTS ...
ACRONYMS ... e
TABLE OF FIGURES ...t

TABLE OF TABLES ...

1 Introduction

1.1 BACKGIOUNA........eoiiiiiciieciieciieiteteet ettt ettt et e e st e e e e esbessbessaessaessaenseensesssesssensaenseens
1.2 Bubbles in Perfusion SYSTEIMS. .. ...eeuteuerieiierieeiteerte et eteetee et estee bt eteeseeseeesseeseeenteenseeneeeneesneenseens
1.3 OBJECTIVES ...ttt ettt ettt ettt ettt ettt et et e e e e a e bt et e e bt emteeaeeemeeeseeese e bt enteeneeeneeeneenneen

2 Literature Review
2.1 Isolated Perfused HEAIt.........cc.oiiuiiiieieee ettt
2.2 Mammalian heart-lung preparation..........c...eieeriereerieeie ettt ettt ee e seeeneeens
2.3 Langendorff Perfusion SYStEIM .........cccvvciiriiiiiiienieeie ettt et seeeseesseeseesaesssessaenseens

2.3.1  Perfusion MEChaNISIM .....cc.oouiiiiiiiiiiieieeierc et
2.3.2  CONLTACHIILY .evvieeiieiieeiieieeteete ettt et ettt e ste et e et eesbesssessaesaaesseenseesseesseessenssensaens
2.3.3  The importance of Langendorff’s Model.........c.cccuevieriiiieriinieiieiieseeeee e
2.4 Bubble Formation and Trapping Mechanism in Heart Perfusion Systems .........c..cccceccevvenenennene
2.5 Computational Fluid Dynamics (CFD) in Biomedical Engineering ..........c.ccocevceveveeceienenennene
2.6 Role of T3 Hormone in Cardiac FUNCLION. .........cooiieiiiiiieiecieieseee e
2.7 Organ Care Systems Heart, OCS SYStEIMS ......cccutiviiiriiiriieniieeieenieeeee sttt

3 Theoretical Background
3.1 Eulerian vs. Lagrangian frameworks in CFD. ...........cocciiiiiiiiiieiieeeeee e
3.2 Fluid Dynamics of Bubbles in Liquid ...........coieiiiiieiieieeeeeeeieee e

3.2.1  The Navier—Stokes and Continuity EQUations ...........ccceereeririeriieniereee e
3.2.2  Motion of Bubbles in LiQUidsS.......c.ccccevieruieriiiiieiiiiesiieieeie e see st sie e s esneeseesseeseeens
3.3 Computational MOAEIING .......c..coveriieiiieiiiieiiecteete ettt e te et e ebeesbesaesteesseesseesseessesssesssenseens
3.3.1  Discrete Phase Model (DPM) ......ccccccieiiieriieniieiieeieeiieteesreereeeeseeseeesaeesseesseesnesssesseesseens
332 SST R0 MOEL ..ottt
3.3.3  Turbulence Interactions with Particles...........coccovecireneininiiinineineeceeee e
3.4 Bubble Trap EffiCIENCY .....eoiireieiieiieie ettt ettt ettt eeneenneen

4 Methodology
4.1 CoNCEPLUAL AESIZN. ...eevetiriiriieiieitetiterte ettt ettt sttt et sa bbbttt eae e nes
4.1.1  Design of the Bubble Trap ........ccccoeririiiririeieieiencseeeeeet ettt
4.1.2  Technical SPECIfICAtIONS .......cccuerteriiririririiriieieterese ettt
4.2 Simulation Setup in ANSY'S CFD .....ooiiiiiiiiiiiccees et
L T\ 1] 111 VSO SO PSP RTRPSRP
422 GENETAl SETNES..eecvieiiieeiieiieeeteesteeete e sttt esteesteesereestteessseessseensseessseensseessseensseessseenssens
4.3 Discrete Phase MOde]l SETUD ....ccviereiiiiiieiit ettt ettt et aeeetee e et esnseesntaeensneennes
4.3.1 GeNETal DPM SEEUP ....coiiiieiieeiie ettt ettt et tee e tae e aeeetaeesseetaeenaeenneees
4.3.2  TIJECTIONS .eeeeurieiiieeiieeiieetee et eeteesbeesteestbeessaeessbeensseesssaensseessseesseessseensseessseensseenssesnssenn
4.4 BoUNAAry CONAILIONS ....eecuveeeiieeiiieesiieeiieestieesteesteeesiteesteeetaeeteesssreeseeesseessseessseesseessseesnssesnseesnses
S N 11 (< TP
L O 111 (< SRR
443 WaALLS oottt ettt ettt e ne e st e teenteenneeneeeneas




4.5 SIMUIAtION PrOCEAUIE. ...ttt e e e e et e e e e e e e eaaa e e e e e e eennaes

5 Results and Discussion

R O 2 3 1<) 1 Lo OO
5.1.1  Inlet Height Variation..........ccoecveeierieiiieiieie ettt aeseae e snaenseense e
5.1.2  Inlet ANGIE VAriation .......cc.eevieieriieriieieeieeieeteste st esae e eeaeeeeesteeseensesssesssessnesseenseenseenes
5.1.3  Bubbles eSCaping OVET tINC .......ccveruierieeiieieeieriesieenteeteesesseesseesseesesssesssessnesseesseessennes

5.2 PIESSUIC.....oueiiiiiieitieiteeit ettt ettt et ettt sttt ettt b ettt et s naee bt et eeee

R T /<) 1o T 1 TSRS

5.4 TEMPETALUTIE .....eeeuvieiiieiiieeiteeeteeetee et e et e et e ettt e bt e ettt e teeeabeeebeeenbeeensaeenbeeesteenseeensaeenseeenssesnseeas

5.5 Turbulence Kinetic ENETZY ......cccoiiiiiiiiiiieeee ettt

6 Conclusion

0.1 DIISCUSSION .....ceiuueeeiiiieeeeeiteeeeee e e e eeee et eeeeeeeeeaaaeeeeeesseesaaaeeeeeseeaasaaaeeeesessasssasseeseessansseeeeseesesnnnees
6.2 Recommendations for Future ReSEarch ..............ooiiiiiiiiiiiiiiiiieeeeeee e

7 References

8 Appendix

8.1 Appendix A: Escaped Bubbles per Size through time .........ccccceevvieviieiieiinieieece e
8.2 Appendix B: Plots of Pressure Area-Weighted AVErage ..........cecveevveieeienieniieieeie e
8.3 Appendix C: Plots Of Pressure DIOP .......cccveeieriieriieiiinieiieiierie ettt steeteeseseaeseaessaesseense e
8.4 Appendix D: Velocity Magnitude Area-weighted Average Plots ........c.cccvevveviiecienieiieiieeeene,
8.5 Appendix E: Bubble Size vs Number of Escaped Bubbles over Time..........cccceeeeververeenieennnnne.

58
58
60
61
63
66
71
75
80

82
82
84

85






Acronyms

CFD Computational Fluid Dynamics
CPB Cardiopulmonary Bypass
DPM Discrete Phase Model
ECMO Extracorporeal Membrane Oxygenation
ocsS Organ Care System
RA Right Atrium
SP Systolic Pressure
13 L-triiodothyronine
TKE Turbulence Kinetic Energy




Table of Figures

Figure 2.1 The isolated perfused frog heart produced by E. Cyon. [11] ......c.ccccovoiiviiveniiaiiaiiaennns 21
Figure 2.2: HN. Martin Mammalian heart- lung experimental setup[15]. ...........cccccovvenvieiiianinnennnns 22
Figure 2.3: Langenlorff's Isolataed mamalian heart system[1]. ...........c.cccooimieniiiviiiviiiienieiieieeeaens 23

Figure 2.4 Depiction of the Langendorff System. The water jacket holds the perfusate fluid, which is
heated by the thermocirculator and oxygenated via the oxygenator bubbler. The perfusate is propelled
by a peristaltic pump, subsequently traversing a filter to the bubble trap, where it is coupled to a
thermocirculator to ensure a consistent temperature, before perfusing the heart through the aortic

CANTUIA [18]. .ottt ettt et re e 27
Figure 2.5: Schematic Representation of Organ Care Systems (OCS™) by TranMedics [46]............... 28
Figure 3.1 Comparison of Eulerian, Lagrangian, and Combined Frameworks for Particle—Fluid
INEETACIIONS  [53 ]ttt ettt ettt e et e et e et e et e et e et e eabeeennaeenneeens 30
Figure 3.2 Balancing forces on a bubble [59].............cccoioiiiiiiiiiiieeeee et 36
Figure 3.3 Turbulent flows eddy particle interaction [S1]. ..........ccccovoiiiiiiiiiiniiiiiie e 39
Figure 4.1 SolidWorkds 3D Model of the ¥30.0%53.0 GEOMEIIYu...........oeeeioeiiiaiiiaeeeeee e 41
Figure 4.2 Geometrical Design of the Bubble Trap r30.0%53.0 Configuration. ...............cccccoceveeeaunnn. 42
Figure 4.3 SolidWorks design of the geometry (a)-(b) r30.0x53.0 _inlet13.25 (c)-(d)

F30.0X53.0 G1IEI39.75. ..ottt ettt ettt e e 43

Figure 4.4 Geometrical Design of the Bubble Trap with inlet angulation (a)
r30.0x53.0 _inlet39.75 15deg, (b) r30.0x53.0 inlet39.75 30deg, (c) r30.0x53.0 inlet39.75 45deg. ... 44

Figure 4.5 3D Model of the Bubble Trap of the Geometry r30.0%53.0. .........cccocveveieveeecienianieniieieannnns 45
Figure 4.6 Generated Mesh of the Bubble Trap Geometry (r30.0X53.0) .....c..cccoovvviiviiivienianieiieieannnns 48
Figure 4.7 Inflation Layers Applied Near the Wall Of Mesh. ...............ccccoevvuiiiieiiiiiiiiieeieeieeieeieeieeens 49
Figure 4.8: Boundary named selections: A) outlet_bubbles, B) outlet_perfusate, and C) inlet. ............ 50
Figure 4.9 Group of bubbles injections at the inlet within a stagger radius of Imm (front view). ......... 52

Figure 4.10 Group of bubbles injections at the inlet within a stagger radius of Imm (right view). ....... 52
Figure 4.11 Boundary Conditions Setup. The blue arrows represent the inlet, where the perfusate enters

the chamber, and the red arrows indicate the outlet, where the flow exits the system. ........................... 55
Figure 5.1 Number of Escaped Bubbles by Bubble Size..................cccccoomiiiiiiiiiiiiiiiiieiieeee e 59
Figure 5.2 Inlet Height vs. Bubble Trapping EffiCIENCY ..........cc.cccveoiieiuieiieiiiiiecie et 60

Figure 5.3 Spatial Distribution of Bubbles with Different Size in the Geometries of Different Inlet
Height (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25 (c) r30.0x53.0 _inlet39.75, after the 4s simulation. ... 61
Figure 5.4 Inlet Angulations vs. Bubble Trapping EffiCiency ..............ccccccvveviieiiiiiiieieiieieseecieeieennns 62
Figure 5.5 Spatial Distribution of Bubbles with Different Size in the Geometries of Different Inlet
Angulation (a) r30.0x53.0_inlet39.75 15deg (b) r30.0x53.0 inlet39.75 30deg (c)

r30.0x53.0 _inlet39.75 45deg , after the 45 SIMUIALION. ..........c..ccoovoieiieiieiiiiee e 63
Figure 5.6 Plots of Escaped Bubbles over Time (a) r30.0x53.0 (b) r30.0x53.0_inlet13.25 (c)

r30.0x53.0 _inlet39.75 (d) r30.0x53.0 _inlet39.75 15deg (e) r30.0x53.0_inlet39.75 30deg (f)

730.0x53.0_inlet39.75 45AOG .........cceeiieiee e 64
Figure 5.7 Time Evolution of Bubble Escape for the Different Inlet Configurations. ............................ 65
Figure 5.8 Number of Escaped Bubbles over time across the different geometries................c..cccoccou.... 66
Figure 5.9 Static Pressure distribution of the inlet across GEOMELrIes ...............ccoccveveeeveeevveeieeseeiarannans 67
Figure 5.10 Bar plot of Mean Pressure Drop ACFOSS GEOMELITES .........cccuvercveeereeniienieesreenreenveeneeeeens 67

Figure 5.11 Contours of Static Pressure of the different configurations (a) r30.0x53.0 (b)

r30.0x53.0 inlet13.25 (c) r30.0x53.0 _inlet39.75 (d)-(e) r30.0x53.0 inlet39.75 15deg, (H)-(g)

r30.0x53.0 inlet39.75 30deg, (h)-(i) ¥30.0x53.0 _inlet39.75 45deg .......cccccouevvuveeveeeiiaaiieaiieerreannen 69
Figure 5.12 Cross Sectional Contours of Static Pressure (top view) on the inlet plane of the different
configurations (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25 (c) r30.0x53.0 _inlet39.75 (d)

r30.0x53.0 _inlet39.75 15deg (e) r30.0x53.0 _inlet39.75 30deg (f) r30.0x53.0 _inlet39.75 45deg ....... 71
Figure 5.13 Velocity magnitude streamline plots for the different geometries (a)-(b) r30.0x53.0, (c)-(d)
r30.0x53.0 _inlet13.25 (e)-(f) r30.0x53.0_inlet39.75, (g)-(h) r30.0x53.0 _inlet39.75 15deg, (i)-(j)

r30.0x53.0 _inlet39.75 30deg, (k)-(1) r30.0x53.0 inlet39.75 45deg.........ccccovvviveeiciiiiiiiiiiiaiaann, 74
Figure 5.14 Bubbles distribution across the velocity streamlines of the geometry
730.0x53.0 inlet39.75 A5ACZ. ...occvveeeieeiieeeeee et 75

Figure 5.15 Outlet Temperature Distribution for all GEOMEIFIes. ..........ccc.cccveveveviieniieiiiesieeeieeeeeeen, 76



Figure 5.16 Plots of Average Weighted Temperature vs Time (a) r30.0x53.0 (b) r30.0x53.0_inlet13.25
(c) r30.0x53.0 _inlet39.75 (d) r30.0x53.0 inlet39.75 15deg (e) r30.0x53.0 inlet39.75 30deg (f)
730.0x53.0 i11e139.75 45AOG .......oooueeieeeeeeeee e 77
Figure 5.17 Contours of Temperature (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25 (c)

r30.0x53.0 _inlet39.75 (d)-(e) r30.0x53.0 inlet39.75 15deg, (f)-(g) r30.0x53.0 inlet39.75 30deg , (h)-
(1) 730.0x53.0 _in1et39.75 ASACZ ..cvvoeeeeeeee e 79
Figure 5.18 Volume Rendering Contours of Turbulence Kinetic Energy (a) r30.0x53.0 (b)

r30.0x53.0 _inlet13.25 (c) r30.0x53.0_inlet39.75 (d) r30.0x53.0 _inlet39.75 15deg (e)

r30.0x53.0 _inlet39.75 30deg (f) r30.0x53.0_inlet39.75 45deg .......ccccovevveieeieiiiiiieiieieeeeeen, 81
Figure 8.1 Plots of Pressure Area-weighted Average (a) r30.0x53.0 (b) r30.0x53.0 _inleti13.25 (c)
r30.0x53.0 inlet39.75 (d) r30.0x53.0 _inlet39.75 15deg (e) r30.0x53.0 inlet39.75 30deg (f)

730.0x53.0 i11e139.75 45AOG .......oooueeieeeeeeeee e 94
Figure 8.2 Plots of Pressure Drop Across Different Geometries (a) r30.0x53.0 (b)

r30.0x53.0 inlet13.25 (c) r30.0x53.0_inlet39.75 (d) r30.0x53.0 inlet39.75 15deg (e)

r30.0x53.0 _inlet39.75 30deg (f) r30.0x53.0_inlet39.75 45deg .......cccccoevveviiciiiiiieieieieeieeeeeen, 95
Figure 8.3 Velocity Magnitude Area-Weighted Average Plots (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25
(c) r30.0x53.0 _inlet39.75 (d) r30.0x53.0 _inlet39.75 15deg (e) r30.0x53.0 inlet39.75 30deg (f)
730.0x53.0 inlEt39.75 A5ACG ........cceeeeieiieeeieeeeee ettt 96
Figure 8.4 Correlation of Bubble’ Size with the Number of Escaped Bubbles over Time (a) r30.0x53.0
(b) r30.0x53.0 _inlet13.25 (c) r30.0x53.0_inlet39.75 (d) r30.0x53.0 _inlet39.75 15deg (e)

r30.0x53.0 _inlet39.75 30deg (f) r30.0x53.0_inlet39.75 45deg .......ccocooveoeieiiiiiiiiieiiiee e, 97



Table of Tables

Table 4:1 Geometrical Parameters of the Bubble Trap. ..............cccccoociioiiiiiniiiiiiiiiieieeeee e 44
Table 4:2 Design Specifications of the Bubble Trap. ................ccccuoiiiiiiiiiiiiieie et 45
Table 4:3 Perfisate Properties At 37°C. ..ottt 46
Table 4:4 Calculated Y* Values for the Bubble Trap GEOMELrIes ...............cccoevvevviveiicieiiaaianieieeieenans 49
Table 4:5 Summary of Mesh Quality Parameters and Element Statistics for each Geometry. ............... 49
Table 4:6 Injected Bubble Characteristics for the Discrete Phase Model (DPM) Simulation. .............. 53
Table 4:7 Total Injected Bubble Mass and Volume in the DPM Simulation. ..................cccocoevveevennennnn. 53
Table 4:8 Summary of Solver Coupling and Discretization SCREMES. ................ccccceeveeveeecieniianiainannnns 56
Table 4:9 CED MOdel SEttiNgS ............cccoiiuiiiaiee ettt ettt 56
Table 4:10 Mass Flow Rate Flux Difference Between Inlet and Outlet for Each Geometry................... 57
Table 5:1 Summary of Injected and Escaped Air Mass, Bubble Count, and Bubble Trapping Efficiency
for Each Bubble Trap GEOMEITY. ..........cccouueeeii ettt ettt ettt 58
Table 5:2 Escaped Bubbles by Bubble's Diameter and Corresponding Bubble Trapping Efficiency for
Inlet Height and ANGUIATION. .............c...c.ooiuiiiiiiiee ettt ettt 59
Table 5:3 Number of Escaped Bubbles over time for all geometries, along with the corresponding
Bubble Trapping EffiCIENCY. ..........cc.ccovecieiiieieieeeie ettt ettt eseesbeebeesseense s 64
Table 5:4 Mean Inlet Static Pressure and Pressure Drop in the different geometries. ........................... 66
Table 5:5 Mean values of outlet Temperatureare for all eOMELTIES. ..............ccccveveveciieiieeiaiieiieieennns 75
Table 8:1 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0......................... 92
Table 8:2 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0 _inlet13.25. ...... 92
Table 8:3 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0 _inlet39.75. ...... 92
Table 8:4 Number of Escaped Bubbles by Size and Time for the Geometry

730.0x53.0 inlet39.75 15AEQ. ........ooeeeieieeee e 92
Table 8:5 Number of Escaped Bubbles by Size and Time for the Geometry

730.0x53.0_inlet39.75 30AEQ. ........cceeouiaiiiieeeeeeee e 93

Table 8:6 Number of Escaped Bubbles by Size and Time for the Geometry
730.0x53.0 inlet39.75 A5ACZ. ...occvveieieeieeeeee e 93






1 Introduction

1 Introduction

1.1 Background

Ex vivo heart perfusion systems constitute critical tools in both experimental cardiology
and clinical transplantation as they allow the heart to be maintained and studied outside
the body, by perfusing it with a nutrient-rich, oxygenated solution. One of the most
well-established models is the Langendorff system, developed in 1895 by Oscar
Langendorff, which enables the isolated perfusion of the heart through retrograde flow
via the aorta. [1]. The Langendorff model has been widely used in physiological and
pharmacological research due to its ability to preserve coronary circulation and
contractile function without requiring neural or hormonal input.

Over the years, the need for heart preservation has led to the revolution of heart
perfusion systems. [2]. The fundamental principles of ex vivo perfusion have been
adapted for clinical applications, particularly in organ transplantation, such as the Organ
Care System (OCS), that now support normothermic, beating-heart perfusion during
transport [3]. The need for the extended preservation time, reduction of ischemic injury
and the improvement of post-transplant outcomes have been met on these devices.
Heart transplantation remains the optimal treatment for specific individuals with severe
heart failure, notwithstanding the progress made in medical treatment. Nevertheless, as
the frequency of heart failure continues to rise globally, the disparity between the
number of available donor hearts and the number of patients awaiting a transplant is
growing [4].

One of'the key challenges in heart perfusion systems remains the presence of air bubbles
in the perfusate, which can cause different incidents such as air embolism, block
coronary vessels, and lead to myocardial damage. For that reason, heart perfusion
systems have bubble traps that are integrated into perfusion circuits to remove entrained
air before it reaches the heart. Even though commercial systems incorporate such
components, there is limited literature analyzing their efficiency using computational
methods, especially in the context of human heart perfusion systems.

Computational Fluid Dynamics (CFD) is a powerful tool in order to investigate flow
patterns, bubble trajectories, and the trapping efficiency of devices such as bubbles traps
and combined with the Discrete Phase Model (DPM), can be a robust framework for
simulating multiphase flow behavior and investigating bubble dynamics in biomedical
devices. In this thesis, DPM is used to simulate and track air bubbles within a perfusate
flow and to analyze how inlet configuration parameters specifically the distance
between the inlet and the outlet, as well as the inlet angle influence bubble trapping
efficiency in a conceptual bubble trap designed for a Langendorft-based heart perfusion
system. To ensure physiological relevance, key boundary conditions such as flow rate,
pressure, and temperature were selected based on specifications from commercial ex
vivo perfusion systems, particularly the Organ Care System (OCS) developed by
TransMedics. Although the model is not intended to replicate the OCS geometry, the
use of clinically relevant parameters ensures that the simulation results remain
applicable to biomedical applications.
17



1 Introduction

1.2 Bubbles in perfusion systems

The presence of air bubbles in heart perfusion systems presents a critical risk that can
affect the myocardial viability and the reliability of experimental outcomes. When air
bubbles enter the circuit, if their size is sufficiently small to avoid directly obstructing
an artery, it will be carried by the perfuaste and adhere to the standard circulatory
pathway.

One of the primary consequences is the vascular obstruction, where air bubbles can
block the capillaries and arterioles, leading to impaired myocardial perfusion and local
ischemia [5], meaning that air bubbles could be lethal to the heart or adversely impact
its function [6]. Even small bubbles can disrupt coronary circulation, creating areas of
hypoxia and metabolic imbalance that directly can affect the physiological stability of
the heart [7]. Embolization in the coronary arteries results also in electrocardiographic
alterations which include dysrhythmias, cardiac failure, myocardial suppression and
cardiac arrest [8].

Beyond obstruction, air bubbles can also cause mechanical and biochemical injury to
the endothelium, as when they are travelling through the vasculature, they exert shear
stress and can collapse or fragment under flow conditions, damaging endothelial
surfaces [7]. From that disruption, inflammatory cascades can be activated, including
complement activation and leukocyte adhesion, that further exacerbating vascular
injury [7]. Furthermore, air bubbles can also contribute to thrombus formation within
the perfusion system and coronary vasculature [9], which not only further obstruct
coronary perfusion but may also embolize downstream, compounding ischemic damage
in myocardial tissue.

Lastly, air bubbles interference with hemodynamic monitoring, leading to artifacts
which reduce the accuracy of key measurements, such as coronary perfusion pressure
or left ventricular pressure, and therefore undermine the reliability of the data. This can
be explained from the fact that air bubbles compress and expand differently from liquid
perfusate, which can distort pressure waveforms and generate spurious readings from
pressure transducers and flow sensors [10].

1.3 Objectives

The main objective of this study is to investigate how variations in inlet configuration,
specifically inlet height and angulation affect the introduction, movement, and escape
of air bubbles in a bubble trap designed for ex-vivo heart perfusion systems. Since the
presence of air bubbles can impair perfusion safety, understanding how the inlet
geometric and flow parameters influence bubble-trapping efficiency is essential for
improving device performance. The geometry of the bubble trap was designed in
SolidWorks®, and simulations were performed in ANSYS Fluent using an Eulerian—
Lagrangian framework, the Discrete Phase Model (DPM), to describe the interaction
between the continuous perfusate and the dispersed air bubbles.
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To achieve this aim, the specific objectives of the study are:

e Examine how inlet height and inlet angulation influence bubble trapping
efficiency, by analyzing six geometrical configurations with constant internal
volume and under the same flow conditions.

e To investigate how bubble size (50-500um) affects escape behavior, identifying
which bubbles are more likely to remain trapped or escape through the outlet.

e To analyze velocity streamlines to observe how the inlet configuration affects
the flow direction, circulation zones, and bubble transport pathways.

e To evaluate contours of pressure, temperature, and turbulent kinetic energy to
identify areas of high and low pressure, as well as cooler or warmer regions
within the chamber and to locate zones of high/low turbulence kinetic energy.

e To determine in which geometries bubbles escaped faster and relate this
behavior to inlet design and flow structure.

e To assess the hydrodynamic and thermal performance of the system, such as
pressure drop and temperature loss.

The findings of this study are intended to guide the future development and
experimental validation of the bubble trap prototype in lab environment, which will
ultimately operate with a perfusate containing triiodothyronine (T3) to simulate
physiological conditions in cardiac perfusion systems.
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The evolution of heart perfusion systems has played a significant role in both
experimental cardiology and clinical transplantation. From the early isolated heart
preparations of Ludwig, Cyon, and Martin, to the development of the Langendorff
model and modern portable systems like the Organ Care System (OCS), significant
advances have been made in maintaining the viability and functionality of the heart ex
vivo.

2.1 Isolated Perfused Heart

Carl Ludwig and Elias Cyon in 1866 created the first isolated perfused model for frog
heart preparation [11]. The concept of investigating the functioning of the isolated
perfused heart was conceived and implemented as early as 1846, as documented in a
brief report by Wald, a Carl Ludwig student in Marburg. Ludwig created the
kymograph, the first recorder to track physiological processes over time, in that same
year [11]. In order to create an isolated heart preparation, Wild and Ludwig joined the
carotid artery of a live donor animal to the aorta of a dead animal, preserving the
recipient animal's coronary arteries' perfusion [12]. This was a heart preparation from
an animal with a beating heart, but not ejecting. Prolonged and continuous thumping
might be sustained if the process of blood coagulation was inhibited. This cardiac
preparation could likewise be activated, and various segments of it could be removed
without causing any detriment to the general function of the heart. The sole issue was
the impossibility of halting cardiac pulsation and then reviving cardiac activity [12].

Subsequently, the following procedure involved surgically removing a heart and
maintaining it in a state of total isolation for an extended duration. The frog is
considered a suitable animal because of its heart's spongy shape that lacks coronary
arteries, and the exchange of breathing gases and metabolites happens exclusively
through diffusion mechanisms. Elias Cyon, while working at Carl Ludwig's Leipzig
Physiological Institute, pioneered the technique of the heart preparation[6], [11], [13].

The initial contribution centered on the experiment using the heart in isolation. A frog's
heart was surgically removed, and the aorta and vena cava were inserted with cannulas
and filled with serum derived from rabbit blood [14]. The blood was pumped from the
aorta through the glass tube to the vena cava (see Figure 2.1). Pressure measurement
involved the manipulation of a stopcock at (I) (see Figure 2.1), through which a rubber
tube (f) was introduced. This tube was then connected to a mercury manometer on the
right.

The serum’s temperature in the system can be determined by using a thermometer put
into the oblique glass tube. The circulatory system was encased in a glass cylinder filled
with fluid, which could be calibrated to any preferred temperature. Only three data were
documented from the isolated perfused frog heart: heart rate, circulatory pressure, and
the temperature of the circulating serum [13]. Through this experimental design, it was
shown that a specific quantity of serum is necessary to fill the heart in order to generate
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diastolic filling pressure, enabling the ventricle to expel fluid. In addition, the heart rate
rose as the temperature increases, eventually reaching a unique maximum value for
each individual heart. Once the temperature surpassed its upper limit, the heart rate saw
a rapid and significant decrease [11].
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Figure 2.1 The isolated perfused frog heart produced by E. Cyon. [11]

It was additionally determined that each individual heart has a specific optimum
temperature for maximal pumping efficiency. Several set ups at Carl Ludwig's Leipzig
Physiological Institute modified the isolated frog heart preparation. From these
experiments several discoveries were found like the treppe phenomenon by Henry
Pickering Bowditch.

Despite their usefulness, frog hearts have limitations, such as differences in physiology
compared to mammalian hearts, which made it challenging to directly extrapolate
findings to humans. The heart comprises three chambers (two atria and one ventricle)
and lacks a coronary vascular system; consequently, the exchange of metabolites and
gases between blood and cardiac muscle tissue occurs via diffusion [13]. In continuous,
N.Martin , Carl Ludwig, Oscar Langendorff, and Ernest Henry Starling utilized rabbit,
dog and cat hearts.

2.2 Mammalian heart-lung preparation

H.N.Martin focused his experimental endeavors on the advancement of the first isolated
perfused mammalian heart in 1880. Anesthetized and curarized cats or dogs underwent
artificial ventilation while systemic circulation was excluded, except for a cannula in
the left subclavian artery attached to a manometer. All blood expelled by the left
ventricle was sent to the coronary arteries. The coronary circulation drained into the
right atrium, traversed the right ventricle, was propelled down the pulmonary artery to
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one lung for oxygenation, and returned to the left heart, leading to the coronary
circulation as the base of the systemic circulation.

e ———— LJJJ

Figure 2.2: H.N. Martin Mammalian heart- lung experimental setup[15].

The Mariotte flasks C and D (see Figure 2.2) were administered by the jugular vein into
the RA and ventricle of a dog undergoing artificial respiration, which was situated in a
warm, humid environment. Blood subsequently traversed the lungs, entered the left
heart, and was expelled into the aorta, where tube t was positioned, discharging into
funnel X (see Figure 2.2). Aortic pressure was adjusted by moving the support Q, (see
Figure 2.2) which holds tube t, up or down the vertical rod R. The blood from funnel
X traversed tube L to flask D for the filling of the right heart via tube N, which
terminated in tube y injected into the superior vena cava. The flasks C and D were
suspended by cords R and R’ and may be elevated or lowered to achieve the required
venous pressure. An artificial circulation was sustained in this heart-lung preparation,
allowing for independent modulation of pre- and afterload. Cannula M was inserted
into the right carotid artery, whereas cannula N was inserted into the left carotid artery.
The tubes O and P were linked to the wooden left side of the chamber, connecting to
manometers for the measurement of pressure and pulse rate on a big kymograph[11],
[15].

2.3 Langendorff Perfusion System
The isolated perfused mammalian heart preparation was developed by Oscar

Langendorff'in 1895. The technique was formulated based on the isolated perfused frog
heart pioneered by Elias Cyon at the Carl Ludwig Institute of Physiology in Leipzig,
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Germany, in 1866 [13]. Langendorff proceeded to extract a mammalian heart, perfuse
it, and sustain its viability for several hours[1], [11].

Langendorff's investigations were predominantly conducted on felines, with additional
trials on rabbits and canines [1], [13]. Langendorff's initial and unexpected observation
was that the excised, evidently deceased or dying heart might be revived with perfusion.
The heart regained automaticity and sustained it for several hours. This was seen as
evidence that the perfusion of the coronary arteries with blood, serving as a nourisment,
is adequate to elicit the normal heartbeat, an intrinsic characteristic of this organ.
Langendorff deduced that the absence of blood in the ventricular cavities of his
preparation indicated that blood within these cavities does not influence excitability in
the mammalian heart. Experiments conducted on this isolated perfused heart revealed
that brief vagal stimulation and the administration of potassium chloride led to
instantaneous cardiac arrest [1]. Muscarine elicited a negative chronotropic and
inotropic response, culminating in diastolic arrest, akin to vagal stimulation. Atropine
exerted an antagonistic effect. Elevated temperature resulted in tachycardia, while
decreased temperature caused bradycardia. Solitary electrical stimulation elicited
postextrasystolic potentiation of contraction, while stimuli of increased frequency and
intensity resulted in fibrillation. Coronary artery closure caused contractile failure and
cardiac arrest, which was rectified by the restoration of coronary blood flow.
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Figure 2.3: Langenlorff’s Isolataed mamalian heart system[1].

Defibrinated blood from the corresponding species was utilized for the perfusion. The
critical component is the injection cannula M (see Figure 2.3), which is injected into
the aorta of the heart situated within a tiny container F (Figure 2.3). The cannula M is
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linked through a tube to the blood bottle B (see Figure 2.3), which can be replenished
from the reservoir K. The diminutive container and the blood vial are submerged in the
water bath N, which can be heated by the Bunsen burner O(see Figure 2.3) . The ejection
from the heart drops into beaker J. The perfusion pressure is governed by manometer C
which is automatically managed by an advanced device linked through valve H to the
pressure air cylinder A. The contraction of the isolated heart is documented by
connecting a string from the apex of the heart via a wheel to the membrane of a Marey
capsule. The membrane's displacement is conveyed to a lever and documented on a
kymograph. A more advanced double-membrane technology was employed for
recording.

2.3.1 Perfusion Mechanism

The method's fundamental premise was administering blood into the heart via a cannula
placed and secured in the ascending aorta. The retrograde flow in the aorta caused the
aortic valve leaflets to close, preventing the perfusion fluid from entering the left
ventricle. Consequently, the complete perfusate flowed into the coronary arteries
through the ostia at the aortic root. Upon traversing the coronary circulation, the
perfusate was emptied into the right atrium through the coronary sinus. The perfusion
pressure throughout the experiment was maintained consistently by employing a
constant hydrostatic pressure of the perfusate. The assessment of coronary flow was
conducted by quantifying timed volumes of perfusate exiting the right atrium [1]. The
measurement of coronary flow using the volumetric assessment of right atrial outflow
across time, exhibited certain shortcomings. This occurred due to aortic valve
incompetence, allowing outflow from the heart without the perfusate traversing the
coronary circulation. Measurements were not instantaneous either. In 1939, Katz altered
the constant pressure technique initially developed by Langendorff, implementing
perfusion at a constant flow rate instead. Coronary perfusion pressure variations were
readily observed and utilized as an indicator of coronary vascular resistance [16]. The
system typically operated under normothermic conditions (~37 °C) to preserve the
heart’s physiological function and metabolic activity, as in that way ensures that
enzymatic reactions, coronary flow, and electrical activity closely mimic in vivo
conditions [17].

2.3.2 Contractility

Consistent heart rate maintenance is crucial for acquiring accurate contractility
measures in Langendorff-perfused heart studies, as evidenced by Soliman's research.
The study demonstrated that hearts without pacing displayed a gradual reduction in
heart rate, resulting in variability in left ventricular end-diastolic pressure and peak
systolic pressure. This reduction may result in inconsistent contractility assessments
owing to modified calcium cycling and myocardial relaxation. Paced hearts exhibited a
constant heart rate of 300 beats per minute, hence ensuring more consistent contractile
activity [18].
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2.3.3 The importance of Langendorff’s Model

The mammalian isolated heart preparation, established by Langendorff in 1895 for
measuring the amplitude and frequency of cardiac contractions, entails perfusing the
coronary circulation through the severed aortic stump. The model is a widely used ex
vivo heart perfusion technique that allows for the isolated study of cardiac function,
metabolism, and pharmacological responses under controlled conditions. Furthermore,
allows researchers to evaluate intrinsic cardiac features by keeping the heart functional
outside the body, hence eliminating systemic factors like neurological or hormonal
regulation.

The technique was subsequently modified by Porter [19] for further analysis of the
coronary circulation. The initial investigations focused on the physiology of the isolated
heart, however, the methodology was subsequently utilized to investigate the
pharmacological responses of the coronary vasculature with drugs like adrenaline [20].
A constant perfusion pressure was employed, and the coronary vascular responses were
assessed by measuring alterations in outflow. By perfusing the isolated heart with a
specific solution, researchers may accurately evaluate the effects of different
pharmacological drugs on cardiac contractility, heart rate, coronary flow, and
electrophysiological characteristics. Numerous research also, focused on evaluating
antiarrhythmic medicines, inotropes, vasodilators, and cardioprotective medications, as
this facilitates real-time observation of myocardial responses. Pharmacological agents
have been investigated on coronary arteries isolated from the heart, however, the
reactions of these veins may not accurately reflect the behavior of the entire coronary
vascular bed [21], [22], [23].

Currently, numerous cardiovascular researchers employ this essential technology in
diverse manners to examine the heart, ranging from analyzing the impact of a singular
gene modification on cardiac physiology to exploring innovative therapeutic
approaches to safeguard the heart against ischemia and other adversities [24], [25], [26],
[27].

2.4 Bubble Formation and Trapping Mechanism in Heart Perfusion
Systems

Bubble formation typically occurs through three primary mechanisms: gas
supersaturation, pressure drops, and turbulence-induced entrainment. Gas
supersaturation arises when the partial pressure of dissolved gases in the perfusate
exceeds equilibrium solubility, leading to nucleation of gas bubbles and this process is
described by Henry’s Law [28] :

Equation 2.1

p=kHC
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where C is the gas concentration, ky is Henry’s constant, and Pgis the gas partial
pressure.

In particular, when the local system pressure decreases or temperature increases, the
gas solubility falls, resulting in gas release from solution. Pressure drops, particularly
in regions of sudden expansion, or constricted flow, can further induce bubble formation
through cavitation, or when the perfusate is pumped from a pressurized reservoir,
typically maintained slightly above atmospheric pressure, through the tubing and into
the lower-pressure environment near the heart, the static pressure within the fluid
decreases [29], [30]. More specifically according to Henry’s law the equilibrium
solubility of a gas in a liquid is directly proportional to the partial pressure of that gas,
therefore as the local pressure falls, the equilibrium solubility decreases, and any excess
dissolved gas becomes supersaturated [28]. This supersaturation leads to the nucleation
of microbubbles or visible gas bubbles within the perfusate, which is undesirable, as it
can obstruct flow and leading to microemboli in the coronary circulation [28].
Moreover, Henry’s constant ky increases with temperature, meaning that gas solubility
decreases as the perfusate is warmed, so when the perfusate is heated from room
temperature to physiological temperature before entering the heart, the equilibrium
concentrations of dissolved oxygen and carbon dioxide decrease [28]. Additionally, air
may enter the perfusion circuit through loose or leaking connections and also,
turbulence and shear forces at high Reynolds numbers enhance gas—liquid interface
area, promoting bubble entrainment from open reservoirs or leaks in the circuit [31].

The removal of bubbles in perfusion systems is achieved through a combination of
gravitational separation, centrifugal effects, and filtration. Gravity-based separation
relies on density differences between the gas and liquid phases, as bubbles rise, low-
velocity chambers are used to increase residence time, allowing gas accumulation at the
upper section of the trap [32]. Filtration mechanisms further improve bubble capture by
using porous membranes or meshes. Filters with pore sizes smaller than the bubble
diameter promote bubble adhesion and coalescence, often aided by surface tension
effects and hydrophobic—hydrophilic surface interactions [33], [34].

For example, Md.N. Inamadar et al. [35] in their research used a passive air bubble
trapping device to avert air embolism during cardiac perfusion. A water-jacketed coil
was integrated into the system, linked to a stopper including a latex injection port
situated between the stopper and the outlet. An upper limb was incorporated into the
outflow channel as a passive bubble trap to prevent air bubbles from reaching the heart,
thereby capturing any added air prior to perfusion.
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Figure 2.4 Depiction of the Langendorff System. The water jacket holds the perfusate fluid, which is heated by the
thermocirculator and oxygenated via the oxygenator bubbler. The perfusate is propelled by a peristaltic pump,
subsequently traversing a filter to the bubble trap, where it is coupled to a thermocirculator to ensure a consistent
temperature, before perfusing the heart through the aortic cannula [18].

2.5 Computational Fluid Dynamics (CFD) in Biomedical Engineering

Computational Fluid Dynamics (CFD) constitutes a fundamental methodology in the
biomedical engineering field, which can offer a rigorous framework, by analyzing
quantitative of complex biological fluid flows that are often difficult to direct through
experimental measurements [36]. From the implementation of numerical solutions of
the Navier—Stokes equations, CFD can enable the characterization of hemodynamic and
aerodynamic parameters such as velocity fields, pressure distributions, and wall shear
stresses, which are critical in understanding the pathophysiological mechanisms
underlying cardiovascular and respiratory diseases [37]. For instance, Santiago et al.
(2018) developed a fully coupled fluid—electro—mechanical model of the human heart
using the Alya Multiphysics solver, where the blood flow in the cardiac cavities was
described by the incompressible Navier—Stokes equations solved with an Arbitrary
Lagrangian—Eulerian (ALE) CFD scheme [38].

Furthermore, CFD can give the possibility of the investigation of blood flow through
cardiac valves, ventricles, and arterial networks, the evaluation of medical implants
such as stents and prosthetic valves, as well as the study of airflow in the nasal cavity
and pulmonary system for drug delivery optimization and surgical planning [37]. In
addition, the integration of CFD with advanced imaging modalities, such as CT and
MRI, has led to the development of patient specific computational models, which can
be used to promote more precise diagnostic assessments and individualized therapeutic
interventions [37].

2.6 Role of T3 Hormone in Cardiac Function

In current clinical practice, most perfusion systems have cell-based perfusates, typically
composed of leukocyte-depleted, packed red blood cells supplemented with
anticoagulants, vasodilators, and metabolic additives. Such blood based solutions
provide physiological oxygen carrying capacity, but their use is often unsuitable for
prolonged perfusion due to hemolysis, increased viscosity, and pro-inflammatory
effects over time [39]. In recent studies have been showed that cell free perfusates, such
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as Ringer’s lactate or Steen solution which are enriched with nutrients and metabolic
substrates, can sustain normothermic perfusion more effectively for an extended period
of time [40]. In addition, recent experimental work has shown that supplementing
Krebs—Henseleit (K—H) buffer with high concentrations of L-triiodothyronine (T3)
preserves ex vivo rat hearts during normothermic perfusion and, importantly, activates
intracellular repair and survival signaling pathways [39], [40].

The use of L-triiodothyronine (T3) as a metabolic support agent during heart perfusion
has been shown to prevent tissue hypoxia, mitochondrial dysfunction, and post-
ischemic myocardial depression. For example, in resent studies it was observed that the
early administration of T3 in rats reduced the cardiac and hepatic hypoxia, decreased
the lactate accumulation, and improved mitochondrial respiratory efficiency, leading to
a direct cytoprotective effect on cardiomyocytes under hypoxic stress [39]. Also,
Lourbopoulos et al. have shown that the T3 enhances mitochondrial biogenesis,
upregulates oxidative phosphorylation enzymes, and stabilizes endothelial function,
leading to improved microvascular perfusion and oxygen utilization [41], [42].

2.7 Organ Care Systems Heart, OCS Systems

Organ Care Systems (OCS) are portable ex vivo perfusion platforms that are developed
to maintain donor organs in a metabolically active state between retrieval and
transplantation, which allows to transport the organs for longer distances [43]. The OCS
Heart systems preserve the organ under normothermic, oxygenated conditions using an
autologous, red blood cell based perfusate, that continuously circulates through the
coronary vasculature [3]. Functionally, this perfusion configuration is based on the
classical Langendorff principle, where modern OCS devices operate initially in this
Langendorff mode (resting mode) before optionally switching to a “working-heart”
configuration that introduces physiological preload and afterload to assess cardiac
performance [44] . Heart transplantation has conventionally relied on hearts sourced
from donors after brain death, enabling in situ evaluation of cardiac function and the
donor allograft's potential for transplantation prior to surgical procurement [45].
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Figure 2.5: Schematic Representation of Organ Care Systems (OCS™) by TranMedics [46].
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Over 60 million people worldwide suffer from heart failure, and its incidence is
anticipated to rise significantly due to aging populations[3], [47]. In 2010, the median
age of heart allograft donors was 31 years, and this age has remained largely steady at
non-European transplant hospitals for more than a decade [48]. Conversely, European
facilities have already experienced an increase, with the median donor age attaining 42
years for heart recipients across all age groups. Since that time, the age of donors has
consistently risen on a global scale as in 2025, the median age of offered donor hearts
in Europe is 55 years, although accepted hearts average 45 years, underscoring a
persistent need on older donors relative to non-European regions [4]. Long-term
morbidity and mortality rates continue to be elevated and many patients evolve to
severe heart failure and have consistently debilitating symptoms even though the
advancements [4]. Thus, given the rising prevalence of heart failure, improving donor
heart preservation through systems like the OCS is essential to meet the growing
clinical demand for transplantation.
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3 Theoretical Background

3.1 Eulerian vs. Lagrangian frameworks in CFD.

The calcification of numerical models of particle-fluid flows is based on how the
particle, and the fluid interact and differ in how the dispersed phase is represented.
Those methods are known as Eulerian and Lagrangian [49] . In the Eulerian framework,
each phase is treated as an interpenetrating continuum and formulate separate
conservation equations for mass, momentum, and energy on a fixed control volume[50],
[51], [52]. The Eulerian framework is mostly used to flows where both phases occupy
significant volume fractions and there are strong phase interactions which must be
resolved. However, its continuum assumption can be limited in dilute systems, as it
does not resolve particle history or discrete dispersion effects[51].
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Figure 3.1 Comparison of Eulerian, Lagrangian, and Combined Frameworks for Particle—Fluid Interactions

[53].

In the Lagrangian framework, the dispersed phase is represented as a collection of
discrete elements whose trajectories are calculated by solving force balance equations
along their paths through the continuous carrier phase. The Lagrangian framework,
provides in that way a more detailed information on particle-scale dynamics and allows
the direct incorporation of additional forces such as drag, buoyancy, and lift, but its
computational expense increases significantly with the number of discrete elements
tracked [53], [54].

In practice, hybrid methods have been developed that combine the Eulerian and
Lagrangian methods, such as Eulerian-Lagrangian, Eulerian-Eulerian and Lagrangian-
Lagrangian models, in order to balance computational efficiency with the physical
accuracy. The combination of those models can treat the dispersed phases as Lagrangian
elements while simultaneously maintaining Eulerian field descriptions of the
continuum, making the application of CFD into a broader range of multiphase flow
conditions [49], [52], [53].
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3.2 Fluid Dynamics of Bubbles in liquid

The essential physical laws regulating the motion of bubbles in a liquid and energy
transfer to bubbles are Newton's second law, the principle of mass conservation, and
the first law of thermodynamics. The application of these principles to a small control
volume around a bubble, results in governing fluid equations of the Navier-Stokes,
continuity, and energy [55].

3.2.1 The Navier-Stokes and Continuity Equations

The motion of a fluid element is governed by Newton’s second law, which states that
the rate of change of momentum equals the sum of all external forces acting on it. When
Newton’s second law is applied to an infinitesimal element of fluid, it can describe the
motion of a fluid. For an incompressible Newtonian fluid with density p and constant
viscosity p and considering gravity as the only body force, the resulting momentum
balance for an incompressible fluid leads to the Navier—Stokes equation of motion[55]:

Equation 3.1

Du Vp + uv?

_— —_ u
Ppr = P9 pTHu
where u is the velocity vector, p the pressure, and g the gravitational acceleration vector.
The left-hand side represents the rate of change of momentum per unit volume, which
can be expressed through the substantial derivative and includes two contributions, the
local derivative:

Equation 3.2

D_6+ 174
Dt ot %

which captures the time-dependent changes at a fixed point in space, and the convective
term accounts the changes experienced by a fluid element as it moves with the flow.
The right-hand side represents, respectively, the gravitational force (pg) acting on the
fluid, the pressure gradient force, and the viscous force due to velocity gradients.
Adding to the Navier—Stokes equation the continuity equation, ensures mass
conservation [55]:

Equation 3.3

Jt

ap+\7-(pu):0

For incompressible fluids, continuity equation reduces to:

Equation 3.4

V-u=
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3.2.2 Motion of Bubbles in Liquids

The motion of a bubble in a liquid is determined from Newton’s second law, as when a
bubble is moving within a liquid, several distinct forces contribute to its dynamics. One
of the main forces that affects how a bubble is moving in a liquid is the buoyancy force,
which causes bubbles to rise. Buoyancy results from the difference in density between
the liquid (p) and the gas (pgas) inside the bubble and depends on the bubble's diameter.
On the other hand, the drag force opposes the bubble's movement by resisting
acceleration and helps bubbles establish a terminal rising velocity that depends on the
bubble's size, shape, and the liquid's properties. Drag force gradually will balance the
buoyancy, by allowing the bubble to rise at a nearly constant velocity. Additionally, as
a bubble accelerates or decelerates, surrounding fluid must be displaced, creating an
added mass effect. Lift forces can also develop when bubbles are in shear flows or
rotating liquid fields, which cause their trajectories to deviate laterally and local
pressure gradients further influence the bubble’s movement and path, especially in
complex flow environments.

The Lagrangian formulation of particle motion states that the rate of change of a
particle’s linear momentum is equal to the sum of all forces acting upon it. This can be
expressed as [56]:

Equation 3.5

av
mp% = Fbody + Fsurf + Feon

where:

e my: particle mass

e Fuodgy : body forces (proportional to the particle mass, e.g., gravity and
buoyancy)

o Fsur: surface forces (scaling with particle surface area, e.g., drag and lift)

o Feon:collision forces arising from interactions with other particles or with
walls

The corresponding particle position equation is given by:

Equation 3.6
dxp _
dt P
The Integration of the above equations gives the particle trajectory as a function of time.
The body force is assumed to be equivalent to the gravitational force, acting in the
direction of gravitational acceleration (g):
Equation 3.7

FbodyzFG=mpg
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The surface force acting on a spherical particle can be expressed in terms of the local
pressure and viscous stresses acting over the particle surface:

Equation 3.8

Foup = [ (—Piy + Kprly + Kpgig + Kr(pi(p) dA,

where i, is the unit vector in the radial direction, and ip, iy are the unit vectors in the

polar (0) and azimuthal (¢) directions, respectively. An alternative and more practical
approach is to decompose the total surface force into a linear combination of distinct

fluid-dynamic contributions:

Equation 3.9

Fsurf :FD+FL+FVM+FH+FS+FBT+F|7T
where:

o Fp: Drag force, opposing the relative motion between particle and fluid,

o Fvi: Lift force, arising from particle spin or velocity gradients in the
surrounding flow,

e Fywm: Virtual mass (added mass) force, due to acceleration of the displaced
fluid,

o Fu: History (Basset) force, accounting for unsteady stresses over the particle
surface,

o Fs: Stress force, representing fluid stresses in the absence of the particle,

e Fg:: Brownian force, caused by random molecular collisions,

e Fvr: Thermophoretic force, resulting from molecular interactions along a
temperature gradient.

For bubbles, the equation 3.5 can be expressed as follows[55], [57]:

Equation 3.10

du
mbd_tb:FB_FG_FD-i_FL-i_FAM-I_FP

Where:

Fg: buoyancy force

Fg: gravity force

Fp: drag

Fr:lift

Fam: added mass

Fp: pressure gradient forces

The buoyancy force is equal to [58], [59]:
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Equation 3.11

Fgp =pgVp or

Equation 3.12
4 4
Fp = Enr3(Pl - Pgas)g = 57”‘3.019 (Pgas <p1)

Where pi is the density of the liquid and V3 is the bubble volume. As it can be observed
from the above equation, the buoyancy force acting on a bubble is directly proportional
to the volume of liquid displaced, which depends on the cube of the bubble radius. Since

the volume of a spherical bubble is the Vg = %7‘[7'3 , buoyant force increases rapidly

with increasing bubble size. In contrast, the bubble’s weight, which is depending on the
gravity acting on the gas inside, increases slowly, as the gas density is several orders of
magnitude smaller than that of the liquid, meaning that as the bubble radius increases,
the net upward force, buoyancy minus the weight, becomes larger and promotes faster
upward motion.

As the bubble is moving through the liquid, it also experiencing the drag forces, which
are oppose its motion. More specifically, the drag force arises from viscous shear and
pressure distribution around the bubble surface and depends on the bubble’s projected
area Ap and the drag coefficient Cp, which varies with the Reynolds number. The drag
force can be expressed as[55]:

Equation 3.13
1 .2
FD ZEPZUBCDAp or
Equation 3.14

1
Fp = > CopiAp (U — up)?

where Cp is the drag coefficient, A,=nr? is the projected area, u is the velocity of the
liquid, and uy the velocity of the bubble and vs is the magnitude of the relative velocity
between a bubble and the fluid. At low Reynolds numbers (Re < 1), viscous forces
dominate and the flow around the bubble is classified as Stokes flow. Under the
condition of drag follows Stokes’ law [55]:

Equation 3.15

Fp = 6mur(u, — u;)

At higher Reynolds numbers, the drag coefficient becomes a function of both Reynolds
and E6tvos number.

Given the balance of forces of buoyancy with drag and gravitational[55]:
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Equation 3.16

Fp =Fg — Fg

The external liquid pressure, P, surrounding a bubble of radius R, is linked to the
internal pressure, Pg, by [60]:

Equation 3.17

where the o is the surface tension.

For smaller bubbles, the surface tension is strong relative to buoyancy and maintains
spherical shape stability. When the bubble radius increases, the surface tension effects
weaken and allows the deformation into ellipsoidal or spherical cap shapes [55]. The
correlation between buoyancy and surface tension is determined by the Bond number,
where if Bo<l1, the surface tension dominates and if Bo>1 buoyancy dominates [55]:

Equation 3.18

(o1 — pg)gr?
o

Bo =

The surface tension force acts tangentially along the bubble interface and helps maintain
its spherical shape for small diameters and resist to deformation. In flows with velocity
gradients or rotation, a lift force which is commonly referred to as the Saffman lift force.
This force acts perpendicular to the direction of motion and to the local velocity gradient
and causes the bubble to migrate laterally within the flow field. The Saffman lift force
is given by the following equation [61]:

Equation 3.19

Fy = CpVp(uy —up) X (VX u)

Where Cy is the lift coefficient which depends on E6tvos number and flow regime.

And the added mass force, where Ca is the added mass coefficient [55]:

Equation 3.20

D
Fam = CapiVi Dt (u; — up)
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Figure 3.2 Balancing forces on a bubble [59]

Additionally, in the Lagrangian method, for each particle the equation of the transient
momentum is solved as below [54], [62]:

du -
d—tp= Fp(u—u,) +g(p;—pp)+Fa
Where:

e up: particle velocity

¢ u: local continuous-phase (fluid) velocity

e Fa: additional forces

And Drag acceleration Fp:

B 3uCpRe,
b= 4p,d?
with particle Reynolds number:

_ pDplu — Up

Rep =

u

and a typical drag law Schiller—Naumann for spheres:

—24 if Re, < 0.1
, e, <0.
Re, if Rey

— {24
¢ 5(1 +0.15ReJ®®7),  if 0.1 < Rep < 103
p

0.44, if Re, > 103

Turbulence also has a critical role in bubble dynamics, as it modifies both the velocity
distribution of the continuous phase and the forces acting on the bubble. In turbulent
flows, eddies of various scales can enhance bubble dispersion, cause fluctuations in
bubble trajectories, and modify their residence times within a system[51]. Small scale
turbulence in particular can strongly affect the instantaneous velocity of bubbles,
leading to highly non-linear and irregular motion compared to the relatively stable rise
observed in laminar conditions [51].
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3.3 Computational Modeling
3.3.1 Discrete Phase Model (DPM)

The discrete phase model is a computational fluid dynamics framework employed to
simulate motion and interaction of distinct solid or liquid particles suspended inside a
fluid [56]. In the context of DPM model, the trajectory of each particle is monitoring,
as it traverses the fluid and computes the pressures exerted upon it. On the other hand,
in the context of CFD, the word secondary phase denotes a phase of matter that is
suspended or distributed inside a primary phase, which is generally a continuous phase
or fluid, where this type of multiphase mixture must is examined within the Lagrangian
framework.

To describe multiphase flow regimes, several key definitions are required. A particle
refers to a relatively small, unattached body which is suspended within a continuous
phase, while the group of such particles of the same material constitutes the dispersed
phase. As consists of one dispersed phase and one continuous phase, it is referred to as
two-phase flow and these concepts can be extended to systems involving multiple
phases [56]. The term dispersed flow refers to a regime where the forces acting on the
particle surface are predominantly influenced by interactions with the surrounding
continuous flow, rather than by direct interactions among adjacent particles [56]. The
dispersed is solving within the Lagrangian framework, while the continuous phase is
solving within the Eulerian framework, meaning that DPM is a Lagrangian- Eulerian
approach.

3.3.2 SST k-w Model

The k- turbulent kinetic energy—specific dissipation rate model was originally
developed by Wilcox [63]. This two-equation model solves additional transport
equations for the turbulent kinetic energy k and the specific dissipation rate ®, which
describes the rate at which turbulence energy is converted into thermal energy per unit
turbulent kinetic energy [63]. The k—» model is highly sensitive to the freestream value
of ®, which limits its reliability in external and far-field flows. For that reason, Menter
(1994) proposed the Shear Stress Transport (SST) k—» model [64], [65], which blends
the k—o formulation near walls with the k—¢ formulation away from them using a
blending function. The SST k-o model is a two-equation eddy-viscosity and a low
Reynolds turbulence model. The equations of the SST k—w model are [65]:

Equation for k:

Equation 3.21

Dpk Ou; Bkl

0
. B pwk + — -

And the equation for ®:
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Equation 3.22

1 6k 6w

Dpw vy Ou;
w 0x; 0x;

0 fw
5 p — — 2 — — —
Dt - Vv, Tl] HXj Bpw + ij l(# + O'a).ut) gx'l + 2(1 Fl)PGwz

j
The eddy viscosity is defined as:

Equation 3.23

ak

Ve = max(a, w; NF,)

Where p is the density of the fluid, k is the turbulent kinetic energy, u; is the velocity
component in x; direction, T;j the Reynolds stress tensor, pu the molecular dynamic
viscosity, W turbulent (eddy) viscosity, ok the Turbulent Prandtl number for k, 6, the
Turbulent Prandtl number for ®, 6w the alternative Turbulent Prandtl number, B* the
model coefficient and B the dissipation coefficient in ® equation , ® the specific
dissipation rate, y the model coefficient and F; and F> empirical functions. Also,
D/Dt=0/06t+u;0/0x; is the Lagrangian derivative.

3.3.3 Turbulence Interactions with Particles

Turbulence is the three-dimensional macroscopic expression of inertia and frictional
forces resulting from increased vorticity and strain, attributed to the division of
mechanical energy into rotational and translational forms[51]. The impact of turbulence
on small submerged particles is a convective phenomenon that results in an ostensibly
random dispersion of the particles throughout the flow field. A prominent result of this
influence is the augmentation of the trajectory traversed by a particle as it transitions
from one sector of the flow to another. The designated trajectory will consistently
exceed that of laminar flows in turbulent flows within a specified geometrical sector,
which exemplifies the concept of turbulent particle dispersion.

In dispersed multiphase systems, turbulence affects bubble dynamics through the
below mechanisms [51]:

e Enhanced Mixing and Dispersion: Turbulence increases bubble dispersion by
introducing random velocity fluctuations that modify bubble trajectories.

e Turbulent Fluctuation Forces: These include stochastic lift and drag
fluctuations, which alter the bubble’s slip velocity.

o Eddy-Bubble Interactions: Depending on the bubble size relative to the
Kolmogorov length scale, bubbles may either be entrained by large eddies
(large bubbles) or experience random oscillations and deformations due to
small eddies (small bubbles).
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Figure 3.3 Turbulent flows eddy particle interaction [51].

The interaction strength is characterized by parameters such as the turbulent Reynolds
number and the Stokes number, which determine how strongly a bubble responds to
turbulent fluctuations. When the bubble’s relaxation time is much smaller than the
turbulent time scales, it follows the fluid motion closely, otherwise, it exhibits slip and
preferential concentration in low-vorticity regions. When a small particle enters a
turbulent flow and is smaller than the smallest eddy, it is confined inside the eddy for a
set amount of time before being influenced by another. Increasing the particle inertia
for a small particle, possessing a relaxation period less than all fluid time scales,
diminishes the particle's fluctuating velocity while concurrently extending the particle's
integral time scale[51]. A medium-sized particle interacts similarly with a larger eddy
as a small particle, as previously explained [51]. However, when a medium particle
interacts with a smaller or similarly sized eddy, it can either entirely disperse the eddy
or alter its structure, contingent upon the nature of the interaction [51]. Furthermore,
when a particle has a significant relative velocity with respect to the local turbulent
structures, it may move through the eddies faster than the characteristic eddy turnover
time and as a result, the particle does not remain within a single eddy for its entire
lifetime but instead migrates from one eddy to another before the first eddy decays. This
phenomenon is known as the Crossing Trajectory Effect (CTE) [51].

3.4 Bubble Trap Efficiency

The bubble trap efficiency expresses the percentage of bubbles that remained trapped
inside the chamber relative to the total number introduced at the inlet. A higher
efficiency value therefore indicates that a greater proportion of bubbles were
successfully captured and prevented from escaping through the outlet, reflecting the
overall effectiveness of the trap in removing air from the perfusion system. Similar CFD
modeling techniques and efficiency evaluation methods for fluid-based trapping
mechanisms that aim to investigate the efficiency of the bubble trapping mechanism
using simulation models, are calculating the efficiency using the following formula
[66], [67]:

Equation 3.24

%) = Number of particle retainded within the system < 100
)= Total number of particles injected
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4 Methodology

4.1 Conceptual design.

The simulations in this study were performed using an Eulerian—Lagrangian framework
where the continuous phase, which is the perfusate, was modeled in an Eulerian manner
by solving the Navier—Stokes equations across the computational domain and the
dispersed phase, meaning the bubbles, was treated in a Lagrangian reference frame
using the Discrete Phase Model - DPM. The interaction between the phases was
modeled as a two-way coupling, which means that not only were the bubbles influenced
by the surrounding liquid flow, but their momentum exchange also acted back on the
continuous phase.

The device was designed as a cylindrical chamber with a total volume of 150 mL, with
a single inlet and two outlets, as the chamber configuration was selected to enable
bubble separation through buoyancy motion while maintaining continuous fluid
delivery. The inlet was used for the perfusate entry, while one outlet was designated
for bubble removal and the other to return the perfusate to the system. It should be noted
that in all simulations the outlet for the bubbles was not used as an active outlet, as it
was kept closed considered as a wall, in order to simulate the operating condition in
which bubble removal through this port is unavailable and to examine the condition
where bubbles entering into the systems and the impact that inlet geometry has. The
geometry was created in SolidWorks and imported into ANSYS Fluent.

At the inlet, the continuous phase (perfusate) enters the domain with a defined velocity.
Bubbles were injected at the inlet as group of different sizes using the Discrete Phase
Model (DPM) in ANSYS Fluent, representing entrained air carried by the perfusate.
The injections consisted of groups of spherical bubbles with diameters of 50, 100, 200,
300, 400, and 500 pm and for each bubble size, 250 particles were injected, resulting
in a total of 1500 bubbles being introduced into the system.

The outlet of the perfusate allows the continuous phase (perfusate) to exit the bubble
trap and it was treated as a pressure outlet. For the dispersed phase, the outlet was
defined as an “escape” boundary, so that bubbles reaching the outlet were assumed to
leave the system. Finally, the internal walls of the bubble trap formed the housing of
the fluid zone, modeled with a no-slip condition for the continuous phase and for the
dispersed phase, bubble—wall interaction was set to “reflect,” meaning bubbles
colliding with the walls were returned to the flow field rather than trapped.

4.1.1 Design of the Bubble Trap
The geometry of the bubble trap was designed based on established features commonly

found in commercial medical grade air trapping devices, such as the Capiox® Bubble
Trap by Terumo Corporation.
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Figure 4.1 SolidWorkds 3D Model of the ¥30.0%53.0 geometry.

The model consists of a cylindrical housing made of polycarbonate (see Figure 4.1),
with an internal volume constrained to approximately 150 mL to reflect clinically
relevant capacities and to ensure consistency across all design iterations. The
dimensions of the initial configuration include a radius of 30 mm and a height of 53
mm, where the inlet and outlet ports were both modeled with a diameter of 6.4 mm,
corresponding to the standard 1/4 inch internal diameter used in aortic lines within
perfusion circuits. Furthermore, the inlet was positioned tangentially at the mid-height
26.50mm of the cylindrical chamber wall and the outlet for the perfusate was located
centrally at the bottom of the chamber to allow vertical downward flow of the liquid
phase, while a secondary outlet, also 6.4 mm in diameter, was placed at the geometric
center of the top surface to facilitate the escape of entrained air. This design was labeled
as r30.0%x53.0 (see Figure 4.1-4.2).
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i

P

Figure 4.2 Geometrical Design of the Bubble Trap r30.0%53.0 Configuration.

Inlet Height Variation

To investigate the influence of vertical inlet positioning on internal flow behavior and
bubble separation efficiency, two additional geometries were developed by modifying
the inlet height while keeping all other design parameters constant. These include the
fixed internal volume (150 mL), chamber dimensions (radius 30 mm, height 53 mm),
and inlet/outlet diameters (6.4 mm). In all cases, the inlet maintained a tangential
orientation to preserve the swirling flow characteristics established in the initial design.

In the first variation, the inlet was placed at one-quarter (1/4) of the chamber height
from the base, corresponding to 13.25 mm above the bottom surface, positioning the
inlet closer to the perfusate outlet at the bottom center of the chamber, in order to
evaluate whether a lower inlet position would influence the efficiency of the bubble
trap. The corresponding geometry was labeled as r30.0x53.0_inlet13.25.
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(@) (b)

(c) (d)
Figure 4.3 SolidWorks design of the geometry (a)-(b) r30.0x53.0 _inlet13.25 (c)-(d) r30.0x53.0_inlet39.75.

In the second variation labeled as r30.0x53.0 inlet39.75, the inlet was positioned at
three-quarters (3/4) of the chamber height, 39.75 mm from the bottom, in order to
investigate whether positioning the inlet closer to the top and away from the perfusate
outlet would influence the efficiency of bubble removal.

Inlet Angle Variation

Based on the findings of the inlet height analysis, the setup with the inlet at three-
quarters (3/4) of the chamber height (39.75 mm from the base) demonstrate superior
performance in terms of bubble removal efficiency (see Section 5.1). For this reason,
the design of the inlet at 39.75 was selected as the reference geometry in order to
investigate the impact of different inlet angulations.

In continuous, while maintaining all the other design parameters constant—including
chamber dimensions (radius 30 mm, height 53 mm), inlet/outlet diameters (6.4 mm),
and total internal volume (150 mL), the angular orientation of the inlet relative to the
tangential direction of the cylindrical wall was varied, three inlet angles were tested:
15°, 30°, and 45°. The corresponding geometries were labeled as
r30.0x53.0_inlet39.75 15deg, r30.0x53.0_inlet39.75 30deg, and
r30.0x53.0 inlet39.75 45deg.
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Figure 4.4 Geometrical Design of the Bubble Trap with inlet angulation (a) r30.0x53.0_inlet39.75 15deg, (b)
730.0x53.0 _inlet39.75 30deg, (c) r30.0x53.0 _inlet39.75 45deg.

All geometries used in this study were designed using SolidWorks®, based on a target
internal volume of approximately 150 mL, which was maintained across all variations.
The models were subsequently exported for simulation, and the actual internal volume
of each configuration was calculated from the CAD geometry. In the following table,
the key design parameters of each tested geometry, such as the inlet height, the different
angulations and the actual internal volume of each geometry, as calculated from the
CAD model of each geometry are presented in the below Table:

Table 4:1 Geometrical Parameters of the Bubble Trap.

Geometry Radius  Height Inlet Inlet Degrees Goal Model
height Volume Volume

r h (mm) h_inlet inlet_deg V (mL) V (mL)

(mm) (mm) (mm)

r30.0x53.0 30.00 53.00 26.5 0° 150 150.82
r30.0x53.0_inlet13.25 30.00 53.00 13.25 0° 150 150.82
r30.0x53.0_inlet39.75 30.00 53.00 39.75 0° 150 150.82
r30.0x53.0_inlet39.75_15deg | 30.00 53.00 39.75 15° 150 150.82
r30.0x53.0_inlet39.75_30deg | 30.00 53.00 39.75 30° 150 150.82
r30.0x53.0_inlet39.75_45deg | 30.00 53.00 39.75 45° 150 150.82
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4.1.2 Technical Specifications

The numerical setup of this study was established to reproduce physiological conditions
representative of heart perfusion systems. Key parameters such as pressure,
temperature, perfusate properties, flow rate, and inlet velocity were selected to ensure
realistic simulation of the operational environment within the bubble trap. These
parameters were determined based on clinically relevant values and are discussed in
detail in the following sections.

A

Figure 4.5 3D Model of the Bubble Trap of the Geometry r30.0x53.0.

The corresponding Technical Specifications are summarized in Table 4.2, and analyzed
in the following Sections.

Table 4:2 Design Specifications of the Bubble Trap.

Parameter Specification
Chamber Volume 150mL
Chamber Diameter 60mm
Chamber Height 53mm
Inlet/Outlet Diameter 6.4mm (1/4"")
Material Medical-grade polycarbonate
Mean Pressure 80 mmHg
Flow Rate 750 mL/min
Temperature 37°C

4.1.2.1 Pressure

As the experiment of Elias Cyon [11] showed that the heart must contain a specific
volume of serum to generate diastolic filling pressure, enabling the ventricle to eject
fluid. In similar study by Kadipasaoglu et al, researchers utilized the Langendorff
perfusion system for human hearts and maintained the perfusion pressure within the
range of 80-100 mmHg to replicate physiological conditions and ensure optimal
coronary perfusion [68] . Similarly, OCS systems maintain pressure of 75-80 mmHg
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[69], [70], [71], [72]. Thus, the outlet pressure was chosen to be 80mmHg, to replicate
normal conditions.

4.1.2.2 Temperature

Langendorftf typically perfused at or near the normal body temperature of the species
under investigation; generally, most researchers choose to perfuse their hearts at normal
body temperature [1], [6], [73]. In similar studies the perfusion for a human heart was
maintained at 37°C [68], [74], [75]. For this reason, all simulations in the present study
were performed at a constant temperature of 37 °C to reflect physiologically relevant
conditions. The preservation of temperature plays a significant role in perfusion as,
according to Langendorff the heart rate elevates with rising temperature, to a peak that
varied among individual hearts [11]. When the temperature exceeded the maximum,
heart rate decreased significantly. The discrepancy suggests that each heart has a unique
optimum temperature for effective pumping and the elasticity of the heart changes with
temperature[ 11].

4.1.2.3 Perfusate

In order to simplify the simulation setup, the perfusate was assumed to have the
thermophysical properties of water at 37 °C ,as the concentration of the triiodothyronine
T3 in the perfusate is considerable low and equal to 39ug/L and therefore it was not
expected to significantly influence the fluid’s density or viscosity. The density and
dynamic viscosity were set to 993.331 kg/m? and 0.69127 mPa-s, respectively values
that correspond to those of water at 37 °C. Similarly, experimental perfusates, such as
Krebs—Henseleit solution, contain electrolytes and glucose, their overall composition is
predominantly aqueous and their physical properties particularly viscosity and density,
differ slightly from those of pure water [6], [68], [76], [77].

Table 4:3 Perfusate Properties at 37°C.

Properties Values
Dynamic viscosity mPa s 0.69127
Density 993.331 kg/m?
Surface Tension of Water at 37°C 0.070396 N/m
Cp (Specific Heat) 4178.6 J/(kg K)
Thermal Conductivity 0.613

4.1.2.4 Flow Rate ,Velocity and Reynolds Number

In ex vivo heart perfusion systems, such as the Organ Care System (OCS) developed
by TransMedics, the coronary flow is typically maintained within the range of 700 to
800 mL/min to ensure adequate oxygen and nutrient delivery to the myocardium under
near-physiological conditions [69], [70], [71]. Accordingly, a flow rate of 750 mL/min
was selected in the present study to replicate realistic operating conditions in line with
established perfusion practices.
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The inlet velocity was calculated based on the volumetric flow rate and cross-sectional
area of the inlet using the continuity equation:

Equation 4.1
Q=A-u
Equation 4.2
P d?
4
Where:

e Q: Volumetric flow rate (m>/s)
e A: Cross- sectional area (m?)
e u: Velocity (m/s)

From the Equations 4.1 and 4.2 given Q=750ml/min and an inlet diameter of d=6.4 mm,
the inlet velocity was calculated as:

u=0.38856m/s

In order to characterize the flow regime at the inlet, the Reynolds number at the inlet
was calculated using:

Equation 4.3

Re =

Where:

p: density (kg/m?)

u: Velocity (m/s)

D: diameter (m)

p: dynamic viscosity (Pa-s)

Given p=993kg/m’, n=0.691x10-3 Pa-s

Then:
Re=3573.44

The calculated Reynolds number at the inlet is 3573.44, based on a flow rate of
750 mL/min, an inlet diameter of 6.4 mm, and the physical properties of water at 37 °C.
The intermediate range between the thresholds 2300 to 4000 corresponds to the
transitional regime at the inlet.
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4.2 Simulation Setup in ANSYS CFD

The discrete phase was modeled as spherical bubbles of 100 pm, 200 pm, 300 pm, 400
pm, and 500 pm in diameter, representing the typical range of microbubbles that may
appear in perfusion system [31], [78]. These bubble groups were later injected into the
continuous phase to evaluate the separation efficiency of the bubble trap [79].

4.2.1 Meshing

To ensure consistency and comparability between the different geometries, the same
meshing methodology was applied across all geometrical configurations, resulting in a
similar number of nodes and elements across the analyzed geometries (see Table 4:5) .
An unstructured tetrahedral mesh with a uniform element size of 1 mm was generated
in ANSYS Meshing for the bubble trap as presented in the Figures 4.6. Similar
researches according to bibliography have utilized unstructured mesh for DPM gas-
liquid problems [79] .

The mesh cell size was selected in accordance with the recommendations provided in
the ANSYS Fluent User Guide [80], which states that the particle or bubble diameter
should be smaller than the characteristic size of the computational cell, ensuring
accurate tracking of discrete phase trajectories without numerical instability or artificial
particle—cell interactions. Based on this guideline, an unstructured mesh with an
element size of 1 mm was applied, ensuring that even the largest injected bubbles (500
um in diameter) remained smaller than the computational cells, in order to provide a
balance between computational efficiency and the spatial resolution required to capture
the hydrodynamic behavior of both the continuous and dispersed phases within the
bubble trap.
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Figure 4.6 Generated Mesh of the Bubble Trap Geometry (r30.0%53.0)

In order resolve the near-wall region under the k—» SST turbulence model that was
used, 15 inflation layers were applied with a growth rate of 1.1, as the parameters

determined after several trials to maintain y'<1. The achieved y* values are summarized
in Table 4:4.
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ANSYS

Figure 4.7 Inflation Layers Applied Near the Wall of Mesh.

Table 4:4 Calculated Y* Values for the Bubble Trap Geometries

Geometry

2021 R1

r30.0x53.0

r30.0x53.0_inlet13.25
r30.0x53.0_inlet39.75
r30.0x53.0_inlet39.75 15deg
r30.0x53.0_inlet39.75_30deg
r30.0x53.0_inlet39.75 45deg

0.53
0.48
0.47
0.47
0.54
0.62

Lastly, mesh quality was verified using standard metrics from ANSYS Meshing. All
generated meshes satisfied the criteria about the minimum orthogonal quality, which
should be greater than 0.1 and the maximum skewness, which should be below 0.9,
according to Ansys User Guide. The number of nodes and elements for each geometry,
along with aforementioned mesh quality metrics are presented in the below table:

Table 4:5 Summary of Mesh Quality Parameters and Element Statistics for each Geometry.

Min Max
Geometry Orthogonal Skewness Nodes Elements
Quality

r30.0x53.0 0.11152 0.88848 460167 1582537
r30.0x53.0 _inlet13.25 0.12572 0.87428 459810 1580671
r30.0x53.0 _inlet39.75 0.10889 0.89111 459998 1581189
r30.0x53.0 _inlet39.75 15deg 0.12352 0.87648 459160 1579926
r30.0x53.0 inlet39.75 30deg 0.11015 0.88985 458960 1579383
r30.0x53.0 inlet39.75 45deg 0.11154 0.88232 460035 1582217

In the ANSYS Meshing also the named selections were created in order to define the
boundaries that used in the simulations. The outlets were assigned as outlet bubbles
and outlet_perfusate and the inflow was assigned as inlet. The boundary definitions are

illustrated in Figure 4.8, where they are labeled as A, B, and C, respectively.
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Figure 4.8: Boundary named selections: A) outlet_bubbles, B) outlet_perfusate, and C) inlet.

4.2.2  General Settings

Solver Type
A pressure-based solver was selected as the flow is incompressible and dominated by
liquid and gas interaction without significant density changes due to pressure variations.

Time Dependency: A transient simulation was conducted as bubble behavior inside
the trap changes with time. The transient approach allowed for observing the time
evolution of the bubbles and the liquid-gas interface [80].

Gravity

The inclusion of gravitational acceleration is crucial in the simulation because bubble
movement directly depends on gravitational effects as described in Section 3.2. For that
reason, gravity was activated and set at -9.81 m/s?.

g =-9.81m/s’
Turbulence Model

The Shear Stress Transport (SST) k—w turbulence model was used to resolve the
turbulent flow field within the bubble trap as it combines the robustness of the standard
k—o formulation near the walls with the free-stream independence of the k—€ model in
the bulk flow. It is particularly well-suited for internal flows with separation,
recirculation, and adverse pressure gradients, all of which are expected in the bubble
trap due to the sudden expansion, inlet jet, and swirling regions. Previous studies on
have also demonstrated the effectiveness of the SST k—® model in capturing flow
structures relevant to bubble transport and removal [81], like bubble degassers [82] and
perfusion systems [83]. In order to improve predictive accuracy in regions of complex
geometry, the curvature correction and corner flow correction features were
activated.
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Materials

In the Materials setup, the fluid was defined as the perfusate as the properties described
in the Section 4.1.2.3. The solid domain was assigned as polycarbonate with a density
of 1200kg/m?, Cp=1220 J/(kg K) and Thermal Conductivity equal to 0.2 W/(mK) , and
the inert particles representing the air bubbles were defined with the corresponding
physical properties as described in the below section.

4.3 Discrete Phase Model Setup
4.3.1 General DPM Set up

In generals DPM set up tab, the interaction with the continuous phase was enabled,
meaning that momentum exchange between the bubbles and the perfusate was
accounted for through two-way coupling. Also the unsteady particle tracking was used
as bubble motion inside the trap is inherently time-dependent.

Since gravity was enabled in the simulation, buoyancy effects were automatically
accounted for in the discrete phase model. In Physical models the Saffman lift force
was activated to account for the lateral migration of bubbles in shear flows like similar
studies, which can influence their trajectories in regions of velocity gradients [61].
Without this effect, bubbles would be influenced only by drag and buoyancy, which
could underestimate their lateral migration across streamlines [61]. Bubble—bubble
collision modeling and break up were not included, as the objective of this study was
to examine bubble transport and trapping behavior without the added complexity of
coalescence or breakup phenomena. Brownian motion and thermophoresis were
neglected.

4.3.2 Injections

In order to assess the performance of the bubble trap, a controlled injection of air
bubbles was performed during the simulation. In accordance with the approach adopted
in similar computational studies, the bubbles were modeled as spherical discrete phase
particles with constant diameter and uniform material properties [78]. A total of 1500
air bubbles were introduced at the initial time step of the simulation (t = 0.0001s) using.
The injection consisted of six distinct bubble size groups, each comprising 250 bubbles,
with diameters of 50 pm, 100 pm, 200 pm, 300 pm, 400 pm, and 500 pm, respectively.

The injection position was defined at the inlet boundary of the domain, where in order
to avoid direct wall interaction, the bubbles were positioned 2 mm away from the inlet
wall and distributed within a stagger radius of 1 mm around the injection centerline.
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Figure 4.9 Group of bubbles injections at the inlet within a stagger radius of Imm (front view).
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Figure 4.10 Group of bubbles injections at the inlet within a stagger radius of Imm (vight view).

The Volume of each bubble was calculated given the below equations, for the different
diamters [56]:

Equation 4.4
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Equation 4.5

Mpubble = Pair * Vbubble
Where:

®  Viuble: volume of a single bubble [m]

e  Muubbles: mass of a single bubble [kg]

e d: bubble diameter [m]

® pair: air density at 37°C equal to 1.138 kg/m?

Table 4:6 summarizes the volume and mass of each bubble and the mass per size group
and the sum of 250 bubbles, for each size group.

Table 4:6 Injected Bubble Characteristics for the Discrete Phase Model (DPM) Simulation.

Bubble Number of Volume per Mass per Mass of 250

Diameter bubbles injected  bubble (m?)  bubble (kg) bubbles (kg)
(um)
50 250 6.54E-14 7.45E-14 1.86E-11
100 250 5.24E-13 5.96E-13 1.49E-10
200 250 4.19E-12 4.77E-12 1.19E-09
300 250 1.41E-11 1.61E-11 4.02E-09
400 250 3.35E-11 3.81E-11 9.53E-09
500 250 6.54E-11 7.45E-11 1.86E-08

Then, the total mass of air injected into the system was calculated based on the number
and size distribution of the discrete air bubbles. Assuming spherical geometry and a
constant air density of pair=1.138 m® at 37 °C, the volume of air corresponding to the
total mass was computed using the fundamental relationship [56]:

Equation 4.6

Where:

e V: total air volume [m’]

e m: total air mass [kg]

e p: Air density = 1.138 kg/m®at 37 °C
Then:

Table 4:7 Total Injected Bubble Mass and Volume in the DPM Simulation.

Number of bubbles injected 1500
Total Mass of bubbles [kg] ‘ 3.35E-08
Total Mass of bubbles [ug] ‘ 33.54
Total Volume of air injected [uL] ‘ 29.47
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The corresponding mass of each bubble group as calculated above and presented in the
Table 4:6, were set for each injection and the temperature of all bubble groups was set
to 37 °C (310.15 K). No explicit injection velocity was set as the bubbles were allowed
to move with the continuous phase velocity at the inlet, based in bibliography [84] and
reflecting the physical scenario in which entrained air is carried into the system by the
perfusate flow without any additional imposed momentum.

Lastly, the Grace drag law was selected as the drag model, as it is suitable for spherical
bubbles in liquid media [80] and to represent the influence of turbulence on bubble
trajectories, stochastic tracking was enabled through the Discrete Random Walk (DRW)
model. In that way, bubble motion is influenced by instantaneous turbulent velocity
fluctuations superimposed on the mean flow[80]. The random eddy lifetime option was
applied, which assumes that bubbles remain within a turbulent eddy for a characteristic
eddy lifetime before interacting with a new eddy [51].

4.4 Boundary Conditions
4.4.1 Inlet

At the inlet, a velocity boundary condition was applied with a value of 0.38856 m/s, as
calculated in the Section 4.1.2.4, given Q=750ml/min. The turbulence specification
method was set to intensity and hydraulic diameter, with a turbulence intensity of 3%,
which is common for pipes according to Ansys Guide and a hydraulic diameter of
6.4mm, corresponding to the inlet diameter as obtained from the relation Dh=D, based
on the following equation:

Equation 4.7
nD?
4 )
h = =D
D
Where:

e D: the diameter of the circular tube

The temperature of the continuous phase (perfusate) at the inlet was fixed at 37 °C
(310.15 K) in order to represent physiological conditions as described in previous
Section 4.1.2.2. For the discrete phase, the inlet boundary was defined with the reflect
option, which means that the bubbles that interacting with the inlet were reflected back
into the flow domain rather than escaping.
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ANSYS

2021 R1

Figure 4.11 Boundary Conditions Setup. The blue arrows represent the inlet, where the perfusate enters the
chamber, and the red arrows indicate the outlet, where the flow exits the system.

4.4.2 Outlet

The outlet of each geometry was defined as a pressure outlet with a fixed pressure of
80 mmHg (10665.791 Pa) and the turbulence specification method was set to intensity
and hydraulic diameter, with a turbulence intensity of 3% and a hydraulic diameter of
6.4mm, corresponding to the outlet diameter based on the Equation 4.7 . For the discrete
phase, the boundary condition was set to escape, allowing bubbles that reached the
outlet to leave the domain.

4.4.3 Walls

The walls of the bubble trap were set as stationary walls with a no-slip condition applied
to the continuous phase in order for velocity to be zero at the solid boundaries. For the
thermal boundary condition, convection was applied to represent heat transfer between
the housing and the environment. The material properties corresponding to
polycarbonate were used, with a heat transfer coefficient of 10 W/m*-K and a free-
stream temperature of 25 °C, representative of standard laboratory conditions. Lastly
for the discrete phase, the wall boundary condition was set to reflect, meaning that when
bubbles met with the housing walls were reflected.

4.5 Simulation Procedure

For improved convergence according to Ansys Theory Guide for multiphase flows, the
Coupled scheme was selected in terms of the pressure-velocity coupling, meaning that
the momentum and continuity equations were solved simultaneously. Gradients were
calculated using the Least Squares Cell-Based and for the pressure interpolation, the
PRESTO! method was applied, which recommended for flows involving gravity. For
the momentum, turbulent kinetic energy, specific dissipation rate, and energy equations,
the Second-Order Upwind scheme was applied. The discretization schemes and solution
methods applied in the simulations are summarized in Table 4:8.
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Table 4:8 Summary of Solver Coupling and Discretization Schemes.

Scheme Coupled

Gradient Least Square Cell Based
Pressure PRESTO!

Momentum Second Order Upwind
Turbulent Kinetic Energy Second Order Upwind
Specific Dissipation Rate Second Order Upwind
Energy Second Order Upwind

The solution was initialized using the standard initialization method in ANSY'S Fluent,
with values computed from all cell zones. After several trials a fixed time step size of
0.0001s, leading to converge. The simulation was run for a total of 40,000 time steps
with a 20 iterations/time step, corresponding to a flow time of 4s, where during this
period it was observed that bubbles began to escape from the trap and reached a
stabilized behavior.

Several report definitions were created in order to monitor both the continuous and
discrete phase behavior during the simulations. For the discrete phase, the injected mass
of air through the inlet, which corresponds to bubbles that were injected and the escaped
mass of air through the outlet, which corresponds to bubbles that were escaped
recorded.. In addition, surface report definitions were applied at both the inlet and the
outlet boundaries to record pressure, velocity, and temperature.

Table 4:9 CFD Model Settings

Solver Type Pressure-based
Time Dependency Transient Simulation
Gravity Activated
Energy Equation On
Interaction with the Continuous Phase On
DPM On
Wall No slip

The residuals for continuity, momentum, and turbulence equations (k and ®) were set
to 1x107* and the energy equation was assigned with a criterion of 1x107¢ to ensure
accurate thermal resolution. Convergence was also confirmed by monitoring stabilized
mass flow rates and the steady trend of bubble trajectories during the transient
simulation. More specifically, as part of the numerical validation, the mass flow rate
fluxes at the inlet and outlet were compared, where the relative difference between inlet
and outlet fluxes was found to be below 107 % (see Table 4:10), indicating that mass
conservation was preserved throughout the simulations [85].
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Table 4:10 Mass Flow Rate Flux Difference Between Inlet and Outlet for Each Geometry.

Mass Flow Rate Flux Difference Inlet/Outlet

r30.0x53.0 2.27E-09
r30.0x53.0_inlet13.25 5.19E-09
r30.0x53.0_inlet39.75 5.13E-08
r30.0x53.0 _inlet39.75 15deg 1.89E-09
r30.0x53.0 _inlet39.75 30deg 2.69E-09
r30.0x53.0 _inlet39.75 45deg 1.53E-08
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5 Results and Discussion

5.1 Efficiency

The efficiency of each geometry was calculated based on the Equation 3.24, and for the
ejected bubbles it can be transformed as:

%) = Number of bubbles retainded within the system < 100
)= Total number of bubbles injected

As already mentioned, for each geometry a group of 1500 bubbles was injected
consisting of a group of 250 bubbles with a diameter of 50um, 100 pm, 200 pum,
300 um, 400 um, and 500 pm, respectively, with a constant total injected air mass of
3.35 1078 kg. The below Table summarizes the injected/escaped air mass, the number
of bubbles that are injected/escaped and the calculated efficiency for each geometry.

Table 5:1 Summary of Injected and Escaped Air Mass, Bubble Count, and Bubble Trapping Efficiency for Each
Bubble Trap Geometry.

Injected Escaped Air Bubbles Bubbles Bubbles  Efficiency

Geometry AI;I?Z’ ;zss Massﬂ]:é;;ap ed Injected ~ Remained  Escaped [%]
r30.0x53.0 3.35E-08 2.20E-11 1500 1408 92 93.87
r30.0x53.0_inlet13.25 3.35E-08 3.81E-11 1500 1400 100 93.33
r30.0x53.0_inlet39.75 3.35E-08 8.34E-12 1500 1444 56 96.27
r30.0x53.0_inlet39.75_15deg | 3.35E-08 7.15E-12 1500 1460 40 97.33
r30.0x53.0_inlet39.75_30deg | 3.35E-08 5.36E-12 1500 1463 37 97.53
r30.0x53.0_inlet39.75_45deg | 3.35E-08 6.70E-13 1500 1491 9 99.40

The effect of inlet height on bubble trap efficiency was examined in the first stage of
the study. It was observed in all geometries that bubble escape was strongly size-
dependent, with highest number of escaped bubbles belonging to the smallest size
groups (50 um and 100 um), while the bubbles that were 200 pm were almost entirely
retained and escaped only in geometries r30.0x53.0 and r30.0x53.0 inlet13.25 and
bubbles of 300um escaped only in geometry r30.0x53.0 inlet13.25 with the low inlet.
Larger bubbles larger than 300um, were entirely retained within the system, in all
different configurations (see Table 5:2). The results reflect clinical practice, where
microbubbles escape easier from bubble trapping systems rather than larger bubbles
[86], [87].

Also, it was noted that, when the inlet was placed closer to the perfusate outlet
(r30.0x53.0_inlet13.25), the number of escaping small bubbles increased, leading to a
reduction in efficiency to 93.33% compared to the baseline geometry r30.0x53.0,
which presented an efficiency equal to 93.87%. On the other hand, when positioning
the inlet higher in the chamber the retention of bubbles improved, reducing the escape
of smaller bubbles and leading to the highest efficiency among the tested inlet heights,
which is equal to 96.27%. Based upon this optimal configuration, the second stage of
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the analysis investigated the influence of inlet angulation, by progressive tilting of the
inlet from 15° to 45° produced incremental improvements in performance. Then the
efficiency is progressively increased, as in 15° inlet angulation the geometry presented
an efficiency of 97.33%, the 30° inlet angulation presented an efficiency of 97.53%
and the geometry with a 45° inlet angulation presented the highest efficiency reaching
to 99.40%, where a few of the smallest bubbles (50um) escaped. The results of each
geometry are presented in the table below and the findings of each geometry are
analyzed in the next sections.

Table 5:2 Escaped Bubbles by Bubble's Diameter and Corresponding Bubble Trapping Efficiency for Inlet Height
and Angulation.

Escaped Bubbles
Bubble (30.0x53.0  r30.0x53.0 '0:0%53.0  r30.0x53.0  r30.0x53.0
size [um] r30.0x53.0 Cinlet13.25 _inlet39.75 _inlet39.75 _inlet39.75 _inlet39.75
_15deg _30deg _45deg
50 71 79 48 32 32
100 20 19 8 8 5 0
200 1 1 0 0 0 0
300 0 1 0 0 0 0
400 0 0 0 0 0 0
500 0 0 0 0 0 0
Total 92 100 56 40 37 9
Trapping
Efficiency 93.87 93.33 96.27 97.33 97.53 99.40
%]

As it is observed, among all tested configurations, the geometry
r30.0x53.0_inlet39.75 45deg has the highest efficiency, achieving 99.40% bubble
retention with nine of the 1500 injected bubbles escaping. This can be explained by the
combined influence of inlet height and angulation. Placing the inlet at a highest position
of the chamber, far from the outlet, increases bubble residence time, allowing larger
bubbles to rise toward the top of the chamber, while the 45° inlet angulation promotes
recirculating flow patterns that slow down bubble transport and prevent the direct
escape through the outlet. The bar chart below illustrates the number of escaped bubbles
per diameter group at all different inlet configurations.
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Figure 5.1 Number of Escaped Bubbles by Bubble Size
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5.1.1 Inlet Height Variation

To begin with, the effect of inlet height on bubble trap performance was evaluated. The
two configurations r30.0x53.0 inlet13.25 and r30.0x53.0 inlet39.75, were tested in
addition to the baseline geometry r30.0x53.0. Results showed that the initial geometry
had an efficiency of 93.87%, with 92 bubbles escaping out of 1500 injected, the lower
inlet position (13.25 mm) reduced efficiency to 93.33%, with 100 bubbles escaping,
while the upper inlet position (39.75 mm) improved efficiency to 96.27%, with 56
bubbles escaping. Therefore, inlet height has a direct impact on bubble escape behavior
and trapping efficiency, as when placing the inlet at a higher position led to 2.94%
increase in trapping efficiency and an upward trend can be observed in the plot of
Trapping efficiency vs Inlet Height (Figure 5.2), as the inlet height increases, the
trapping efficiency also improves.

Inlet Height - Bubble Trapping Efficiency

96.5
96
95.5
95
94.5
94
93.5
93
0 10 20 30 40 50

Inlet Height (mm)

Trapping Efficiency [%]

Figure 5.2 Inlet Height vs. Bubble Trapping Efficiency

As it can be observed from the Figures 5.3 (a)-(c), smaller bubbles tended to accumulate
near the bottom of the chamber and follow the main flow path toward the outlet,
whereas larger bubbles were located toward the upper regions of the chamber closer to
the inlet. This can be attributed to buoyancy effects, as larger bubbles tend to
accumulate at the top of the chamber primarily due to their higher buoyancy force
relative to the drag force from the surrounding fluid. More specifically, the buoyancy
force Fp acting on a bubble is proportional to its volume (Equation 3.12), while the drag
force Fp (Equation 3.13), is proportional to the bubble’s surface area and velocity.
Because buoyancy increases with the cube of the bubble radius R®, larger bubbles
experience a stronger upward force and rise more rapidly through the fluid and this
causes them to separate and collect near the upper surface of the chamber.

In contrast, smaller bubbles (e.g., 50—100 um) have lower buoyancy forces, can easily
carried along the streamlines toward the outlet and exhibit a greater tendency to escape
the system, especially in geometries where the jet is more direct and recirculation zones
are weaker. This behavior is consistent with bibliographic findings and clinical
observations, where microbubbles are known to persist despite bubble trap
mechanisms, while larger bubbles are more efficiently captured [86], [87].
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Figure 5.3 Spatial Distribution of Bubbles with Different Size in the Geometries of Different Inlet Height (a)
730.0x53.0 (b) r30.0x53.0 inlet13.25 (c) r30.0x53.0 _inlet39.75, afier the 4s simulation.

5.1.2 Inlet Angle Variation

In continuous, the effect of inlet angulation was evaluated for the geometry with the
inlet placed at three-quarters of the chamber height (39.75 mm), which had already
demonstrated higher efficiency compared to the baseline geometry and the geometry of
low inlet configuration. At 15°, the number of escaped bubbles decreased to 40,
achieving an efficiency of 97.33%, while at 30° it further reduced to 37 with an
efficiency of 97.53%. The best performance was achieved at 45°, where 9 bubbles
escaped, corresponding to an efficiency of 99.40%. When angulation was introduced
the efficiency progressively increased, compared to the geometry with the highest
performance ( r30.0x53.0 _inlet39.75) among inlet height configurations by 1.06%,
1.26% and 3.13% for the 15°, 30°, and 45° inlet angulations, respectively. As the
angulation increases, the jet is redirected toward the chamber walls, creating stronger
recirculation zones and promoting longer bubble retention within the chamber and this
enhanced mixing effect allows more bubbles to rise and be trapped before reaching the
outlet. The plot of Inlet Angulations vs. Bubble Trapping Efficiency in the Figure 5.4
illustrates the relationship between inlet angulation and bubble trapping efficiency,
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showing a positive correlation between the two parameters, as the inlet angulation
increases from 15° to 45°, the trapping efficiency rises steadily.
Inlet Angulation - Bubble Trapping Efficiency
100
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98

97.5

Trapping Efficiency [%]

97

Inlet Angulation [ °]

Figure 5.4 Inlet Angulations vs. Bubble Trapping Efficiency

Similarly with the inlet height configurations, in all geometries with the different
angulations, a pattern can be observed, as larger bubbles (colored red to yellow, 300—
500 um) accumulate and remain concentrated near the top region of the chamber, while
smaller bubbles (blue to green, 50-200 um) follow the flow path and are distributed in
the chamber. As the inlet angulation increases, the jet flow is redirected along the
chamber wall, inducing a stronger counterclockwise recirculation pattern and this
enhances bubble retention, as the flow circulation helps redirect small bubbles away
from the outlet and toward the upper region where buoyancy dominates.

130.0x53.0_inlet39.75_150F e r30.0x53.0_inlet39.75_30deg — e wm
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(©
Figure 5.5 Spatial Distribution of Bubbles with Different Size in the Geometries of Different Inlet Angulation (a)
730.0x53.0 _inlet39.75 15deg (b) r30.0x53.0_inlet39.75 30deg (c) r30.0x53.0_inlet39.75 45deg, after the 4s
simulation.

5.1.3 Bubbles escaping over time

In the following figures the time at which the first bubbles escaped and how bubbles
escaping through time, for each geometry can be observed, providing insight into how
inlet position and angulation influence bubble residence time and early escape behavior.
In the low inlet case (Figure 5.6b), the first bubbles escaped early in the beginning of
the simulation, with more than 30 bubbles exiting by 1s and a sharp release between 2—
3s, meaning that positioning the inlet closer to the outlet provides a direct path for
bubbles to leave the chamber with low residence time. Also, lager bubbles of 100um
and one of 200pm escaped before 1s.

Escaped Bubbles Escaped Bubbles

550 r30.0653.0 400 r30.0x53.0_inlet13.25
200 (o]
€ 300 O
= 150 T
g = 20 | ©
£ 100 coocmp® O O g
a I
° s OCEEIEIMMOOADOTO £ 100 @Ooo @@ O G OO
IEEDOCO00  © @OOADMD O
0 0
0 1 2 3 4 0 2 3 4
O Bubbles Time [s] O Bubbles Time [s]
(@) (b)

63



5 Results and Discussion

Escaped Bubbles
r30.0x53.0_inlet39.75

Escaped Bubbles
r30.0x53.0_inlet39.75_15deg

150 150
€ 100 OO0 AO OO € 100 O 000 o O
3 3
2 8
£ 50 OQCETIED @MOAXD £ 50 oI O® O OO
8 8
0 0
0 1 2 3 4 0 1 2 3 4
O Bubbles Time [s] O Bubbles Time [s]
(c) (d)
Escaped Bubbles Escaped Bubbles
r30.0x53.0_inlet39.75_30de i
150 _ _ g 100 r30.0x53.0_inlet39.75_45deg
g 100 00 00 E
< % 50 (o] OO O
g 50 OQROD M 00® £
S a
0 0
0 1 2 3 4 0 1 2 3 4
O Bubbles Time [s] O Bubbles Time [s]
(e) ®

Figure 5.6 Plots of Escaped Bubbles over Time (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25 (c) r30.0x53.0 _inlet39.75
(d) r30.0x53.0 _inlet39.75 15deg (e) r30.0x53.0_inlet39.75 30deg (f) r30.0x53.0 _inlet39.75 45deg

The baseline geometry (Figure 5.6a) also demonstrated early bubble release, where no
bubbles escaped during the first second, but a large release occurred at 2—3s (40 and 39
bubbles, respectively), showing that while some recirculation delayed bubble transport,
the central velocity jet still carried many bubbles to the outlet. By placing the inlet
higher (Figure 5.6¢), the number of bubbles that escaped by the 2s , reduced to 6 bubbles
and a higher number of bubbes that escaped can be observed during the 3s, like most
geometries. When the inlet was positioned higher and combined with angulation
(Figures 5.6 (d)-(f)), the escape of bubbles was delayed and their overall number was
reduced. The Table 5:3 summarizes the escaped bubbles over time.

Table 5:3 Number of Escaped Bubbles over time for all geometries, along with the corresponding Bubble Trapping
Efficiency.

Number of Escaped Bubbles

r30.0x53.0_  r30.0x53.0_  r30.0x53.0_
Time[s] | r30.0x53.0 riﬁ'e“t’;?;;— rf{ﬂﬁ’;ﬁg— inlet39.75_  inlet39.75_  inlet39.75_
) ) 15deg 30deg 45deg
1 0 30 0 0 0 0
2 40 32 6 8 4 1
3 39 21 33 12 21 1
4 13 17 17 20 12
Total 92 100 56 40 37
Trapping
Efficiency 93.87 93.33 96.27 97.33 97.53 99.40
[%]
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For the 15° inlet geometry (Figure 5.6d), bubble escape began before 2s with 8 bubbles,
followed by a moderate release of 12 bubbles at 3s, and a more substantial release of
20 bubbles at 4s, leading to a total of 40 escaped bubbles. In the case of the 30° inlet
geometry (Figure 5.6e), bubble escape was slightly more delayed and more evenly
distributed across time. Only 4 bubbles escaped at 2s, followed by 21 at 3s, and 12 at
4s, for a total of 37 bubbles, meaning that bubbles were retained longer within the
chamber compared to the baseline and low-inlet cases. Finally, the 45° inlet geometry
(Figure 5.6f), exhibited the latest and lowest bubble release, with most bubbles retained
within the chamber until the end of the simulation, as a single bubble escaped at 2s and
another at 3s, while the majority (7 bubbles) escaped at 4s. The results of each
simulation, regarding the number of bubbles with the corresponding bubbles size that
escaped over time, are presented in Appendix A and the plots in Appendix E can show
the correlation of bubble size and the number that escaped over time, as described
above.
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Figure 5.7 Time Evolution of Bubble Escape for the Different Inlet Configurations.

Furthermore, from the Figure 5.7 it can be observed that the low-inlet geometry
(r30.0x53.0_inlet13.25) and the baseline configuration (r30.0x53.0) exhibit a steep and
early rise in escaped bubbles, with sharp peaks around 2-3 s, indicating that most
bubbles exited the system rapidly. In contrast, the geometries with higher inlet
positioning and angular orientation (r30.0x53.0 inlet39.75, 15°, 30° and 45°)
display delayed and broader peaks, indicating that bubble escape occurred more
gradually and over a longer time, leading to an enhanced recirculation and mixing inside
the chamber and allowing bubbles to remain suspended longer before reaching the
outlet. Furthermore, the lower amplitude of these peaks confirms a smaller total number
of escaped bubbles, reflecting a more efficient separation process. Among all tested
geometries, the 45° angled high-inlet configuration achieved the best performance, with
the smallest and latest peak, demonstrating that this orientation most effectively, by
promoting bubble retention through recirculating flow structures. Figure 5.8 illustrates
the distribution of bubble escape for all tested geometries.
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Figure 5.8 Number of Escaped Bubbles over time across the different geometries

5.2 Pressure
The mean inlet static pressure remained stable across all geometries at approximately
81.25-81.28 mmHg, with variations of +0.02—0.03 mmHg and the corresponding mean
pressure drop was ranging from 1.25 to 1.28 mmHg (see Table 5:4).

Table 5:4 Mean Inlet Static Pressure and Pressure Drop in the different geometries.

Mean Pinie: [mmHg] AP Mean [mmHg]

+Std +Std
r30.0x53.0 81.25 + 0.03 1.25 £ 0.03
r30.0x53.0 _inlet13.25 81.28 + 0.02 1.28 £ 0.02
r30.0x53.0_inlet39.75 81.28 + 0.02 1.28 £ 0.02
r30.0x53.0 inlet39.75 15deg 81.27 = 0.02 1.27 + 0.02
r30.0x53.0 inlet39.75 30deg 81.26 = 0.02 1.26 =+ 0.02
r30.0x53.0 inlet39.75 45deg 81.27 =+ 0.03 1.27 + 0.03

Among all the tested geometrical configurations, the geometry with the inlet at the
middle of the chamber (r30.0x53.0) presented the lowest pressure drop equal to
1.25mmHg, the configurations of low/high height presented pressure drop equal to
1.28mmHg and the geometries with angulation of 15°,30°,45° presented a pressure drop
of 1.27 mmHg,1.26 mmHg and 1.27 mmHg, respectively. The expected pressure drop
drives the flow through the bubble trap and ensures continuous perfusate circulation
from inlet to outlet, leading to higher inlet pressure than the outlet as anticipated and it
is caused by wall friction, viscous losses and local flow resistance within the chamber.
No major deviations occur among the geometries, suggesting that changes in inlet
height and angulation have minimal influence on the overall hydraulic resistance of the
system. The plots of pressure and pressure drop are presented in Appendix B and C,
respectively.
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Inlet Pressure per Geometry
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Figure 5.9 Static Pressure distribution of the inlet across geometries

The mean static pressure drop across all tested geometries in this study was 1.25—
1.28mmHg, with only small differences between inlet height and angulations (see
Figure 5.10). These values are consistent with findings in the literature. For example,
Herbst et al. [88] reported pressure drops of 0.4-2.3mmHg for conventional arterial-line
filters under physiological flow conditions, conducitng CFD analysis, meaining that the
present bubble trap designs operate within the same range as other clinical devices.
From a design perspective, this indicates that improvements in bubble entrapment
efficiency and particularly in the 45° angled configuration, which achieved 99.4%
efficiency, can be achieved without introducing additional hydraulic resistance.
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Figure 5.10 Bar plot of Mean Pressure Drop across geometries
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From the Equation 3.17, given the surface tension of water at 37°C, the Laplace pressure
across the gas—liquid interface for bubbles with diameters ranging from 50 to 500 pm
varies between 42.2 mmHg and 4.2 mmHg, respectively. Since the Laplace pressure is
substantially higher than the flow-induced pressure drop, the imposed hydraulic
gradient is insufficient to cause any deformation of the bubbles as they travel through
the system. Consequently, the bubble dynamics within the chamber are primarily
influenced by local flow recirculation patterns and shear forces, rather than by static
pressure variations along the main flow direction.

130.0653.0 iy 13004530 inlet13.25 :

(a) inlet plane (b) inlet plane

130.0x53.0_inlet39.75 —

(c) inlet plane
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Figure 5.11 Contours of Static Pressure of the different configurations (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25 (c)

r30.0x53.0 _inlet39.75 (d)-(e) r30.0x53.0 inlet39.75 15deg , (f)-(g) r30.0x53.0 inlet39.75 30deg , (h)-(i)
730.0x53.0_inlet39.75 45deg

From the static pressure contours (Figures 5.11), across all geometries, it can be
observed that the pressure distribution within the chamber is relatively uniform, with
no major difference in the middle plane observed between the geometries. The highest
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pressure is noted at the inlet region and near the walls, where the perfusate jet enters
the chamber, as the orientation of the inlet leads to stronger jet, creating zones of high
pressure near the walls and localized high pressure zones can be observed along the
chamber walls at the points where the inlet jet impinges, corresponding to regions of
direct fluid impact, where momentum transfer from the entering jet increases static
pressure. Lastly, the lowest pressure in all geometries occurred at the outlet at the
bottom center, as expected, given that as the flow travels toward the outlet, energy is
dissipated through frictional losses, turbulence, and recirculation, leading to a
progressive reduction in static pressure. Also, according to Bernoulli’s principle, the
acceleration of the flow toward the outlet further lowers static pressure because of the
previous reasons, which explains why the minimum values were consistently observed
at the outlet region.

Furthermore, the top view contours of static pressure in the Figures 5.12 (a)-(f) are
showing that with a tangential inlet, the entering jet imparts swirl momentum to the
perfusate and the resulting swirling flow establishes a radial pressure gradient by radial
equilibrium, so static pressure rises toward the outer wall where tangential velocity and
the centrifugal term are largest and drops toward the center. As inlet angulation
increases (15° — 30° — 45°), the jet is directed more strongly along the wall, increasing
the tangential momentum and thus the centrifugal pressure head at the walls.
Consequently, the high-pressure ring along the wall becomes more pronounced,
especially in the the configurations with inlet angulation (Figures 5.12 (d)-(f)) and
spatially continuous, while the core remains comparatively low-pressure. Similar
pressure distribution patterns have been reported in CFD studies of cyclone separators
with swirl chambers, where tangential inlet flow generates a centrifugal field leading to
higher static pressure near the walls and lower pressure along the central core [89]. The
lower pressure in the center of the chamber creators calm regions, where bubbles and
especially the smaller ones, move with the flow.
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Figure 5.12 Cross Sectional Contours of Static Pressure (top view) on the inlet plane of the different configurations
(a) r30.0x53.0 (b) r30.0x53.0_inlet13.25 (c) r30.0x53.0_inlet39.75 (d) r30.0x53.0_inlet39.75_15deg (e)
r30.0x53.0_inlet39.75_30deg (f) r30.0x53.0_inlet39.75_45deg

5.3 Velocity

From the velocity magnitude streamlines that are presented below, it can be observed
how the inlet affects the flow field inside the chamber and the trapping of bubbles. For
the geometry r30.0x53.0 (see Figure 5.13 (a)-(b)), it can be observed that the flow enters
at the middle and travels directly across the chamber and then creates a horizontal jet
toward the walls. Recirculation zones can be visible at the top and bottom of the
chamber, but the central jet provides a path for bubbles, especially for the smaller ones,
to escape, a fact that explains the moderate efficiency of 93.87%.

When the inlet is placed closer to the bottom of the outlet (see Figure 5.13 (c¢)-(d)), the
jet is observed to be along the lower part of the chamber, where the streamlines show
strong circulation near the base. Because the main jet is aligned with the outlet, bubbles
have a higher probability of being transported directly out, explaining the reduced
efficiency (93.33%) compared to the first geometry. Also, as the jet is closer to the
outlet, bigger bubbles can escape as they don’t have the time needed to rise to the top
of the chamber and even larger bubbles, such as one of 200 um and 300um, were able
to escape. Moreover, as discussed in paragraph 5.1.3, a higher number of bubbles
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escaped during the early stages of the simulation in the geometry r30.0x53.0 inlet13.25
, a fact that can be explained from the jet closer to the outlet, which allowed bubbles to
be carried directly out of the chamber. As the inlet was placed higher, from the Figure
5.13 (e)-(f) it can be observed that the incoming jet was directed across the upper region,
away from the outlet, reducing the likelihood of bubbles being immediately entrained
toward the exit. As a result, bubbles had more time to rise under buoyancy, leading to
an improved efficiency.

The geometries without inlet angulation appear multiple recirculation zones with flow
patterns that allowed smaller bubbles to be entrained toward the outlet, reducing the
overall trapping efficiency. From the Figures 5.13 (g)-(1), it can be observed that when
angulation was introduced, the streamlines became smoother and increasingly aligned
with the chamber walls. At the geometry r30.0x53.0 inlet39.75 15deg (see Figure 5.13
(g)-(h)), the incoming jet was starting to divert upward and began to align with the
chamber wall, reducing the strength of the direct path toward the outlet. This trend is
becoming more pronounced at 30° and 45° (see Figure 5.13 (i)-(1)), where the
streamlines appeared progressively smoother, distributed across the chamber
boundaries and following the walls, creating more smooth and extended recirculation
zones, which increases the bubbles residence time and subsequent the efficiency.

In general, viscous shear forces, acting perpendicular to the main flow direction, are
significant near the chamber walls and within regions of strong velocity gradients, as
they induce lateral bubble migration, altering local vorticity and promoting mixing
within the chamber. Furthermore, as the perfusate enters tangentially, it induces a
swirling motion within the chamber, creating a pressure gradient where the pressure is
higher near the walls and lower toward the centerline. This radial pressure difference
generates a centrifugal effect that pushes both the liquid and entrained bubbles outward
toward the chamber walls. For larger bubbles, this outward force, combined with
buoyancy, helps them move toward the upper wall region where they accumulate and
eventually separate due to the lower local velocity and higher buoyant rise. Smaller
bubbles, however, experience a stronger influence from the drag and viscous forces
compared to the centrifugal force, causing them to follow the recirculating flow patterns
rather than separating immediately.
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Figure 5.13 Velocity magnitude streamline plots for the different geometries (a)-(b) r30.0x53.0, (c)-(d)
r30.0x53.0 inlet13.25 (e)-(f) r30.0x53.0 _inlet39.75, (2)-(h) r30.0x53.0 inlet39.75 15deg, (i)-(j)
r30.0x53.0_inlet39.75_30deg , (k)-(1) r30.0x53.0_inlet39.75_45deg

During the simulations, it was observed that bubbles concentrated at the top region of
the chamber, as the flow field promotes bubble accumulation in low velocity
recirculation zones, as already discussed. For example in Figure 5.14
(r30.0x53.0 _inlet39.75 45deg), it can be observed that the bubbles are concentrated at
the top of the chamber, in a place where it is directly on the velocity jet, but in low
velocity recirculation zone.
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Figure 5.14 Bubbles distribution across the velocity streamlines of the geometry r30.0x53.0_inlet39.75 45deg.

The area-weighted average velocity magnitude at the outlet was monitored for all
geometries and the plots are presented in the Appendix D. Across all cases, the outlet
velocity stabilized close to the inlet velocity confirming mass conservation, as already
discussed in Paragraph 4.5. Geometry r30.0x53.0 and low inlet r30.0x53.0 inlet13.25
presented nearly identical outlet velocity, with smooth temporal profiles that indicate
stable flow. For the high-inlet geometry r30.0x53.0 inlet39.75, the mean outlet velocity
magnitude remained consistent with the design value but displayed slightly larger
fluctuations, reflecting the development of stronger recirculation zones inside the
chamber. When inlet angulation was introduced (15°, 30°, 45°), the outlet velocity
profiles showed minor increase in velocity magnitude value. This effect can be
attributed to the combined influence of flow redirection and the presence of sharp edges,
which promote local jet contraction and acceleration, as the angled inlet promotes
enhanced mixing and redirects the flow toward the outlet, increasing local velocity
magnitudes through recirculation and flow contraction near sharp edges.

5.4 Temperature

The mean outlet temperature across the six geometries revealed small numerical
differences, all within the range of 36.991-36.993 °C. In the below Table 5:5 the mean
values of outlet Temperature are presented:

Table 5:5 Mean values of outlet Temperatureare for all geometries.

Mean Outlet Temperature +£Std

r30.0x53.0 36.991 + 0.005
r30.0x53.0_inlet13.25 36.991 + 0.005
r30.0x53.0_inlet39.75 36.993 + 0.003

#30.0x53.0_inlet39.75_15deg 36.993 + 0.003

#30.0x53.0_inlet39.75_30deg 36.992 + 0.004

#30.0x53.0_inlet39.75_45deg 36.991 + 0.005
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Outlet Temperature Distribution per Geometry
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Figure 5.15 Outlet Temperature Distribution for all geometries.

Since the inlet temperature was set at 37 °C, the system maintained the fluid
temperature very close to physiological conditions regardless of geometry (see Figure
5.15). All geometries maintained the perfusate temperature with minimal loss, ranging
from 0.007 °C to 0.009 °C. The largest difference can be observed in the geometries
r30.0x53.0, r30.0x53.0 inlet13.25, and r30.0x53.0 inlet39.75 45deg with outlet
values of 36.991 °C representing 0.009 °C of loss. In contrast, the geometries
r30.0x53.0_inlet39.75 and r30.0x53.0 inlet39.75 15deg have the smallest deviation,
from the inlet value of 37 °C, where the outlet temperature decreased to 36.993 °C,
corresponding to a loss of approximately 0.007 °C. The plots of the average weighted
inlet and outlet temperature through time are presented below.
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Figure 5.16 Plots of Average Weighted Temperature vs Time (a) r30.0x53.0 (b) r30.0x53.0 inlet13.25 (c)
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As can be observed from the temperature contours (see Figures 5.17), as the perfusate
enters the chamber at 37 °C, undergoes some heat loss across all geometries. In every
configuration, lower temperature regions are located near the chamber walls, especially
at the upper part of the chamber where the perfusate comes into contact with the
environment and is linked to heat transfer through the chamber boundaries, as the larger
contact surface area at the top facilitates greater losses. Additionally, localized cooler
regions can be noted at the upper chamber where bubbles tend to accumulate, as bubbles
reduce the effective thermal conductivity of the fluid domain and create zones of
thermal insulation and enhance the local temperature drop. Localized cooler spots are
also observed at the corners of the chamber, particularly in areas where the main jet
does not directly impinge. In these zones, reduced flow mixing and weaker convective
transport allow more heat to dissipate toward the walls. Spots with the higher
temperature can be noted at the inlet, as the perfusate entering the chamber at 37 °C
locally increases the temperature before mixing and heat dissipation occur.

For example, in the geometry r30.0x53.0 (Figure 5.17a), the temperature drop is
primarily observed near the upper walls and in the bottom chamber corners, where the
jet dissipates and heat transfer to the environment becomes more pronounced. The
inletl13.25 configuration (see Figure 5.17b) shows a similar pattern but with slightly
larger cooled zones near the corners at the top of the chamber and smaller at the bottom,
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because the lower inlet position reduces direct jet impingement in the upper chamber,
but is closer to the bottom of the chamber.

Additionally, in the geometry r30.0x53.0 inlet39.75 (Figure 5.17c¢), cooler zones can
be spotted at the top of the chamber where the contact of the upper walls surface with
the environment is larger and at the bottom of the chamber, as the strong jet is at the top
of the chamber, where the inlet is positioned, away from the bottom part. Similarly, for
the 15°, 30° and 40° angled inlets, cooler spots can be noted at the top and the bottom
of the chambers for the reasons described above. Furthermore, at the inlet planes, at the
top of the chamber cooler zones can be spotted at the top of the chamber where bubbles
concerted near the inlet (see Figures 5.3-5.4), because of the reduced thermal
conductivity that bubbles create.

r30.0x53.0 " r30.0x53.0_inlet13.25

r30.0x53.0_inlet39.75
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Figure 5.17 Contours of Temperature (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25 (c) r30.0x53.0 _inlet39.75 (d)-(e)
730.0x53.0 _inlet39.75 15deg, (f)-(g) r30.0x53.0_inlet39.75 30deg, (h)-(i) r30.0x53.0 _inlet39.75 45deg

Across all geometries (see Figures 5.17), the overall temperature distribution within the
chamber appears uniform and no major differences in temperature can be spotted,

suggesting that the inlet configuration primarily influences localized patterns rather
than the overall thermal behavior of the chamber.
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5.5 Turbulence Kinetic Energy

From the volume rendering contours of Turbulence Kinetic Energy, it can be observed
that regions of high turbulence kinetic energy (TKE) correspond to the path of the inlet
jet, indicating that turbulence is primarily generated by the strong velocity gradients
and shear forces formed as the jet impinges on the chamber wall and interacts with the
surrounding fluid. In the baseline geometry (see Figure 5.18a), the inlet jet enters the
chamber horizontally and spreads toward the opposite wall, creating turbulence mainly
in the central region, leading to the distribution of bubbles throughout the chamber, with
a noticeable accumulation near the upper surface, as already discussed. On the other
hand, when the inlet was positioned lower (Figure 5.18b) the jet became more direct
and aligned with the outlet and the flow traveled along the lower part of the chamber,
producing an elongated higher energy zone and elevated turbulence levels near the
outlet, that can direct bubbles, especially smaller ones, to escape quickly.

In contrast, when the inlet was placed higher (Figure 5.18c¢), it is observed that the jet
is entering closer to the upper section of the chamber and expanding along the upper
part. This led to an increased turbulence near the top and calmer zones near the bottom,
allowing bubbles to rise and accumulate near the upper surface. Thus, the reduced
turbulence kinetic energy in the lower region and the upward recirculating pattern
contributed to improved bubble retention and delayed escape.

When inlet angulation was introduced (15°, 30°, and 45° - Figures 5.18 (d)-(f)), zones
of high turbulence kinetic energy (TKE) are concentrated along the path of the
tangential inlet jet, especially near the wall impingement region where the flow first
enters the chamber. In the 15° inlet angulation, the high-TKE region is concentrated
near the inlet and extends moderately along the chamber wall, at 30° angulation, the jet
becomes more closely aligned with the chamber wall and in the 45° angulation, the inlet
jet adheres even more closely to the wall, creating a more high-TKE zone near the
periphery of the chamber. The tangential momentum of the incoming flow establishes
a swirling field that stabilizes as it progresses toward the chamber center. This generates
a strong centrifugal effect, pushing bubbles outward and upward while maintaining a
relatively low-turbulence region near the core. Consequently, most bubbles accumulate
near the upper wall, where buoyancy dominates and escape to the outlet is minimized
resulting in increased bubble trapping efficiency.

In general, high TKE regions correspond to the primary mixing zones, where
momentum transfer between the incoming jet and the surrounding fluid generates
turbulent eddies and this localized turbulence enhances bubble dispersion within the
chamber. Finally, across all configurations, uncolored or transparent regions in the
volume renderings corresponded to low-TKE zones can be noted, indicating stable and
low-turbulence flow, where mainly located near the upper corners and chamber walls,
acted as calm regions and where bubbles could remain suspended or gather under
buoyancy forces.
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6 Conclusion

6.1 Discussion

This study aimed to examine how the variations in inlet configuration affect the
introduction of bubbles into the bubble trap in heart perfusion systems. For that a reason
a series of CFD simulations were conducted on different geometrical configurations,
by changing the inlet height and angulation.

In terms of efficiency, results showed that bubble trapping efficiency is influenced by
the position and orientation of the inlet. More specifically, the baseline geometry
r30.0x53.0, presented 93.87% efficiency during the insertion of the bubbles into the
systems. It was observed that bubble escape began during the 2s of the simulation with
the higher number of bubbles escaping during this period. When inlet was placed lower
into the chamber and closer to the outlet of the perfusate, efficiency decreased to
93.33%, as the shortened flow path facilitated faster bubble escape from the outlet. In
contrast, the geometry r30.0x53.0_inlet39.75, where the inlet was positioned higher in
the chamber, led to an increased efficiency of 96.27%, as the elevated jet promoted the
recirculation of bubbles into the chamber and delayed bubble escape.

Given the higher efficiency achieved with the elevated inlet position, an inlet angulation
was introduced, in order to further examine whether the bubble escape behavior will be
affected. When a 15° angulation was introduced to the inlet of the geometry
r30.0x53.0_inlet39.75 15deg, efficiency increased to 97.33% and afterwards, with a
30° inlet angulation, geometry r30.0x53.0 _inlet39.75 30deg, presented an increased
efficiency of 97.53%. Finally, at 45° geometry r30.0x53.0_inlet39.75_45deg achieved
the highest efficiency of 99.40%, with nine of 1500 bubbles escaping throughout the
simulation, meaning that tangential inlets improve separation.

The velocity streamlines provided further insight into the relationship between inlet
configuration and bubble trapping efficiency during the introduction of air bubbles to
the system. In particular at the low-inlet geometry, the velocity jet was directed almost
immediately toward the outlet, producing a more linear flow path that facilitated faster
bubble escape and reduced efficiency, as the bubbles could escape during the first
second of the simulation. By contrast, in the high-inlet geometry, the jet entered at an
elevated position and spread across the chamber, promoting stronger recirculation and
longer residence time, which delayed bubble release. When inlet angulation was
introduced, the streamlines were redirected toward the chamber walls, generating
broader recirculation zones and reducing the likelihood of bubbles following a direct
path to the outlet. For that reason the angled configurations and particularly the 45°
case, achieved the highest efficiency, as bubbles were forced into stable recirculation
loops where buoyancy driven separation could occur before reaching the outlet.

Furthermore, in the low-inlet configuration (13.25 mm), bubbles began to escape
almost immediately, with 30 bubbles lost during the first second, highlighting that a

82



6 Conclusion

direct alignment of the jet close to the outlet shortens residence time and reduces
separation efficiency. Similarly, the geometry r30.0x53.0 showed early bubble escape
at 2 seconds, with strong peaks at 2—3 seconds. By contrast, the higher-inlet and angled
geometries delayed the onset of bubble escape, with the 45° angulated inlet showing
the latest and lowest release of bubbles, mainly concentrated at 4 seconds.

From these results, it can be concluded that the inlet position can influence the bubble
trapping efficiency during the introduction of the bubbles to the system, as placing the
inlet lower in the chamber and closer to the outlet led more bubbles to escape, whereas
positioning it higher promoted recirculation and delayed their escape, resulting in
higher overall efficiency. Also, these findings show that when introducing inlet
angulation, can enhance the bubbles trapping efficiency by redirecting the jet toward
the chamber walls, by creating stronger recirculation zones and minimizing direct
bubble trajectories to the outlet.

During this study also it was noted that bubble size plays a significant role in bubble
escape, as similar studies have shown and also from clinical practice. Smaller bubbles
(50-100 um) were consistently the ones most likely to escape, regardless of geometry,
due to their lower buoyancy and stronger tendency to follow the carrier fluid
streamlines. Larger bubbles (=300 um), on the other hand, were efficiently trapped
across most of the geometries and were not observed at the outlet. Only one bubble of
200um and 300 pum escaped in geometry in the low inlet configuration
r30.0x53.0_inlet13.25. This size-dependent escape behavior is consistent with findings
in the literature [5], [8], [90], where microbubbles are known to be more challenging to
remove in perfusion systems.

The analysis of static pressure and temperature distributions revealed that the different
inlet configurations did not significantly affect the overall hydraulic and thermal
performance of the system. Across all geometries, the mean static pressure drop
remained nearly constant, ranging between 1.25 and 1.28 mmHg. Higher pressure
values were located at the inlet, and the highest pressure was noted near the walls, where
the jet impinges, while the lowest pressure occurred at the outlet, in accordance with
Bernoulli’s principle and energy dissipation along the flow path. Similarly, the
temperature field was uniform in all cases, with a temperature loss of approximately
0.007-0.009 °C between the inlet and outlet. Cooler regions were observed along the
upper chamber walls and corners, areas where bubbles accumulated and the fluid had
prolonged contact with the environment, as well as at the bottom corners of the
chamber. Finally, it was observed that bubbles tended to accumulate in regions of lower
turbulent kinetic energy (TKE), where the local flow velocity and energy dissipation
were reduced.
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6 Conclusion

6.2 Recommendations for Future Research

Future studies could explore a wider range of geometrical configurations of the bubble
trap that could affect and further optimize its efficiency in terms of bubbles escape. In
particular, variations in the chamber diameter and height could be examined to
determine how these parameters influence the internal flow field, bubble trajectories,
and trapping efficiency. For example, the proportion of height/diameter of the chamber
could be examined, to investigate whether there is an optimal value. In that way, it will
be valuable to understand how the overall chamber volume and proportions affect the
residence time of bubbles and their likelihood of being captured or escaping through
the outlet. Moreover, different inlet and outlet arrangements could be tested to evaluate
their impact on flow recirculation and bubble separation mechanisms. For instance,
positioning the inlet and outlet at different vertical or horizontal locations, either toward
the upper or lower regions of the chamber, in order to determine how their placement
affects flow circulation or bubble rise behavior. Furthermore, the examined geometries
could be tested in similar systems with higher flow needs, such as cardiopulmonary
bypass (CPB) and extracorporeal membrane oxygenation (ECMO) circuits, where
effective bubble removal is equally critical for patient safety.

Another recommendation for future work would be to test the geometries with the
incorporation of filters with various materials and pore sizes to study the influence of
bubble retention, especially for smaller bubbles. Moreover, the simulations can be
conducted over longer time periods, in order to allow the observation of transient
effects, including variations in pressure and temperature across different geometries,
and provide a more comprehensive evaluation of long-term system stability under
physiological conditions. Lastly, different types of injections, bubbles sizes or
multiphase models, such as VOF could be tested.
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8 Appendix

8 Appendix

8.1 Appendix A: Escaped Bubbles per Size through time

Table 8:1 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0.

50um 100um  200um  300um  400um  500um

1s 0 0 0 0 0 0
2s 34 6 0 0 0 0
3s 26 12 1 0 0 0
4s 11 2 0 0 0 0
Total 71 20 1 0 0 0

Table 8:2 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0 _inlet13.25.

50um 100um  200um  300um  400um  500um

1s 21 7 1 1 0 0
2s 27 5 0 0 0 0
3s 16 5 0 0 0 0
4s 15 2 0 0 0 0
Total 79 19 1 1 0 0

Table 8:3 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0_inlet39.75.

50um 100um  200um  300um  400um  500um

1s 0 0 0 0 0 0
2s 5 1 0 0 0 0
3s 28 5 0 0 0 0
4s 15 2 0 0 0 0
Total 48 8 0 0 0 0

Table 8:4 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0_inlet39.75 15deg.

50um 100um  200um  300um  400um  500um

1s 0 0 0 0 0 0
2s 8 0 0 0 0 0
3s 7 5 0 0 0 0
4s 17 3 0 0 0 0
Total 32 8 0 0 0 0
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Table 8:5 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0_inlet39.75 30deg.

50um 100um  200um  300um  400um  500um

1s 0 0 0 0 0 0
2s 4 0 0 0 0 0
3s 19 2 0 0 0 0
4s 9 3 0 0 0 0
Total 32 5 0 0 0 0

Table 8:6 Number of Escaped Bubbles by Size and Time for the Geometry r30.0x53.0_inlet39.75 45deg.

50um 100um  200um  300um  400um  500um

1s 0 0 0 0 0 0
2s 1 0 0 0 0 0
3s 1 0 0 0 0 0
4s 7 0 0 0 0 0
Total 9 0 0 0 0 0
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8.2 Appendix B: Plots of Pressure Area-Weighted Average
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8.3 Appendix C: Plots of Pressure Drop
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Figure 8.2 Plots of Pressure Drop Across Different Geometries (a) r30.0x53.0 (b) r30.0x53.0_inlet13.25 (c)
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8.4 Appendix D: Velocity Magnitude Area-weighted Average Plots
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Figure 8.3 Velocity Magnitude Area-Weighted Average Plots (a) r30.0x53.0 (b) r30.0x53.0 _inlet13.25 (c)
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8.5 Appendix E: Bubble Size vs Number of Escaped Bubbles over
Time
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Figure 8.4 Correlation of Bubble’ Size with the Number of Escaped Bubbles over Time (a) r30.0x53.0 (b)
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