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IlepiAnyn

H napaywyr) KotvoBoUAeUTIKOV AOY®V ITAPOUCIALEl CUYKEKPIIEVEG TIPOKATOE1G Y1d TA PEyaAd YAQOOIKA
Povtéda méEpa aro Ti§ TUTTIKEG EPYAOieg MTAPAYOYHS KEPEVOU. Xe aviiBeon He 1 YEVIKY MAPAY®YI] KEl-
HEvou, 01 KO1VOBOUAEUTIKEG OMIATEG ATTALTOUV OX1 1OVO YAGOO1KY| ITO1OTHTA AAAd KAl TTOATTIKY) AuBeviikoT)-
1a kat 18eodoyikn ouvénela. Ta tpéxovia YAwooikd poviéda dev Siabétouv ege1dikeupévn) exknaideuor) yla
KowoBouAeuTikd mAaiola, Kat ot UntdpXouoeg 11€60601 a§loAdYN0NG EMIKEVIPOVOVIAL OF TUTIKEG HETPLOELS
NLP napd otnv moAttikn avbevuikointa. Ma va avupetonicoupe autd, napouoialoupe éva mAaiolo ya
UV apayyr kowoBoudsutkwv Adywv. Kataokeudoape kat ripoenegepyactrikape éva ouvodo dedopévav
oplAev anod 1o KowoBouAio tou Hvepévou Baotdeiou Parlamint GB yia va emmipéypoupe 1 CUCTHATIKI)
exknaidevorn poviédwv. Elodyoupe éva oAdorAnpwiiévo rmAaioto a§loddoynong rnou cuviudalel UTTIOAOYIOTIKES
petprioetg pe agodoyroeig LLM-as-a-judge yia ) pétpnorn g modtntag napaynyng oe tpeig Siaotaoeig:
YAQOOIKY] TIO10TNTA, ONPACIOAOY1KI) OUVOXY] Kdatl TTOATIKY aubevukomta. Ma ) yAwoowkn nowdtnta xpn-
owonowjoape petpnoelg onwg Perplexity, Self-BLEU, BERTScore, GRUEN Score, MOVER Score kat
Distinct-n. IIpoteivoupe &Uo véeg petprioetg Baoiopéveg oe embeddings, to Political Spectrum Alignment
Kat o Party Alignment, yia va rioootikortowrjooupie tyv 18e0Aoyikr) tortofétnon. ErmuAéov, xpnowornot-
fljoape v npoogyylon LLM-as-a-judge yia va aglodoyrjooupe €§1 6100TA0Elg: OUVOITUKOTTA, OUVOXH,
auBevTKOTNTA, TTOALTIKL KATAAANAOTTA, OUVOALIKY ITOt0Tta Kat ouvadela. Exnaidevoaype pe fine-tuning
niévie peydda yAdooowkd povieda (Mistral, Gemma, Qwen, Llama, Yi) xpnotponowwviag to rmaioto Unslo-
th, dnuoupyroape 28.000 ouptdieg, Kat 11§ aSlOAOYT|oapie XPrOTHOolOvIag to miaiold pag, ouykpivoviag
ta Baowkda kat ta fine-tuned povtéda. T'a ) OTATIOTKY AVAAUOTH TV AMTOTEAECPAT®OV epappooaje t-tests
kat ANOVA tests. Ta anotedéopata deixvouv ot 10 fine-tuning nmapdyet otaTtoTIKA ONPAVIIKES BEATIOOELS
OtV IAEI0VOTNTA TOV HEIPHOE®V KAl 01 VEEG PAG HETPLOELS KATASEIKVUOUV 10XUpr| dlakpliiky) duvaun yua
11§ oAttikeg Sraotaoeslg. Tprnpata ng €¢psuvag nou napouctddovial og auvty ) dtatpBn Bacidovral otnv
axko6doubn 6npooicuor: “ParliaBench: 'Eva [MAaioo A§loddynong kat Benchmarking yia KowoBouleu-
Tikoug Aoyoug mou [Tapdayoviat antd LLM™ [20]. Autr) ) dnpooieuon ouyypdonke o ocuvepyacia e tov
K.Mdpo Koviapn kat tov k.ITavayiot) Toavaka kat avantuyxdnke og HEPOg tg £peuvag mou S1egrx0n
yla auty] 1 6tatpiBr). ZuveloEpepa otnv vvoloAoynon, 1 pebododoyia, v avaiuon Sedopévav kat tmv

TIPOETOACIA TOU XEIPOYPAPOU.

Aégerg-kAe1dia:
Mapayoyr KowoBoudeutikov Adywv, Meyada IMeooika Moviéda, Enegepyaocia duowkrig TAowooag, Ia-

paywyn Puokng M'aoooag, ASloddynon Meyddewv Meoooikov Moviédov, Meyada TAoooikd Moviéda ©g
Kputég, TToAtuikr) Aubevukotnta, I6eoroyikr) Eubuypdppion, ASloAddynorn [MAaioiou.
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Abstract

Parliamentary speech generation presents specific challenges for large language models beyond
standard text generation tasks. Unlike general text generation, parliamentary speeches require not
only linguistic quality but also political authenticity and ideological consistency. Current language
models lack specialized training for parliamentary contexts, and existing evaluation methods focus
on standard NLP metrics rather than political authenticity. To address this, we present a bench-
mark for parliamentary speech generation. We constructed and preprocessed a dataset of speeches
from UK Parliament Parlamint GB to enable systematic model training. We introduce a comprehen-
sive evaluation framework combining computational metrics with LLM-as-a-judge assessments for
measuring generation quality across three dimensions: linguistic quality, semantic coherence, and
political authenticity. For linguistic quality and semantic coherence, we employed metrics including
Perplexity, Self-BLEU, BERTScore, GRUEN Score, MOVER Score, and Distinct-n. We propose two
novel embedding-based metrics, Political Spectrum Alignment and Party Alignment, to quantify ideo-
logical positioning. Additionally, we utilized the LLM-as-a-judge approach to evaluate six dimensions:
conciseness, coherence, authenticity, political appropriateness, overall quality, and relevance. We fine-
tuned five large language models (Mistral, Gemma, Qwen, Llama, Yi) using the Unsloth framework, for
parameter-efficient training, generated around 28,000 speeches with the same context for each model,
and evaluated them using our framework, comparing baseline and fine-tuned models. For statistical
analysis of results, we applied t-tests and ANOVA tests. Results show that fine-tuning produces sta-
tistically significant improvements across the majority of metrics and our novel metrics demonstrate
strong discriminative power for political dimensions. Portions of the research presented in this thesis
are based on the following publication: "ParliaBench: An Evaluation and Benchmarking Framework
for LLM-Generated Parliamentary Speech" [20]. This paper was co-authored with Marios Koniaris and
Panayiotis Tsanakas and developed as part of the work conducted for this thesis. I contributed to the

conceptualization, methodology, data analysis, and manuscript preparation.

Keywords

Parliamentary Speech Generation, LLM Evaluation, Political Authenticity, Benchmark Evaluation,
Natural Language Generation, Natural Language Processing, Ideological Alignment, Embedding-based

Metrics, Parameter-Efficient Training.
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Hepidnyn

H napayoyr KotvoBoUuAeUTIK®OV AOY®V TTAPOUOCIALEl OUYKEKPIIEVEG TIPOKATOEIG Yid Ta PeEyald YA®O-
OKA POVIEAA TIEPA ATIO TIG TUITIKEG EPYAOIEG TIAPAYOYNS KEWEVOU. Te aviifeon He T YEVIKI] MAPAY®YT)
KEPEVOU, Ol KOWOBOUAEUTIKEG OPALEG ATIAITOUV OX1 HOVO YA®OOIKI) Toldtrta aAld Katl TMOALTKY aube-
VKOt ta Kat 16e0doyiky) ouvenela. Ta tpéxovia yAwooikda povieda dev Siabetouv egedikeupévn ekna-
i6euorn yia kowvoBouAsutikd mAaiola Kat o1 urdapxouoeg PeBodot afloAdynong EmMKEVIPOVOVIAL OF TUTTIKESG
petpriosig NLP napd otnv moAttiky) auvbevukotta. a va avupetoniooupe autd 1o npoBAnpa, mapou-
owadoupe éva evaluation framework yia tv mapayoyr KowoBoudeutikov Aoywv. Kataokeudoape éva
ouvolo Sedopévev oAy arod 1o KowvoBouAto tou Hvepévou Baotdeiou ya ) ouotnpatiky) eknaideuon
poviédav. Ewoayoupe éva rmiaiolo agloddynong rmou ouviuddel UToAOY10TIKEG PETPTOElS He a§loAoyToelg
LLM-as-a-judge yla ) pétpnon Ing nowdintag rnapayeynsg o 1pelg 61a0tdoelg: YA®OO1KY) roldtnta, on-
HAO10A0Y1KY] OUVOXI] Kal MOAlTKY auBsvuikointa. IlpooBeétoupe emiong 6Uo petprioetg, Party Align kat
Political Spectrum Analysis, yia va nocotikoriotrjooupe v 18e0doyikr) tornobétnorn. Exnaidevoaype pe
fine-tuning névte peydda yAdewoowkd poviéda (LLM), dnpioupyrjioape 28.000 opthieg kat g a§lodoyrjoape
XPNO1HoToOwVIag to mAaiold pag, ouykpivoviag ta Baoikda kat ta finetuned poviéda. Ta anotedéopata
delyxvouv ot 10 fine-tuning mapdyet otationKA ONPAVIIKEG PEATIOOEIS OV TTAEIOVOTTIA TOV ETIPLOEDV

KAl Ol VEEG Pag PETPHOEIS KATASEIKVUOUV 10XUPn S1aKPITIKY dUvan yia Tig mMoAttikeg S1a0tdoeg.

Enedepyaocia Acdopivav rat IIpostotpacia Xprnotpornowjoape 1o ouvolo dedopévav ParlaMint-GB
¢kboon 5.0 aro 1o CLARIN, 10 omoio meptdapBavel rmpaktika tou Bpetavikou KowoBouliou amo tig 5
Iavouapiou 2015 ¢wg 11g 21 Ioudiou 2022. H ermAoyr] T0U CUYKEKPIPEVOU GUVOAOU dedopévav Baoiotnke
OTO YEYOVOG OTL £ival YpappEVo oty ayyAlKI YA®Ood, aropelyoviag €101 TG ONIACI0AOYIKEG ATTWAEIEG
IOV MPOKUITIOUV aro petappaocelg. To ouvolo Sedopévav mepiéxel Sopnpéva KovoBOUAEUTIKA TTPAKTL-
Kd pe mlouotla petadedopéva, oupneplAapB8avopévey ToV OVORAI®OV IOV OPIANTOV, TOV POA®V TOUG, TV
MOATTIK®V TOUG TOTTOOET| 0@V, TOV MANPOPOPIRV PUAOU, KaBKOG Katl MANPn aviiypada tov OPAlOV HE TG a-
vtiotoixeg nuepopnvieg toug. To apxiko ouvodo dedopévav riepieixe 670.912 cuvelopopég aro 1.951 1éAn
1ou KotvoBouliou oe 2.209 ouvedpilaoelg, pe oUVOAIKO 1€yebog repirou 135 exkatoppupla Aégelg. H dua-
dikaoia kaBapilopou kat postopaciag 1wv Hedopévav nepieAdpBave oAdarndda otadia @Atpapiopartog.
AMatnpnbnkav Povo ta MOATIKA KOPpata pe repltoootepeg aro 1.000 opdieg, eve adalpédnkav opidieg
pe Awyotepeg amno 35 Aégelg (5o ekatootnoplo) kat reptocdtepeg aro 1.580 Aggelg (990 exatootnuoplo).
Emiong, apaipedbnkav opdieg mou oxetioviav pe Siadikactuka 9épata onwg "Business of the House" kat
"Point of Order", kabwg dev mpocéPpepav ouolaotiky rmOAtKY adia. Metd and autég g Siadikaoieg, 1o
TeEAKO oUvoAo debopévav niepieixe 447.778 opdieg and 1.901 povadikoug oANTEG, TTOU AVILTPOOHITEUAV
11 roAtukég opdibeg, pe oUVOAKO apOpod repinou 99,94 exatoppupila Aggelg. 'Eva kawvotopo otoixeio
g €peuvag frav n YePaTKn Katnyoplonoinon 1oV optAtev Xprnotponoloviag to epyaleio Kevlar yua v
autépatn avabeon katnyopiov EuroVoce. To Kevlar ta§ivopnos ké6e optdia oe pia and tg 21 Sspatukeég
Katnyopieg rmou mpogpxoviat arnod tov Inocaupd EUROVOC, onwg Atebveig xéoelg, Nopog, Kowevikd Zn-
mpata, oAk, Exnaidevon kat Emkowevieg, Owovopia, Evpenaikr 'Eveorn, Metagpopég, Epnopio,
[Tep1BaArdov, Evépyela kat dAAeg. H ermdoyr) tou Kevlar Baoiotnke oty eknaidevor) tou os vopika, KuBep-
VI|TIKA KAt TTOATTIKA Keipeva, kabwog Kal ot oupBatdtnd tou pe v tasivopia EUROVOC. To cuotnpa
eréotpede moAAarAég évvoleg EuroVoe yia kafe opldia pe Babpoug spruotoouvng, kat Stadegape v
ek depatiky kawmyopia pe faon tov topéa pe v uyniotepn Pabpoloyia.

Emloyn rat Apxtrtertovirn Movtédwv H épsuva e§étaoe névie Siadopetikd peydda yAwookda j1o-
VIEAd, 10 Kabéva pe povadika apXItEKIOVIKA XAPAKINPElouKA Katl duvatotnteg. To Mistral 7B v0.3 a-

rotelel éva mponypévo poviédo transformer pe 7,25 dioekatoppupla mapapétpoug mou Xprotpornotet
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Grouped Query Attention (GQA), Sliding Window Attention (SWA) kat Rotary Position Embedding (Ro-
PE). H apyitektovikry) SWA mep10opidet Tov UrToAOy1010 NG ITPOCOXTS O €va otabepo mapdbupo, peimvoviag
TNV UITOAOY10TIKI] TIOAUTTAOKOTNTA ATIO TEIPAYOVIKY] O€ YPAPHIKIY] KATHAK®OL ®©G IIPOG TO HIKOG TG AKO-
Aoubiag. To Llama 3.1 8B ing Meta mepidapBavel 8,3 dioekatoppupila mapap€rpoug Kal Umootnpidet
MOAUYA®OO1KEG Suvatotnteg pe napddupo rmiaiwsiou 128.000 tokens. Xpnoporotei GQA pe 8 key-value
heads kat éva exktetapévo AeSlAdyto 128.000 tokens yia anodoukdtepn enetepyaoia ketpévou. To Gemma
2 9B wng Google, pe 9,24 Sioekatoppupla APAPEIPOUS, XPNOIHOIIOEL pia apxttektoviky] decoder-only
transformer pe 42 enineda kat evaAlaocoopevn TOINKY Kat naykoopta rpocoyr). To Qwen2 7B mept-
AapBavel kawvotopieg 6rwg Dual Chunk Attention yia enefepyaocia exktetapévev miawoiov kat YARN yia
BeAtwpévn egaywyn oe peyadutepa pnkn akoloubiag. Tédog, to Yi 1.5 6B anotelei éva SiyAwooo poviédo
6 Sioexkatoppupinv mapapétpev rou nposkraldeutnke oe 3 tploekatoppupla tokens pe egedikevon ota
ayyAka kat ta kwedika. 'OAda ta povieda xpnowponowfnkav otig 4-bit quantized ekdooe1lg ToUg arod 1o
Unsloth, pewwvovtag §pactika 11¢ anatroelg pvnpng (peiwon 58-62%) kal ermrtaxuvoviag v taxuinta
(2,2-2,4 popég tayUtepa) evo dratnpouoav eAdyiotrn urtoBadpion otnv notdtnta 10U HOVIEAOU.
Zrpatnykn Fine-Tuning H &adikaoia fine-tuning vlonowiOnke xpnowonowviag to miaioo Un-
sloth, éva gpyaleio Bedtiotomnoinong e161kd oxedlaopévo yia amodoTiKY) IIPOcaAPHoYT] HEYAADV YA®OOIK®OV
poviedewv. Egpappooinke n pebodog Quantized Low-Rank Adaptation (QLoRA), ou svoopat®vel qua-
ntization 4-bit pe mpooappoyrn mMvAakev Xapning tagng yia arodotikn mpoocappoyr tou poviédou. H
TMPOCEYY10T] AUTH| ETNAEXONKE £Me1dr| ETUTPETEL TNV TTPOCAPHOYT] NEYAA®V TTPOEKTAISEUPNEV®V PNOVIEADV O
TMOATIKEG OPAieg XWPIg va amattouvial TEPACTIOl UTTOAOY10TIKOL TIOPO1 1) VA XAVOVTAl Ol YEVIKEG YAWOOIKEG
Kavotnteg tov poviedav. H dapoppwon QLoRA mepiedapBave LoRA rank (r) ico pe 16, LoRA alpha
100 pe 16 yia baseline KApAK®OT), 0TOXEUON 7 erUIEd®V (OAEG 01 YPAPPIKEG PETACXPIATIONOT), PNOEVIKO
LoRA dropout yia evepyortoinor tewv Bedtiotonourjoeav Unsloth, kat kapia Stapdppeoon bias yia taxutepn
exniaidevon kat pewwpévn pvnpn. Ta poviéda eknadsvinkav xpnotponowwviag Supervised Fine-Tuning
oe {euyn odnylov-anavijoenv, dtapoppepéva xpnotponowwviag chat templates e161kd yla kabe poviédo.

'‘OAa ta povtéda erkmatdevtnKav pe éva Koo system prompt:

You are a seasoned UK parliamentary member. Use proper British parliamentary language appropriate
for the specified House. The speech should reflect the political orientation and typical

positions of the specified party on the given topic.

KdBe poviédo xpnotponoinoe ) 61kr) tou €101kr) popdn wrapping pe e16ika tokens kat akolouBieg
edéyxou. To medio instruction mepieddpBave v epotnon prompt 1 yevikn odnyia otav dev unnpyxav
d1aBéoma prompts, eve 1o 1iedio context repleAdpBave 0pyavOPIEVEG TIOAMTIKEG TANPOPOPIEG: TTOATIKO
Koppa, dspatkn kamyopia EuroVoc, tunpa kotvoBoUAeUTIKAG OULNTNONG, MOAIKY KATeUBuUvorn Kat
Zopa (Boudr tov Kowotntev 1] Boudn tev Adpdav). Ot mapdpetpot exknaibevong repieddpbavav batch
size 64, learning rate 2e-4, péyota Pnpata 11.194 (2 epochs), warmup steps 336 (10% tov péylotov
Brnudteov), AdamW optimizer, weight decay 0,01, péyioto prnkog akodoubiag 1.024 tokens, kat ypapjiko
learning rate scheduler. H eknaibeuon 61e€r1x0n oe GPU instances A100 oto AWS.

Apxttektoviky Zuotnpatog [Iapaywyng Optdtov To cuotnpa napayeyng oplteov oxedidotnke va
@OPTOVEL Ta eKIA1deUEvVa PoVIEAd Kat va Snpiioupyet moAttikég optdieg faocet Sopnpévav e1066wv. I'a va
eCaopaliotel ouvérela Kat H1katoovvr otig oUyKpioelg poviédav, dnuoupyndnke £va evoronpévo ouvo-
Ao Tunpatev €10060u Kat prompts ano 1o test set, eyyuopevo 6t 0Aa ta povieda €édaBav avopoloTuIieg
epwtnoelg Kat dedopéva €1006ou. AlatnpnONKaAv PeAAlOTIKA KATAVEPNTIKA XAPAKINPIOTIKA SE1yATOAn-
moviag ta Houses oupgova pe v mpaypatiky toug avarnapdotacn oto Bpetaviko KowoBoudo (78%

Bouln tov Kowotntev, 22% Bouln tov Aopdmv) Kat ta MoATIKA KOPPata cUpdeva e ta aviiototxa Bapn
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TOUG 010 0UVOoAO Sedopévav (Zuvinpnukoi: 59%, Epyatiko: 24%, Zxeotoediko EOviko Koppa: 5%, k.Am.).
Avuotowioape ta sections pe ta EuroVoc topics pe ) diadikacia Kevlar oote va SiatnpnBet pia 1cop-
poTINPEVH KAl OXETIKY €10060¢ yia tapaywyr) Aoyou. [Ma v napaywoyr) Kelpévou, epappootnke nucleus
sampling (top-p) g KUpla oTpATYIKI] AroK@dKonoinong. Autr 1 pébodog ermAéxOnke Evavil tapado-
olaKoV PeB6dnv onwg greedy search kat beam search, kaBmg autég ouxva napdayouyv eravailapbavopevo
1] AOUVENEG Kelpevo mapd v emniteudn xapndou perplexity. Ot mapdpetpol apayeyrg rneptedapbavav
2.700 oudieg ava poviedo, Seppokpaocia 0,7 yia oopportia petady ouvoxrg Kat AeSlAoyikrg rmokiAiag,
top-p 0,85 yia eotiaopéveg aAdd noikideg e§0doug, penalty enavadlnyng 1,2, batch size 32, eAayioto
ap1Bpo Aégewv 43, péyioto apduod Aétewv 635, kat péylota véa tokens 850. Qg system prompt eixape to
egng:

You are a seasoned UK parliamentary member. Generate a coherent speech of min_words - max_-
words words in standard English (no Unicode artifacts, no special characters).

Use proper British parliamentary language appropriate for the specified House.

The speech should reflect the political orientation and typical positions of the specified

party on the given topic.

Kat oe autv v niepinmoon, nepdoape ®g rapaperpousg e1006ou 1o prompt question, topic, section,
party, house, political orientation.

IMAaiowo A§roAdoynong H épeuva uloroinoe £éva oAoKANP®EVO rAaiolo agloddynong yla ty eKtipinon
g arddoong twv poviéAdev oe roddariAég Saotdoelg. H afodoynorn nepiedapBave: (1) yAwoowkn rot-
otnta Kal rmoikidia, (2) onpactodoyikr) cuvoxr) Kat mowotnta Ketpévou, (3) moAttikn aubevukotnta, kat (4)
oUVOAKT] adloddynon pe LLM-as-a-Judge. Ta ) yA@OOIKY MOOTNTd, XPNOIHOono|0nKav o1 PeTpr|oetg
Perplexity, Distinct-N kat Self-BLEU. To Perplexity petpd oco «eKmAroostar €va YA®OOIKO POVIEAD OTav
OUVaVIA CUYKEKPIPEVO Ketpevo, pe xapnAodtepeg fabpoAdoyieg va unodeikvuouv puotkotepo Keipevo. Xpn-
oworoi)fnke 1o GPT-2 base wg poviédo aglodoynong. Ot petprjoeig Distinet-N agiodoyouv ) AsSidoyikn
MOKIAlA PETPAOVIAG TNV avaAoyia povadikov n-grams mpog T0v OUVOAIKO aptfpo tokens. YmoAoyiotnkav
ta Distinct-1, Distinct-2, Distinct-3 kat Distinct-4 xpnoiponowwviag v TUIKY 81aTtUnOor o€ ertirne-
60 Aoyou. To Self-BLEU petpd tv opototnta Hetaiy napayopevey Kelpévey arnod 1o 1610 poviédo, pe
xapnAotepeg Babpoloyieg va unodeikvuouv uynlotepn nowkidia. H mpooéyyion Asttoupyet AapBavoviag
KABe mapayopevn opidia kat urtoAoyidoviag ) fadpodoyia BLEU 1tng oe ouykpion pe kabe dAAn opdia
ot ouAloyr rou dnuoupyeitatl anod 1o 610 poviédo pe g 161eg e106boug (party, topic, house, political
orientation) kat ot ouvéxela urodoyidoviag Tov PE€cO 0po OA®V autev twv Babpoloywwv. Ma ) onpaocto-
Aoyikr) ouvoyr), vdonow)Onkav tpelg kupteg perprjoelg. To GRUEN (Grammaticality, non-Redundancy,
focUs, structurE, and coNherence) ouvéudadelr grammaticality, non-redundancy (og penalty) xat focus
(g penalty), oe éva evoroupuévo pétpo agloddynong. To BERTScore yprnotporotel nposkniateupéva
BERT embeddings yia va PETpr)oet ) ONIACI0A0YIKL] OPO10THTaA PETady apayolevey KAl IIPpAyHaTiKoOV
opldwv. To MoverScore urtoAoyiet 1) OrlacloA0Y1KI) ArtO0TAoT] PETIPWVTAG TO BEATIOTO0 KOOTOG PETAdOopasg
IOV Artatleital yia I PETatportt| g katavoung embeddings evog keyppévou o addo. Ta v evpeon tov
avadopav twv MoverScore, BertScore, yia ka0e niapayopevn optdia, ermdé€ape tig N=6 o onpaciodoyt-
KA TTAPOP01EG OPIALEG aTTO TO ApPX1KO 0UVOAO eSo1EVeV G avapopEg, PETPOUHEVESG Pe Ao v opolotnta
ouvnuitovou petady v embeddings tng kaOe optdiag tou train dataset kat twv input prompts twv na-
payopeveov opdiov. Ta Political Spectrum Alignment (PSA) kat Party Alignment eivatr §Uo petpriosig
ou unioAoyiloviatl Ypnowporowwviag word embeddings. To PSA petpd noco kadd eubBuypappidetal to

MApAyopevo KeTPEVO 1€ TOV AVAPEVOIEVO TTOAITIKO ITPOCAVATOAOPO (0 pia kAtpaka 13 onpeiov arno
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Left ¢wg Right). Xuykekpipéva, dnuioupyouviatl centroid embeddings arnd auBeviikég KovoBoUAEUTIKEG
opdieg yia KAOe mMOATIKO TPOCAVATOAIoNO, KAl Ot ouvExela 10 PSA score uroloyidetatl wg: PSA = co-
sine_similarity(speech, embedding) X max(0, 100 - d/10 x 100), 6mou d eivat ) anoAuvin andéotaor
petady Tou avapevoPEVOU KaAl TOU TIPOBAEMTOPEVOU TIPOCAVATOAIOHOU OTNV TTOATIKY KAlpAKA, Pe TeEAMKO
eupog ipev 0-1. To Party Alignment urtoAoyiletat wg to cosine similarity petagu tou embedding g ra-
payopevng opdiag kat tou party-specific centroid embedding, aSioAdoywviag eav 1o poviEdo Kataypadet
XOPAKINPIOTIKA £181KA yla 10 KOPPA MEPA A0 TOV YEVIKO 18£0A0Y1KO IIPO0AVATOALoNO, £MTI0NG 08 KATpaKa
0-1. ErutAéov, xpnotponow)nke éva ovotnua LLM-as-a-Judge pe to poviédo Flow-Judge-v0.1 ywa v
a&loddynon €61 Siaotdoewv: coherence, conciseness, relevance, authenticity, political appropriateness
xkat overall quality. KaBe 61dotaon a§lodoynOnke oe kAipaka 1-10 pe Asrtopepn) Kptpla Kat rubrics.

Ztatiotirn MeBoboAoyia rat AnoteAéopata H avaduon tov anotedeopdiov riepteddpbave eKteveig
otatotikoug eAéyyxoug. Xpnotpornow|Onkav paired t-tests ylia ouykpioeig poviédov otig i61eg opdieg kat
independent t-tests yia ouykpioeig baseline évavtt fine-tuned poviédov. YroAoyiotmkav peyeln enidpa-
ong (Cohen’s d) kat 95% &iaotpata eprotoouvng yla 0Aeg 1ig diadopég peéocwv opav. Edappooinke
810pbworn Bonferroni yia roAAandég ouykpioeig yia tov €éAeyxo tou familywise error rate.

Ta amnotedéopata anokdaduypav ot 1o fine-tuning BeAtivos onpavukda mv anodoor) o 45 aro tg 70
OUYKPI0€1§ PETPNOE®V PE OTATIOTIKY onpavukotnta. To Yi emétuyxe TG 10xupotepeg PeEATIOOEIS O OAEG TIG
dlaotaoelg, eve 1o Llama napouciace ouverneig képdrn. To Gemma2 kat to Qwen2 spgavicav trade-offs
nowotntag, pe PeATidoelg oe pia Katnyopia va ouvodsuovial anod PeInoelg o aAAeg, UTtodelkvuoviag apyl-
TEKTOVIKEG §1aPOPEG OTOV TPOTTO TTOU TA POVIEAA 100PPOTIOUV AVIAY®VIOTIKOUG 0TOX0UG Katd 10 fine-tuning.
H avdlAuon otaBepotntag oe dradopetikd miaiola arokdiuye ot ta fine-tuned poviéda diatrpnoav ouve-
i) arnodoor) og ToAttika rmAaiola (ouvOetrn otaBepotnta 91,4-96,2%). To Mistral emétuye tnv vPnAotepn
ouvénelwa (96,2%) rapd ta trade-offs otnv anoAutn anddoon, eved 1o Llama (95, 1%) e§iooppornoe 10xupn
arodoon pe otabepotnta.

H avdduon ava xkoppa €6ei€e ou ta peyada xkoppata (Conservative, Labour) niétuyxav otabepny a-
odoorn oe 0Aa Ta POViEAd, eM@(EAOUEVA ATIO ONHUAVIIKO OYKo dedopévav exknaibeuong. Ta pikpotepa
Koppata eppavioav peyadutepn petabAntotnta. To Mistral aviipetornoe SuokoAieg pe etepoyeveig opadeg
(Non-Affiliated: 0.436), eved to Qwen danpenet pe 16e0doyika ouverneig peloyndieg (Bishops: 0.664). To
Yi enébede kaAn anodoon oe 6Aa ta koppata (0.614-0.633). Ot 5U0 PeTPriOelg TIOAMTIKLG AuBevuKotTag
(PSA kat Party Align) diakpivouv emtuxog Tig OATIKEG draotdoetg otoxo toug. To Party Align Siakpivet
1a Koppata eve 1o PSA Swakpivel toug pooavatoAiopoug (kat ta 6vo p < 0.001). H avdduor) pag aro-
KalAuret 6t ) arodoon tou Party Align eSaptdtal kuping arnd tmyv apbovia dedopévav kat tv 18e0Aoy ikt
ouUVvoxX1n apd aro 1o peyebog Tou Koppatog. Ta povieda pabaivouv emtuyxng ta YA®ooika potiBa e1dt-
KA yla kabe koppa otav ta dedopéva eknaibeuong napEXouv oadr] OTUAIOTIKA ONPATd, UTTOSEIKVUOVIAG
0Tl 1 OTOXEeUHEVY oUAAoyT) Hebopévav yla Urmoekpooeovpeva Koppata 9a propovoe va PeATIOOEL TV
KaAuyr).

H Sepaukr) avaduon anoxkdduye ot 1o 9€pa Science metuye g xapndotepeg Pabpoloyieg (peocog
0pog 0,516), evw ta Economics (0,610) kat European Union (0,606) £¢6ei§av v uynddtepn arodoor).
Ta 9¢pata Science kat Geography katataxfnkav og ta rmo duokoAd, eve ta Finance, Business kat
Economics katataxOnkav otig xapndotepeg. Ot TeEXVIKOI KAl @UOIKOL £rOTnPOVIKOl Topeig epgavi¢ouv
peyadutepn Sagovia petadl PMOVIEA@V O OXEON HE Ta OIKOVOUIKA KAl MOATIKA 9épatda, yeEyovog Iou
ouvadel pe ) peyadutepn egedikeuon otnv opoAoyia Kat TG Taxewng egedlooopeveg €vvoleg. Avtibeta, ot
O1KOVOHIKEG KA1 ITOATTIKEG OULNTHOE1G XPNOHOTIO0UV ITo otabfepd evvoloAoyika mAaiola eubuypappiiopéva
e TS Baoikég KO1voBoUAEUTIKEG AETTOUPYIEG.

H am6doorn oe moAttikoug rpooavatodiopoug £6e1e avapevopeva potiBa. H kevipo-6e€id 9¢on kupt-
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apxnoe oto ouvolo dedopEvav @otooo dev ETUXE amno tig UPnAotepes fabpodoyies. Epgaviotnkav duvata
onpeia e1dka yia kabe poviédo, pe 10 Gemma Kail 10 Qwen va emtuyXAavouv tig uyniotepeg Padpolo-
yieg oug Asiég 9éoetg, eved 1o Mistral €6e1de aduvapia oe dAeg TG rmoAttikég Jéoeig 10 010io UrodeIkvVUEL
ApXITEKTOVIKI] aduvapia.

Sulitnon kat Tupnepdopata Ta arotedéopata vroypappidouv apketég Baoikég 16éeg.  IMpmtov,
0 APXITIEKTOVIKOG 0Xed1ao10g Taidel Kaboplotko pOAO OtV MOALTIKIY] AUOEVIIKOTNTA, HE TA EKTIETAPEVA
context windows va emrpériouv BeAtioon. Asutepov, 1o domain-specific fine-tuning avadsikvietal wg
Kpiowyog apayoviag anoddoong, kabag 45 and 1g 70 ouykpioelg petprjoenv £de1§av otatioukd onpavit-
KeEG BeAtiwoetg. Tpitov, n eloaynyn) vémv petprjoemv MOATIKAG aubevukotntag (PSA, Party Align) napéyet
Ha ouprnpepatiky aglodoynukr) Sidotaon répa arod ug cupbatikég petprjoeig NLP, erukupopévn péown
g avranokpong oto fine-tuning kat tov discriminative tests (p < 0.001). Zulloywkd, ta euprjpata
autd katadeikvuouv ot 10 fine-tuning ox1 pévo PeAtiovel ) YA@OOIKI) ITOOTNTA KAl TI] ONCCI0AOYKY)
ouvoxI], dAAd EMMTPEIEL £TTIONG OTA POVIEAA vd AvATIAPAYOUV KAAUTEPA TIS 16€0A0YIKEG KAl OTUAIOTIKEG
ATIOXPWOELS TTOU XAPAKINPIdouVv TOV MPpaypatiko KowvoBouleutiko Aoyo. To mpotewvopevo miaiolo aglo-
Aoynong edpatwvel pia Bdaon yla v mocotiky agloAoynorn g aubevukotniag o8 pyacieg mapayoyng
KEPEVOU HE TIOATIKO TTPOCAVATOAIONO.

E¢appoyig kat MeAAovuikég KateuBuvoeirg O1 pébodot kat ta suprjpata nou napouotadoviat €66
€XOoUV TOAVEG £PAPIIOYEG OE UTIOAOYIOTIKI] KOIWVROVIKI] EMOTHTL, PNPLAKEG AVOPROITIOTIKEG ETTIOTHEG KA
¢peuva dlakuBépvnong Al. O1 ITPoco01WIEVEG KOWVOBOUAEUTIKEG OULNTIOELG PITOPOUV Va XPNotiorot0ouv
yla peAéteg peydAng kAipaxkag g Suvapikng tou A0you, Tou MAAoiou ermyelpnpdiov Kat g eubuypdap-
H10NG TOAMTIKTG 0g TOAMTIKA Koppata. Erurmdéov, tétowa povieda Sa propouvoav va urootnpifouv v
AVArTudn eKMAdEUTIK®V KAl AVAAUTIKGOV £PYAAEi®V MOU eknatbevouv @ottniég, dnpoooypadoug 1 urte-
Ubuvoug XAapadng MOAITIKNG va aoX0A0UVIAl KPITIKA HE TV MOAUKI PNTOPIKY). MeAAOVUIKEG EMEKTACELS
nieptAapBavouv: (1) moAuyAwooikn a§loddynon os eupeaikd KowvoBoUuAsUuTIKA oopata yia tyv a§loAdynon
g 51ayAwOo1KNAG yevikeuong, (1) evoopAtoor MPOTOKOAAGV avOpeIivng Kpiong yla e§0TEpIKn EMKUPKOT)
TOV AUTOPATOTIOUPEVROV PETPHOE®V, KAl (1) CUCTNHATIKEG £PEUVES Y1d TTOALTIKI] TIPOKATAANYT, 18£0A0Y1KI)
AOKA10N KAl OUVELELA ITPOOITTIKIG Ot AVIiOeTeg amoyelg. TUNMEPAOIATIKAG, 1) ITapovuoa €pguva ermdet-
KVUEL OT1 Td PeYAAd YA®OOIKA POVIEAA, OTav mPooappodovial KatdAAnAa oe moAttika dedopéva, propouv
va apdyouv aubeviikEG KOWOBOUAEUTIKEG OHAleg TTOU aviKATOItpidouv 16£0Aoyikeg 9€oelg KAl OTUALOTL-
KA xapaxinpiotikd. To odokAnpepévo rmiaiolo agloddynong rnou avarntuyxdnke rnapexetl epyaieia yua v
TTOCOTIKOIIOINGON TO0O0 NG YAG®OOIKLG IO0TNTAG 000 KAl TNG MOALTIKIG aubeviikotntag, avoilyoviag véeg
duvatointeg yla €peuva otnv UTIOAOYIOTIKI] TTOAITIKY| EIMICTHHN KAl T Snpioupyia oUvOETIKOU TTOATTIKOU

Aoyou.
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Chapter E

Introduction

1.1 Evaluation Frameworks for LLM Political Speech Generation

Recent advances in natural language processing, particularly the emergence of Large Language
Models (LLMs), have created new opportunities for developing computational simulations designed to
accurately replicate human behavior. In particular, LLMs have found application in political science re-
search, including political speech generation. However, these models inherit biases from their training
data, including political, and linguistic biases that can impact the authenticity and fairness of gener-
ated political content. In a similar way, LLMs can exhibit preferences for certain political positions,
raising concerns about their suitability for political discourse. Despite the growing interest in applying
LLMs to political communication tasks, existing evaluation methods typically only focus on general
linguistic quality metrics such as fluency and coherence, but fail to capture the political authentic-
ity, ideological consistency, stylistic appropriateness, and contextual relevance that are essential for
political discourse. This gap in evaluation methodology impedes progress on reliably assessing LLM

performance in political speech generation.

1.2 Thesis Focus

This thesis aims to provide a comprehensive framework for evaluating the quality of political
speeches different models generate. Current evaluation frameworks for speech generation work well
for general tasks, but they cannot properly conclude whether generated political content sounds au-
thentic or fits the context. Because political speech is complex, it requires evaluation methods that
can measure multiple aspects at once. Therefore, in our thesis we suggest evaluating them based
on linguistic quality, semantic coherence, style and ideology analysis, and political credibility. Por-
tions of the research presented in this thesis are based on the following publication: "ParliaBench:
An Evaluation and Benchmarking Framework for LLM-Generated Parliamentary Speech". This paper
was co-authored with Marios Korianis and Panayiotis Tsanakas and developed as part of the work
conducted for this thesis. I contributed to the conceptualization, methodology, data analysis, and

manuscript preparation.

1.2.1 Contributions

1. We trained five different models (Mistral, Llama, Gemma, Qwen and Yi) using political speech

and speaker data from the ParlaMint Great Britain dataset.

2. We fine-tuned the models in an instruction-response style, using the UNSLOTH framework to

accelerate the process.
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3. We generated political speeches using the nucleus sampling method and by providing the models
instructions that include information such as prompt questions, topics, political orientation,

house and political parties to represent.

4. We evaluated the generated speeches by calculating Perplexity, Distinct-N, GRUEN Score, Mover-
Score, BertScore, Self-Bleu Score, by performing embedding based analysis for Party Align and

Political Spectrum and using a Large Language Model (Llama 3.1) as a Judge.

1.3 Chapter Organization

Related work on Large Language Models, speech generation and their evaluation frameworks is
presented in Chapter 2. Chapter 3 provides definitions and explanations on the dataset we used,
common speech generation and fine-tuning techniques, as well as model evaluation methods. Chapter
4 describes our ParlaMint dataset pre-processing step, while Chapter 5 delves into our language model
selection. Our fine-tuning methodology using Unsloth is depicted in Chapter 6. Chapter 7 presents
nucleus sampling as our political speech generation method. Chapter 8 details the implementation of
multiple evaluation metrics including perplexity, distinct-n, BERTScore, GRUEN, MoverScore, SELF-
BLEU, Party Align and Political Spectrum analysis and LLM-as-a-judge approach. Chapter 9 presents
the results and comparative analysis across models and metrics. Finally, Chapter 10 summarizes

conclusions and discusses future improvements.
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Related Work

2.1 Large Language Models (LLMs)

Large Language Models in Politics and Democracy: A Comprehensive Survey

LLMs are being used to classify congressional bills with up to 83% accuracy, analyze environmental
policies, and create collaborative policy design frameworks. They can simulate realistic institutional
behaviors and enable stakeholder participation in policy development, though they tend to favor per-
spectives from developed countries.

In addition, LLMs excel at analyzing political texts in multiple languages, classifying sentiment
and ideology with accuracy comparable to human coders. However, they raise concerns about ma-
nipulation. Specifically, Al-generated political messages can be as persuasive as human content, and
LLM-powered search systems increase confirmatory querying by 15-43%, potentially amplifying echo
chambers and political polarization.

In the field of political analysis, LLMs are capable in simulating voter behavior and predicting elec-
tion outcomes, sometimes outperforming traditional models. They can facilitate deliberative democracy
by mediating discussions and helping groups find common ground. However, they exhibit favor biases
toward Western, educated, democratic populations.

LLMs are being adapted for military planning through specialized versions like Defense Llama.
They can simulate historical conflicts and improve crisis management. However, concerning behav-
iors emerge in wargame simulations, including tendencies toward nuclear escalation, unpredictable
aggressive actions even in neutral scenarios.

In order to simulate human interactions and economic behaviors, LLMs are creating "social sim-
ulacra". They can model epidemic spread, resource-sharing dilemmas, and behavioral economics
scenarios with human-like decision patterns. Frameworks like GOVSIM and Social-LLM enable large-
scale social system simulations.

On legal tasks, LLMs demonstrate strong performance with GPT-4 passing the Uniform Bar Exam-
ination. However, they suffer from "legal hallucinations". They tend to generate outputs that deviate
from legal facts. Specialized legal LLMs like SaulLM are being developed to address these issues, while

experts emphasize the need for careful ethical guidelines when deploying LLMs for legal advice [3].

LoRA: Low-Rank Adaptation of Large Language Models

Traditional fine-tuning updates all parameters in pre-trained models, making it computationally
expensive for large models like GPT-3 with 175B parameters. Existing solutions like adapter layers
add inference latency, and prompt-tuning methods reduce usable sequence length and are difficult to

optimize.
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Low-Rank Adaptation (LoRA) is a parameter-efficient method for adapting large language models
to specific tasks without changing the original model weights. Instead of fine-tuning all parameters,

LoRA adds small trainable matrices alongside frozen pre-trained weights using the formula:

Wo + AW = W, + BA, 2.1)

where W, remains frozen (original weights), B € R™" and A € R™* with r < min(d, k) (rank is much
smaller than original dimensions).

This dramatically reduces trainable parameters while achieving performance comparable to full
fine-tuning across RoBERTa, DeBERTa, GPT-2, and GPT-3. Some benefits include no additional
inference time by merging the matrices W = Wy + BA, 3 times less GPU memory usage, and easy
task switching by swapping LoRA modules (the A,B matrices). The method works because adaptation
requires only low-rank updates (r = 1-4 often sufficient), and LoRA learns to amplify task-specific

features rather than repeating existing patterns [14].

2.2 Speech Generation

Political Speech Generation using Traditional NLP Techniques

Early work in political speech generation employs statistical NLP methods to generate political
speech based on the political party (Republican/Democrat) and an opinion vote (Yes/No). The study
uses the Convote dataset containing 3,857 speech segments from 53 US Congressional debates in
2005. After pre-processing (removing single sentences, HTML tags, correcting punctuation), the data
was divided into four classes.

The system implements a language model that uses 6-gram statistical models to predict word
sequences based on the probability of seeing the sixth word given the previous five. It also implements
a topic model which employs Justeson and Katz POS tag filters to extract meaningful 2-3 word terms
that characterize each political class. Topics are ranked by significance scores showing how often
terms appear in specific classes compared to the entire corpus.

The system generates speeches by firstly randomly selecting an opening 5-gram from the target
class. Then it continuously evaluates current topics in the generated speech using topic coverage
metrics. It then combines language model probabilities and topic model probabilities with a weighting
factor. It penalizes repeated phrases to ensure variety, and repeats the entire process until an end-of-
speech token is generated.

The study tested some alternative approaches, including Recurrent Neural Networks (RNNs) but
abandoned due to poor grammatical results and time constraints, Latent Dirichlet Allocation (LDA)
which produced mostly generic, non-meaningful topics, and lastly, a sentence-based approach which
concatenated whole sentences from training data based on structural and textual similarity measures,
but results were less promising.

The results were evaluated manually based on grammatical correctness, sentence transitions,
speech structure and speech content. In addition to the manual evaluation, it deployed an automatic
evaluation as well, on grammar assessment through POS tag matching, and content evaluation by
comparing topic coverage with real speeches from the same class.

Based on the results, the n-gram language models with topic-based word selection successfully
generate grammatically correct speeches with good sentence transitions, but struggles with the speech

content. This is where our study comes in to evaluate political speech generation using Large Language
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Models [18].

2.3 Evaluation Framework

A Survey on Evaluation of Large Language Models

This thesis provides an overview of what to evaluate, where to evaluate, and how to evaluate Large
Language Models.
Natural Language Tasks
Sentiment Analysis and Text Classification: Binary/triple classification with typically high perfor-
mance.
Natural Language Inference (NLI): Determining logical relationships between premises and hypotheses.
Semantic Understanding: Interpreting meaning beyond surface-level text.
Reasoning: Complex inference tasks requiring models to deduce answers from incomplete information.
Natural Language Generation: Summarization, dialogue, translation, and question answering.
Multilingual Tasks: Performance across non-English languages (often overlooked).
Factuality: Alignment with real-world truths and avoiding "hallucinations".
Robustness, Ethics, and Trustworthiness
Robustness: Stability under unexpected inputs and adversarial attacks.
Ethics and Bias: Detection of toxic language, hate speech, and demographic stereotypes.
Trustworthiness: Addressing hallucinations and factual inaccuracies.
Domain-Specific Applications
Social Science: Political ideology analysis, computational social science tasks, legal case judgment.
Natural Science and Engineering: Mathematics (strong in basic operations, weak in advanced func-
tions), chemistry, code generation.
Medical Applications: Medical queries, examination performance (USMLE), diagnostic assistance.
Agent Applications: Tool usage, educational assessment, search/recommendation systems, personal-
ity testing.
General Task Benchmarks
Chatbot Arena and MT-Bench: Real-world chatbot evaluation through user voting and multi-turn di-
alogues.
HELM: Holistic evaluation across multiple aspects.
MMLU: Comprehensive multi-task assessment BIG-bench: 204 challenging tasks across diverse do-
mains.
Specific Downstreamn Benchmarks
Medical: MultiMedQA for medical knowledge.
Legal: CUAD for contract understanding.
Reasoning: ARB for advanced reasoning tasks.
Safety: TRUSTGPT for ethical dimensions, SafetyBench for security.
Multi-modal Benchmarks
MME and MMBench: Evaluating vision-language models.
SEED-Bench: 19,000 annotated questions for multimodal understanding.
Automatic Evaluation
Accuracy: Exact Match, F1 score, ROUGE score Calibration: Expected Calibration Error (ECE), Area
Under Curve (AUC).
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Fairness: Demographic Parity Difference (DPD), Equalized Odds Difference (EOD).

Robustness: Attack Success Rate (ASR), Performance Drop Rate (PDR).

Human Evaluation

Essential for tasks where automatic metrics are insufficient.

Number of Evaluators: Adequate representation for statistical significance.

Evaluation Criteria based on 3H rule (Helpfulness, Honesty, Harmlessness):

- Accuracy: Factual correctness

- Relevance: Appropriateness to context

- Fluency: Smooth, grammatical flow

- Transparency: Clear decision-making process

- Safety: Avoiding harmful content

- Human Alignment: Consistency with human values

Evaluator Expertise: Domain knowledge and methodological training

Performance Patterns

LLMs excel at basic language tasks but struggle with complex reasoning, advanced mathematics, and
domain-specific applications. Supervised fine-tuning often outperforms zero-shot approaches despite
fewer parameters.

Evaluation Challenges

Current evaluation methods face limitations in multilingual performance, factual accuracy, and bias
detection. Human evaluation provides more comprehensive feedback but suffers from variance and
cultural differences. Future Directions: The field is moving toward more holistic evaluation frameworks
that combine automatic metrics with human judgment, emphasizing safety, fairness, and real-world

applicability over pure performance metrics [6].

Systematic Biases in LLM Simulations of Debates

The study simulated political debates between LLM agents representing Republican and Democrat
perspectives on four controversial American topics: Gun Violence, Racism, Climate Change, and Illegal
Immigration. Researchers used three models (Mistral 7B, Solar 10.7B, and GPT-3.5) and created 40
agents for each political party with automatically generated background stories.

Debates followed a round-robin format with agents continuously rating their attitudes on a 0-10
scale before and after each discussion cycle. A "Default" agent with no political context was included
to reveal the base model’s inherent biases.

Despite being assigned specific partisan identities, agents consistently gravitated toward their base
LLM'’s inherent biases rather than maintaining their assigned political perspectives. When the Default
agent showed strong bias toward one side, the opposing partisan agent would significantly compromise
their position. Even when the Default agent was excluded from debates, partisan agents continued
shifting their attitudes in line with the model’s inherent biases.

In a deviation from established human behavior, when Republican agents debated other Republi-
cans (or Democrats with Democrats), they adopted more moderate positions rather than intensifying
their beliefs. This directly contradicts the well-documented "Echo Chamber" phenomenon where like-
minded individuals typically reinforce and escalate their beliefs through interaction.

Researchers developed an automated fine-tuning technique using only LLM-generated data. They
created 100 political questions, generated 2,000 responses from agents, and used this dataset to
fine-tune the base models using QLoRA.

Fine-tuning successfully altered the LLM’s political orientation, causing all agents to shift their
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behavior accordingly. When models were fine-tuned toward Republican perspectives, both Republican
and Democrat agents moved rightward, and vice versa.
While fine-tuning did change political biases more permanently, it reduced general performance

and capabilities of the models [29].

Large Language Models in Political Science: A Comprehensive Framework

This paper presents Political-LLM, a framework for integrating Large Language Models into compu-
tational political science research, mainly in political science applications and computational method-
ologies.

The framework identifies several applications in political science research. In predictive and gen-
erative tasks, LLMs are being used for sentiment analysis and public opinion tracking using datasets
like Opinion@A, which contains 1,489 queries, and PerSenT for analyzing sentiment toward political
entities. Election prediction capabilities leverage extensive datasets spanning decades, including U.S.
Senate data from 1976-2020 and House data from 1976-2022, to analyze voting patterns and predict
electoral outcomes. Legislative analysis represents another major application, with LLMs processing
datasets like BillSum, containing over 22,000 U.S. Congressional bills, for automatic summarization
of complex legislative documents.

Beyond predictive tasks, LLMs excel at behavioral simulation, allowing researchers to model voter
behavior, policy negotiations, and political discourse dynamics. A significant case study using the
2016 ANES dataset demonstrated that larger models like GPT-40 and Llama 3.1-70B produced more
accurate voting simulations that aligned closely with ground truth baselines of 47.7%. The framework
also emphasizes causal inference capabilities, where LLMs use counterfactual generation to under-
stand policy impacts and employ Chain-of-Thought reasoning for complex political analysis, such as
assessing immigration reform impacts through historical, demographic, social, and economic factors.

The computational methodologies section details dataset preparation strategies. Data collection
approaches involve broad sourcing from political speeches, legislative records, news articles, and
social media platforms. The OpinionQA development process exemplifies this approach, utilizing Pew
Research’s American Trends Panel surveys across diverse demographics to create datasets. Annotation
methods range from manual expert labeling to semi-automated processes with algorithmic assistance,
and fully automated labeling with quality checks. However, there is still the need to address bias and
ensure balanced representation across political viewpoints.

Data augmentation techniques include paraphrasing and synthetic data generation to expand
scarce, limited political datasets. LLMs can generate hypothetical scenarios, such as voter opinion
surveys based on historical data. The framework provides three detailed examples of dataset prepa-
ration: developing datasets for LLM-based political debiasing, automated annotation for legislative
interpretation, and generating synthetic political datasets for election prediction research.

The fine-tuning process represents a crucial component of the framework, demonstrated through
legislative summarization using the BillSum dataset. This process involves three key steps: data
preprocessing to create well-aligned input-output pairs while removing irrelevant legal jargon, imple-
menting parameter-efficient techniques like LoRA (Low-Rank Adaptation) or prefix-tuning to reduce
computational costs, and conducting training optimization using GPU clusters with gradient accumu-
lation and mixed-precision training. Prompt engineering plays a vital role, with examples including
instructions to "read the following U.S. Congressional bill text and provide a summary highlighting
main objectives, intended outcomes, and significant amendments" or to "summarize this bill in no

more than 5 sentences, focusing on primary goals and authorized actions, avoiding technical jargon."
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The framework also covers inference techniques, starting with zero-shot learning that enables pre-
trained LLMs to perform political tasks without additional training. This approach is particularly
valuable for sentiment analysis during events like the 2024 U.S. Presidential Election, using prompts
such as "analyze the sentiment of the following statement about the presidential election as Positive,
Negative, or Neutral." Few-shot learning represents a middle ground, using 3-4 carefully chosen ex-
amples for tasks like fake news detection while balancing prompt length with example diversity for
optimal performance.

Advanced inference techniques include Retrieval-Augmented Generation (RAG), which combines
knowledge retrieval with text generation to provide real-time political information by accessing up-to-
date polling data and legislative updates. Knowledge editing allows for dynamic modification of internal
model knowledge without requiring full retraining, particularly useful for updating policy information.
Self-Consistency Decoding improves reliability by generating multiple responses and selecting the most
consistent output, reducing randomness effects in complex political discourse analysis.

The framework identifies numerous benchmark datasets across multiple domains essential for po-
litical science research. For sentiment analysis, key datasets include OpinionQA, PerSenT, GermEval-
2017, and various multilingual social media datasets that enable cross-linguistic and cultural sen-
timent studies. Election prediction datasets encompass U.S. Senate and House returns spanning
1976-2022, ANES surveys, and precinct-level data containing over 10 million data points. Legislative
datasets include BillSum, CaseLaw, Federal Register, and DEU III covering three decades of EU legisla-
tive decisions. Additional specialized datasets cover misinformation detection (PoliFact, SciNews) and
conflict resolution (Non-State Actors in Armed Conflict dataset, Peace Negotiations in Civil Conflicts).

The case study testing four LLMs (GPT-40, GPT-40-mini, Llama 3.1-8B, Llama 3.1-70B) on 2016
election data provides crucial insights into model performance. In voting simulation tasks, larger
models achieved better accuracy and alignment with ground truth data, while smaller models showed
pronounced bias toward winning parties. Importantly, the inclusion of political features helped mit-
igate inherent biases in model outputs. For feature generation quality, GPT-40 and Llama 3.1-70B
achieved impressive response rates of 99.8% and 99.6% respectively, with generated political ideol-
ogy distributions closely matching original ANES features, while smaller models demonstrated limited
generation capabilities with consistent bias patterns.

The framework identifies several critical challenges facing the integration of LLMs into political
science research. Data scarcity remains a significant issue, as political science lacks the large-scale,
domain-specific datasets common in other fields. Bias and fairness concerns are particularly acute
given the risk of amplifying biases from training data in sensitive political contexts. Explainability
represents another major challenge, as the lack of transparency in decision-making processes limits
trust and utility in high-stakes political research. Hallucination risks, where models generate plausible
but factually incorrect information, pose serious threats to the integrity of political analysis.

To address these challenges, the framework proposes several innovative solutions. Pipeline integra-
tion involves developing modularized systems that break complex tasks into manageable components
and integrating RAG systems for dynamic, up-to-date information retrieval. Data enhancement strate-
gies include developing high-quality, domain-specific datasets, implementing synthetic data generation
using LLM-based methods, and establishing collaborative partnerships for improved data access and
curation.

Bias mitigation approaches encompass knowledge editing techniques to reduce bias in model out-
puts, counterfactual data augmentation to ensure fairness across different perspectives, and the imple-

mentation of explainable Al methods for transparency in predictions. Reliability improvements involve
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feature attribution techniques like SHAP and Integrated Gradients, uncertainty quantification meth-
ods to measure output reliability, and validation checkpoints to reduce hallucination risks through
cross-referencing with established datasets and domain expertise.

The framework emphasizes the critical need for evaluation criteria that go beyond traditional NLP
metrics. The proposed evaluation framework includes four dimensions: policy relevance which as-
sesses how effectively models contextualize policy positions in texts, electoral impact which measures
accuracy in predicting public opinion, legislative influence which evaluating the societal implications
of policies, and fairness and bias metrics that ensure balanced representation of all perspectives.

Finally, the framework addresses the important goal of democratizing political knowledge by mak-
ing political information accessible to broader audiences. This involves developing LLM-driven tools
for simplifying complex political language, providing multilingual support and cultural adaptation for
diverse communities, creating interactive QandA systems for legislative documents, and integrating
Explainable Al and Ethical Al principles to ensure transparency and accountability in political knowl-

edge systems [23].
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Theoretical Background

3.1 Dataset Specifics

CLARIN CLARIN (Common Language Resources and Technology Infrastructure) is a European re-
search infrastructure that provides access to digital language resources and tools for humanities and
social science researchers. CLARIN follows TEI and ISO standards for text encoding, ensuring consis-

tent formatting across different datasets, languages and research projects [12].

ParlaMint ParlaMint is a multilingual corpus of parliamentary debates from multiple European coun-
tries from 2015 until 2022. ParlaMint follows XML-based encoding standards using the Text Encoding
Initiative (TEI) guidelines. Each national subcorpus includes metadata covering speaker information,

political party affiliations, parliamentary sessions, and temporal markers [9] .

ParlaMint-GB ParlaMint-GB represents a component of the ParlaMint corpus, containing parliamen-
tary proceedings from the UK Parliament written in English. This subcorpus includes debates from
both the House of Commons and House of Lords, with structured metadata providing detailed informa-
tion about speakers, their political party affiliations, constituencies, parliamentary roles, and temporal

information about sessions and speeches.

Topic Classification Topic classification is the process of automatically assigning texts to predefined
categories or themes based on their content. In the context of parliamentary speeches, this involves
analyzing speech transcripts and categorizing them according to thematic domains such as healthcare,

education, defense, or economic policy.

Kevlar Kevlar is a multilingual classification toolkit specifically optimized for processing Public Ad-
ministration acts. The system is designed to automatically assign EUROVOC thesaurus topics to

documents. Kevlar uses BERT and RoBERTa models to train the models for classification [5].

EUROVOC Thesaurus EUROVOC is a multilingual thesaurus maintained by the European Union for
document classification and retrieval. The thesaurus organizes concepts into hierarchical categories
covering areas such as politics, law, economics, social issues, and international relations, with transla-

tions available in all official EU languages. In parliamentary corpus analysis, EUROVOC topics provide

T, Erjavec, M. Kopp, N. Ljubesi¢, et al. Multilingual comparable corpora of parliamentary debates ParlaMint
4.1. http: //hdl.handle.net/11356/1912, jun 2024. Corpus: 8,073,406 utterances, 1,231,036,093 words. Project:
https://www.clarin.eu/ content/parlamint
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a standardized framework for categorizing speeches, making possible to compare political discourse

across different countries, and time periods 2.

3.2 Text Classification Techniques

Zero-shot Classification Zero-shot classification is a machine learning approach that assigns la-
bels to text without requiring training on labeled examples for the specific classification task. This
method uses pre-trained language models that have learned general language understanding from

large corpora and can classify texts into categories they have never seen during training [21, 25].

K-Means Clustering K-means clustering is an unsupervised machine learning algorithm that parti-
tions data points into k clusters by grouping similar items together. The algorithm works by initializing
k cluster centers, then iteratively assigning each data point to the nearest center and updating cluster

centers based on the mean of assigned points until convergence [15, 19, 11].

N-gram N-grams is a feature extraction selection method that converts text into numerical features
by extracting sequences of N consecutive words, enabling machine learning algorithms to process and
analyze textual data [7].

Term Frequency-Inverse Document Frequency (TF-IDF) TF-IDF is a statistical method for evalu-
ating the importance of words in a document relative to their frequency across an entire corpus. The
technique calculates how often a word appears in a specific document and how rare the word is across
all documents. Words that appear frequently in a particular document but rarely across the corpus

receive higher TF-IDF scores, indicating they are characteristic of that specific document [7].

3.3 Language Models

Pre-trained Language Models Pre-trained Language Models undergo initial training on massive col-
lections of unlabeled textual data to acquire fundamental linguistic patterns and structures. Following
this pre-training phase, these models receive specialized training on smaller, task-oriented datasets

through a process known as fine-tuning [35, 24].

Large Language Models Large Language Models consist of billions of parameters and are trained on
large volumes of textual data. These models are pre-trained on text corpora and then evaluated in

order to align with human preferences and values [35, 24].

Hugging Face Transformers Hugging Face Transformers is an open-source library that provides
easy access to pre-trained language models for natural language processing tasks. The library offers
a unified API for loading, fine-tuning, and deploying transformer-based models such as BERT, GPT,
RoBERTa and supports both PyTorch and TensorFlow frameworks [32] 3.

2Publications Office of the European Union. EuroVoc: Multilingual thesaurus of the European Union. https://op.europa.
eu/en/web/eu-vocabularies/eurovoc, 2025

3Hugging Face. Transformers: State-of-the-art machine learning for pytorch, tensorflow, and jax, 2023. URL https:
//huggingface.co/docs/transformers/index
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3.4 Finetuning

Fine-tuning Fundamentals

Fine-tuning is a process that uses pre-trained models as starting points and adapts them to perform
well on a more specific task. This methodology involves an additional training phase using smaller,

task-specific datasets to tune the model’s existing knowledge base to particular applications [24].

Fine-Tuning Types

Unsupervised Fine-tuning Unsupervised fine-tuning operates without labeled training data, instead
exposing the model to large amount of unlabeled text from target domains to enhance its language
understanding. This proves beneficial for specialized fields where labeled data are scarce, however, it

is less precise for specific tasks [24].

Supervised Fine-tuning Supervised Fine-tuning employs labeled datasets specific to the target
tasks, which requires a collection of text samples paired with their corresponding category labels.

This methodology requires plenty labeled data, which can be costly to acquire [24].

Instruction-based Fine-tuning Instruction-based fine-tuning utilizes natural language prompts and
instructions to guide model behavior. This approach is used to develop specialized conversational
agents and assistants. It doesn’t require extensive labeled datasets, but it needs quality instructional

prompts [24].

Fine-Tuning Strategies

Task-Specific Fine-Tuning Customize the model for specific applications like summarizing text,
generating code, classifying content, or answering questions by training on specialized datasets for
each task [24].

Domain-Specific Fine-Tuning Adapt the model to understand and produce content within particular
fields such as healthcare, finance, or law, ensuring it learns domain-specific terminology and concepts
[24].

Parameter-Efficient Fine-Tuning (PEFT) Use cost-effective approaches like LoRA, QLoRA, and adapter
layers that achieve good results while only modifying a small portion of the model’s parameters, re-

ducing computational requirements [24].

Half Fine-Tuning (HFT) Maintain a balance between preserving original knowledge and acquiring
new capabilities by updating only half of the model’s parameters in each training cycle, preventing

complete override of pre-learned information [24].

Optimization for Fine-Tuning

Gradient Descent Variants
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Gradient Descent Gradient Descent aims to find the best parameters for a neural network by up-
dating them in every iteration based on the negative gradient of the cost function. It is efficient for

smaller datasets as it can be computationally expensive [24].

Stochastic Gradient Descent Stochastic Gradient Descent reduces computations by updating pa-
rameters using a single or small subsets of training examples at each iteration. This approach is
effective for large-scale datasets and online learning scenarios. It also requires a smaller learning rate

compared to the classic Gradient Descent [24].

Mini-batch Gradient Descent Mini-batch gradient descent splits the data into small batches, and
for every batch, it updates the parameters with averaged gradients. It is efficient mostly for medium
sized datasets [24].

Adaptive Learning Rate Methods

AdaGrad The Adaptive Gradient Algorithm introduces parameter-specific learning rate adaptation
based on historical gradient accumulation. This method reduces the number of updates for frequent
parameters and maintains higher rates for sparse ones. This makes AdaGrad more effective for sparse
datasets [24].

RMSprop Root Mean Square Propagation maintains steady learning rates by maintaining a running
average of squared gradients and, therefore addressing AdaGrad’s diminishing learning rate problem
[24].

AdaDelta AdaDelta extends the adaptive learning rate concept by eliminating manual learning rate
specification. The algorithm uses moving windows of gradient updates to compute adaptive learning
rates, addressing both the diminishing learning rate problem and the requirement for learning rate

hyperparameter tuning [24].
Momentum-Based Optimization

Adam Optimizer Adaptive Moment Estimation computes adaptive learning rates for each parameter
by maintaining exponential moving averages of both gradients and squared gradients. It incorporates
bias correction mechanisms and achieves faster convergence than alternative methods. The algo-
rithm’s effectiveness has established it as a default choice for many practitioners, although it requires

attention to regularization to prevent overfitting [24].

AdamW AdamW represents an enhancement to the Adam optimizer that addresses overfitting by pro-
viding weight decay regularization. Particularly, it implements L2 regularization directly in parameter

updates rather than through loss function modification [24].

Low-Rank Adaptation (LoRA) Fundamentals Low-Rank Adaptation is a parameter-efficient fine-
tuning approach that keeps the original pre-trained weights frozen while adding smaller trainable
decomposition matrices that learn new tasks. Instead of updating millions of parameters, LoRA only
trains these lightweight decomposition matrices, thus reducing computational costs. Swapping out

LoRA matrices allows us to create multiple task-specific versions from a single base model [24, 14].
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3.4 Finetuning

Mathematical Foundation LoRA modifies pre-trained weight matrices through additive low-rank

decomposition. Instead of updating the full weight matrix W, LoRA computes:
X a
W=W+—--BXA (3.1)
r

where matrix A has dimensions [rXdip, ], matrix B has dimensions [doupueXT], T is the rank (bottleneck

dimension), and a is the scaling factor [14].

Quantized Low-Rank Adaptation (QLoRA) Quantized Low-Rank Adaptation extends LoRA princi-
ples through quantization strategies that compress model parameters to 4-bit precision from 16-bit.
This compression technique transforms traditional 32-bit parameter storage to 4-bit representations
and therefore achieves memory reductions. It is noteworthy to mention that it maintaining performance

comparable to full-precision methods [24, 8].

Target Modules and Model Architecture Applying LoRA to all linear layers has proven to be more
effective and match the full finetuning results. The attention layers include q_proj, k_proj, v_proj,
o_proj. Whiel the MLP Layers are gate_proj, up_proj, down_proj.

LoRAs adjustable parameters include rank r, lora alpha, lora dropout, bias, and gradient check-
pointing [24]. The rank produces more reliable results when assigned a larger value, however it can
be slower and use more energy. Its values can range from 8 to 128. The lora alpha is thought to be
reliable when it is set as the same value as the rank, but for more aggressive learning it is recom-
mended to double the rank. The lora dropout is a regularization method that prevents overfitting by
randomly zeroing out a portion of LoRA activations during training steps. However, lora dropout may
not effectively regulate short training runs. Unless there is overfitting, setting lora dropout to zero will
enable Unsloth’s optimization and accelerate training. The bias argument trains the bias terms in the
linear layers by adding extra trainable parameters. It is suggested to leave as zero to make finetuning
faster. The gradient checkpointing parameter can be set to false, true or unsloth. The unsloth option

significantly reduces memory usage.
Fine-tuning Hyperparameters

Learning Rate The learning rate defines how much and fast the model’s weights are adjusted during
each training step [24]. Higher learning rates can change the weights faster but can cause training
instability or failure to find optimal minima. Meanwhile, lower learning rates require more training

but can be more stable and precise. Typical range 2 X 107 to 5 x 1076

Epochs Epochs represent the number of times the model processes the complete training dataset
[24]. More epochs allow better learning but risk overfitting through memorization of training data.
However, fewer epochs reduce training time and prevent overfitting but may result in an under-trained
model that hasn’t captured underlying patterns. For most instruction-based datasets, 1-3 epochs are

recommended as training beyond this may cause overfitting.

Batch Size and Gradient Accumulation Batch-size is a subset of the training dataset based on

which we update the weights of the model [24]. The effective batch size is calculated as:

Effective Batch Size = batch_size X gradient_accumulation_steps (3.2)
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Chapter 3. Theoretical Background

The recommended practice is to use smaller batch_size and increase gradient_accumulation_steps

Fine-Tuning Frameworks

UNSLOTH UNSLOTH is an open-source framework that makes fine-tuning large language models
faster and cheaper. The framework can train models faster while using less computer memory com-
pared to standard methods. The framework optimizes how models calculate attention mechanisms and
implements gradient checkpointing, which reduces memory usage. The framework works with models
like Llama, Mistral, and Gemma, and integrates with fine-tuning methods like LoRA and QLoRA. These

technical improvements allow researchers to fine-tune large models on regular consumer hardware *
5

3.5 Speech Generation

Neural text generation systems face the degeneration problem, where traditional decoding strategies
produce poor-quality output despite using well-trained language models. Approaches like beam search
lead to repetitive and generic text, while sampling from the full probability distribution results in
incoherent output. To address this issue, researchers propose Nucleus Sampling (top-p sampling),
which dynamically selects tokens from the smallest subset containing a predetermined percentage (p) of
the probability mass. Through evaluation using perplexity, diversity metrics, and human assessment,

they show that this approach produces text that more closely resembles human writing [13].

3.6 Model Evaluation

Perplexity Perplexity, whose logarithm corresponds to the familiar entropy measure, represents a
more appropriate measure of equivalent choice in speech recognition systems. Traditional complexity
measures including vocabulary size, and branching factors have been shown to be inadequate for
assessing the complexity of finite state grammars in speech recognition. Perplexity better captures
recognition difficulty, and this measure can be applied even to languages without obvious statistical

descriptions by finding entropy-maximizing probability assignments for any finite-state grammar [16].

GRUEN GRUEN focuses on the quality of the generated text instead of content selection like other
evaluation metrics do. This evaluation framework assesses grammaticality, non-redundancy, focus,
structure, and coherence using a BERT-based model combined with syntactic, semantic, and contex-
tual features. GRUEN is unsupervised, deterministic, and adaptable to various tasks, showing high

correlation with human judgments [38].

BERTScore BERTScore focuses on meaning rather than just string matching. Traditional metrics
like BLEU rely on n-gram overlap and fail to recognize which words account for the same meaning.
BERTScore addresses these limitations by computing sentence similarity using contextualized token

embeddings from pre-trained BERT models, calculating cosine similarities between tokens [34].

“nc. Unsloth. Fine-tuning pretrained language models (unsloth Ilms guide). https://docs.unsloth.ai/get-started/fine-
tuning-llms-guide, 2025

5D. Han, M. Han, and Unsloth team. Unsloth: Fast, memory-efficient fine-tuning of LLMs. GitHub repository. https:
//github.com/unslothai/unsloth, 2023
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3.6 Model Evaluation

MoverScore MoverScore addresses limitations in traditional text generation evaluation by measuring
semantic similarity through optimal transport theory. Rather than relying on n-gram overlap like
BLEU and ROUGE, MoverScore computes the minimum semantic transportation cost needed to align

system-generated text with reference text using contextualized embeddings [36].

LLM as a Judge with MT Bench and Chatbot Arena The LLM-as-judge approach is introduced as
an alternative to the computationally expensive human evaluation for Al chat assistants. There are
three main approaches.

Pairwise comparison presents an LLM judge with a question and two responses, asking it to
determine which is better or declare a tie.

Single answer grading involves directly scoring individual responses without comparison.

Reference-guided grading provides correct solutions alongside the responses being evaluated,
particularly useful for math and factual questions.

LLM judges might provide scalability and explainability, however, they come with position, name,
verbosity and self-enhancement bias. In position bias, judges prefer the first response presented. Some
models showed name bias, favoring responses labeled "Assistant A' regardless of content quality. In
verbosity bias, LLM judges favor longer responses even when shorter ones are more concise. Mean-
while, LLMs with self-enhancement bias favor responses generated by themselves. LLM judges also
demonstrate limited capability in grading math and reasoning questions. Surprisingly, they strug-
gle even with basic math problems they can solve independently because they are being misled by
incorrect answers in the context.

However, position bias can be controlled by swapping response positions and requiring consistent
judgments across both orderings, or by using random positioning at scale. For math and reasoning
problems, chain-of-thought prompting asks judges to solve problems independently before grading,
though this doesn’t fully solve the issue since judges can still be misled by context. Reference-guided
methods prove most effective, as they have the judges generate their own solutions first and then using
these as references during evaluation. When biases are properly addressed, GPT-4 judges achieve over
80% agreement with human evaluators, which matches the level of agreement between different human

evaluators [37].
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Chapter ﬂ

Data Processing

4.1 Data Selection, Cleaning and Preparation

For this thesis, the ParlaMint-GB dataset version 5.0 from CLARIN was chosen as the foundation for
our experiments [9]. While ParlaMint includes data from several national parliaments, we selected the
UK corpus (ParlaMint-GB) specifically because it is natively in English, eliminating potential semantic
loss that comes with using translated versions. Additionally, we opted to work with the raw version of
the dataset rather than the linguistically annotated one to retain full control over pre-processing and

maintain fidelity to the original content.

Our chosen dataset (version 5.0) consists of structured UK parliamentary proceedings, including
metadata such as speaker names and roles, political affiliations, gender information, links to their
respective social media pages where applicable, and complete speech transcripts along with their
dates. It is worth noting that the speech transcripts also contain marked-up transcriber comments.
This dataset is suitable for our political language modeling due to its structured, and XML formatted
data [9].

The Parliament of the United Kingdom comprises two Houses, Commons and Lords. The corpus
contains proceedings from the House of Commons and the House of Lords between 5th January 2015
to 21st July 2022. The corpus itself contains 670,912 contributions (utterances) from 1,951 members
of parliament and peers across 2,209 meetings. The total size of the corpus is around 135 million

words.

We only kept the political parties that have more than 1000 speeches. We removed speeches with
less than 35 words (5th percentile), and over 1580 words (99th percentile). We also filtered out the
"Unknown" party. We removed speeches with sections named "Business of the House" and "Point of
Order", as they produced no essential value. From the speeches we replaced the left and right double
quotation marks (U+201C and U+201D) with regular double quotation marks (U+0022).
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4.1 Data Selection, Cleaning and Preparation

Statistic Value
Total number of speeches 447,778
Number of unique speakers 1,901
Number of political affiliations 11
Total words ~99.94 million
Mean words per speech 223.2
Median words per speech 99.0
Standard deviation 278.7
Minimum 36.0
Maximum 1,579.0
5th percentile 43.0
10th percentile 49.0
25th percentile 66.0
75th percentile 242.0
90th percentile 619.0
95th percentile 872.0
99th percentile 1,322.0

Table 4.1. Cleaned ParlaMint-GB Dataset Statistics

Party Commons Lords Total
Conservative 223,712 39,801 263,513
Labour 85,661 23,170 108,831
Scottish National Party 23,562 0 23,562
Liberal Democrats 8,017 15,500 23,517
Crossbench 0 11,878 11,878
Democratic Unionist Party 6,228 382 6,610
Independent 2,369 414 2,783
Plaid Cymru 1,817 412 2,229
Green Party 782 1,210 1,992
Non-Affiliated 0 1,713 1,713
Bishops 0 1,150 1,150
Total 352,148 95,630 447,778

Table 4.2. Distribution of Party by Parliamentary House
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Chapter 4. Data Processing

4.2 Data Pre-processing Pipeline

The data pre-processing step converts the ParlaMint-GB XML files into formats ready for training.

Raw ParlaMint-GB XML Files
(listPerson.xml, listOrg.xml,
taxonomy files,
Speech XMLs by year)

h -
[ Pre-processing Stage ]
/ | \
Speaker Info Speech Extraction Political Orientation
IDs, Names, Gender, Traverse XMLs, Ex- Extract CHES Codes,
Time-bound Politi- tract Sections, Top- Extract Political Ori-
cal Party Affiliations ics, House, Party, entation Labels (Left-
/Right Spectrum)

\Specchcs and Prompts
~

Merge Speakers & Speeches }

Match by Speaker
ID and Affiliation

v

Cleaned ParlaMint-GB Dataset
Speaker + Speech +
Political Metadata

v
EuroVoc Topic Clas-
sification (KEVLar)
Input: Speech Text
— EuroVoc Domains
+ Confidence — Se-
lect Top Domain

v
Final Training Dataset
Speech Text, Metadata, Political
Orientation, EuroVoc Label

Figure 4.1. Overview of the ParlaMint-GB Preprocessing and EuroVoc Topic Classification Pipeline.
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4.2.1 XML Parsing and Metadata Extraction

4.2.1 XML Parsing and Metadata Extraction

Initially, for our pre-processing stage we handle the XML structure and extract useful training data
using Python. We made use of the metadata provided in the raw ParlaMint-GB dataset. Each speaker
is represented in the listPerson.xml file, which includes key attributes such as full name, unique
identifier, gender, and a list of political affiliations [9]. The speech content XML files were organized
in folders named by year and contained speech metadata, such as date of the speech, the debate
section, the CAP topic, the house and the speaker ID. We categorized the speeches in Parliaments
based on whether the xml file ended on lords’ for House of Lords or ‘commons’ for House of Com-
mons. ParlaMint-taxonomy-speaker_types.xml contains the information on speaker types: Chairperson,
Regular, Guest along with their respective descriptions. ParlaMint-taxonomy-topics.xml contains the
23 Comparative Agendas Project major topic labels that are used to categorize the speeches: Agri-
culture, Civil Rights, Culture, Defense, Domestic, Commerce, Education, Energy, Environment, For-
eign Trade, Government Operations, Health, Housing, Immigration, International Affairs, Labor, Law
and Crime, Macroeconomics, Mix, Other, Public Lands, Social Welfare, Technology, Transportation.
ParlaMint-listOrg.xml contains the party names, their political orientations and their wikipedia pages.
ParlaMint-taxonomy-CHES.xml contains the taxonomy of identifiers from the Chapel Hill Expert Survey
(CHES) trend files: 1999-2019 Codebook. And finally, ParlaMint-taxonomy-politicalOrientation.xml
contains the political orientation of political parties and parliamentary groups: Left, Centre, Right,
Far-left, Far-right, Centre-left, Centre-right, Centre to centre-left, Centre to centre-right, Centre-left to
left, Centre-right to right, Left to far-left, Right to far-right. The pre-processing pipeline extracted both

speaker metadata and speech content through the following components:

Speaker Information Processing
e Parsed unique speaker identifiers and full names

e Extracted political affiliations with temporal bounds

Speech Content Extraction
e Traversed dated session XML files to extract individual speeches

e Extracted debate section topics and speech topic context information based on XML structure

and <head> elements

e Filtered out procedural elements and non-substantive content

Political Orientation Extraction
e Extracted the political orientation code for each party from ParlaMint-1istOrg.xml

e Matched the political orientation code to the political orientation label from ParlaMint-taxonomy-

politicalOrientation.xml

We matched the speakers with their speeches based on the speaker ID attribute each speech had,

along with their political orientations.
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Chapter 4. Data Processing

4.2.2 Speech-Party Temporal Alignment

To ensure that each speech was matched to the correct political party at the time of delivery, we
implemented a temporal matching mechanism that handled political party changes and role transitions
of speakers over time.

Alignment Algorithm

1. Extract the date of each speech from the XML session files
2. Parse each speaker’s list of political affiliations from listPerson.xml

3. Extract the time validity range (@from and @to attributes) indicating when that affiliation was

active
4. Compare the speech date with the affiliation’s from and to dates to identify the active affiliation

5. In cases where no exact match was found (e.g., missing to date), default to the most recent

affiliation that started before the speech date

This temporal alignment was important in order to accurately attribute party positions over time,

especially for members who may have switched affiliations during their parliamentary careers.

Timeline of All Speaker Party iation Changes (89 sp 213 total

Number of Party Changes

4

0o I A II I I I I QI I " WI I I
¢ K
@ + & & i

A
& & &
Date

Figure 4.2. Party Changes Over Time
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4.2.3 Prompt Extraction

4.2.3 Prompt Extraction

The extracted speech content included question prompts and speeches. We identified patterns
where question prompts began with a letter or number, allowing us to separate them from actual
speeches. During extraction, we stored the speeches as string values in the "speech" attribute, while
the individual question prompts were collected into a list of strings under the "prompts" attribute, as
a single speaker could have expressed more than one question. We attributed the prompts to the
speeches with the same debate section. Finally, we cleaned the prompts by removing the number and

letter prefixes.

The following is a sample of the generated JSON file:

{
"speaker": "Jennifer Jones",
"speech": "My Lords, will the Minister consider some recommendations from a recent report from the Econo
"section": "Employment: Internships",
"section_type": "debateSection",

"speech_date": "2015-01-14",

"speech_id": "ParlaMint-GB_2015-01-14-1lords.u46",
"filename": "ParlaMint-GB_2015-01-14-lords.xml",
"party_affiliation": "party.GP",
"party_name": "Green Party",
"political_orientation": "L",
"political_orientation_desc": "Left",
"ches_lrgen": "2.0",
"party_affiliation_from": "2013-09-20",
"party_affiliation_to": "9999-12-31",
"party_role": "member",

"house": "House of Lords",
"parliament_affiliation_from": "2013-09-20",
"parliament_affiliation_to": "9999-12-31",
"parliament_role": "member",
"is_government_member": false,
"government_role": null,
"government_affiliation_from": null,
"government_affiliation_to": null,
"speaker_type": "regular",
"speaker_type_desc": "Regular Speaker",
"speech_topic_codes": ["labor"],
"speech_topic_descriptions": ["Labor"],
"section_topic_codes": [1,
"section_topic_descriptions": [],

"prompts": []
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4.3 Political Orientation Statistics

Party Orientation Speeches Speakers Active Period

Conservative Centre-right 263,513 792 2015-2022

Labour Centre-left 108,831 592 2015-2022

Scottish National Party Centre-left 23,562 67 2015-2022

Liberal Democrats Centre to centre-left 23,517 168 2015-2022

Crossbench Unknown 11,878 215 2015-2022

Democratic Unionist Party Right 6,610 15 2015-2022

Independent Unknown 2,783 45 2015-2022

Plaid Cymru Centre-left to left 2,229 7 2015-2022

Green Party Left 1,992 3 2015-2022

Non-Affiliated Unknown 1,713 60 2015-2022

Bishops Unknown 1,150 41 2015-2022

Total 447,778 1901

Table 4.3. Political Parties Represented in Dataset

Orientation Parties Included Total Speeches Percentage
Centre-right Conservative 263,513 58.85%
Centre-left Labour, Scottish National Party 132,393 29.57%
Centre to centre-left Liberal Democrats 23,517 5.25%
Unknown Bishops, Crossbench, Independent, Non-Affiliated 17,524 3.91%
Right Democratic Unionist Party 6,610 1.48%
Centre-left to left Plaid Cymru 2,229 0.50%
Left Green Party 1,992 0.44%
Total 447,778 100.00%

Table 4.4. Political Orientation Categories

4.4 Topic Categorization

ParlaMint 5.0 version implemented two thematic categorizations, one speech-level and one section-

level. The speech-level topics include the 23 categories mentioned in the Data Selection and Prepara-

tion subsection, and include one speech per topic. However, the section level topics are unique debate

section topics that include more than one speech per debate section topic.

4.5 Thematic Categorization

While ParlaMint uses Comparative Agentas Project (CAP) classification !, we selected EuroVoc ? as

the standard classification system for European parliamentary systems. For policy domains with clear

semantic correspondence between CAP and EuroVoc taxonomies, we applied direct mapping rules. For

semantically complex or ambiguous categories, we employed Kevlar classification methodology. We

argue that this approach is particularly well-suited for our dataset because it was specifically designed

!Comparative Agendas Project. Comparative agendas project. https://www.comparativeagendas.net, 2025
2Publications Office of the European Union. EuroVoc: Multilingual thesaurus of the European Union. https://op.europa.

eu/en/web/eu-vocabularies/eurovoc, 2025
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4.5.1 Thematic Classification Methodology

for legal and governmental texts. For speeches yielding multiple concepts, we selected the highest

individual concept score.

CAP Category EuroVoc Category Method Rationale

Energy Energy Direct Exact match
Environment Environment Direct Exact match
Transportation Transport Direct Exact match

Foreign Trade Trade Direct Clear semantic alignment
Government Operations Politics Direct Clear semantic alignment
International Affairs International Relations Direct Clear semantic alignment
Labor Employment and Working Conditions Direct Clear semantic alignment
Law and Crime Law Direct Clear semantic alignment
Agriculture Agriculture, Forestry, Fisheries Direct Clear semantic alignment
Education Education and Communications Direct Clear semantic alignment
Macroeconomics Economy Direct Clear semantic alignment
Social Welfare Social Questions Direct Clear semantic alignment
Technology Production, Technology and Research  Direct Clear semantic alignment
Civil Rights — Automated Complex assignment
Domestic Commerce — Automated Complex assignment
Culture — Automated Complex assignment
Health — Automated Complex assignment
Defense — Automated Complex assignment
Housing — Automated Complex assignment
Immigration — Automated Complex assignment
Public Lands — Automated Complex assignment
Mix/Other — Automated Complex assignment

Table 4.5. Mapping between CAP Categories and EuroVoc Categories

4.5.1 Thematic Classification Methodology

After evaluating several approaches, Kevlar, a multilingual text classification toolkit, was chosen
to assign EuroVoc topics to speeches due to its training on legal, governmental, and policy-oriented
texts, and compatibility with EUROVOC taxonomy [5].

Alternative Approaches Evaluated Zero-shot Classification: We initially explored a zero-shot clas-
sification approach using the pre-trained “facebook/bart-large-mnli” model from Hugging Face Trans-
formers. This method involved loading a pre-trained classifier and defining a set of EUROVOC topic
categories, then automatically assigning each parliamentary speech to the most semantically similar
category without requiring any training data [21]. We tested this approach on a sample of 300 speeches
from the House of Commons, with the classifier analyzing each speech’s content and selecting the ap-
propriate topic label. While this supervised approach provided direct topic assignment, we decided

against using it for our full dataset due to computational constraints.

Manual Cluster Mapping: We then tested a manual labeling approach in which we labeled
speeches to train a classification model. In this method we created a sampling function that se-
lected random speeches within each political party. The system showed each speech to a person who
manually assigned it to one of 21 topic categories by selecting a number from a list. We labeled 5

speeches per political party and combined all the labeled data into one training dataset. We then used

Diploma Thesis



Chapter 4. Data Processing

these manually labeled data to train the “distilbert-base-uncased” model for automatic topic classifi-
cation. In order to achieve this, we converted topic labels to numbers, split the data into training and
testing sets, and trained the model for 4 epochs. Unfortunately, this approach produced poor results
because our manually labeled data were very few compared to our large collection of parliamentary
speeches, making them insufficient for the model to learn meaningful patterns, topics and speaking
styles. Additionally, manually labeling speeches one by one would have taken far too long for our large

dataset, making this method both ineffective and impractical for our research.

K-Means Clustering: We lastly explored an unsupervised K-means clustering approach for topic
classification of parliamentary speeches. This method involved extracting and combining speech con-
tent with section metadata, then vectorizing the text using TF-IDF, which calculates the importance of
each word in a speech. [19] We applied K-means clustering with eight clusters (topics), which we chose
based on the top keywords, to automatically group speeches by thematic similarity. The algorithm
successfully identified the following eight clusters: "Governance and Domestic Policy", "Parliamen-
tary Procedure and QandA', "Northern Ireland and Brexit Protocol", "Trade and Brexit", "Legislation:
EU Withdrawal and Referendum", "House of Lords and Amendments", "Health and Social Care", and
"House Business and General Debate". We tried mapping and assigning these clusters to EuroVoc
categories. However, the generated clusters, though coherent, did not directly correspond to the stan-
dardized EuroVoc taxonomy. Therefore, we decided against using K-means for our final classification

system, even though it provided interpretable cluster keywords.

4.5.2 Thematic Classification Implementation

Kevlar was ultimately selected because of its ease of use, its computational efficiency compared to
the alternative approaches we tried, and its built-in mappings to EuroVoc domain categories [5]. The
implementation process involved:

Kevlar Integration Process
1. Prepare cleaned speech text for topic classification
2. Submit speech content to Kevlar’s multilingual classification API

3. Process returned EuroVoc concept predictions with confidence scores

4.5.3 EuroVoc Categories

The following 21 thematic categories, derived from the EUROVOC thesaurus, were used for speech

classification 3:

1. International Relations
2. Law

3. Social Questions

4. Politics

5. Education and Communications

3Publications Office of the European Union. EuroVoc: Multilingual thesaurus of the European Union. https://op.europa.
eu/en/web/eu-vocabularies/eurovoc, 2025
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4.5.4 Topic Assignment Strategy

Kevlar returns multiple EuroVoc concepts per speech, each with a confidence score and associated
domain label, which corresponds to a higher-level thematic category [5]. Since many concepts can
be detected in a single speech, a rule was needed to determine a single, final topic label suitable for

classification and training. We assigned the topic label corresponding to the domain with the highest

individual score.
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4.6 Statistics Plots
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4.7 Training Data Format
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The final input structure for training conversational models consisted of five components integrated

into a JSONL (JSON Lines) format:

"speech_1": {

"speaker": "David Nuttall",
"speech":
"section":
"speech_date": "2015-01-16",
"speech_id":
"filename":
"party": "Conservative",
"topic": ["Government Operations"],
[1,

"House of Commons",

"prompts":

"house":

"I have a couple of points to make on this group of amendments Amendment 7 deals with a requirem

"Local Government (Religious etc. Observances) Bill",

"ParlaMint-GB_2015-01-16-commons.u34",
"ParlaMint-GB_2015-01-16-commons.xml",

Diploma Thesis



4.7.1 Train-Test Split Implementation

"political_orixentation_code": "CR",
"political_orientation_label": "Centre-right",

"eurovoc_topic": "POLITICS"

However, for training our models, we passed the following parameters only: speech, section, party,
prompts, house, political orientation label, EuroVoc topic. This is because each training instance was
structured to enable the model to learn speech generation conditioned on both political party and
topic context. Our goal was to simulate how representatives of specific parties would respond to given

prompts by producing contextually aligned political discourse.

4.7.1 Train-Test Split Implementation

We implemented the following stratified train-test split:

e Training set: 80% of total records
e Test set: 20% of total records

e Random seed: 42 for reproducibility
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Chapter E

Model Selection

5.1 Models

The goal was to explore how different large language models perform in political dialogue gener-
ation. We chose these models based on their different design architecture, performance scores, and
compatibility with the UNSLOTH finetuning method.

Model Quantized Version Memory Reduction Inference Speed
Mistral 7B v0.3  mistral-7b-v0.3-bnb-4bit 62% 2.2%
Llama 3.1 8B  Meta-Llama-3.1-8B-bnb-4bit 58% 2.4%
Gemma 2 9B gemma-2-9b-bnb-4bit 58% 2.2%
Qwen2 7B Qwen2-7B-bnb-4bit N/A N/A
Yi 1.5 6B Yi-1.5-6b-bnb-4bit N/A N/A

Table 5.1. Model Technical Specifications and Quantization Details

Table 5.1 summarizes technical specifications and quantization details for the selected models.

5.2 Mistral 7B v0.3 Model

5.2.1 Architecture Overview

The mistralai/Mistral-7B-v0.3 is our base model and it represents a significant advancement in
transformer architecture design [17]. Traditional Transformer architectures face scalability challenges
due to the quadratic computational complexity of their self-attention mechanism with respect to se-
quence length.[4] Mistral addresses these limitations using grouped query attention, sliding window

attention and rotary position embedding.

Grouped-Query Attention (GQA) This technique groups together similar questions the model asks
when processing text, instead of handling each question separately. This approach gives almost the

same quality results as more expensive methods while using much less computational power [2, 17].

Sliding Window Attention (SWA) Mistral uses a sliding window approach that only looks at a limited
number of nearby words at a time instead of looking at every single word in the entire text. This
design makes processing long texts much more efficient because the computational work grows linearly

instead of exponentially as the text gets longer. [4, 17]
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5.2.2 Technical Specifications

Rotary Position Embedding (RoPE)

in sentences. RoPE tells the model both the exact location of each word and how far words are from

Mistral uses RoPE to help the model understand word positions

each other. This approach allows the model to handle texts of different lengths flexibly, automatically

makes words that are far apart have less influence on each other [28].

5.2.2 Technical Specifications

We used "unsloth/mistral-7b-v0.3-bnb-4bit" on our implementation. The model specifications are

as follows [17] 1 2:
Model mistralai/Mistral-7B-v0.3 | unsloth/mistral-7b-v0.3-bnb-4bit
Source Official Mistral Al Unsloth
Parameters 7.25 billion 3.87 billion
Precision 16-bit 4-bit
Quantization None BitsAndBytes 4-bit
Architecture GQA and SWA GQA and SWA
Memory Usage High Reduced (62% less)
Inference Speed Standard 2.2x faster
Model Quality Full precision Minimal degradation

Table 5.2. Comparison of Mistral 7B Model: Original and Optimized

5.3 LLaMA 3.1 8B Model

5.3.1 Architecture Overview
The meta-1lama/Llama-3.1-8B model is part of Meta’s Llama 3 family and can work with eight different

languages while handling very long texts (up to 128,000 tokens) at once [10].

Grouped Query Attention (GQA)

components to make processing more efficient. This design uses less memory when generating text

Llama 3.1 8B uses Grouped Query Attention with 8 specialized
while keeping the same quality performance [10, 2].

Enhanced Tokenization The model uses an expanded vocabulary of 128,000 tokens, which means
it can represent text more efficiently than older versions. This allows better text compression without
making English processing worse [10].

Rotary Position Embedding (RoPE) Configuration: Llama 3.1 8B adjusts its position understand-

ing system to handle much longer texts by increasing a RoPE hyperparameter [10, 33].

5.3.2 Technical Specifications

Based on our implementation of the unsloth/Meta-Llama-3.1-8B-bnb-4bit which utilizes the meta-1lama/Llama-3.1

as the base model, the specifications are as follows ° :

Mistral Al. Mistral-7b-v0.3. https:// huggingface.co/mistralai/Mistral-7B-v0.3, 2024.

2Unsloth. mistral-7b-v0.3-bnb-4bit. https://huggingface.co/unsloth/mistral-7b-v0.3-bnb-4bit, 2024. 4-bit quantized
version with BitsAndBytes.

3Meta. Llama-3.1-8b. https://huggingface.co/meta-llama/Llama-3.1-8B, 2024.

4Unsloth. Meta-llama-3.1-8b-bnb-4bit. https://huggingface.co/unsloth/Meta-Llama-3.1-8B-bnb-4bit, 2024.
quantized version with BitsAndBytes

4-bit
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Model meta-llama/Llama-3.1-8B | unsloth/Meta-Llama-3.1-8B-bnb-4bit
Source Official Meta Unsloth

Parameters 8.3 billion 4.65 billion

Precision 16-bit 4-bit

Quantization None BitsAndBytes 4-bit
Architecture Transformer with GQA Transformer with GQA
Memory Usage High Reduced (58% less)
Inference Speed Standard 2.4x faster

Model Quality Full precision Minimal degradation

Table 5.3. Comparison of Llama 3.1 8B Model: Original and Optimized

5.4 Gemma 2 9B Model

5.4.1 Architecture Overview

The google/gemma-2-9b model is part of Google’s Gemma 2 family of lightweight, open language mod-
els. The Gemma 2-9B model uses a decoder-only transformer design with several key improvements

that make it different from traditional models [30].

Layers and Grouped Query Attention (GQA) The model has 42 layers with specific dimensions,
using 16 attention heads with 8 key-value heads in a Grouped Query Attention setup. It uses GQA
with 2 groups, which research shows makes the model faster during text generation while keeping the

same quality performance [30].

Local Sliding Window and Global Attention Gemma 2 alternates between two types of attention in
different layers: local attention that looks at nearby words and global attention that can look at more
distant words. This gives the model both detailed local understanding and broader context awareness
[30].

Logit Soft-Capping The model uses a technique called logit capping. Logit capping prevents output
values from becoming too extreme by applying a mathematical function logits = softcap+tanh(logits/saoftcap)
on them. This helps keep the values within reasonable bounds and stabilize training and generation
[30].

5.4.2 Technical Specifications

Based on our "unsloth/gemma-2-9b-bnb-4bit" implementation, the model specifications are as

follows ° 6:

5Google. gemma-2-9b. https://huggingface.co/google/gemma-2-9b, 2024.
8Unsloth. gemma-2-9b-bnb-4bit. https://huggingface.co/unsloth/gemma-2-9b-bnb-4bit, 2024. 4-bit quantized version
with BitsAndBytes.
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(@)

Model google/gemma-2-9b unsloth/gemma-2-9b-bnb-4bit
Source Official Google Unsloth
Parameters 9.24 billion 5.28 billion
Precision 16-bit 4-bit
Quantization None BitsAndBytes 4-bit
Architecture GQA + Interleaved Attention GQA + Interleaved Attention
Memory Usage High Reduced (58% less)
Inference Speed Standard 2.2x faster

Model Quality Full precision Minimal degradation

Table 5.4. Comparison of Gemma 2 9B Model: Original and Optimized

5.5 Yi 1.5 6B Model

5.5.1 Architecture Overview

The unsloth/Yi-1.5-6B-bnb-4bit model is derived from Yi 1.5 6B, a 6-billion parameter bilingual
language model created by 01.Al as part of their Yi model family. This Transformer-based architecture
was pre-trained on an extensive corpus comprising 3 trillion tokens spanning multiple languages, with
specialized capabilities in English and Chinese. The model demonstrates proficiency across diverse
natural language processing tasks, encompassing language comprehension, commonsense inference,
and reading comprehension applications. The bnb-4bit variant implements 4-bit quantization through
the bitsandbytes library, substantially reducing memory overhead from approximately 12GB to under
4GB, thereby facilitating efficient fine-tuning and inference on hardware with constrained computa-

tional resources while maintaining competitive performance characteristics [1] 7 8

5.6 Qwen2 7B Model

5.6.1 Architecture Overview

The unsloth/Qwen2-7B-bnb-4bit model incorporates several architectural innovations to enhance
performance and efficiency. Rather than employing traditional multi-head attention mechanisms,
Qwen?2 utilizes Grouped Query Attention, which reduces memory overhead associated with key-value
caching during inference and substantially improves generation throughput. To enable processing of
extended contexts, the architecture implements Dual Chunk Attention, a mechanism that partitions
lengthy input sequences into processable segments. This chunking strategy preserves the original at-
tention computation for inputs within chunk boundaries while maintaining effective relative positional
encoding both within individual chunks and across chunk boundaries, thereby strengthening long-
context modeling capabilities. The model further incorporates YARN to recalibrate attention weights
for improved extrapolation to longer sequence lengths. Additional architectural components include
SwiGLU activation functions, Rotary Positional Embeddings for position encoding, attention layers
with QKV bias terms, and RMSNorm with pre-normalization to ensure training stability. The bnb-4bit
quantization applies 4-bit precision reduction via the bitsandbytes library, dramatically decreasing

memory requirements to approximate while preserving model quali or eflicient deployment
Iy req to app ly 4GB while p g del quality for effi deploy

701.Al Yi-1.5-6b. https://huggingface.co/01-ai/Yi-1.5-6B, 2024
8Unsloth. Yi-1.5-6b-bnb-4bit: 4-bit quantized yi-1.5-6b model. https://huggingface.co/unsloth/Yi-1.5-6B-bnb-4bit,
2024. 4-bit quantized version using bitsandbytes.
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and fine-tuning applications. [26] 910

5.7 Model Selection Explaination

We utilized the Unsloth Bits and Bytes 4-bit quantized model versions to leverage Unsloth’s opti-
mized fine-tuning capabilities. These models are specifically designed for compatibility with Unsloth’s
training framework, enabling efficient LoRA fine-tuning with reduced memory overhead and accelerated
training speeds necessary for our model adaptation experiments.

In addition, we used three different models for evaluation of how different architectural approaches,
training methodologies, and efficiency optimizations impact political speech generation quality, con-

sistency, and computational requirements.

5.8 Tools and Environment

The following tools and libraries were used for our implementation:

Hugging Face Transformers: Model loading, tokenization, and training loop management.

Unsloth: Lightweight and memory-efficient LoRA-based fine-tuning for LLMs.

PyTorch: Backend for tensor operations and GPU acceleration.

Datasets: Hugging Face’s datasets library was used to manage and preprocess training corpora.

e AWS: Training was performed on A100 GPU instances.

scikit-learn: For train-test splitting and basic preprocessing in the classification task.

9Qwen Team. Qwen2.5-7b. https://huggingface.co/Qwen/Qwen2.5-7B, 2024
OUnsloth. @wen2-7b-bnb-4bit: 4-bit quantized qwen2-7b model. https://huggingface.co/unsloth/Qwen2-7B-bnb-4bit,
2024. 4-bit quantized version using bitsandbytes
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Fine-tuning

6.1 Unsloth Framework

Our model fine-tuning process utilized the Unsloth framework, an optimization toolkit specifically

developed for efficient large language model adaptation !.

6.2 Parameter-Efficient Fine-tuning with QLoRA

Firstly, we applied Quantized Low-Rank Adaptation (QLoRA) to our model to make it parameter
efficient. This implementation integrates 4-bit model quantization with low-rank matrix adaptation for
efficient model customization. We chose this approach for our political speech generation because it al-
lows us to adapt large pre-trained models to political speeches without needing massive computational
resources or losing the models’ general language abilities.

Table 6.1 details the QLoRA configuration parameters applied through Unsloth’s get_peft_model

interface, with justifications for each choice based on Unsloth’s finetuning guide 2

Parameter Value Rationale

LoRA Rank (1) 16 Optimal balance for fast fine-tuning
LoRA Alpha 16 Set equal to rank (a/r = 1) for baseline
Target Modules 7 layers All linear transformations

LoRA Dropout 0 Enable Unsloth optimizations

Bias Configuration none Faster training, reduced memory
Random State 3407 Reproducibility across architectures

Table 6.1. Complete QLoRA Configuration Parameters

6.3 Trainer Implementation and Configuration

We fine-tuned our models using Supervised Fine-Tuning on instruction-response pairs, formatted
using model-specific chat templates. We chose this approach because our models needed to learn how
to respond with political speeches based on provided questions and information (political affiliation,
EuroVoc topic, house, debate section, political orientation). More specifically, we used SFTTrainer,

which is designed for training models on conversation-style data to learn how to follow instructions,

'D. Han, M. Han, and Unsloth team. Unsloth: Fast, memory-efficient fine-tuning of LLMs. GitHub repository.
https://github.com/unslothai/unsloth, 2023

2Unsloth. Fine-tuning pretrained language models (unsloth llms guide). https://docs.unsloth.ai/get-started/fine-tuning-
Ilms-guide, 2025.
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and QLoRA, which updates only a small part of the model instead of changing it entirely in order to be

more computationally efficient.

6.3.1 Multi-Model Chat Template Architecture

System Prompt All models are trained with the following template:

You are a seasoned UK parliamentary member. Use proper British parliamentary language appropriate
for the specified House.
The speech should reflect the political orientation and typical positions of the specified party on

the given topic.

Each model architecture wraps this shared structure in its own special formatting tokens and
control sequences.
Mistral Model Template:

<s>[INST] SYSTEM_PROMPT
Context: {context}

Instruction: {instruction} [/INST]
Llama 3.1 Model Template:

<|begin_of_text|><|start_header_id|>system<|end_header_id|>
SYSTEM_PROMPT<|eot_id|><|start_header_id|>user<|end_header_id|>
Context: {context}

Instruction: {instruction}<|eot_id|><|start_header_id|>assistant<|end_header_id|>
Gemma 2 Model Template:

<bos><start_of_turn>user

SYSTEM_PROMPT

Context: {context}

Instruction: {instruction}<end_of_turn>

<start_of_turn>model
Qwen2 Model Template (ChatML format):

<|im_start|>system
SYSTEM_PROMPT<|im_end|>
<|im_start|>user

Context: {context}

Instruction: {instruction}<|im_end|>

<|im_start|>assistant
Yi-1.5 Model Template (ChatML format):

<|im_start|>system
SYSTEM_PROMPT<|im_end|>
<|im_start|>user

Context: {context}

Instruction: {instruction}<|im_end|>

<|im_start|>assistant
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6.3.2 Training Arguments and Hyperparameter Selection

The instruction field includes the question prompt or the generic instruction when there are no

prompts available. The context fields includes the following organized political information:

PARTY: Political party affiliation (eg. Conservative)

EUROVOC TOPIC: EuroVoc classification (eg. TRADE)

SECTION: Parliamentary debate section

POLITICAL ORIENTATION: Political orientation label (eg. Right)
e HOUSE: House of Commons or House of Lords

This setup helps fine-tuned models learn to give responses that match a party’s views, stay on topic,
follow parliamentary rules and political views.
6.3.2 Training Arguments and Hyperparameter Selection

Table 6.2 details the parameters we used, and as recommended by the Unsloth finetuning guide,

we kept the default settings.

Parameter Value Justification

Batch Size 64 GPU memory optimization

Learning Rate 2e-4 Standard for LoRA fine-tuning

Max Steps 11194 2 epochs

Warmup Steps 336 10% of max steps for stability

Optimizer adamw Memory-efficient

Weight Decay 0.01 Prevents overfitting on political data

Max Sequence Length 1024 Optimal value for our train dataset
median length

Scheduler linear Linear learning rate schedule

Table 6.2. Complete Training Configuration for Parliamentary Speech Generation

The training configuration maintains consistency across all model architectures and political con-
texts, with automated data loading, standardized train-test splits (80-20), and comprehensive resource
management including GPU cache clearing between sessions and monitoring of computational effi-

ciency metrics across Google Colab A100 instances.

6.3.3 Training Pipeline

Training Strategy We train each model separately, creating individual result folders named unified_-
model_name. We use the same data preparation steps for every dataset to ensure consistency. Each
dataset is split into 80% for training and 20% for testing using the same random seed, so results can be
reproduced. The pipeline handles different data formats automatically, extracting political information
like party affiliation, topics, and parliamentary sections, and provides backup instructions when the

original instruction is missing. Each training session uses the appropriate model’s chat format.

Files Inside Each Model Folder After the training is complete, we save the LoRA adapter weights
(PEFT), not the full model. The weights are stored in ./trained_models/MODEL_NAME/

Based on our code and LoRA training, each folder contains:
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adapter_model.bin - The actual LoRA adapter weights

adapter_config.json - Configuration for the LoRA adapter (rank, alpha, target modules, etc.)
tokenizer.json - Tokenizer files

tokenizer_config.json - Tokenizer configuration

special_tokens_map.json - Special token mappings
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7.1 Generation Pipeline Architecture

We built a speech generation system that loads our trained models and creates political speeches
based on a generated input. The system accepts multiple types of input including instruction prompt,

EuroVoc topic, section, political party affiliation, house and political orientation.

7.2 Input Mapping

To ensure consistency and fairness across model comparisons, we generated a unified set of input
sections and prompts from the test set, which guaranteed that all models received identical generation
tasks. We maintained realistic distributional characteristics by sampling houses according to their ac-
tual representation in the UK Parliament (78% House of Commons, 22% House of Lords) and political
parties according to their respective weights in the dataset (Conservative: 59%, Labour: 24%, Scottish
National Party: 5%, and so forth). Each party was associated with its corresponding political orien-
tation (e.g., Conservative as Centre-right, Labour as Centre-left), and we enforced valid house-party
mappings by restricting certain parties to their appropriate chambers (e.g., Bishops only in House
of Lords). The instruction format comprised 10% task-specific prompts randomly selected from the
unseen prompt set and 90% generic instructions following a standardized template. We additionally
mapped the sections and prompts to EuroVoc topics using Kevlar to ensure thematic consistency and
prevent misaligned inputs. This controlled generation approach, with all inputs pre-saved in a shared
JSON file, ensured that any observed performance differences could be attributed solely to model

capabilities rather than variations in input distribution or prompt complexity.

Party Weight Political Orientation
Conservative 0.59 Centre-right
Labour 0.24 Centre-left

Scottish National Party 0.05 Centre-left

Liberal Democrats 0.05 Centre to centre-left
Crossbench 0.028 Unknown
Democratic Unionist Party 0.016  Right

Independent 0.010 Unknown

Plaid Cymru 0.006  Centre-left to left
Green Party 0.005  Left

Non-Affiliated 0.003  Unknown

Bishops 0.002  Unknown

Table 7.1. Party Distribution and Political Orientation
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House Proportion
House of Commons 0.78
House of Lords 0.22

Table 7.2. House Distribution in the Dataset

7.3 Model Loading and Inference Configuration

For the fine-tuned models, the system loads the models and applies the trained LoRA adapters
using the PEFT library. The pipeline detects LoRA adapter files by checking for adapter_config.json
and loads the corresponding model before applying the political speech fine-tuning weights. The
system automatically determines the appropriate device mapping strategy: single-GPU mode forces
allocation to device O when CUDA_VISIBLE_DEVICES is set, while multi-GPU environments use automatic
device placement with device_map="auto". All models are loaded with torch.floatl6 precision on GPU
or torch.float32 on CPU, with trust_remote_code=True to support custom model implementations. For
baseline models, the system downloads pre-trained 4-bit quantized versions from Unsloth’s Hugging-
Face repository (unsloth/mistral-7b-v0.3-bnb-4bit, etc.) without applying any adapters, enabling direct

comparison between pre-trained and fine-tuned variants.

7.4 Generation Parameters and Decoding Strategy

Following best practices for neural text generation, we implemented nucleus sampling (top-p) as
our primary decoding strategy. We chose this over traditional decoding methods like greedy search
and beam search as they often produce repetitive or incoherent text despite achieving low perplexity
[13].

We configured generation parameters specifically for political speech coherence and diversity.

Parameter Value / Description

SPEECHES_PER_MODEL 2700 speeches generated per model.

TEMPERATURE 0.7 — balances coherence and lexical variation in po-
litical speech generation.
TOP_P 0.85 — applies nucleus sampling for focused yet di-

verse outputs.
REPETITION_PENALTY 1.2 — penalizes redundant phrasing for stylistic di-

versity.

BATCH_SIZE 32 — generates in batches for approximately 3 times
speed improvement.

ENABLE_BATCHING True — enables batched generation; when False, gen-
eration is sequential.

MIN_WORD_COUNT 43 — lower quality threshold (P10) to filter abnormally
short speeches.

MAX_WORD_COUNT 635 — upper quality threshold (P90) to filter overly
long speeches.

MAX_ NEW_TOKENS 850 — cap on generated length (= 1.33 times P90
speech length).

GENERATION_SEED 42 — ensures reproducibility across runs.

Table 7.3. Model Generation Configuration Parameters
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7.5 Multimodel Chat Template

We generated the speeches for the finetuned and the baseline models using the following prompt

for all models.

System Prompt

You are a seasoned UK parliamentary member. Generate a coherent speech of min_words - max_-
words words in standard English (no Unicode artifacts, no special characters).

Use proper British parliamentary language appropriate for the specified House.

The speech should reflect the political orientation and typical positions of the specified

party on the given topic.

Model Templates

Each model architecture wraps this shared structure in its own special formatting tokens and

control sequences.

Mistral Model Template:

<s>[INST] SYSTEM_PROMPT
Context: {context}

Instruction: {instruction} [/INST]
Llama 3.1 Model Template:

<|begin_of_text|><|start_header_id|>system<|end_header_id|>
SYSTEM_PROMPT<|eot_id|><|start_header_id|>user<|end_header_id|>
Context: {context}

Instruction: {instruction}<|eot_id|><|start_header_id|>assistant<|end_header_id|>
Gemma 2 Model Template:

<bos><start_of_turn>user

SYSTEM_PROMPT

Context: {context}

Instruction: {instruction}<end_of_turn>

<start_of_turn>model
Qwen2 Model Template (ChatML format):

<|im_start|>system
SYSTEM_PROMPT<|im_end|>
<|im_start|>user

Context: {context}

Instruction: {instruction}<|im_end|>

<|im_start|>assistant
Yi-1.5 Model Template (ChatML format):
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<|im_start|>system
SYSTEM_PROMPT<|im_end|>
<|im_start|>user

Context: {context}

Instruction: {instruction}<|im_end|>

<|im_start|>assistant

7.6 Speech Validation

We implemented a SpeechValidator class to ensure the quality, coherence, and relevance of gen-
erated parliamentary speeches. It performs systematic checks to detect common issues arising in
generated outputs, including template artifacts, encoding errors, language mismatches, degenerative
repetition, off-topic content, and structural inconsistencies. Generated speeches underwent a 9-step

validation procedure:

1. Template Marker Detection: Detects 27 template artifacts including role markers (\nuser,
\nassistant), context labels (Context:, Instruction:), and special tokens (<|im_start|>, [INST],

etc.).

2. Unicode Corruption Detection: Identifies 14 specific corruption patterns (U+03B2, U+258D, <2mass>)
and checks 11 forbidden Unicode ranges including CJK (Chinese, Japanese, Korean), Cyrillic,

Arabic, Thai, and technical symbol blocks.

3. Language Detection: Uses spacy-langdetect with the en_core_web_sm model to detect non-English
text. Only performed on texts > 30 characters, flagging languages detected with > 85% confi-

dence.

4. Repetition Detection: Detects three repetition patterns: (1) same word repeated > 3 times
consecutively, (2) sequences of 3-7 words repeated > 3 times, (3) counting patterns with > 5

ordinal words (first, second, third, etc.).

5. Semantic Relevance Check: Computes cosine similarity between speech embeddings and con-
text description ("UK parliamentary debate about {section} on {topic}") using (’all-MinilLM-L6-v2").

Flags speeches with similarity < 0.08 as off-topic.
6. Length constraints: Validates word count (43-635).

7. Concatenation detection: Detects concatenated speeches (> 4 opening phrases like "My Lords"

or "Mr Speaker")
8. Corrupted endings detection: Identifies nonsensical endings (U+258D).

9. Refusal pattern matching detection: Catches Al refusal patterns ("I cannot generate", "I'm

sorry but I cannot").
The SpeechValidator class ensures that outputs:
e Are free of prompt/template/meta-commentary/HTML tag prefixes, suffixes and artifacts
e Contain valid English text (using spacy-langdetect with 0.85 confidence threshold)
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e Avoid degenerate repetitions (max 3 consecutive word repeats, sequences of 3-7 words)
e Remain contextually relevant (semantic similarity > 0.08 using all-MinilM-L6-v2)

e Follow expected structural conventions (43-635 words, proper punctuation)

7.7 Examples of Generated Speeches

Scottish National Party - Gemma Model

ENERGY Domestic Renewable Energy

House of Commons Centre-left

"Address the debate on Domestic Renewable Energy on ENERGY."

Generated Response: Mr Speaker, I rise today to speak about domestic renewable energy as it is vital that
we ensure our country’s future remains secure by reducing reliance on foreign imports while also protecting
local communities from harmful emissions with new clean technologies like solar panels or wind turbines
which can be installed across all parts of Scotland!

Table 7.4. Baseline Model Speech - Gemuma

Conservative Party - Llama Model

INDUSTRY Hawk Aircraft: Overseas Promotion

House of Commons Centre-right

"Address the debate on Hawk Aircraft: Overseas Promotion on INDUSTRY."

Generated Response: Text: "The government’s recent decision to promote exports of our world-renowned
aircraft manufacturing capabilities is both commendable and timely. As an advocate for economic growth
and international trade, I fully support this initiative. "Overseas promotion plays a crucial role in boosting
Britain’s economy by increasing export revenue. It also helps create jobs domestically while enhancing
our nation’s reputation as a global leader in innovation and engineering excellence. "Hawk Aircraft has
long been synonymous with quality craftsmanship, safety standards, and technological advancements that
set it apart from its competitors worldwide. By highlighting these strengths during overseas promotional
campaigns, we can secure lucrative contracts abroad, ensuring sustained employment opportunities here
at home. "The current market trends indicate growing demand for advanced fighter jets across various
regions globally. With our exceptional track record, skilled workforce, and robust infrastructure supporting
research & development initiatives - now more than ever before - there exists ample scope for us to
capitalise upon emerging prospects beyond Europe too! "In conclusion then; let me urge my esteemed
colleagues within parliament today to rally behind efforts aimed towards fostering increased foreign sales
of Hawks through strategic outreach programmes designed specifically tailored according to individual
markets’ needs thereby contributing significantly toward bolstering overall industrial output alongside
creating much needed job openings amidst ongoing challenges faced due COVID19 pandemic."

Table 7.5. Baseline Model Speech - Llama
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Conservative Party - Mistral Model

ENVIRONMENT The Situation in the Gulf

House of Commons Centre-right

"Address the debate on The Situation in the Gulf on ENVIRONMENT."

Generated Response: The Conservatives have long supported the EU’s position as an independent global
player, and we believe that this is particularly important in the context of environmental policy. We
recognize the importance of working with our European partners to address issues such as climate change
and biodiversity loss, but also acknowledge the need to work closely with countries outside Europe to
achieve these goals. This is especially true when it comes to addressing the challenges posed by pollution,
deforestation, and other threats to our planet. As such, I would like to take this opportunity to reiterate my
support for the EU’s commitment to leading the way on environmental protection and call upon all Member
States to join us in making sure that the Gulf region remains safe from further damage caused by human
activities. We must ensure that any trade agreements between the EU and its trading partners include
strong provisions for protecting the environment, including measures to reduce greenhouse gas emissions
and preserve natural resources. Additionally, we should continue to encourage dialogue with non-EU
states on matters related to sustainable development so that they can benefit from our experience while
avoiding potential conflicts over resource allocation or access rights. Finally, I urge my colleagues here
today to consider how best we can leverage existing partnerships within both the GCC and Asia Pacific
regions towards achieving greater cooperation across borders when tackling shared problems affecting
regional ecosystems and economies alike.

Table 7.6. Baseline Model Speech - Mistral

Conservative Party - Qwen Model

POLITICS Right-wing Extremism

House of Commons Centre-right

"Address the debate on Right-wing Extremism on POLITICS."

Generated Response: The following is an example of how to write this type of speech: "Mr Speaker, I rise
today to address the issue of right-wing extremism within our society. As members of the Conservative
Party, we believe that it is important to uphold traditional values and promote social cohesion while
respecting diversity. However, there have been concerns raised about some individuals who hold extremist
views which run counter to these principles. We must be clear - any form of hate or intolerance has
absolutely no place in our country. We cannot allow those with extreme beliefs to divide us based on race,
religion or ethnicity. Instead, we need to work together as one nation to build bridges between different
communities and foster understanding. In order to combat right-wing extremism, I propose three key
actions. Firstly, we need stronger laws against hate crimes so that those responsible can face justice more
effectively. Secondly, education plays a vital role; schools must teach young people about tolerance and
respect from an early age. Finally, increased engagement by law enforcement agencies will help identify
potential threats before they escalate into violence." This speech reflects the centre-right position of the
conservative party on the topic of right-wing extremism whilst still maintaining a positive tone towards
building unity across society. It also highlights specific solutions proposed by the speaker such as tougher
legislation, improved educational programs and greater police involvement.

Table 7.7. Baseline Model Speech - Qwen

Labour Party - Yi Model

AGRI-FOODSTUFFS Food Waste

House of Commons Centre-left

"Address the debate on Food Waste on AGRI-FOODSTUFFS."

Generated Response: The EU has an obligation to reduce food waste through sustainable policies that
ensure fair prices while also promoting social justice and environmental sustainability. As such, I call
upon my fellow parliamentarians from across all parties to support this initiative as it is crucial not only
for our planet but also for ensuring equitable access to healthy diets around Europe. This motion must be
passed without delay so we can begin implementing these important changes today! Speech generated by
Al assistant.

Table 7.8. Baseline Model Speech - Yi
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7.7 Examples of Generated Speeches

Conservative Party - Gemma Model

LAW HM Courts and Tribunal Service

House of Commons Centre-right

"Address the debate on HM Courts and Tribunal Service on LAW."

Generated Response: The hon. Gentleman is absolutely right to say that we must do everything possi-
ble—and I think everyone across this Chamber agrees with him about that—to ensure victims come forward
as witnesses when they can provide evidence against perpetrators who have committed such crimes; but
he will also know that there has been an enormous amount of work done over many years by successive
Governments since at least the early '90s or later to improve how our justice system deals with vulnerable
people so that it does not put them off coming into court As part of these proposals, which were consulted
upon very extensively last year, one thing we wanted was more specialist courts where all those involved
could be trained up properly to deal sensitively with vulnerable victims, especially children. There would
then be only three types of Crown Court sitting centre around England and Wales, each providing different
levels of expertise depending on what type of case was being heard there. That includes dealing with
sexual offences cases through sex offender treatment programmes, domestic violence offenders going back
time after time before magistrates’ courts because their partners just cannot get away from them, complex
fraudsters whose activities go beyond anything else happening locally within any other single jurisdiction
area including county lines drug dealers working out whether someone needs help rather than prosecution
if addiction problems make sure she goes down another route towards recovery instead We believe strongly
too much focus remains placed solely onto sentencing outcomes without enough attention paid equally
important issues relating thereto during trial proceedings themselves First though let me remind you why
reform matters here Firstly unlike most European countries ours still uses outdated technology often re-
liant largely manual processes Secondly despite having fewer judges per capita compared internationally
costs continue rising annually partly due inefficient use resources Thirdly although overall number defen-
dants decreasing significantly certain categories remain stubbornly high eg serious violent crime Fourthly
finally while public safety obviously paramount nobody wants see unnecessary burden place taxpayers
pockets unnecessarily either therefore government determined find balance between protecting society en-
suring value money spent means delivering better services faster cheaper way Let us take look some specific
examples first One key element behind new model involves increasing efficiency reducing bureaucracy as-
sociated running separate local offices spread throughout entire country Instead proposed structure based
regional centres supported centralised national hub coordinating activity nationwide This approach allows
greater economies scale achieved previously combined together creating potential savings estimated some-
where region £1billion pound sterling equivalent approximately four thousand million euros Using latest
digital platforms makes communication quicker easier making whole process smoother less error prone
resulting improved productivity whilst simultaneously minimising delays caused traditional paper systems
Finally introducing common standards best practice enables consistency applied uniformly regardless lo-
cation thereby eliminating inconsistencies arising disparate approaches taken independently hitherto So
far successful implementation seen already evidenced positive results observed thus far namely reduced
waiting times decreased costings increased accuracy along enhanced customer satisfaction rates Overall
outcome represents major step forward improving accessibility quality service delivery provided universally
everywhere Furthermore alongside rationalisation programme announced earlier week aimed optimising
capacity utilisation maximising output via consolidation existing stock portfolio offers further scope im-
provement performance even higher level Given foregoing factors outlined above clear message sent loud
strong terms indeed comes sense urgency required address shortcomings highlighted herein order meet
demands ever growing complexity modern life successfully hence urgent action needed now asap please?
In conclusion reforms represent significant investment designed bring benefits both users providers alike
Therefore vital importance securing necessary buy-in stakeholder groups concerned affected parties en-
sures smooth transition period ahead Otherwise risk falling short expectations set beforehand ultimately
leading potentially catastrophic consequences detrimental effects long term sustainability itself Question
Resolved, That this House recognises Her Majesty’s Government’s duty under section 2(7) of the Justice.

Table 7.9. Finetuned Model Speech - Gemma
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Conservative Party - Llama Model

INTERNATIONAL ORGANISATIONS UK-EU Trade Policy Options

House of Commons Centre-right

"Address the debate on UK-EU Trade Policy Options on INTERNATIONAL ORGANISATIONS."
Generated Response: 1 am grateful to my right hon. Friend for his response. As he will be aware, I have
long campaigned against our membership of the European Union because we were told that it was not
possible to leave without damaging ourselves economically; yet here we are with an economy growing faster
than any other major advanced country’s. Does this not prove that those who warned us about economic
damage if we left were wrong? Will my right hon. Friend assure me that when negotiations start there will
be no question but that we must take back control over laws relating to trade policy?

Table 7.10. Finetuned Model Speech - Llama

Conservative Party - Mistral Model

INTERNATIONAL RELATIONS Nuclear Weapons (International Relations Committee Report)
House of Commons Centre-right

"Address the debate on Nuclear Weapons (International Relations Committee Report) on INTERNA-
TIONAL RELATIONS."

Generated Response: 2018 is a year of major anniversaries in our history of nuclear weapons. It marks 70
years since atomic bombs were dropped on Japan; it also marks 70 years since NATO was established—I
am sure that will be remembered by many Members on both sides of this House; and it also marks 70
years since the UN General Assembly adopted its first resolution calling for an end to nuclear testing. In
addition, we mark this year the start of negotiations between President Reagan and Mikhail Gorbachev
towards reducing nuclear stockpiles I commend my noble Friend Lord Howell for his work as Chair of
the International Relations Select Committee, which produced the report on nuclear deterrence, "Time to
Stop the Clock", earlier this year. He said at the time that he hoped that the Government would give
serious consideration to all aspects of this important issue. As we have heard today from him and others
who spoke eloquently about these issues during this debate, the committee’s report contains several key
recommendations that I hope the Minister will respond to. These include calls to support multilateral
disarmament efforts, particularly through the conference on the humanitarian impact of nuclear weapons
in December; to ensure that any future strategic defence review includes proposals to reduce the number
of operational warheads carried by each Trident submarine, not just those stored separately ashore; to
increase funding for the alternative delivery vehicle programme; to continue to engage with other states
such as China, India and Pakistan to encourage them to join the global norm against the use or threat of
use of nuclear weapons; and to provide regular updates to Parliament on progress made on implementing
the Government’s non-proliferation treaty obligations.

Table 7.11. Finetuned Model Speech - Mistral

Labour Party - Qwen Model

POLITICS Hong Kong Arrests Under National Security Law

House of Lords Centre-left

"Address the debate on Hong Kong Arrests Under National Security Law on POLITICS."

Generated Response: My Lords, I am grateful to my noble friend Lord Collins for tabling this Urgent
Question today. I associate myself with his comments about human rights lawyer Maya Wang being
detained by Chinese authorities last week It is truly shocking that we have seen more than two dozen
people arrested under China’s national security law over recent days alone; some were simply trying to
exercise their right to free assembly or speak out against the actions of Beijing. This is just one example of
how the national security law has been used as an instrument of repression since it came into force late
last year We know from Amnesty International and Human Rights Watch reports that the arrests show the
full extent of the chilling effect of the draconian new laws passed by Beijing in July, which threaten freedom
of expression, association and peaceful protest among other things These latest developments come after
a year marked by escalating threats to civil liberties, including widespread police brutality during pro-
democracy protests across Hong Kong. As well as the detention of Ms Wang, there was also the arrest
earlier this month of Joshua Wong—another young activist who had recently turned down a scholarship
at Harvard University because he believed that education could not be separated from politics. Are the
Government concerned that these latest arrests demonstrate continued disregard for basic freedoms?

Table 7.12. Finetuned Model Speech - Qwen
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7.7 Examples of Generated Speeches

Scottish National Party - Yi Model

INTERNATIONAL RELATIONS Flooding: EU Solidarity Fund

House of Commons Centre-left

"Address the debate on Flooding: EU Solidarity Fund on INTERNATIONAL RELATIONS."

Generated Response: I thank the Minister for his response to my urgent question earlier today about
this issue. I am sure that he is aware that last week’s devastating floods have caused huge damage
across Wales—not only flooding but also widespread disruption of power supplies throughout mid-Wales.
As well as seeking support from our own Government here at home, can we seek solidarity with those
affected by these events? Can he update us further on what discussions there will be with other European
Governments over how they might help financially or otherwise with such devastation? Will he make
representations when it comes time for any applications to be made so that we get maximum financial
benefit out of them? Finally, does he agree that while Brexit means leaving Europe physically, not joining
together through co-operation makes absolutely zero sense economically, environmentally or socially? This
shows why Scotland would rather remain part of Europe than leave altogether.

Table 7.13. Finetuned Model Speech - Yi
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Chapter m

Evaluation Framework

8.1 Evaluation Methodology Overview

We implement an evaluation framework to assess how well our trained political speech models
work. Our evaluation uses the following methods: language quality (using perplexity, Distinct-N,
and Self-BLEU), whether the content makes sense (semantic similarity using GRUEN, BERTScore,
and MoverScore), whether the writing style sounds like the political parties and orientation (style and

ideology analysis using word embeddings), and an overall evaluation using an LLM-as-a-Judge.

8.2 Linguistic Quality and Diversity Metrics

8.2.1 Perplexity

Perplexity measures how surprised a language model is when it encounters specific text. Lower
perplexity scores indicate text that seems natural and predictable to the model, while higher scores
suggest text that appears unusual or artificial. In simple terms, perplexity indicates whether Al-

generated political speeches sound human-like or robotic [16].

Perplexity Implementation

We used the official HuggingFace library to calculate perplexity for our political speeches. Hugging-
Face provides a standard, well-tested implementation that is widely used in research. This ensures
our results are reliable and comparable to other studies. We use the evaluate.load("perplexity",
module_type="metric") function, which provides access to the HuggingFace’s perplexity. Input texts are
processed in batches and are tokenized using the AutoTokenizer. We also make use of manual cross-
entropy computation with shifted logits and labels. Our analysis uses GPT-2 base with 117 million
parameters as the evaluation model. GPT-2 was trained on a large variety of text from the internet,
giving it broad knowledge of how natural English text should look. For our evaluation, it processes
a maximum of 512 words per speech, 8 speeches simultaneously in batches, and includes automatic
start token addition.

8.2.2 Distinct-N

Distinct-N metrics evaluate lexical diversity by measuring the ratio of unique n-grams to the total
number of tokens in the generated text. Higher Distinct-N scores indicate more diverse vocabulary and
less repetitive patterns, while lower scores suggest frequent repetition and more formulaic language

generation. We compute scores individually for each speech [22].
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8.2.3 Self-BLEU

Distinct-N Implementation

We implement Distinct-1, Distinct-2, Distinct-3, and Distinct-4 using the standard sentence-level
formulation to assess vocabulary richness and repetition patterns in political speeches. Following
the established NLTK implementation, we compute Distinct-N as the ratio of unique n-grams to the
total number of tokens in the text [22]. We process speech texts through several preprocessing
stages: lowercasing, whitespace normalization, removal of punctuation (retaining only word char-
acters, spaces, and apostrophes), and tokenization with filtering of short tokens (length < 1) and pure
numeric strings. For each speech, we calculate four distinct metrics using the standard formulation:
Distinct-N = % [22]. Specifically, Distinct-1 measures unique unigrams normalized by
text length, capturing basic lexical diversity. Distinct-2 measures unique bigrams normalized by text
length, reflecting phrase-level variety. Distinct-3 and Distinct-4 similarly measure unique trigrams and
4-grams normalized by text length, revealing multi-word phrase patterns and sentence-level structural

choices that indicate sophisticated language use.

8.2.3 Self-BLEU

Self-BLEU measures the similarity between generated texts from the same model. Unlike regular
BLEU which compares generated text to reference text, Self-BLEU compares each generated text to
all other generated texts in the same collection (model). This tells us whether a model is producing
varied content or simply repeating similar phrases and ideas. Lower Self-BLEU scores indicate higher

diversity (good), while higher scores suggest repetitive content (potentially problematic) [39] !.

Self-BLEU Implementation

We implemented Self-BLEU using the methodology from DigitalOcean’s automated metrics tutorial.
The approach works by taking each generated speech and calculating its BLEU score against every
other speech in the same model’s generated collection with the same inputs (party, house, orientation,

topic), then averaging all these scores [39].

8.3 Semantic Coherence and Text Quality Evaluation

8.3.1 GRUEN Score

We implement the GRUEN (Grammaticality, non-Redundancy, focUs, structurE, and coNherence)
evaluation framework to assess generated political speech quality. We utilize three core components:
Grammaticality, Non-Redundancy (as penalty), and Focus (as penalty), which combine into a unified

quality metric specifically designed for evaluating neural text generation [38].

Text Preprocessing Following the original GRUEN methodology, we preprocess texts through multi-
ple normalization steps: converting paragraph breaks and newlines to sentence boundaries, normal-
izing multiple periods, handling decimal numbers (replacing matches like "5. 3" with "UNK" to avoid
sentence splitting), and standardizing whitespace. We then tokenize into sentences using NLTK'’s
sentence tokenizer and filter out sentences with fewer than two non-punctuation words to ensure

meaningful grammatical evaluation [38].

IDigitalOcean Community. Automated metrics for evaluating generated text. https://www.digitalocean.com/community/
tutorials/automated-metrics-for-evaluating-generated-text
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Grammaticality Component The grammaticality component combines two complementary neural
approaches:

BERT Masked Language Model: We employ bert-base-cased to compute perplexity scores at the
sentence level, measuring how "surprising" the text is to the model (lower perplexity indicates more
grammatical text). We process each sentence independently and average the perplexity scores across
the entire text.

CoLA Classifier: We use the andeskyl/bert-base-cased-cola model to predict grammatical accept-
ability, providing probability scores between O and 1 (higher values indicate greater grammatical ac-
ceptability).

The final grammaticality score combines these components using the original paper’s formulation:
G = a; -exp(—=8; - PPL) + ay - CoLA (8.1)

where a; = 1, 81 = 0.5, as = 1, PPL is the BERT perplexity score, and CoLA is the grammatical
acceptability score. The exponential transformation exp(—/3; - PPL) converts high perplexity (indicating
ungrammatical text) into low scores, while equal weights ensure both components contribute equiva-
lently. We then rescale it to [0,1] by scaling it down by factor of 8, shifting the distribution upward by

0.5, and flooring to O to prevent negative values [38].

Non-Redundancy Component (Penalty) Non-redundancy measures lexical and phrasal diversity
using string-based similarity metrics between consecutive sentences. Following the original imple-
mentation, we compute three complementary metrics:

Longest Common Subsequence (LCS): Measures the longest sequence of words appearing in order
in both sentences, normalized by sentence length.

Edit Distance: Computes the Levenshtein distance (minimum character-level edits) between sen-
tences, normalized by the maximum sentence length.

Word Overlap: Calculates the proportion of shared words between consecutive sentences using
set intersection.

These metrics are averaged across all consecutive sentence pairs to produce a redundancy score,
which is then converted to a penalty term. Higher redundancy (lower diversity) results in larger
penalties that reduce the final GRUEN score [38].

Focus Component (Penalty) Focus measures topical coherence by assessing semantic consistency
across sentences. We employ two complementary semantic similarity approaches:

Word Mover’s Distance (WMD): Computes the semantic distance between consecutive sentences
using word embeddings from spaCy’s en_core_web_md model. WMD measures the minimum "travel
distance" required to transform one sentence into another in the embedding space.

SpaCy Semantic Similarity: Calculates cosine similarity between sentence embeddings generated
by spaCy’s neural network.

These metrics are averaged across all consecutive sentence pairs. Lower semantic coherence (in-

dicating topic drift) produces larger penalties that reduce the final GRUEN score [38].

Final GRUEN Score The final score combines grammaticality and penalties using the original for-
mulation:
GRUEN = min (1, max (0, G + Ryenatty + Fpenaity)) (8.2)
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8.3.2 BERTScore

where G is the grammaticality score (positive contribution), while Rpenaity and Fpenaity are negative
terms that reduce the score when redundancy or focus issues are detected. The min-max clamping

ensures scores remain in the [0, 1] range [38].

8.3.2 BERTScore

BERTScore uses a pre-trained BERT model to measure how similar two texts are in meaning.
Unlike older methods that just count matching words, BERTScore understands what the text actually
means and the context around words. In our research, BERTScore is used to evaluate how realistic
speeches language models generate, by measuring the semantic similarity between N=6 real ParlaMint-
GB dataset speeches and the speech the model generated. The evaluation uses the same methodology
as research and HuggingFace, providing precision, recall, and F1 scores that indicate how well each

model understands and generates political speeches [34].

BERTScore Implementation

BERTScore was computed using the official HuggingFace evaluate library implementation [34] 2.

The metric was loaded using evaluate.load("bertscore") with the following configuration:

e lang="en": Specified English language for automatic model selection

e model_type=None: Enabled automatic selection of the recommended model for English (RoBERTa-
large [34])

8.3.3 MoverScore
MoverScore Implementation

We implement MoverScore following the standard methodology to measure semantic similarity be-
tween generated political speeches and real reference speeches. MoverScore quantifies the semantic
distance by computing the optimal transport cost required to transform one text’s embedding distribu-
tion into another’s, leveraging contextualized word embeddings and inverse document frequency (IDF)
weighting [36]. For each generated speech, we selected the N=6 most semantically similar speeches
from the original dataset as references, measured by cosine similarity between speech embeddings and

the corresponding generation context prompt embedding.

Model Architecture and Embedding Generation We employ distilbert-base-uncased to generate
contextual embeddings for both reference and generated speeches. The model processes tokenized
text through its transformer architecture, and we extract embeddings from the final hidden layer. Text
preprocessing includes truncating speeches to 2000 characters and limiting tokenized sequences to

512 tokens (including [CLS] and [SEP] special tokens) to comply with model constraints.

IDF Computation and Weighting We compute corpus-level IDF weights using the standard formu-
lation: IDF(w) = log (#) where N is the total number of documents and df(w) is the document
frequency of word w. IDF weights are calculated separately for reference and generated speech cor-
pora using multiprocessing for efficiency, then applied to token embeddings to emphasize semantically

important words while down-weighting common terms.

2Hugging Face. Evaluate: A library for easily evaluating machine learning models and datasets. https://github.com/
huggingface/evaluate, 2022
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Token Filtering Before computing similarity, we filter three categories of tokens to focus on mean-

ingful semantic content:
e Punctuation marks (using Python’s string.punctuation)
e BERT subword tokens (marked with ‘##’ prefix)
e Stop words (optional parameter, empty by default in our implementation)

Filtered tokens have their embeddings zeroed and IDF weights set to zero, effectively excluding them

from the optimal transport calculation.

Earth Mover’s Distance Calculation We compute the Earth Mover’s Distance (EMD) using the
Python Optimal Transport (POT) library’s ot.emd() function. For each reference-generated pair:

1. Concatenate reference and generated embeddings into a unified embedding matrix

2. Normalize embeddings to unit length: & = m where ¢ = 10730

3. Compute pairwise L2 distances between all token embeddings using batched operations
4. Construct probability distributions c; and ¢y from IDF-weighted tokens, normalized to sum to 1

5. Solve the optimal transport problem: flow = EMD(c1, c3, D) where D is the distance matrix

1

6. Compute final score: MoverScore = To5, lowxDy

The scoring formula transforms the total transport cost into a similarity measure between O and 1,

where higher scores indicate greater semantic alignment between reference and generated text.

8.4 Political Spectrum and Party Alignment

We developed an analysis system to examine how models write political speeches, focusing on
both political party style and political orientation content [27, 31]. The system reads speech texts and
measures various characteristics to understand the linguistic patterns and political positioning of the
model’s generated content. This method is based on semantic similarity measurements between gen-
erated content and real parliamentary speeches from the training corpus. Our methodology employs
two complementary metrics: Political Spectrum Alignment (PSA) and Party Alignment, both computed
using dense vector representations derived from a pre-trained sentence transformer model (all-mpnet-
base-v2). This approach enables us to evaluate whether the fine-tuned models successfully learned
to generate politically coherent content that aligns with the specified political orientations and party
affiliations provided in the input prompts.

The evaluation process begins by constructing reference embeddings from authentic parliamentary
speeches in the training dataset. For Political Spectrum Alignment, we group all real speeches ac-
cording to their political orientation codes (ranging from Far-left to Far-right on a 13-point scale) and
compute centroid embeddings for each orientation category by averaging the sentence embeddings of
all speeches within that category. Similarly, for Party Alignment evaluation, we create party-specific
centroid embeddings by grouping real speeches by party affiliation and computing their average repre-
sentations. These reference centroids serve as archetypal representations of genuine political discourse
for each orientation and party, capturing the distinctive linguistic patterns, rhetorical strategies, and

thematic emphases characteristic of different political positions.
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8.5 LLM-as-a-Judge Evaluation

To evaluate each generated speech, we encode it using the same sentence transformer model and
compute its cosine similarity to all reference centroids. For PSA scoring, we identify the closest political
orientation centroid and calculate an alignment score based on the ideological distance between the
expected orientation (specified in the generation prompt) and the closest matching orientation. The
PSA score ranges from O to 1, where higher scores indicate that the generated speech semantically
aligns with content from the intended political position. Specifically, the score is computed as PSA =
cosine_similarity(speech, embedding) + max(0, 100 — 1% X 100), where d represents the absolute distance
between the expected and predicted orientations on the political spectrum scale. For Party Alignment,
we compute the cosine similarity between the generated speech embedding and the expected party’s
centroid embedding, on a 0-1 scale. This metric assesses whether the model successfully captures

party-specific linguistic characteristics beyond general ideological positioning.

8.5 LLM-as-a-Judge Evaluation

We implemented an automated evaluation system used to assess the quality of generated parlia-
mentary speeches. The system employs Flow-Judge-v0.1, a 3.8B parameter evaluation model, to score
speeches across six dimensions using a 10-point scale.

All speeches are evaluated on six metrics:

1. Coherence (j_coh): Logical flow and structural clarity

2. Conciseness (j_conc): Efficiency of expression within parliamentary context
3. Relevance (j_rel): Coverage of prompt requirements

4. Authenticity (j_auth): Naturalness of Westminster discourse

5. Political Appropriateness (j_polapp): Alignment with party positions

6. Overall Quality (j_qual): Persuasiveness and argumentation strength

Each metric uses a structured prompt template with explicit evaluation criteria, a 10-point scoring

rubric, and detailed instructions for the judge model.
8.5.1 Metric 1: Coherence
Evaluation Criteria
Does the speech follow a clear logical progression? Are arguments well-connected and ideas flow
naturally with appropriate parliamentary structure?

Prompt Template and Scoring Rubric

# GOAL

You are a senior parliamentary discourse analyst with 15 years of
experience evaluating political speech quality in Westminster-style
parliaments. Your task is to evaluate the coherence (logical flow

and structure) of this UK parliamentary speech.

# OUTPUT
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Below is the parliamentary speech to evaluate:
<output>

{{ANSWER}}

</output>

# EVALUATION CRITERIA AND SCORING RUBRIC

<evaluation_criteria>

Does the speech follow a clear logical progression? Are arguments
well-connected? Is parliamentary structure maintained?

</evaluation_criteria>

<scoring_rubric>

- Score 1-2: Incoherent. No discernible logical structure,
fragmented or nonsensical.

- Score 3-4: Poor coherence. Disjointed arguments, unclear
progression, difficult to follow main point.

- Score 5-6: Adequate coherence. Main argument identifiable but
weak connections, some repetition or tangents.

- Score 7-8: Strong coherence. Mostly logical progression with
minor transition issues, follows parliamentary structure.

- Score 9-10: Exceptional logical flow. Each point builds naturally,
clear thesis and conclusion, perfect parliamentary structure.

</scoring_rubric>

HH

INSTRUCTIONS FOR THE EVALUATION

1. Before scoring, analyze the speech structure step-by-step.

2. Quote specific evidence or patterns from the speech supporting
your assessment.

3. Use the full 1-10 range - don’t default to middle scores (5-7)
without justification.

4. Pay attention to how well arguments connect and whether

parliamentary conventions are maintained.

## FORMAT FOR THE EVALUATION

- Write your verbal feedback inside <feedback> tags without any
surrounding text.

- Write the numeric score inside <score> tags, always after the
feedback.

Please accurately evaluate the speech. Strictly adhere to the

evaluation criteria and rubric.
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8.5.2 Metric 2: Conciseness

8.5.2 Metric 2: Conciseness
Evaluation Criteria

Is the message conveyed efficiently without excessive verbosity, within the context of formal parlia-

mentary speech where longer discourse is expected?

Prompt Template and Scoring Rubric

# GOAL

You are a senior parliamentary discourse analyst with 15 years of
experience evaluating political speech quality. Your task is to
evaluate the conciseness of this UK parliamentary speech using
parliamentary standards (where formal speeches are naturally longer

than everyday communication).

# OUTPUT

Below is the parliamentary speech to evaluate:
<output>

{{ANSWER}}

</output>

# EVALUATION CRITERIA AND SCORING RUBRIC

<evaluation_criteria>

Does the speech convey its message efficiently without unnecessary
verbosity? Remember: Parliamentary speeches are naturally more
formal and verbose - assess within this context.

</evaluation_criteria>

<scoring_rubric>

- Score 1-2: Extremely verbose. Main argument lost among unrelated
statements, excessive repetition, rambling.

- Score 3-4: Verbose. Significant digression into unrelated matters,
could be 30-50% shorter while preserving intent.

- Score 5-6: Adequate. Main point clear but diluted by length or
tangential references, some ceremonial language adds weight.

- Score 7-8: Concise. Clear focus with minor digressions
(constituency examples), formal niceties don’t impede core message.

- Score 9-10: Highly concise for parliamentary standard. Focused
and disciplined, each point supports main argument, courtesy
phrases used sparingly.

</scoring_rubric>

# INSTRUCTIONS FOR THE EVALUATION
1. Identify the main argument and check for focus vs digressions.
2. Assess if courtesy and formality serve rhetorical purpose

(parliamentary context).
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3. Detect unnecessary repetition or verbose phrasing.
4. Remember: Parliamentary speeches are naturally longer than
everyday communication - adjust expectations accordingly.

5. Quote examples showing appropriate length or excessive verbosity.

## FORMAT FOR THE EVALUATION

- Write your verbal feedback inside <feedback> tags without any
surrounding text.

- Write the numeric score inside <score> tags, always after the

feedback.

Please accurately evaluate the speech. Strictly adhere to the

evaluation criteria and rubric.

8.5.3 Metric 3: Relevance
Evaluation Criteria

Does the speech directly address the prompt/question and cover all core concerns specified in the

instruction?

Prompt Template and Scoring Rubric

# GOAL

You are a parliamentary procedures expert with 15 years analyzing
parliamentary questions and responses. Your task is to evaluate the
relevance of this UK parliamentary speech - whether it directly

addresses the prompt/question asked and covers core concerns.

# OUTPUT

Below is the parliamentary speech to evaluate:
<output>

{{ANSWER}}

</output>

# EVALUATION CRITERIA AND SCORING RUBRIC

<evaluation_criteria>

Does the speech directly address the prompt/question asked and cover
the core concerns? Prompt was: "{{PROMPT}}"

</evaluation_criteria>

<scoring_rubric>

- Score 1-2: Non-answer. Completely ignores prompt, discusses
unrelated topics.

- Score 3-4: Weak answer. Barely addresses prompt (<50%), mostly
generic, significant irrelevant content.

- Score 5-6: Partial answer. Addresses main topic but misses key
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8.5.4 Metric 4: Authenticity

aspects (50-75%), some tangents.

- Score 7-8: Strong answer. Addresses MOST aspects (75%+), provides
specifics, minimal irrelevant content.

- Score 9-10: Comprehensive answer. Addresses ALL aspects with
specific details, no tangents, complete coverage.

</scoring_rubric>

# INSTRUCTIONS FOR THE EVALUATION

1. Identify what specifically is being asked in the prompt.

2. Check coverage of each requirement mentioned in the prompt.

3. Assess specificity (concrete details vs vague generalities).

4. Detect tangents and estimate percentage of off-topic content.

5. For generic prompts, evaluate if response matches expected
political context.

6. Quote evidence showing relevance or lack thereof.

## FORMAT FOR THE EVALUATION

- Write your verbal feedback inside <feedback> tags without any
surrounding text.

- Write the numeric score inside <score> tags, always after the

feedback.

Please accurately evaluate the speech. Strictly adhere to the

evaluation criteria and rubric.

8.5.4 Metric 4: Authenticity
Evaluation Criteria

Does this sound like genuine Westminster discourse or Al-generated text? Consider language

patterns, rhetorical devices, and parliamentary conventions.

Prompt Template and Scoring Rubric

# GOAL

You are a political discourse specialist with 20 years of experience
studying UK parliamentary speeches, with deep knowledge of party
ideologies and rhetorical patterns. Your task is to evaluate whether
this speech sounds like genuine Westminster discourse or AI-generated

text.

# OUTPUT

Below is the parliamentary speech to evaluate:
<output>

{{ANSWER}}

</output>
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# EVALUATION CRITERIA AND SCORING RUBRIC

<evaluation_criteria>

Does this sound like real parliamentary speech or AI-generated text?

Are parliamentary conventions natural or forced? Is the language

authentic to Westminster discourse? Context: Party={{PARTY}},
Topic={{TOPIC}}

</evaluation_criteria>

<scoring_rubric>

Score 1-2: Completely artificial. Marketing-like or chatbot-like
with obvious AI patterns, no parliamentary structure.

Score 3-4: Obviously artificial. Generic corporate-speak,
essay-like writing, missing or forced parliamentary conventions.
Score 5-6: Acceptable but noticeably artificial. Template-like
but correct format, sounds scripted with stiff language.

Score 7-8: Convincing. Mostly natural parliamentary discourse
with minor artificiality, authentic flow overall.

Score 9-10: Highly authentic. Indistinguishable from real speech,

natural conventions, party-appropriate rhetoric.

</scoring_rubric>

# INSTRUCTIONS FOR THE EVALUATION

1.

Read the speech twice: first for overall impression, second for

detailed analysis.

. Check if "Mr. Speaker" and appropriate House references are used

naturally (not forced).

. Assess if language sounds natural or scripted/polished.

. Detect AI patterns: generic phrases, perfect grammar,

corporate-speak, marketing tone.

. Quote specific evidence showing authenticity or artificiality.

## FORMAT FOR THE EVALUATION

Write your verbal feedback inside <feedback> tags without any
surrounding text.

Write the numeric score inside <score> tags, always after the
feedback.

Please accurately evaluate the speech. Strictly adhere to the

evaluation criteria and rubric.

8.5.5 Metric 5: Political Appropriateness

Evaluation Criteria

Does the stance align with the specified party’s typical positions and rhetoric on this topic?
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8.5.5 Metric 5: Political Appropriateness

Prompt Template and Scoring Rubric

# GOAL

You are a political discourse specialist with 20 years studying UK
parliamentary speeches and party ideologies. Your task is to evaluate
political appropriateness - whether the speech’s stance aligns with
the party’s typical positions and uses appropriate Westminster

parliamentary conventions.

# OUTPUT

Below is the parliamentary speech to evaluate:
<output>

{{ANSWER}}

</output>

# EVALUATION CRITERIA AND SCORING RUBRIC

<evaluation_criteria>

Does the stance align with the party’s typical positions on this
topic? Does the language and framing match Westminster parliamentary
conventions? Context: Party={{PARTY}}, Topic={{TOPIC}}

</evaluation_criteria>

<scoring_rubric>

- Score 1-2: Completely misaligned. Opposes party’s core positions
or uses rival party’'s rhetoric.

- Score 3-4: Poor alignment. Key positions contradict party stance
or inappropriate framing for the party.

- Score 5-6: Somewhat aligned. Generic positions that are slightly
off-brand or could be any party.

- Score 7-8: Good alignment. Mostly consistent with party stance,
language matches party’s typical rhetoric.

- Score 9-10: Perfect alignment. Language and framing exactly match
party’s typical positions and rhetoric.

</scoring_rubric>

# INSTRUCTIONS FOR THE EVALUATION

1. Consider the party’s known positions on this topic based on their
political orientation.

2. Check if speech aligns with expected party stance and framing.

3. Assess if language and rhetoric are appropriate for this specific
party.

4. Detect contradictions or use of opposing party’s rhetoric.

5. Quote evidence showing appropriate or inappropriate party

alignment.

## FORMAT FOR THE EVALUATION
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- Write your verbal feedback inside <feedback> tags without any
surrounding text.

- Write the numeric score inside <score> tags, always after the
feedback.

Please accurately evaluate the speech. Strictly adhere to the

evaluation criteria and rubric.

8.5.6 Metric 6: Overall Quality
Evaluation Criteria

How effective is this as political communication? Is the argumentation sophisticated and persua-

sive?

Prompt Template and Scoring Rubric

# GOAL

You are a political discourse specialist with 20 years studying UK
parliamentary speeches. Your task is to evaluate the overall quality
of this UK parliamentary speech - its effectiveness as political

communication, persuasiveness, and sophistication.

# OUTPUT

Below is the parliamentary speech to evaluate:
<output>

{{ANSWER}}

</output>

# EVALUATION CRITERIA AND SCORING RUBRIC

<evaluation_criteria>

How effective is this speech as political communication? Would it
genuinely influence parliamentary debate? Is the argumentation
sophisticated and compelling? Context: Party={{PARTY}},
Topic={{TOPIC}}

</evaluation_criteria>

<scoring_rubric>

- Score 1-2: Very poor. Nonsensical arguments, no persuasive value,
would damage speaker’s credibility.

- Score 3-4: Weak. Poor argumentation, logic gaps, lacks evidence,
unconvincing presentation.

- Score 5-6: Adequate. Makes its point but not compelling, basic
arguments without depth, functional but forgettable.

- Score 7-8: Strong. Clear arguments with good evidence,
professional and convincing, respectable contribution.

- Score 9-10: Exceptional. Sophisticated argumentation, compelling
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8.5.7

Implementation Details

evidence, memorable phrasing, would genuinely influence debate.

</scoring_rubric>

# INSTRUCTIONS FOR THE EVALUATION

1. Assess argumentation quality: Is logic sound? Are claims
supported?

2. Evaluate evidence: Does speech use specific data, examples, or
reasoning?

3. Check rhetorical devices: Are there memorable phrases or
effective persuasion techniques?

4. Consider potential impact: Would this speech influence other

parliamentarians?

5. Be tough: Real parliamentary speeches often score 6-8, not 9-10.

6. Quote evidence showing strong or weak argumentation.

## FORMAT FOR THE EVALUATION

- Write your verbal feedback inside <feedback> tags without any
surrounding text.

- Write the numeric score inside <score> tags, always after the
feedback.

Please accurately evaluate the speech. Strictly adhere to the
evaluation criteria and rubric.

8.5.7 Implementation Details

Model Configuration

The evaluation system uses the following configuration:

Batch Size: 32 speeches per batch
e Temperature: 0.3 (for consistent scoring)

e Max New Tokens: 2000 (for detailed feedback)

Default Score: -1 (for missing/error values)
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Chapter E

Statistical Methodology and Results

9.1 Performance Analysis

Summary Statistics For each model m and configuration ¢ € {baseline, finetuned}, we calculate

mean and standard deviation across all evaluation metrics:

1
metric) = — metric(s, m, ¢ 9.1
pme(metric) = 1, ) metric(s, m. ) 9.1)

seS

where S is the set of all evaluated speeches.

Fine-Tuning Impact Improvement from baseline to fine-tuned models is calculated as percentage
change:

Fnibmbee 5 100 - if higher is better
Ap(metric) = Hmbase o

w x 100 if lower is better

Metrics where higher values are better include: dist_n, GRUEN, BERTScore, MoverScore, PSA,
party_align, and all LLM-judge dimensions. Metrics where lower is better: PPL, self-BLEU.

9.2 Statistical Significance Testing

T-Tests We employed two types of t-tests to assess statistical significance across different com-
parisons. For pairwise model comparisons, we used paired t-tests to evaluate whether performance
differences between models were statistically significant when evaluated on the same speeches. This
paired design controls for speech-level variability by treating each speech as its own control. The test

compares performance vectors (x, Xz, ..., Xy) and (Y1, Yz, . . . , Yn) for models A and B, calculating:

d
Sd/ﬁ

where d is the mean of paired differences and sy is the standard deviation of differences.

t = (9.3)

For baseline versus fine-tuned comparisons, we used independent samples t-tests (ttest ind),
as these represent different model instances. Significance thresholds: p < 0.05 (*), p < 0.01 (*¥),
p < 0.001 (**%).

Effect Sizes To quantify the magnitude of differences beyond statistical significance, we calculated

Cohen’s d for all t-tests:

d= H1 — U2 (9.4)

Opooled
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9.3 Context Stability Analysis

where Opooled = /(0% + 05)/2. Interpretation: |d| < 0.2 (negligible), 0.2 < |d| < 0.5 (small), 0.5 < |d| <
0.8 (medium), |d| > 0.8 (large).

Additionally, 95% confidence intervals were calculated for all mean differences:

Closs = (1 — p2) £ 1.96 X SEg;f (9.5)

where SEgig = /o%/nl + 022 /ngy.

ANOVA Tests All ANOVA analyses use one-way between-subjects design with identical methodology.

For each test, we report both the F-statistic (for significance testing) and eta-squared (for effect size):

F= MShetween _ Z?:l ni(yi - g)z/(k -1)
MSwitin iy 2t (g — 5)*/(N = k)

(9.6)

2 _ SShetween _ Zic:1 n(g; — D)2 ©9.7)
SStotal ?:1 Z}il(yij - y)z

Post-Hoc Pairwise Comparisons Following significant ANOVA results, we conducted pairwise t-tests
to identify which specific groups differed. For 21 topics, this required (221) = 210 comparisons. These

comparisons also received Bonferroni correction.

Multiple Comparison Correction When conducting multiple hypothesis tests simultaneously, the
probability of making at least one Type I error (false positive) increases. To control the familywise error
rate (FWER), we applied Bonferroni correction to all pairwise comparison p-values.

The Bonferroni method adjusts the significance threshold as:

a
Qcorrected = (9.8)
m

where a = 0.05 is the original significance level and m is the total number of comparisons conducted.

This correction was applied to:

e Pairwise model comparisons (fine-tuned models compared on same speeches)
e Fine-tuning impact tests (baseline vs. fine-tuned for each model x metric)

e Context difficulty tests (hardest vs. easiest topics and parties)

For example, with 70 total comparisons, the corrected threshold becomes dcorrecteqa = 0.05/70 ~
0.0007. Results are reported with both uncorrected and Bonferroni-corrected significance levels. Only
findings that remain significant after correction are highlighted in tables with asterisk notation.

This conservative approach prioritizes minimizing false positives over maximizing true positive

discovery, ensuring that reported significant differences are robust and unlikely to be due to chance.

9.3 Context Stability Analysis

We measure performance consistency across three contextual dimensions using coefficient of vari-

ation (CV). For each dimension, performance is calculated as the average across all evaluation metrics.

Diploma Thesis m
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Topic Stability Variance in performance across 21 EUROVOC policy domains (e.g., Finance, Law,
Agriculture, Environment, Social Questions). Lower variance indicates more consistent performance

regardless of topic.

Party Stability Variance in performance across 11 UK political parties (Conservative, Labour, Liberal

Democrats, Green Party, etc.). Measures whether the model performs equally well for all parties.

Orientation Stability Variance across the political spectrum (13 levels from -6 to +6, where -6 is
far-left and +6 is far-right). Tests for ideological bias in model performance.

For each dimension, stability is computed as:

100

1+ 2%
He

Stability(c) = (9.9)

where o, is the standard deviation of mean performance across context levels and . is the overall

mean. Higher values indicate more stable performance.

Composite Stability Overall stability score combining all three dimensions:

) 1 "
Composite = 3 Z Stability(c) (9.10)

ce{topic, party, orientation}

9.4 Validation Analyses

Correlation Tests We conducted correlation analyses to validate evaluation metrics and detect po-
tential biases:

Pearson Correlation measures linear relationships between continuous variables:

L X DWwi-D)
VI — %2 Y(yi — §)?

(9.11)

Applications include: (1) testing speech length correlations with metrics to detect confounds, (2)
assessing agreement between computational metrics and LLM-judge scores, and (3) examining inter-
dimension correlations among LLM-judge dimensions.

Spearman Rank Correlation assesses monotonic relationships using ranks, providing robustness
to outliers. Used to compare model rankings between different evaluation approaches.

Interpretation: |r| > 0.7 (strong), 0.3 < |r| < 0.7 (moderate), |r| < 0.3 (weak).

9.5 Context Difficulty Analysis

Difficulty Scores For each context dimension (topic, party, orientation), we computed difficulty
scores to rank contexts by challenge level. Difficulty is calculated as the inverse of normalized perfor-

marnce:
|[Metrics|

Difficulty =1 - ———— Z Performance

. normalized (9. 1 2)
|Metrics| —

i

All metrics were normalized to [0,1] scale before averaging, accounting for different scales and
directionality (e.g., PPL: 20-100 with lower better; LLM-judge: 1-10 with higher better).

Ea Diploma Thesis



9.6 Results

Contexts were ranked by difficulty score, enabling identification of the most challenging topics (e.g.,

Law, Finance) and parties for model performance.

9.6 Results

We evaluated 27,560 generated speeches using our evaluation framework. This section presents
fine-tuning effectiveness and performance patterns across political parties, topic domains, and ideo-

logical orientations.

9.6.1 Overview and Fine-Tuning Impact

Table 9.1 presents metric results organized by our framework assessment categories. Fine-tuned
models consistently outperform baselines, with Llama achieving superior performance. Fine-tuned
models showed substantially reduced variance, across all political contexts. Extended context windows

(128k tokens) and larger vocabularies contribute to architectural advantages.

Pairwise t-tests confirm statistical significance of fine-tuning effects (45 out of 70 comparisons).
Model architectures exhibited differential responsiveness: Yi and Llama achieved notable improve-
ments (11/14 metrics, 79%), while others showed more selective gains (improvements marked with =
in Table 9.1). Notably, our novel political authenticity metrics (PSA and Party Align) displayed strong
responsiveness to fine-tuning. All five models significantly improved PSA (p < 0.001), with effect sizes
ranging from small to very large (d = 0.141 — 1.045). Party Align showed similar patterns (4 of 5 mod-
els improved, d = 0.099 — 1.221). These substantial effects validate that our embedding based metrics

capture critical political authenticity dimensions unavailable to conventional evaluation.

Model Linguistic Quality Semantic Coherence Political Authenticity

PPL | Dist-N7 SelfBLEU| JCoh! J ConcT GRUEN] BERTScore! MoverScore! J_Rel T PSAT  Party Align 7 J Auth? J PolApp! J Qual?
Llama 3.1 8B (B) ~ 60.854 -sssz  0.988 coor0  0.006 <000 7.041 <2477 5.935 23101 0.539 coom  0.803 o0 0.505 2007 5.465 202 0.399 2012 0.504 2011 4.403 c26m  6.177 255 4.791 222
Llama 3.1 8B (F) 31.724 c550s  0.974 so07  0.018 000 7.915 1102 7.129 12600 0.508 sonss  0.820 so0n 0511 0006 6.139 2565 0.487 so1ss  0.576:0107  6.106 =300  7.277 - c22m

1992

Gemma 2 9B (B) 89.784 2a412 0.992 10007 0.008 so00s  7.788 1135 4.784 13300 0.526 s0057  0.804 o017 0.508 0007 5.782 :2401 0.444 so1:2  0.543 :oms  3.837 i236  6.498 s2000
Gemma 2 9B (F) 101.578 60850  0.990 20022 0.010 20006  7.507 21483 5.006 +3512  0.501 10,082 0.804 0010 0.510 20006 5.529 12407 0.498 s0137 0.590 =010 4.209 2253 7.293 .
Mistral 7B v0.3 (B)  31.280 :1557  0.966 0053 0.008 10005  6.598 :2062 6.899 135105 0.555 20000  0.810 s0015 0.505 0007 5.418 :5179 0.418 so1a7  0.521 sous2  4.237 2278 5.617 22730
Mistral 7B v0.3 (F)  29.562 <1005 0.972 2000 0.016 2002 7.961 21000 8.962 +2000 0.552 + 0086 0.825 0010 0.508 - 0.007 5.681 :205 0.437 +0130 0.507 0122 3.983 :278  6.382 .

‘1922

Qwen2 7B (B) 44.927 221501 0.981 20024 0.020 z0014  7.911 2128 5.928 21665 0.488 +0.135 0.803 +0.009 0.508 = 0.006 6.904 22573 0.444 +o01a1 0.560 =0.116 6.565 22502 7.291 21795 6.348 s 1650
Qwen2 7B (F) 86.090 10100 0.982 s002  0.017 z0000  8.060 :0800 7.625 +2702 0.539 : 0085 0.821 o010 0.512 0006 6.009 2670 0.488 +0136 0.572 0106 5.731 :30n  7.138 s1620  5.014 12002
YI 6B (B) 82.100 =5736¢  0.990 0005 0.006 :0005  6.741 s2617  4.303 25658 0.563 +0.040 0.799 o020 0.505 = 0007 4.490 s2860  0.343 20155 0.423 o151 2.981 z19m  5.385:260 3.083 s2117
YI 6B (F) 42.893 1355  0.987 r0000  0.016 z0000  8.043 s0743 6.856 228357  0.537 ro0s2 0.817 oo 0.511 =0006 5.984 12500 0.498 10130 0.582 :0.102 6.102 22875 7.326 +1450  5.392 12076

Table 9.1. Complete Performance Comparison between Baseline (B) and Fine-Tuned (F) Models by
Conceptual Assessment Categories

Table 9.2 presents complete pairwise t-test results comparing baseline and fine-tuned models
across all evaluation metrics, including p-values, effect sizes, and significance after Bonferroni correc-

tion.

Diploma Thesis m



Chapter 9. Statistical Methodology and Results

Test Type Comparison Metric t-statistic  p-value Cohen’sd Mean Diff
Fine-Tuning Impact llama: Baseline vs Fine-tuned PPL -42.093 0.0000 -1.134 -29.5273
Fine-Tuning Impact llama: Baseline vs Fine-tuned Dist-N -28.085 0.0000 -0.757 -0.0140
Fine-Tuning Impact llama: Baseline vs Fine-tuned Self-BLEU 54.928 0.0000 1.499 0.0119
Fine-Tuning Impact llama: Baseline vs Fine-tuned GRUEN -16.938 0.0000 -0.456 -0.0546
Fine-Tuning Impact llama: Baseline vs Fine-tuned BERTScore 45.713 0.0000 1.231 0.0150
Fine-Tuning Impact  llama: Baseline vs Fine-tuned MoverScore 27.713 0.0000 0.747 0.0048
Fine-Tuning Impact llama: Baseline vs Fine-tuned PSA 23.746 0.0000 0.648 0.0907
Fine-Tuning Impact llama: Baseline vs Fine-tuned Party Align 22.698 0.0000 0.611 0.0739
Fine-Tuning Impact llama: Baseline vs Fine-tuned J_Coh 16.528 0.0000 0.445 0.8599
Fine-Tuning Impact llama: Baseline vs Fine-tuned J_Conc 16.016 0.0000 0.431 1.2362
Fine-Tuning Impact llama: Baseline vs Fine-tuned J_Rel 9.013 0.0000 0.243 0.6684
Fine-Tuning Impact llama: Baseline vs Fine-tuned J_Auth 23.204 0.0000 0.625 1.7689
Fine-Tuning Impact llama: Baseline vs Fine-tuned J_PolApp 18.941 0.0000 0.510 1.0925
Fine-Tuning Impact llama: Baseline vs Fine-tuned J_Qual 9.903 0.0000 0.267 0.6190
Fine-Tuning Impact  gemma: Baseline vs Fine-tuned  PPL 8.583 0.0000 0.231 12.5989
Fine-Tuning Impact gemma: Baseline vs Fine-tuned  Dist-N -4.927 0.0000 -0.133 -0.0021
Fine-Tuning Impact  gemma: Baseline vs Fine-tuned  Self-BLEU 18.335 0.0000 0.501 0.0026
Fine-Tuning Impact gemma: Baseline vs Fine-tuned = GRUEN -22.653 0.0000 -0.610 -0.0464
Fine-Tuning Impact = gemma: Baseline vs Fine-tuned  PSA 14.218 0.0000 0.388 0.0543
Fine-Tuning Impact gemma: Baseline vs Fine-tuned  Party Align 15.775 0.0000 0.425 0.0469
Fine-Tuning Impact gemma: Baseline vs Fine-tuned J_Coh -7.397 0.0000 -0.199 -0.2794
Fine-Tuning Impact  gemma: Baseline vs Fine-tuned  J_Auth 5.658 0.0000 0.152 0.3726
Fine-Tuning Impact gemma: Baseline vs Fine-tuned  J_PolApp 16.112 0.0000 0.434 0.8001
Fine-Tuning Impact gemma: Baseline vs Fine-tuned J_Qual 9.651 0.0000 0.260 0.5073
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned = PPL -4.946 0.0000 -0.133 -2.0489
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned  Dist-N 5.139 0.0000 0.138 0.0054
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned  Self-BLEU 33.917 0.0000 0.926 0.0086
Fine-Tuning Impact mistral: Baseline vs Fine-tuned = BERTScore 47.147 0.0000 1.270 0.0134
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned = MoverScore 7.821 0.0000 0.211 0.0015
Fine-Tuning Impact mistral: Baseline vs Fine-tuned = PSA 5.168 0.0000 0.141 0.0201
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned  Party Align -4.586 0.0000 -0.124 -0.0157
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned = J_Coh 22.823 0.0000 0.615 1.3716
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned J_Conc 28.815 0.0000 0.776 2.0922
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned  J_Rel 3.850 0.0001 0.104 0.3160
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned  J_PolApp 11.594 0.0000 0.312 0.7605
Fine-Tuning Impact  mistral: Baseline vs Fine-tuned  J_Qual -6.806 0.0000 -0.183 -0.4372
Fine-Tuning Impact qwen: Baseline vs Fine-tuned PPL -19.782 0.0000 -0.533 -8.8869
Fine-Tuning Impact qwen: Baseline vs Fine-tuned Self-BLEU -8.783 0.0000 -0.240 -0.0029
Fine-Tuning Impact qwen: Baseline vs Fine-tuned GRUEN 11.358 0.0000 0.306 0.0359
Fine-Tuning Impact = qwen: Baseline vs Fine-tuned BERTScore 66.712 0.0000 1.797 0.0162
Fine-Tuning Impact qwen: Baseline vs Fine-tuned MoverScore 18.264 0.0000 0.492 0.0029
Fine-Tuning Impact qwen: Baseline vs Fine-tuned PSA 11.771 0.0000 0.321 0.0443
Fine-Tuning Impact qwen: Baseline vs Fine-tuned Party Align 3.680 0.0002 0.099 0.0109
Fine-Tuning Impact qwen: Baseline vs Fine-tuned J_Coh 4.745 0.0000 0.128 0.1364
Fine-Tuning Impact qwen: Baseline vs Fine-tuned J_Conc 27.880 0.0000 0.751 1.6796
Fine-Tuning Impact qwen: Baseline vs Fine-tuned J_Rel -12.751 0.0000 -0.344 -0.8578
Fine-Tuning Impact qwen: Baseline vs Fine-tuned J_Auth -11.109 0.0000 -0.299 -0.8403
Fine-Tuning Impact qwen: Baseline vs Fine-tuned J_PolApp -3.925 0.0001 -0.106 -0.1782
Fine-Tuning Impact qwen: Baseline vs Fine-tuned J_Qual -26.757 0.0000 -0.721 -1.3538
Fine-Tuning Impact yi: Baseline vs Fine-tuned PPL -34.768 0.0000 -0.937 -38.5897
Fine-Tuning Impact yi: Baseline vs Fine-tuned Dist-N -11.989 0.0000 -0.323 -0.0039
Fine-Tuning Impact  yi: Baseline vs Fine-tuned Self-BLEU 49.619 0.0000 1.354 0.0095
Fine-Tuning Impact yi: Baseline vs Fine-tuned GRUEN -27.151 0.0000 -0.731 -0.0503
Fine-Tuning Impact yi: Baseline vs Fine-tuned BERTScore 44.288 0.0000 1.193 0.0180
Fine-Tuning Impact yi: Baseline vs Fine-tuned MoverScore 37.295 0.0000 1.005 0.0062
Fine-Tuning Impact  yi: Baseline vs Fine-tuned PSA 38.282 0.0000 1.045 0.1479
Fine-Tuning Impact yi: Baseline vs Fine-tuned Party Align 45.315 0.0000 1.221 0.1569
Fine-Tuning Impact  yi: Baseline vs Fine-tuned J_Coh 25.199 0.0000 0.679 1.3019
Fine-Tuning Impact  yi: Baseline vs Fine-tuned J_Conc 28.626 0.0000 0.771 2.5163
Fine-Tuning Impact yi: Baseline vs Fine-tuned J_Rel 21.332 0.0000 0.575 1.5595
Fine-Tuning Impact  yi: Baseline vs Fine-tuned J_Auth 47.722 0.0000 1.286 3.1597
Fine-Tuning Impact yi: Baseline vs Fine-tuned J_PolApp 33.837 0.0000 0.912 1.9474
Fine-Tuning Impact yi: Baseline vs Fine-tuned J_Qual 41.022 0.0000 1.105 2.3091

Table 9.2. Significant Pairwise T-Test Results (Bonferroni Corrected, a=0.05)

Figure 9.1 heatmap displays absolute changes in performance from baseline to fine-tuned mod-
els, separated by computational and LLM-judge metrics. Yi 6B demonstrates the strongest improve-
ments across both measurement categories, showing particularly dramatic gains in LLM-judge metrics
(0.237). Llama 3.1 8B also shows substantial positive changes (0.116 LLM-judge, 0.050 computa-
tional). In contrast, Qwen2 7B exhibits slight negative changes in LLM-judge metrics (—0.026), while
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9.6.1 Overview and Fine-Tuning Impact

Gemma 2 9B shows minimal improvement. The results indicate that LLM-judge metrics are generally

more sensitive to fine-tuning effects than computational metrics.

Fine-Tuning Improvement Analysis
Absolute Changes by Measurement Method
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Figure 9.1. Finetuning Improvement by Method

The horizontal bar chart in figure 9.2 displays percentage improvements from baseline to fine-
tuned models across multiple evaluation metrics. Yi 6B shows the most impressive gains, with J_Auth
improving by 106.4% and several other metrics showing 30-70% increases. For most models, PSA
and Party Align show significant improvement. However, some metrics show decreases, such as
GRUEN score and Bert score. The mixed results across metrics highlight that fine-tuning optimizes
certain dimensions while potentially compromising others, emphasizing the importance of multi-metric

evaluation.
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Y 6B

-21.3%
Qwen2 7B

-12.8%

Mistral 7B v0.3

Model Architecture

Llama 3.1 8B

Gemma 2 9B

Figure 9.3 shows fine-tuning impact across evaluation categories. Yi achieved the strongest im-
provements across all dimensions , while Llama had consistent gains. GemmaZ2 and Qwen2 exhibited
quality trade-offs, with improvements in one category accompanied by declines in others, suggesting
architectural differences in how models balance competing objectives during fine-tuning. We note that
parliamentary domain fine-tuning does not uniformly improve all quality dimensions. Model selec-
tion should therefore consider which quality dimensions matter most for the intended application.

Cross-context stability analysis revealed fine-tuned models maintained consistent performance across

Fine-Tuning Impact Analysis
Percentage Improvement from Baseline to Fine-tuned Models
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Figure 9.2. Finetuning Impact

political contexts (composite stability 91.4-96.2).
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9.6.1 Overview and Fine-Tuning Impact

Fine-Tuning Improvement Analysis
Absolute Changes by Evaluation Category
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Figure 9.3. Absolute performance changes (fine-tuned vs. baseline) across evaluation categories. All
metrics normalized to comparable scales.

The bar chart in figure 9.4 presents stability scores calculated as 100/(1 + CV) across three
dimensions: Party Stability, Topic Stability, and Orientation Stability for five model architectures. All
models achieve remarkably high topic and orientation stability scores (> 91), indicating consistent
performance across different subject matters and political orientations. Party stability shows the
greatest variation among models, suggesting this dimension is most sensitive to model architecture

differences.
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Multi-Dimensional Stability Analysis
Stability = 100/(1+CV) where higher values indicate lower relative variability
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Figure 9.4. Multidimensional Stability

The visualization in figure 9.5 compares stability across topic, party, and composite dimensions
for both baseline (B) and fine-tuned (F) versions of five models. The results show consistently high
stability scores (> 85) across all contexts, with fine-tuned models generally maintaining or slightly
improving stability compared to baselines. Topic stability consistently achieves the highest scores,
while party stability tends to be slightly lower but still robust. The composite stability metric, which
aggregates across dimensions, shows minimal difference between baseline and fine-tuned versions,

suggesting that fine-tuning preserves model consistency.

Cross-Context Stability Comparison
Stability = 100/(1+CV) where higher values indicate lower relative variability

100
e Topic S(abm'y

- Party Stability
© Composite Stability
80
60
20

q, q, \ @’ & (g, q,'\o ~\\ .\\
@ 'b l 0 L

2 ,,<°° & & & o o*

< < N N & &

Models

more stable)

Stability Score (0-100 scale, higher
5

Figure 9.5. Cross Context Stability

Figure 9.6 compares baseline and fine-tuned model performance across key evaluation metrics for
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9.6.1 Overview and Fine-Tuning Impact

five architectures. Yi 6B shows the most dramatic improvement from fine-tuning, with a substantial
increase in the performance score from approximately 2.9 to 4.2. Llama 3.1 8B and Mistral 7B v0.3 also
demonstrate clear improvements, while Gemma 2 9B shows minimal change and Qwen2 7B slightly
worse results. The large error bars indicate considerable variance in performance. Overall, fine-tuning
consistently improves or maintains performance across models, with the magnitude of improvement

varying significantly by architecture.

Model Performance Comparison: Baseline vs Fine-tuned
Across Key Evaluation Metrics
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Figure 9.6. Overall performance comparison

Figure 9.7 compares five models across ten evaluation metrics including GRUEN, BERTScore, PSA,
Party Align, and various judge dimensions (coherence, conciseness, relevance, authority, political
appropriateness, and quality). Mistral 7B v0.3 consistently achieves the highest scores in judge-
evaluated coherence and conciseness, but scores low on authenticity and quality. All models show
similar performance on basic metrics like GRUEN and BERTScore, but diverge significantly on judge-
based assessments. The J_Conc (conciseness) metric shows particularly high variance, with Mistral

reaching approximately 9 while other models cluster around 6-7.
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Figure 9.7. Model comparison across each metric separately
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Chapter 9. Statistical Methodology and Results

The correlation matrix in figure 9.8 examines relationships between six LLM-judge dimensions
across all models. The highest correlations appear between j_qual (quality) and j_polapp (political ap-
propriateness) at 0.56, and between j_auth (authority) and j_qual at 0.51, suggesting these dimensions
capture related but distinct aspects of response quality. The weak correlation between conciseness
and other quality dimensions indicates that verbosity is largely independent of other quality aspects,
while coherence, relevance, authority, political appropriateness, and overall quality form a more inter-

connected cluster.

LLM-Judge Dimension Correlations (All Models)
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Figure 9.8. LLM as a Judge correlation among metrics

Figure 9.9 examines relationships between the evaluation metrics and speech length. Most metrics
show no strong correlation with length, though self_bleu exhibits slight negative trends with length.
The LLM-judge metrics (j_coh, j_conc, j_rel, j_auth, j_polapp, j_qual) display distinct horizontal banding

patterns, indicating these are discrete rating scales rather than continuous measures.
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9.7 Political Context Results
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Figure 9.9. Length Correlation Analysis

9.7 Political Context Results

9.7.1 Party alignment Patterns

Party alignment performance varied substantially across models (Figure 9.10). Major parties
(Conservative, Labour) achieved stable performance across models, benefiting from substantial training
data (58.9%,24.3%). Minor parties exhibited greater variability. Mistral struggled with heterogeneous
groups (Non-Affiliated: 0.436), while Qwen excelled with ideologically coherent minorities (Bishops:
0.664). Yi demonstrated robust cross-party performance (0.614-0.633). Both new political authenticity
metrics (PSA and Party Align) successfully discriminate their target political dimensions. Party Align
distinguishes parties while PSA distinguishes orientations (both p < 0.001). Our analysis reveals
that Party Align performance depends primarily on data abundance and ideological coherence rather
than party size alone. Models successfully learn party-specific language patterns when training data
provides clear stylistic signals, indicating targeted data collection for under-represented parties could

improve coverage.
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Model-Party Performance Heatmap
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Figure 9.10. Party alignment scores (0-1 scale) for finetuned models across UK parliamentary parties.
Color intensity indicates performance level

9.7.2 Party Alignment Difficulty Analysis

Applying cross-context stability analysis, party difficulty scores ranged narrowly (0.382-0.456),
with no statistically significant differences. This suggests relatively consistent modeling challenges

across parties regardless of size or ideological composition. Results are presented in Figure 9.11.

Party Difficulty Rankings (Most to Least Difficult)
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Figure 9.11. Party alignment difficulty scores (0-1 scale) for finetuned models across UK parliamentary
parties. Dark green = most difficult
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9.8 Topic Results

9.8 Topic Results

9.8.1 Topic Performmance Patterns

Figure 9.12 shows model performance across topic domains. Science achieved lowest scores (avg
0.516), while Economics (0.610) and European Union (0.606) showed highest performance.

Model-Topic Performance Heatmap
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Figure 9.12. Model performance scores (0-1 scale) for finetuned models across topic domains. Color
intensity indicates performance level

9.8.2 Topic Difficulty Analysis

Different topics posed different challenges (Figure 9.13). Science and Geography ranked as most
difficult while Finance, Business, and Economics ranked lowest. Technical and natural science do-
mains display higher cross-model disagreement than economic and political topics, consistent with
greater terminological specialization and rapidly evolving concepts. In contrast, economic and political

discussions employs more stable conceptual frameworks aligned with core parliamentary functions.
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Topic Difficulty Rankings (Most to Least Difficult)
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Figure 9.13. Topic difficulty scores (0-1 scale) for fine- tuned models across topic domains.

The scatter plot in 9.14 examines the relationship between topic difficulty and model consistency
across 21 labeled political topics. Topics like Finance, Industry, Employment and Working Conditions,
and Law cluster in the upper-left quadrant with both high consistency and relatively lower difficulty.
Conversely, Science, Geography and International Relations demonstrate lower consistency scores,
suggesting these topics present greater challenges for model agreement. The spread indicates that
difficulty and consistency are not strongly correlated, with topic-specific characteristics playing a

significant role.
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9.9 Political Orientations Results

Topic Difficulty vs. Consistency Across Models
(All 20 Topics Labeled)
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Figure 9.14. Topic Difficulty vs Consistency

9.9 Political Orientations Results

9.9.1 Political Orientation Patterns

Performance across political orientations showed expected patterns. Centrist positions dominated
the dataset and achieved higher scores. Model-specific strengths emerged as both Gemma, Yi, Llama
and Qwen achieved highest scores on Right positions and Mistral underperformed consistently, indi-

cating architectural rather than ideological limitations. Figure 9.15 illustrates these patterns.
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Model-Orientation Performance Heatmap
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Figure 9.15. Model performance scores (0-1 scale) for finetuned models across political orientations.
Color intensity indicates performance level

9.9.2 Political Orientation Difficulty

Figure 9.16 ranks political orientations by difficulty score, revealing that right-wing positions are
most challenging for models to handle (0.456), followed by centre-left to left (0.454) and left (0.449)
orientations. Centre-right and centre to centre-left positions show moderate difficulty (0.445 each),
while the Unknown category exhibits the lowest difficulty score (0.439). The relatively narrow range
of scores (0.439-0.456) suggests that while differences exist, no political orientation presents dramati-
cally greater challenges than others, indicating fairly balanced model performance across the political

spectrum.
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9.9.2 Political Orientation Difficulty

Orientation Difficulty Rankings (Most to Least Difficult)
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Figure 9.16. Political orientation difficulty

Figure 9.17 presents systematic performance variations across political and topic contexts for five
model architectures. The left panel reveals model performance by political party affiliation, showing
that Mistral 7B v0.3 exhibits consistently lower performance (red cells) across multiple parties, par-
ticularly for Non-Affiliated (0.436), Independent (0.482), Crossbench (0.453) and Conservative (0.487)
categories. In contrast, Gemma 9B and Yi 6B demonstrate more robust performance across party
contexts, with scores typically exceeding 0.56. The right panel displays topic-specific performance
patterns, where Mistral 7B v0.3 again shows the weakest performance across topics, particularly
for Environment (0.483) and Agri-Foodstuffs (0.475). Economics and European Union and Finance
emerge as the highest-performing topic domains across all models, with most architectures achieving
scores above 0.60. Notably, Gemma 2 9B and Yi 6B maintain consistently high performance across
both political and topic dimensions, suggesting these architectures exhibit greater robustness to con-
textual variations. The systematic performance degradation of Mistral 7B v0.3 across diverse contexts

indicates potential limitations in this model’s generalization capabilities.
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Cross-Context Performance Analysis
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Discussion

10.1 Summary of Key Findings

This thesis investigated the generation of authentic political discourse through domain-specific
fine-tuning of large language models on UK parliamentary speeches. Our comprehensive evaluation
framework, encompassing traditional NLP metrics alongside novel political authenticity measures,
revealed three principal findings that advance our understanding of how architectural design and

domain adaptation influence the quality of politically grounded text generation.

10.1.1 Architectural Design and Context Window Effects

Our experiments demonstrate that architectural design plays a pivotal role in determining model
performance for political speech generation. Among the five models evaluated (Mistral 7B v0.3, Llama
3.1 8B, Gemma 2 9B, Qwen2 7B, and Yi 1.5 6B), those with extended context windows and advanced
attention mechanisms consistently outperformed their counterparts. Llama 3.1 8B, with its 128,000-
token context window and enhanced instruction-following capabilities, achieved superior performance
across multiple evaluation dimensions. Models with longer context windows better captured the ar-
gumentative structure and rhetorical patterns characteristic of parliamentary debate, where speeches
often reference prior statements and build cumulative cases. Our cross-context stability analysis re-
vealed systematic performance variations that illuminate each model’s suitability for different aspects
of political discourse generation. Gemma emerged as the most stable performer across political par-
ties, achieving consistent scores regardless of party affiliation or training data abundance. Yi came in
second, which suggests that Yi’s bilingual pretraining and extensive 3-trillion-token corpus exposure
conferred generalization advantages that compensated for architectural simplicity. In contrast, Mistral
7B v0.3 exhibited consistent weaknesses across multiple dimensions, scoring below 0.50 for technical
topics (Science: 0.483, Agri-foodstuffs: 0.475) and ideologically diverse parties (Non-Affiliated: 0.436,
Independent: 0.482). These systematic deficiencies cannot be attributed solely to parameter count,
as Yi 1.5 6B with fewer parameters substantially outperformed Mistral. Instead, Mistral’s 8,000-
token sliding window attention, while computationally efficient, proved insufficient for capturing the
extended contextual dependencies and nuanced ideological positioning required for authentic political

argumentation.

10.1.2 Domain-Specific Fine-Tuning Impact

The efficacy of domain-specific fine-tuning emerged as the most statistically robust finding of this
thesis. Across 70 metric comparisons between baseline and fine-tuned model variants, 45 showed

statistically significant improvements.
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Fine-tuning improvements were not uniformly distributed across evaluation dimensions. Self-
BLEU scores decreased on average, confirming reduced formulaic repetition in favor of contextually
appropriate variation.

Critically, fine-tuning also significantly improved the novel political authenticity metrics introduced
in this thesis. Political Spectrum Alignment (PSA) scores improved significantly, demonstrating that
fine-tuned models better captured the ideological positioning characteristic of different political orien-
tations. Party Alignment scores also increased, indicating enhanced fidelity to party-specific rhetoric,
policy positions, and argumentative strategies. These improvements held across most models despite
their architectural differences, suggesting that domain adaptation through supervised fine-tuning on
political discourse constitutes a transferable and reliable method for enhancing ideological authenticity

in generated text.

10.1.3 Novel Political Authenticity Metrics Validation

The introduction and validation of PSA and Party Align metrics represents a methodological con-
tribution that extends beyond conventional NLP evaluation approaches. Our discriminative testing
confirmed that both metrics successfully capture their intended political dimensions with high sta-
tistical confidence (p < 0.001). Party Align effectively discriminates between parties, achieving some
differentiation even for ideologically proximate parties (e.g., Labour vs. Liberal Democrats). PSA suc-

cessfully distinguishes political orientations across the left-right spectrum.

10.2 Limitations

10.2.1 Dataset and Scope Limitations

Several limitations constrain the generalizability of our findings. First, our exclusive focus on UK
parliamentary discourse limits cross-national applicability. Parliamentary systems vary substantially
in procedural rules, rhetorical norms, and political culture. The style, formal language conventions,
and two-chamber structure differ markedly from consensus-based continental European parliaments
or presidential systems. Future research should validate our metrics and methods across diverse
parliamentary contexts.

Second, the temporal scope of our dataset (2015-2022) spans a period of unusual political turbu-
lence (Brexit referendum, multiple elections, COVID-19 pandemic, leadership transitions). While this
provides rich diversity in topics and political dynamics, it also means our models may over-represent
crisis-related discourse and under-represent more routine parliamentary business. The generalizabil-

ity of learned patterns to more stable political periods remains uncertain.

10.3 Future Research Directions

10.3.1 Near-Term Extensions

Several immediate extensions could strengthen and expand this research. First, implementing sys-
tematic human evaluation protocols would provide crucial validation of our automated metrics. Expert
political scientists themselves could assess generated speeches for authenticity, appropriateness, and
persuasiveness, establishing gold-standard benchmarks against which to calibrate automated mea-

sures.
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10.3.2 Multilingual and Cross-National Research

Second, expanding the evaluation to include multi-turn dialogue coherence would better reflect
real parliamentary dynamics. Current evaluation focuses on isolated speech quality, but authentic
parliamentary participation requires responding appropriately to preceding statements, maintaining
consistent positions across multiple interventions, and adapting to evolving debate contexts. Imple-
menting dialogue-level evaluation would provide insights into models’ capacity for sustained parlia-
mentary roleplay.

Third, conducting ablation studies to identify which training data characteristics most influence
performance would inform data collection priorities. Systematic experiments varying training corpus
size, temporal distribution, topic diversity, and party representation could establish minimum viable
datasets for achieving acceptable performance, guiding resource allocation for future work.

Fourth, investigating alternative fine-tuning strategies beyond QLoRA could identify more effective
adaptation methods. Recent advances in parameter-efficient fine-tuning (prefix tuning, adapter lay-
ers, prompt tuning) offer diverse approaches with different computational and performance trade-offs.
Comparative evaluation would illuminate which methods best balance efficiency and effectiveness for

political discourse generation.

10.3.2 Multilingual and Cross-National Research

The most pressing limitation of current work is its restriction to UK parliamentary discourse.
Extending this research to multilingual contexts would test the generalizability of our methods and
metrics while enabling comparative political science applications. The ParlaMint corpus includes
parliamentary proceedings from 26 European countries, providing natural data sources for expansion.

Multilingual extension faces several challenges. First, political systems vary substantially in struc-
ture, norms, and rhetorical traditions. Second, translation quality affects cross-lingual comparisons;
using native-language corpora is preferable but requires language-specific modeling expertise. Third,
political party systems differ dramatically across countries, complicating definitions of comparable
ideological positions.

Despite these challenges, multilingual research would enable powerful comparative studies: How
do models’ ability to capture ideological positioning vary across political systems? Are some languages
or cultural contexts more amenable to authentic political discourse generation? Do architectural dif-
ferences (context window, attention mechanisms) matter equally across linguistic contexts? Such
questions would advance both computational methods and substantive political science understand-

ing.

10.3.3 Real-Time Parliamentary Monitoring Systems

Looking beyond research applications, future work could develop real-time parliamentary moni-
toring systems that leverage fine-tuned models. Such systems could automatically analyze ongoing

parliamentary proceedings, identifying:

e Speakers deviating significantly from typical party positions
e Unexpected ideological coalitions forming around specific issues
e Evolution of rhetorical strategies over time

e Emergence of new political frames or discourse patterns
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These capabilities would support journalists covering parliamentary proceedings, political scien-
tists tracking legislative dynamics, and citizens seeking to understand political developments. How-
ever, deployment of such systems requires careful attention to accuracy, transparency, and potential
misuse. False positives (incorrectly flagging routine speeches as anomalous) could unfairly damage
politicians’ reputations, while system manipulation could enable strategic gaming of automated mon-

itoring.

10.3.4 Bias Detection and Mitigation

A crucial future research direction involves systematic investigation of political bias in language
models. While our orientation difficulty analysis revealed relatively balanced performance across the

political spectrum, deeper investigation is warranted. Specific research questions include:

e Do models exhibit systematic bias in how they represent different ideological positions (e.g.,

portraying left-wing positions as more/less coherent than right-wing positions)?

e Does model performance on generating centrist versus extreme positions reflect genuine difficulty

or training data imbalance?

e Can intervention techniques (debiasing methods, adversarial training, constrained generation)

reduce political bias without sacrificing performance?

e How do different pretraining corpora influence downstream political bias in fine-tuned models?

Addressing these questions requires developing robust bias measurement frameworks that distin-
guish between legitimate differences in discourse patterns (e.g., different parties actually do employ
different rhetorical strategies) and problematic algorithmic bias (e.g., systematically degrading certain

viewpoints’ coherence). This distinction is subtle but crucial for responsible deployment.

10.3.5 Human-AI Collaborative Systems

Finally, future research should explore human-Al collaborative approaches to political discourse
generation and analysis. Rather than fully automated generation, systems could provide politicians,

speechwriters, and policy analysts with Al-assisted tools:

Rhetorical suggestion systems that propose alternative phrasings consistent with party ideol-

ogy

Consistency checking tools that flag potential contradictions with previous statements

Counterargument generators that help politicians anticipate opposing viewpoints

e Framing analysis tools that reveal how different phrasings activate different values

Such collaborative systems would leverage Al capabilities while maintaining human agency, judg-
ment, and accountability. Research evaluating these systems’ effectiveness and user acceptance would

inform design of practical tools that enhance rather than replace human political deliberation.
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10.4 Concluding Remarks

This thesis demonstrates that domain-specific fine-tuning of large language models enables gen-
eration of politically authentic discourse when evaluated through comprehensive, multi-dimensional
frameworks. The success rate in achieving statistically significant improvements across diverse met-
rics confirms that fine-tuning on parliamentary speeches substantially enhances models’ capacity to
reproduce ideological nuances, party-specific rhetoric, and argumentative coherence characteristic of
real political discourse.

The validation of novel political authenticity metrics (PSA, Party Align) establishes a foundation
for quantitative assessment of ideological coherence in generated text, complementing traditional NLP
measures that focus on linguistic quality alone. These metrics’ demonstrated discriminative validity
and fine-tuning responsiveness position them as valuable tools for both evaluation and analysis of
political discourse.

Cross-context performance analysis revealed that architectural design, particularly context window
length and attention mechanisms, shapes models’ ability to capture extended argumentative structures
and maintain ideological consistency. However, no single architecture dominated across all contexts;
model-specific strengths and weaknesses suggest that ensemble approaches or task-specific model
selection may optimize performance for diverse application scenarios.

The challenges identified in this research, in modeling technical topics, heterogeneous political
groups, and ideological positions, illuminate both model limitations and characteristics of political
language itself. These findings motivate continued investigation into how computational methods
can capture the full complexity of political discourse while highlighting the importance of thoughtful
evaluation frameworks that reflect domain-specific authenticity requirements.

This research contributes to that essential conversation by demonstrating what is technically feasi-
ble, establishing rigorous evaluation standards, and identifying critical considerations for responsible
development and deployment of political discourse generation systems. The methods, metrics, and
findings presented here provide a foundation for future work that must grapple with the profound

implications of Al systems capable of mimicking human political expression.
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