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[TPOAOTI'OX

H rapoloa petamtuytony epyacio exmtovitnxe ota TAAoL TNE EXTANPWONE TWY UTO-
YPEWOEWY Y10 TO DLUTUNHUATIXG TROYEGUUATO UETATTUY LXMWY OToLdWY ‘Egapuoouéveg
Moinuotixée EmotAues’ Tou Edvixol Metodfou Hohuteyvelov.

To TepUBIANOVTU XATAVEUNUEVLY UTOAOYLOUMY AmoTEAOVVTAL 0O TOALAELIUES ovedd-
OTNTEC UTOAOYLOTIXEC GUOXEVEC ToL cuvepydlovtal yiot TNV eniTeuln evoc xovol
otoyou. T'a T0 oxomd aUTOd Ol CUOXEVEC AUTEC BLUTACCOVTOL OF EVa BIXTUO ETLXOLYV-
oviog. T va ebvon amotedeopatind o€ xploeg eQupuoyEg (6T CUC THUOTA EAEY Y OU
TTAONC XAt CUOTALATA EAEYYOU OE TUETVIXOUS GToUOUC TopaywYHS EVERYELOG), Ta
TEPUBEANOVTOL XUTAVEUNUEVOY UTOAOYIOUWY TEéTeL Vo efvon og ¥€on var avTleTwni-
OOUV TN BUCAELTOVEY o XdTOLWY cuoxeL®Y. T'ar TaEddELYUa, xdmola GUGKELT| UTOpEL
vo opvelton var mopad@oel avayxaieg TANpogopleg o dhha UEET TOU CUC TAUATOC.
Axbua yeipdTERR 1) CUOXEUT) UTOPEL VoL GTEAVEL AVTIXPOUOUEVES X0 AOUVETELS TANPO-
popleg o dhha pépn tou cucthuatoc. H tedeutaior popgy| ducietoupyiog xahel-
tou evepynukr) PAdpn () Bulovtvy BAdBEn). M Bohxh Yemdenon yio thy Yeré
TWY BUCAELTOURYLOY OPLOUEVWY GUOXEVMY TOU GLUOTAUATOS, elvor 1 utdleor Umapdng
evog xaxdBoulou avtimdAov o omoiog BlapUelpel XETOLOUG Omd TOUG CUUUETEYOVTES
(cuoxevéc) Tou XATOVEUNUEVOL cUoTAUATOC. Elvor TAEov eup€we amodextd mwg Eva
AVAUTOCTAGTO UEEOG EVOG XATUVEUNUEVOU GUCTHUOTOS, O TERIBdAAOY 6Tou UToYE-
TouUE TNV UTtaEEn EVOC avTindAou, efval Evag unyaviopog yio tTny entiteudn ‘oupgwriag’
UETAC) TWV UN-OLlEQUUPUEVOY PHEPMY TOU GUCTAUNTOSC. ME EVOY TETOLO UNYOVIGUO OAOL
oL Un-OLepUapuévol CUUUETEYOVTEG TIEETEL Vo Efvol o€ VEOT VoL GUUPWVACOUY GE XOWT
Tin yoplc va Eépouv mowa pépn eivon Siepiopuéva.

To Sidpopa TEOBAAUATE CUUPWVINS €YOUY TEOCEAXUCEL TNV EPELVA ATO TIC OPYEC
Tic Oexoetiog tou 1980. Mia amd Tic onuavtixdtepeg mapolhayée Tou TEOPAAU-
T0¢ ebvan Yvwo T ot BiAoypagia ¢ to mpéBinua tng Aopadols Exmounig (‘f] TO
TeoBANua Twv Bulavtivey thamyo’w). Y10 TEOPAN A auTo, Yewpolue TNV OTapdn
evOg xaOPLOUEVOU GUUUETEYOVTOG, GTNY 0Py XY T Tou ontofou Yo TEENEL Vo GuU-
pwvroel xdie un-oe@iopuévoc cuupetéyov. To medfinua €yel ueietnlel extevig
0TO UOVTENO OTOL elvor eEACPUAOUEVT 1) Oluepnic emxovwvia YeTald xdde Ceuyaplol
OUPPETEYOVTLY (TAfpeS SixTuo emxovmviag). H nepintwon twv un mifpwy dixtiwy
emxowvwviag €yel ueetniel o xdmowo Podud. H épeuva oe authAv v xatedduvon
ELOTyoYE VEEC TOPOUETEOUC Yo BeATioToTOMOT 1) OTolEC apopoLY TNV ToToloyia Tou
O(TOOL XL oyeTd TEOPAuaTa Topouévouy dhuta. Emimhéov, dewprinxoay uov-
TEAAL AVTITEAOU PE TOTIOAOYWXOUC TEQLOPLOUOUS GTO TANICLO T®V OTOlWY PEAETHOVTL
To oyeTxd Oplar To omtolar oo Tolv To TEOBANUA emALco. Télog, To TEOBANUA
¢ Aogarolg Exmounic oe aclpuato dixTu Emixovwviog eCETACTAXE YLl TEMOTY
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qpopd to 2004, xon €yer peretniel xupleg oe TOAD eWixéc Tomohoyleg BTOWY, T.Y.
ofxtua mAéypatoc. H e&étaon tou mpofBiruatoc oto aclpuata dixtua druioupyet
VEES AVEYHES X0l TPOXAACELS YOl EQPUQUOYES ACPUAMY XUATAVEUNUEVRDY UTONOYIOUOV.
Agevog, 1 Bour) auTOY TwV OIXTUWY ETTEETEL 0TOUG OLe@UUPUEVOUS CUUUETEYOVTES
va Sntoupy oty TopeUBoréc ofuatog oe dhhoug TapolimTes (8€xTES) UNVUUETODY, TO
omolo €YElL WG ATOTEAEOUA TNV EMOENVWOT TN TOLOTNTOG EMXOVLViag. Agetépou, oL
GUUUETEYOVTES DECUEDOVTAL VO EXTENODY TOTUXEC EXTIOUTES, TO OTOLO BIEUXOADVEL GE
ueydho Bardud tny eniteuln cvugwvicc. Eva axduo onuovtind CAtnue, etvar 1 uehéTn
TOTUXWY XEITNElwY ToL oTtolar uopoly va yenotuortondoly and Toug GUUUETEYOVTEG
yioo Ty emiteudn Aogoroie Exnounrc oe dixtua dyvwotng totoloyiog.

Evyopiotieg

Hapousctdlovtog Ty Tapovoa eTantuyloxt epyaota, Yo Hieha Vo Uy aplo THOW GAOUS
6G0OUG GUVTEAEGAY OTNV OAOXATRWOY| TNG.

Oa ek vo euyaploTion Tov emPBArénovia g epyaoiog uou, x. Apn Hayoupetly,
Entxoupo Kadnynth oto Edvixé Metodfio Ilohuteyvelo, yioo tnv eumotooivn xou
TO eVOLPEPOY OV €BELEE TOGO XoTd TNV avdleot Tng epyaciog, 600 xou xuTd T
odpxetar SleCoywyhe TwV MadNUAT®Y TOU PETUTTUYLOXOU TEoYeduuatoc. Oo fuela
enioNg VoL TOV ELYUPLOTACK Yo T1 CUUTURACTAOT) Xou TNV xoodhyNoT| Tou xod)’ Ohn
1 Odpxeta extévnong Tng epyaoiag Uou.

Oa filera va eLyaplo Thow Tov . L1ddn Zdyo, Kodnynts tou EMII, xou tov x. Anuriten
Poytdnm, Aéxtopa Tou EMII, mou pe otnpilove vo xdvew oautd mou Hlelo oTiC YeTom-
TUYLOXEC OV GTIOUDEC.

Enlone Yo Hieha va euyapiothion tov Trodrgo Awdxtopa Xerioto Altoa yio Tic
Tic oUlNTACES TOU Elyae, ATOTENEOHA TwV OTtolwy elvor €va Uépog TG TopoUoag
epyaotag.

Televtaloug xan TEPLOCOTERD, ELYUQLOTW TOV TAUTEQO UOU XL TN UAVAL OU YL TN
OTARLET), TNV UTOPOVY| X0 T1) YPNUATOBOTNOT] OADY UTMY TV YEOVGY TOU TEQUCUVE.






PREFACE

The current thesis has been elaborated in fulfillment of the thesis requirement for
the Inter-Departmental Postgraduate program “Applied Mathematical Sciences”
of the National Technical University of Athens (NTUA).

Distributed computing environments consist of several independent computing de-
vices that act together to achieve a specific goal. For this purpose the interacting
devices are arranged in a communication network. In order to be useful in mission-
critical applications (such as flight control systems and control systems in nuclear
power plants), distributed computing environments must be able to cope with
failures of some devices. Generally, failures can have different forms. For exam-
ple, one device of the system may refuse to deliver necessary information to other
parts of the system. Even worse, the device may send conflicting and inconsistent
information to other parts of the system. Such failures are called active failures
(or byzantine failures). A convenient approach for arguing about failures is to
assume the existence of an adversary which corrupts participants of a distributed
system. It is widely accepted that an integral part of a mission-critical distributed
system is a mechanism for reaching “agreement” between all non-corrupted parts
of a system. In this setup, all non-corrupted devices should be able to agree on a
common value without explicit knowledge of the corrupted parts.

The agreement problem has attracted research since the early 1980’s. One of
the major variations is known in the literature as the Secure Broadcast problem
(Byzantine Generals problem), hereafter referred as Broadcast. In the Broadcast
problem, we assume the existence of a designated participant on whose input value
every non-faulty participant should agree. The problem has been extensively stud-
ied in the standard model in which pairwise communication is available between all
pairs of participants (complete communication networks). The case of incomplete
communication networks has been studied to some extent; the research introduced
new parameters for optimization, relative to the communication network topology
and related problems remain open so far. Moreover topologically restricted adver-
sary models have been considered, and with their introduction the study of new
feasibility and infeasibility bounds has been initiated. Finally, Broadcast in wire-
less communication networks has only been considered since 2004, and has mainly
been studied under very special network topologies, e.g., grid networks. The con-
sideration of the wireless network model brings up new needs and challenges for
secure distributed computing applications. On the on hand, the structure of such
networks allows the corrupted participants to cause interference to other receivers
resulting in the deterioration of the communication quality. On the other hand,
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participants are committed to perform local broadcasts, which greatly facilitates
achieving agreement. Another important consideration, is the derivation of local
criteria which the players can use in order to achieve Broadcast in networks of
unknown topology.
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1.1

Chapter 1

Agreement in Unreliable
Distributed Systems

Introduction

As communication networks grow in size, they become increasingly vulnerable
to component failures. These networks consist of numerous interacting entities
hereafter referred as players. Since distributed computing has become popular and
widely used in contemporary networking, the provided solutions need to cope with
erroneous and malicious components in the underlying communication network.

With the term distributed system we will refer to a software that executes a collec-
tion of protocols to coordinate the actions of multiple players on a given communi-
cation network G, such that all components cooperate together to perform a single
or small set of related tasks. Typically, such network systems are characterized by
a symmetric relationship between participating players and the lack of any central
authority. Network functionality is achieved in a decentralized fashion, with au-
tonomous devices cooperating to execute tasks such as demanding computations,
distribution of digital content, or common decision making.

The study of distributed systems in the presence of adversarial behavior involves
the design of algorithms that work correctly despite the existence of corrupted play-
ers in the network and without knowing their location. Several corruption types
have been considered in the literature. Among all the corruption types, active (or
Byzantine) corruption models a worst-case fault scenario, namely components can
behave arbitrarily (even maliciously) as transmitters, by either stopping, rerouting,
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or altering transmitted messages in a way most detrimental to the communication
process.

Agreement of the participating players in a certain value is of profound importance
and its applications are many. There are two major variations of the problem, both
introduced by L.Lamport, R.Shostack and M.Pease in [PSL80, LSP82],

e Broadcast (Byzantine Generals): Have some designated player, called
the dealer, consistently send a message to all other players.

e Consensus (Byzantine Agreement): Make all players agree on the same
output value given that every player starts with an input value. If all honest
players hold the same input value then the output value is required to be the
same as this input value

In the current thesis we will focus in the Broadcast problem, although we will see
that the problems are closely related and results on the one problem easily imply
similar results for the other.

(c¢) Real Broadcast with Corrupted Dealer

In Broadcast the difficulty of designing a solution can be primarily summarized in
a scenario where the dealer is corrupted. As seen in the above pictures the dealer
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may send conflicting values to the players in which case we demand that the players
finally agree on the same arbitrary value. The purpose of a Broadcast protocol
is to simulate the Ideal Broadcast through the communication of the players.
Essentially, the major task is to circumvent errors without losing unanimity:.

In the general case one does not know which players are corrupted. Moreover, in
most cases one will never be able to find it out. To understand the reason for this,
one should picture himself as a player u in a distributed system that receives a
message from a player v. Assume that u wants to make sure that v is honest. So,
u inquires what are the messages the rest of the system received. If player u finds
out that the message he has received differs from all the rest, then does this make
v a corrupted player? The answer is not necessarily positive. The possibility that
the only reliable players in the system are v and v always exists. To overcome
this logical pathology, one should make a decision assuming limitations on the
frequency of occurrence of corruptions in the system. That is, if in the system
these limitations don’t hold, it will no longer matter what decision u is going to
make.

How should such limitations be expressed? In other work on analysis of systems
with adversarial behavior, these limitations often take the form of probability
distributions governing the occurrences of corruptions. Here, instead of using
probabilities, we simply assume that the number of corruptions is bounded in
advance, by a fixed number ¢. This is a simple assumption to work with, since
it avoids the complexities of reasoning about probabilistic failure occurrences. In
practice, this assumption may be realistic in the sense that it may be unlikely that
more than t corruptions will occur. However, we should keep in mind that the
assumption is somewhat problematic: in most practical situations, if the number
of corruptions is already large, then it is likely that more corruptions will occur.
Assuming a bound on the number of corruptions implies that corruptions are
negatively correlated, whereas in practice, corruptions are usually independent or
positively correlated.

Secure Multiparty Computation. Agreement problems are special cases of
the more general problem of multi-party computation (MPC), initially defined by
Yao [Yao82]. In MPC we have n players vy, ..., v,, each of which holds a private
input, who wish to perform a joint computation on these inputs in a secure way.
Roughly speaking, the security of the computation requires that the output is
correctly computed on the inputs given by the players (correctness), and that the
players learn no more information than what they can deduce from their specified
outputs of the computation (privacy). The security of the computation should be
guaranteed even when some players misbehave.
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Applications

The agreement problem is of profound importance and its applications are many.
In the footnote of the seminal paper of L.Lamport, R.Shostack and M.Pease, we
see that they were sponsored by NASA, the Ballistic Missile Defense Systems
Command and the Army Research Office. N. Lynch mentions in her book “Dis-
tributed Algorithms” [Lyn96], that the agreement problem is a simplified version
of a problem that originally arose in the development of on-board aircraft control
systems. In this problem, a collection of processors, each with access to a separate
altimeter, and some of which may be faulty, attempt to agree on the airplane’s
altitude. Agreement algorithms have also been incorporated into the hardware
of fault-tolerant multiprocessor systems; there, they are used to help a small col-
lection of processors to carry out identical computations, agreeing on the results
of every step. This redundancy allows the processors to tolerate the failure of a
number of components. Agreement algorithms are also useful in processor fault
diagnosis, where they can permit a collection of processors to agree on the failure
of specific components (and should therefore be replaced or ignored).

The Communication Model

The players communicate with each other over channels. Virtually all protocols
assume the existence of pairwise channels among the players. These channels can
be assumed to be:

Authenticated: The channel is resistant to tampering but not necessarily re-
sistant to overhearing, i.e., messages, once sent, cannot be changed but can be
read by an adversary. Moreover using an authenticated channel the receiver of a
message always knows the identity of the sender.

Secret/Confidential: The channel is resistant to overhearing , but not neces-
sarily resistant to tampering.

Secure: Authenticated and secret channel.

Synchronous: The delay of messages in the channel is bounded by a known
constant.

The topology of the network of channels can be complete or incomplete, i.e., the
connectivity can be limited.

In the asynchronous channels model of communication where message delivery
or bounds on transit time is not guaranteed, it is still possible to solve most of
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the problems in a strictly weaker sense using asynchronous communication. As
an example, assume that we want to tolerate that up to ¢ of the n players are
corrupted. If an honest player waits for messages from more than n — ¢ players,
then it might potentially be waiting for a message from a corrupted player. This
corrupted player might not have sent its message, and since no lower bound on
message delivery is guaranteed, an unsent message cannot be distinguished from
a slow message. The player might therefore end up waiting forever for the unsent
message, and the protocol deadlocks. So, in an asynchronous protocol which must
tolerate t corruptions and must be dead-lock free, the honest players cannot wait
for messages from more than n — ¢ players in each round. But this means that
some of the honest players might not even be able to send their inputs to the other
honest players, left alone having their inputs securely contribute to the result.

In the current thesis we consider synchronous networks with authenticated chan-
nels. In the first two Chapters we will study protocols and bounds concerning
complete networks and in the last chapters incomplete networks will be consid-
ered.

The Adversary Model

The dishonesty of players is modeled by a central adversary that corrupts players.
For concreteness, one may think of the adversary as a hacker who attempts to break
into the players’ computers. We distinguish corruption modes wrt the capacities
of the adversary:

Passive: Corrupted players gives all their internal data to the adversary, but
continue executing the instructions of the protocol.

Active/Byzantine: Corrupted players are under full control of the adversary
and misbehave in arbitrary manner.

Fail-Stop: Players follow the protocol instructions till the adversary instructs
the player to crash; from then on, the player does not send any message to any
other player. Note that a fail-corrupted player does not give his internal data to
the adversary, unless he is passively corrupted at the same time.

If we allow the adversary to corrupt all subsets of the players of size at most ¢ for
some t < n, with n being the total number of players, then we call it a threshold
adversary and we call t the threshold.

Finally, the adversary model also determines the adversary’s computing power.
Most common assumptions are that the adversary is either unlimited, or is com-
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putationally bounded to probabilistic polynomial time computations in a security
parameter k.

In the current thesis we consider the existence of an active adversary. The results
induced also hold for the other adversary types since an active adversary models
a worst-case scenario on the corruption strength.

Security

Analogously to cryptographic primitives, security is typically defined with respect
to a security parameter k, allowing an error probability € that is negligible in
function of k, i.e., it is tolerated that the respective task fails (the conditions of
the problem are not satisfied) with probability at most e. The types of security
considered in the literature are the following

Computational/Cryptographic Security: Denotes security against an adver-
sary who is bounded to probabilistic polynomial time computations.

Unconditional / Information-Theoretic Security: Denotes security against
an unlimited adversary (security derives purely from information theory).

Perfect Security: Unconditional security with zero error probability e. (the
conditions of the problem are satisfied in the absolute sense).

It can be assumed that, additionally, some (partially secret) data is consistently
set up among the players. This could for example be attained by a precomputation
phase involving a mutually trusted party to distribute some related information to
the players. The shared data would typically be a PKI (Public Key Infrastructure).
In this case we say that the players hold consistently shared data. In the literature
the term Cryptographic Security is often used for Computational security with
consistently shared data among players.

We will focus on perfectly secure protocols for the problems considered.

Efficiency and Resiliency

The complexity of MPC protocols can be stated with respect to the local compu-
tation complexity of the players and with respect to the amount of communication
that is required among the players. Moreover the number of communication rounds
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1.2

required for the completion of the protocol is an other measure of consideration.
In synchronous networks, we assume that during each communication round, all
nodes in parallel receive the latest messages from their neighbors, perform arbi-
trary local computation and finally send new messages to their neighbors. The
measures considered for optimization are the following:

Bit Complexity (BC): This is the total number of bits sent by all honest players
during the protocol in the worst case, overall. We will also use the term Message
Complezity for the total number of messages sent by all honest players.

Round complexity (RC): This is the maximal number of subsequent execution
steps (communication rounds) that are required by any correct player in the worst
case.

Local Computations Complexity (LCC): The maximum over the local com-
putational worst-case complexities of all honest players.

Resiliency: It means the number of corrupted players, up to which a protocol
can tolerate. If a protocol can handle up to t < an actively corrupted players,
then we say that it is a-resilient.

Defining the Problem

The formal definition of the Broadcast problem follows:

Definition (Broadcast). Let V = {vy, v, -+ ,v,} be a set of n players, X be
a finite domain and D € V be the dealer. Then we say, that I is a Broadcast
(Byzantine Generals) protocol among players in V with values in X, where D has
as input a value g € X and all players finally decide on a value y; € X, if it
satisfies the following conditions:

1. Validity: If the dealer is honest, then all honest players will decide on x4;

2. Consistency: All honest players finally decide on the same value. i.e. Yv;,v;
honest players, y; = y; holds;

3. Termination: All players will eventually terminate the protocol;

We also define the related problem of Consensus as we will take advantage its
relation with Broadcast to develop protocols in later chapters.

Definition (Consensus). Let V = {vy,vq,--+ ,v,} be a set of n players, X be
a finite domain and D € V be the dealer. Then we say, that 11 is a Byzantine
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General (Broadcast) protocol among players in V with values in X, where each
v; has an initial input value x; € X and finally decides on a value y; € X, if it
satisfies the following conditions:

1. Validity: If all honest players have as input the same value x, then all honest
players will decide on x;

2. Consistency: All honest players finally decide on the same value. i.e. Yv;,v;
honest players, y; = y; holds;

3. Termination: All players will eventually terminate the protocol;

The Termination property in the context of the protocols and the bounds presented
is usually immediately implied by the context and the proof of its validity will often
be omitted.

Interactive Consistency. The Consensus problem has a closely related variant,
named Interactive Consistency (IC), which was studied in [PSL80], before the
introduction of the Broadcast and Consensus problems. In this version of the
problem, instead of agreeing on a single value, the players have to agree on a
vector of values, which has an entry corresponding to every player in the system.
The output vectors of any two honest players must be equal. Furthermore, an entry
in the vector that corresponds to a honest player has to be equal to the input value
of that player. Clearly, an IC algorithm also solves the Consensus problem, e.g.,
by deciding on the majority value in the output vector. Moreover an algorithm
for Broadcast solves the IC problem, by letting every player broadcast his input
value, the required vector can then be composed trivially.

The definition of consensus can at most allow for a strict minority of corrupted
players (t < n/2)-otherwise the corrupted players, by majority, would always be
able to dictate the outcome independently of the inputs by the honest players.

Proposition. Consensus among n > 2 players, secure against t > n/2 corrupted
players is impossible.

Proof.

Let Vo U Vy = V be a partition of the player set in to two sets of cardinalities
[Vo| = max(n —t,1), |Vi] = min(¢t,n — 1); and let all players v; € V; hold the
same input value z; = 0 and all players v; € V; hold input value z; = 1. The
adversary can now choose either @, V5, or V; uniformly at random and corrupt
the respective players by having them honestly follow the protocol. To make this
clear, we supposed that an active adversary forces his players behave arbitrarily,
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yet arbitrarily includes consistent behavior. Consequently, a honest player cannot
distinguish between honest and corrupted players.

If, at the end, all players compute the same output value x then validity is violated
with probability at least 1/3 since the adversary corrupts V, with probability 1/3.
If, at the end, the players compute different output values then consistency is
violated with probability at least 1/3 since the adversary does not corrupt any
player with probability 1/3.

]

Theorem. Ift < n/2, then Broadcast and Consensus are equivalent. In other
words, if there is a protocol for broadcast, then we can have a protocol for Consensus
too and visa versa.

Proof.

“ =" Assume, that II is a broadcast protocol. Consensus can be achieved by
having every player broadcast its input value using II and then, having every player
decide on the majority of the received values. Since all values are distributed by
broadcast and a majority of the players is honest, this protocol achieves consensus.

“ &< . Assume that II is a Consensus protocol. Then broadcast can be simulated
by having the sender distribute (multi-send) his input value to all players and
having all players run a consensus protocol on the values received from the sender.
Since a majority of the players is honest, this protocol achieves broadcast.

Consequently, Broadcast and Consensus are equivalent.

]

Usually, the Consensus problem is studied in the literature related with unanimity
in complete graphs. This is due to the fact that a Consensus protocol implies a
Broadcast protocol with the overhead of just one extra round as can be observed
in Theorem 1.2. Moreover the majority of Broadcast protocols presented in the
literature are of this certain form, namely, in the first round Dealer sends his initial
value and then the players achieve consensus. We will refer to this certain kind of
Broadcast Protocols as Basic Broadcast protocols.

Definition. A Basic Broadcast protocol is of the form:

e Round 1: Dealer sends its initial value x4 to all players.

e Roundr (r > 2): All the players run a Consensus protocol, with inputs the
values received from the dealer in order to achieve agreement on the Dealer’s
value.
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1.7

1.4

1.5

1.6

1.7

Scenarios and Views

We will now formalize the description of a distributed system using definitions
which facilitate our further study. Let V be the set of players (participants) in
the distributed system. We denote by X the initial input space and M O X the
message space in which every message sent in the system belongs.

Definition (Scenario ). A scenario o is a function
c:VxVxN->M

Value o(v,w, 1) is equal to the message that player v sent to player w in round i.

Clearly, an execution of a distributed protocol can be described by the scenario
function. If o(v,w,i) =L it means that no message has been sent by v to w in
round ¢ or an erroneous message has been sent, treating both cases the same. We
say that a scenario ¢ is a k-round scenario if and only if

min{i € N | o(v,w,r) =L, Yo,w € V, Vr > i} =k

Definition (Subscenario). A k-round sub-scenario o of scenario o is the re-
striction J|vax{17___7k} of the function o. Obviously o* describes the execution of
a distributed protocol until a certain round k.

Definition (View). The view of a player v over sub-scenario o is the function
view? : V x V. x N — M defined by

€ if u,w #v.

o(u,w,i) else.

viewy (u, w, i) = {

The range of function view] consists of the messages sent or received by v in sub-
scenario o. We will omit o and simply write view, when the scenario is implied
by the context or does not concern us.

Definition (Indistinguishable scenarios). Scenario ¢ is indistinguishable from o’
with respect to player v (o ~ o) if and only if

. . . /! . .
view) (u, w, i) = viewy (u,w,i), Yu,w € V and i € N

Let S be the family of sub-scenarios implied by a distributed system G, VIEW,
the family of view, functions implied by scenarios in S and subV I EW,, the family
of view, functions implied by sub-scenarios in §. Also let ResVIEW, be the
family of all the restrictions of all the functions which are elements of subV IEW,,.
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1.8

1.3

1.9

1.10

Definition (Decision). The decision,, of player v is a function
decision, : VIEW, — X

the value that player v decides in scenario o according to its view. We will also
use the notation decision, (o) since a scenario o implies a unique function view?
and the simplified notation decision, when the scenario is implied by the context.

We will use the Corollary below in our proofs. It’s validity is immediately implied
by the definitions of indistinguishability of scenarios and the decision, function.

Corollary. Given two scenarios o,0’ and a player v it holds that,
o ~ o' = decision, (o) = decision,(d").

Definition (Correctness Rule). A function R, : subVIEW, — ResV IEW,, which
produces the value

k+1

. k .
Ry (view; ) = view;  |{u}xvxN

(i.e. the messages that v is supposed to transmit in the next round).

Definition (Honest and Corrupted). With respect to a given correctness rule
R, a player v is said to be honest (or correct) at round k if in round k, v sends
the messages dictated by R operating in the previous k — 1 rounds, else we call
v corrupted in round k. Player v is an honest player in scenario o (denoted by
v € H) if it is honest at each round of o, else v is corrupted in o (denoted by

veT).

A Broadcast protocol on a class of scenarios S consists of a correctness rule R
(union of possibly distinct correctness rules R,, Vv € V) and a decision function
(similarly a union of individual decision, functions).
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Chapter 2

Broadcast Protocols

The design of protocols for the Broadcast problem has received a great deal of
attention since its introduction in [PSL80]. The attempts on improving the exist-
ing protocols has essentially been an effort to improve the trade-off between the
resilience, the bit complexity, the round complexity and the local computation
complexity of the solutions.

In [PSL80] the authors presented a protocol that solves the problem in ¢+ 1 rounds
whenever n > 3t. However, the protocol required the players to send exponentially
long messages and perform exponentially many steps of computation. Polynomial-
time Broadcast protocols for n > 3t that halt in more than 2¢ (see, e.g. [DFF*82,
TPS87] rounds have been known as of 1982. In 1985 Coan [Coa86] presented a
family of Broadcast protocols for n > 4t that, for every d, halt in ¢ + ¢/d rounds,
and require messages of size O(n?). However Coan’s protocols require exponential
local computation. Bar-Noy, Dolev, Dwork and Strong later improved on this
result, providing protocols with essentially the same round and communication
behavior, but requiring only polynomial computation [BNDDS92|. These protocols
thus provide a trade-off between the number of rounds required and the size of
messages used, and prove that 2¢ rounds are not necessary for polynomial-time
Broadcast protocols. Polynomial- time Broadcast protocols, operating in t + 1
rounds for n = Q(t*) where presented by Dolev, Reischuk and Strong in [DRS90).
In 1988 Moses and Waarts presented the first polynomial (¢ + 1)-round protocol
with linear resilience: It required only that n > 8t, and was later improved to
handle n > 6t [MW88]. Berman and Garay presented a polynomial protocol
for n > 4t [BG93], which they later improved to handle n > (3t + €)t for any
e > 0 [BGI1]. At the cost of requiring more processors (§2(tlogt)), Coan and
Welch developed a polynomial protocol that uses one-bit messages and achieves
asymptotically optimal total bit transfer [CW93]. Finally after the long series of

13
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papers improving the trade-off between resiliency and round complexity, Garay
and Moses presented the first fully polynomial Broadcast protocol in [GM98]. A
partial list of Broadcast protocols and the parameters characterizing them is given
in table 2.1.
Protocol n rounds comm. comp.
[PSL80] 3t+1 t+1 exp(n) exp(n)
[DFEF*T82, TPS87] | 3t+1 | 2t+c poly(n) poly(n)
[Coa86] 4t +1 t+ % O(n?) exp(n)
[DRS90] Q%) t+1 poly(n) poly(n)
[BNDDS92)] 3t+1 | t+4 O(n?) O(n?)
[MW8S] 6t +1 t+1 poly(n) poly(n)
[BG8Y| 3t+1 | t+ 4 O(c?) O(c%)
[BG93] 4t +1 t+1 poly(n) poly(n)
[CW93] Qtlogt) | t+1 poly(n) poly(n)
[BGI1] (3+e)t | t+1 | poly(n)-O(2Y) | poly(n) - O(2'°)
[GMOSg] 3t+1 t+1 poly(n) poly(n)
Table 2.1
I
2.1 Exponential Information Gathering Algorithm

In this section, we present an algorithm for the Broadcast problem based on a strat-
egy known as exponential information gathering (EIG). In exponential information
gathering algorithms, players send and relay values for several rounds, recording
the values they receive along various communication paths in a data structure
called an EIG tree. At the end, they use a commonly agreed-upon decision rule
based on the values recorded in their trees. The EIG algorithm of [BNDDS87],
presented here, is a variation of the original Broadcast algorithm of [LSP82] which
incorporates the FIG tree data structure. The algorithm requires n > 3t + 1.

EIG Tree Data Structure

In the EIG Algorithm each player incrementally constructs a tree-based data struc-
ture of height at most ¢ (each path from root to leaf contains at most ¢+ 1 nodes),
called the EIG tree (Figure 2.1). The nodes of the EIG tree are labeled with player
names as follows . The root is labeled D, for Dealer. Let p be an internal node
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Figure 2.1: The Information Gathering Tree

in the tree. For every player name v; not labeling an ancestor of p, p has exactly
one child labeled v;. With this definition no label appears twice in any path from
root to leaf in the tree. Henceforth, a sequence is an ordered list of at most ¢ + 1
distinct player names, beginning with D. We often refer to a node in the tree by
specifying the sequence of player names encountered in traversing the path from
the root to the node. Let a be such a sequence. The length of a, denoted |a|, is the
number of names in the sequence. Note that if |a| is an internal node then a has
n — |a| > 2t + 1 children. The player corresponding to node a is the player whose
name labels node a, i.e., the last player name in the sequence a. The Information
Gathering Tree maintained by player v is called tree,. The tree is built one level
at a round. For each 1 < h <t+1, the EIG tree at the end of round A is called the
round h tree, and is of height h — 1. Each player v can store values in the nodes of
tree,, we refer to the value stored in the node with label a as tree,(a) eliminating
the subscript when no confusion will arise. The value stored in tree,(D) is the
preferred value.

The EIG Algorithm is split into two phases : Information Gathering, and Data
Conversion .



16 2.1. EXPONENTIAL INFORMATION GATHERING ALGORITHM

Information Gathering:

Round 1

1. Dealer sends its initial value zp to the n — 1 other players and decides on
Irp.

2. Each player v stores the value xp, received from the Dealer, in node D, i.e.,
tree,(D) := xp. A special default value of L is stored if the Dealer failed to
send a legitimate value in X.

Round h, 2 < h <t+1

1. Each v broadcasts the leaves of its round (h — 1) tree.

2. Every v adds a new level to its tree, storing at node D ... qr the value that
r claims to have stored in node D ...q in its own tree,. Again, the default
value L is used if an inappropriate message is received.

Intuitively, v stores in node D ...qr the value that “r says q says ... the
source said “.

Data Conversion:

During this phase each player v applies a recursive function to tree, to obtain a
new preferred value. The value obtained by applying the conversion function to
the subtree rooted at a node a is called the converted value for a. The specific data
conversion function, resolve, used in the EIG algorithm is essentially a recursive
majority vote and is defined as follows for all sequences a:

tree(a) ,if a is a leaf;

lve(a) m ,If m is the majority of resolve applied
resolve(a) =
to the children of a;
il ,If a is not a leaf and no majority exists.

The value obtained by player v in computing resolve(a) is denoted resolve,(a).
We occasionally drop the subscript v when no confusion will arise. Summarizing,
we have :
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2.1

2.1

Algorithm : Fxponential Information Gathering

1. Gather information for ¢t 4+ 1 rounds;
2. Compute the converted value for D using the data conversion function resolve;

3. Decide on resolve(D)

We now give a proof of correctness for this algorithm . After data conversion, a
node a is said to be common if each honest player computes the same converted
value for a. Thus, the Validity and Consistency conditions of the Broadcast prob-
lem can be alternatively defined as:

e Validity: When the dealer is honest, resolve, (D) = tree,(D) for every honest
player v;

e (Consistency: Node D is common in every execution, i.e., for all honest v and
w, resolve, (D) = resolve, (D).

Recall that if v is honest, then tree,(D) is precisely the value received from the
dealer during the first round. Thus, the second condition implies that if the dealer
is honest then all honest players, including the dealer, decide on the dealer’s initial
value .

The following lemma asserts that if a sender of a value x is honest, then all honest
players will eventually compute the same converted value for the corresponding
node.

Lemma (Validity Lemma). For any 1 < h < t+ 1, consider the h-round EIG
tree. Let a = Bq be a sequence of length at most h in which |5 > 0 and q is an
honest player. If data conversion is applied to the h-round tree, then there is a
value x such that a is common with converted value x and for every honest player
v, tree,(a) = x.

Proof.
Let v be an honest player. Note that since ¢ is honest, tree,(a) = tree,(3). If
|| = 0 then ¢ = D. In this case, we interpret trees(/3) to be the dealer’s initial
value.

The lemma is proved by reverse induction on the length of a. If |a| = h then, since
a is a leaf, resolve,(a) = tree,(a) for all honest players v. Thus, a is common.
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2.1

2.2

2.2

Assume the lemma for sequences of length k, where 1 < k < h. Let a be a sequence
of length k — 1. Let r ¢ a be an honest player. By induction, resolve,(ar) =
tree,(ar). Moreover, since v, ¢, and r are all honest,

tree,(ar) = tree,(a) = tree,(8) = tree,(a).

Thus, all but ¢ of the children of a in tree, have common converted value equal to
tree,(a). However, a is internal it has at least 2¢ + 1 children, hence resolve,(a) =
tree,(a). This completes the proof. O

From the Validity Lemma (with A =t 4+ 1 and a = D) we immediately have:

Corollary. If the dealer is honest then after data conversion D is common and
resolve,(D) = tree,(D) for all honest players v.

There are at most ¢ corrupted players and every path in the EIG tree is of length
t+1, so every path from root to leaf contains an honest player. It therefore follows
by the Validity Lemma that every path contains a common node, independent of
the honesty of the source. When every root-to-leaf path contains a common node
we say the EIG tree has a common frontier. It remains to show that the existence
of a common frontier guarantees consistency. This is immediate from the following
lemma.

Lemma (Frontier Lemma). Let a be a node . If there is a common frontier in the
subtree rooted at a, then a is common (i.e., a itself constitutes a common frontier
of the subtree).

Proof.

To prove the lemma, suppose it failed in some execution of the algorithm and
suppose a were a counterexample of maximal length: thus a would not be common
but the subtree rooted at a would have a common frontier. If the subtree rooted at
a leaf has a common frontier, then the leaf is common. Hence, a cannot be a leaf.
If a subtree has a common frontier, either its root is common or the subtree rooted
at each child of its root has a common frontier. Hence, by the length maximality
of a, each of its children is common. But then every honest player computes the
same value for resolve(a), and a is common, contradicting the assumption that a
is not common . O

The following corollary follows directly from 2.2

Corollary. If there is a common frontier, then D is common.
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2.3 Proposition. The EIG Algorithm achieves Broadcast in t + 1 rounds provided

2.2

that n > 3t + 1.

Proof.
Validity and Consistency are ensured by Corollaries 2.1,2.2 respectivelly. O

Complexity

Despite the simplicity of the algorithm, the message size and the amount of local
computation required grow exponentially in ¢. More specifically, for any 1 < h <
t + 1, the h-round EIG tree has O(n"!)leaves, yielding messages of size O(n"1)
in round h + 1.

As we will see in later chapters the EIG algorithm is optimal in resiliency and
round complexity, but is clearly impractical due to its exponential bit complexity.

Reducing the communication cost

Regarding the reduction of the bit complexity of Broadcast, the first communica-
tion - efficient t+1 round protocol was presented in the breakthrough work of Moses
and Waarts [MWS88], though their protocol was 1/8-resilient. Their result was im-
proved by Berman, Garay and Perry in [BGP89] where they also presented the
first protocol that doesn’t require exponential bit complexity and is 1/3-resilient.
Many protocols that were given later are based on the latter.

We examine the Consensus protocol of [BGP89] which using the equivalence be-
tween the two problems can be easily transformed in a Broadcast protocol with
an overhead of 1 extra round. This protocol includes three sub-protocols ( Weak
Consensus, Graded Consensus, King Consensus ),where each one of them achieves
a weaker kind of Consensus. In order to have Consensus we run these three sub-
protocols repeatedly.

The first sub-protocol is Weak Agreement where player v; has an input value x; €
{0,1} and decides on an output value y; € {0,1, L}. Running Weak Agreement
we achieve the following:

Weak consistency: If an honest player v; decides on y; € {0, 1} then every other
honest v; decides on y; € {y;, L}.
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2.2 Protocol : WeakConsensus(Xy,...Xn) — (Y1,---,¥Yn)

Input: Initial values z1,...,x, of the n players.

Output: Decision values y1,...,y, of the n players.

1. Every v; € V sends x; to all v;.
Let ¢, be the copies of a message m € {0, 1} received by player v; in this
round.

2. Every wv; computes:

_)m ife,,>n—t
9i= 1 else

3. Every v; € V returns y;

2.3 Lemma. The above protocol achieves Weak Consistency and Validity.

Proof.

Validity: Suppose that all honest players have the same input z. In step 2 all
honest players collect the value z at least n — t times, consequently all honest
players receive the value 1 —x at most t < n—t (since t < n/3) and they all decide
on y; = x.

Weak Consistency: Let v; be an honest player who computed the output value 0.
That means that he received at least n — ¢ times the value 0 after the first step.
That means that at least n — 2¢ honest players sent him this value. Now let v; be
another honest player. It is clear that he also received 0 at least n — 2t times and
the value 1 at most n —n + 2t = 2t < n —t times. So he computes either y; = 0
or y; =1.

]

The second sub-protocol is Graded Consensus. In this protocol every player v;
computes two different values, the output value y; and the Grade value g; € {0,1}.
The latter value shows the level of consistency achieved, i.e., g; = 1 means that
Consistency is achieved and g; = 0 means that it is unsure if Consistency is
achieved. More formally:

Graded Consistency: If a honest player v; decides on y; € {0,1} with ¢; = 1
then every other honest v; decides on y; = ;.
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2.3 Protocol : GradedConsensus(xy,...,Xn) — ((y1,81),---, (¥n,8n))

Input: Initial values x4, ..., z, of the n players.

Output: Decision pairs (y1,91),- - -, (Yn, gn) of the n players.

L. (z1,...,2,) := WeakConsensus(zy, ..., x,)

2. Every v; € V sends z; to all v;.
Let ¢, be the copies of a message m € {0,1} received by player v; in this
round.

3. Every v; computes:

1 if ¢; > ¢
& 0 else

1 ifcijn—t
0 else

4. Every v; € V returns (y;, g;)

2.4 Lemma. The above protocol achieves Graded Consistency and Validity remains.

Proof.

Validity: Here Validity has the meaning that if all honest players have the same
input z, then after the protocol these players have (z,1) as output. It is clear
from the previous sub-protocol that after the first step all honest players compute
z; = x, where x is their common initial input. Arguing in the same way as in the
Weak Agreement protocol it can be easily shown that Validity remains after the
fourth step.

Graded Consistency: Let v; be a honest player who computed (y;, 1). It is clear
that at least n — 2¢ honest players sent him z;, = y;. Now let v; be another honest
player. It is certain that he also received the value y; from n — 2t honest players
after step 2. The remaining ¢ 4+ 1 honest players sent him either y; or L and that
due to the Weak Consistency after the first step. He receives, consequently, the
value 1 — y; in step 2 at most ¢ times. But ¢ < n — 2t and, therefore v; computed
y; = y; as output.

]
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2.4

2.5

The last sub-protocol is King Consensus. Here any player vy is chosen to be the
king. The purpose of this protocol is that if the king is honest then all honest
players decide on the same output, regardless of the king’s input.

King Consistency: If the king v, is honest, then all honest players compute the
same output x € {0,1}.

Protocol : KingConsensus(vy,Xj,...Xn) = (Y1,---,¥n)

Input: Initial values z1, ..., x, of the n players and player’s v, id.

Output: Decision values yy, ..., y, of the n players.

L. ((z1,01) -+, (2, 9n)) := GradedConsensus(xy, ..., x,)
2. The king v, sends z; to all players.

3. Every v; computes

z; ifg;i=1
ij{ j j
z,  else

4. Every v, returns y;

Lemma. The above sub-protocol achieves King Consistency and Validity remains.

Proof.

Validity: 1If all honest players have the same input x, then due to the Graded
Consistency of the first step these players have z; = = with g; = 1. Therefore all
honest players decide on x after step 3.

King Consistency We assume that the king vy is uncorrupted. If all honest players
computed in step 1 g; = 0, then they all decided on y; = z; in step 3. If any honest
player computed g; = 1, then, because of the Graded Consistency of step 1, all
honest players, v, included, computed the same z; , thus they compute the same
output ;. O

Due to the King Consistency definition, it is clear that if we ensure that the king
is honest then Consensus will be achieved. Therefore we run the KingConsensus
protocol ¢t + 1 times, each time with a different king;:
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2.5

2.6

24

Protocol : Consensus(xy,...,Xn) = (Y1,---,¥n)

1. For k:=1tot+1

(x1,...,2,) = KingConsensus(vy, T1, . .. Ty,)

2. Every vj; sets y; 1= x;

3. Every wv; returns y;

Observe that when an honest player is chosen to be the king, by King Consistency
all honest players decide on the same output value v which will be their input
value for the next round. Due to the fact that the KingConsensus sub-protocol
maintains Validity the final decision value of each honest player will remain v.

The corresponding Broadcast protocol is now trivial due to the equivalence of the
two problems

Protocol : Broadcast(x,D) = (y1...,¥Yn)

1. Dealer D sends x to all players

2. (Y1,---,yn) = Consensus(xy,...,x,),
with x; the value that player v; received from the Dealer.

3. Every v; € V returns y;

Theorem. The above protocol achieves Broadcast (Consensus) with resiliency
n > 3t, BC' = O(n*t) and RC = 3t + O(1).

Proof.

Consistency and Validity are achieved due to the properties of the King Consensus
protocol and the fact that we run this protocol ¢ + 1 times with ¢t + 1 different
kings (at least one king is honest).

In each sub-protocol every player sends a bit to every player, which means n? bits,
and we run each sub-protocol ¢ + 1 times. This results in BC = O(n?t). Moreover
every time we run the King Consensus we need 3 rounds,one for each sub-protocol
to be completed, which results in total round complexity RC' = 3t + O(1). (When



24

2.3. GENERAL BROADCAST USING BINARY BROADCAST

2.3

2.3.1

we want Consensus the protocol requires 3t + 3 rounds and when Broadcast 3t +1,
because the sender is assumed to be one of the n players and, thus, we need to
run the King Consensus protocol only ¢ times.

]

General Broadcast using Binary Broadcast

In the current thesis we will mainly focus on protocols and proofs concerning the
case of Binary Broadcast, i.e., the special case of the problem where the dealer
sends and players decide on values from the input space X = {0,1, L}. Next we
will show how the special case is connected with the general form of the Broadcast
problem.

We will first show how to use an algorithm that achieves Consensus for inputs
z € {0,1} (Binary Consensus) as a subroutine for solving General Consensus with
arbitrary initial values in the input space X. We will then extend the result in
the case of achieving General Broadcast using a Binary Broadcast algorithm as a
subroutine.

Achieving General Consensus

For the Consensus problem, the overhead is just 2 extra rounds, 2n? extra mes-
sages, and O(n?b) bits of communication, where b = max,cx |r|. This can lead
to substantial savings in the total number of bits that need to be communicated,
since it is not necessary to send values in X, but only binary values, while execut-
ing the subroutine. We call the algorithm TurpinCoan, after its designers [Coa87].
The algorithm assumes that n > 3t. As earlier, we pretend that each player can
send messages to itself as well as to the other players.

In the Algorithm 2.7 each player v € V has local variables z, y, z, and vote, where x
is initialized to the player’s input value and y, z and vote are initialized arbitrarily.

2.7 Algorithm : TrupinCoan

e Round 1: Vv € V, player v sends its value of x to every u € V (including
itself). Let ¢, be the copies of a message m € X received by player v in this
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2.6

round. Then v computes v,

_Jm ifcep>2n—t
Y 1 else

e Round 2: Vv € V, player v sends its value of y to every u € V (including
itself). Let ¢, be the copies of a message m € X received by player v in this
round. Then v computes vote,

1 ifdmeX st. ¢, >n—1t
vote =
0 else
Also v sets z equal to the value m #1 that occurs most often among the

messages received by v at this round, with ties broken arbitrarily; if all
messages are equal to L, then z remains undefined.

e Round r, r > 3: The players run the binary Consensus subroutine using
the values of vote as their input values. If player v decides on value 1 in the
subroutine and if z is defined, then the final decision of the algorithm is z,
otherwise it is the default value zg.

A key fact about the TrupinCoan algorithm is

Lemma. There is at most one value x € X that is sent in round 2 by honest
players.

Proof.

Suppose for the sake of contradiction that honest players v and w send messages at
round 2 containing values x,, and x,, respectively, where z,, x,, € X, and x, # .
Then v receives at least n—t round 1 messages containing value x,. Since there are
at most ¢ corrupted players, and honest players send the same round 1 messages
to all players, it must be that w receives at least n — 2 messages containing the
value x,. Since n > 3t, this means w receives at least ¢t + 1 messages containing
Ty

But also, since w sends x,, in round 2, w receives at least n — ¢t round 1 messages
containing x,,, for a total of at least (¢t + 1) + (n —t) > n messages. But the total
number of round 1 messages received by w is only n, so this is a contradiction.

]
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2.5 Theorem. The TurpinCoan algorithm solves general Consensus problem when

giwen a Binary Consensus algorithm as a subroutine, if n > 3t.

Proof.
Termination is easy to see. To show validity, we must prove that if all honest
players start with the same initial value, x, then all honest players decide on x.

So suppose that all honest players start with . In round 1 every v € H successfully
broadcasts round 1 messages containing = to all players. Since |H| > n — ¢, all
honest players set their y variables to  at round 1. Then in round 2, each honest
player receives at least n —t messages containing x, which implies that it sets its z
variable to x and its vote variable to 1. Since all the honest players use input 1 for
the Binary Consensus subroutine, they all decide on value 1 in the subroutine, by
the validity condition for the Binary Consensus algorithm. This means that they
all decide x in the main algorithm, which shows validity.

Finally, we show consistency. If the subroutine’s decision value is 0, then z( is
chosen as the final decision value by all honest players and consistency holds by
default.

So assume that the subroutine’s decision value is 1. Then by the validity condition
for the subroutine, some honest player v must begin the subroutine with vote, = 1.
This means that player v receives at least n —t round 2 messages containing some
particular value x € X, so since there are at most ¢ corrupted players, v receives
at least n — 2t round 2 messages containing x from honest players. Then if w is
any honest player, it must be that w also receives at least n — 2t round 2 messages
containing = from those same honest players. By Lemma 2.6, no value in X other
than x is sent by any honest player in round 2. So process w receives no more
than ¢ round 2 messages containing values in X other than x (and these must be
from corrupted players). Since n > 3t, we have n — 2t > ¢, so x is the value that
occurs most often in round 2 messages received by w. It follows that process w
sets z := z in round 2.

Since the subroutine’s decision value is 1, this means that w decides on z. Since
this argument holds for any honest player w, consistency holds. O

Complexity Analysis. The number of rounds is r + 2, where r is the number
of rounds used by the Binary Consensus subroutine. The extra communication
used by TurpinCoan, in addition to that used by the subroutine, is 2n? messages,
each of at most b bits, for a total of O(n?b) bits.
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2.3.2 Achieving General Broadcast

The case of achieving General Broadcast using a Basic Binary Broadcast protocol
(Definition 1.3) as a subroutine is trivial. We simply use Algorithm 2.7 with the
following modifications:

e Insert Round 0 before round 1 in which Vv € V, Dealer D sends initial value
xp to v, and v stores the received value in its local variable z, i.e. z := zp.

e In round r,r > 3 all the players run the Basic Binary Broadcast subroutine
using the values of vote as the values received from the Dealer. The final
decision is taken in the same manner as in the TrupinCoan Algorithm.

In this case, the round and bit complexity remains the same as in the General
Consensus algorithm.

In the general case where we want to achieve Broadcast using an arbitrary Binary
Broadcast subroutine further modifications are required. Specifically:

e Insert Round 0 before Round 1 in which Vv € V, Dealer D sends initial value
xp to v, and v stores the received value in its local variable x, i.e. = := zp.

e 1. Inround r,r > 3, each v € V broadcasts its binary value vote, using
the Binary Broadcast subroutine.

2. Every v € V decides on the value which was broadcasted by the majority
of the players breaking ties with respect to the lexicographic order.
Obviously all honest players will decide on the same value.

3. If player v decides on value 1 in the subroutine and if z is defined, then
the final decision of the algorithm is z, otherwise it is the default value
Zg-

These further modifications induce an increase in both round and bit complexity of
the Algorithm 2.7. Assume that the Binary Broadcast subroutine used has round
complexity R and bit complexity B. Then the resulting algorithm for General
Broadcast has round complexity n - R + 3 and bit complexity n - B + n?b where
b = max,cx |z|. It can be easily seen that validity, consistency and termination
properties are preserved in both modifications.
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Chapter 3

Limits of Achieving Broadcast

Resiliency

Next we give an example suggesting (though not proving) that three players cannot
solve the Broadcast problem, if there is the possibility that even one of them might
be corrupted.

Suppose that players vy, v; and vy solve the Broadcast problem, tolerating one
fault. Suppose, for example, that they decide at the end of two rounds and that
they operate in a particular, constrained manner: at the first round, the Dealer
vp broadcasts its initial value, while in the second round, each player reports to
each other what was told to it in the first round by the Dealer. We consider the
view(vy) of the honest player v;.

Vo Vo

U1 V2 (%] » U2

Figure 3.1: View of player v,

29
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Assume that player vy, as shown in Figure 3.1, receives value 0 from the Dealer v
in the first round and value 1 from player v, in the second round whereas being
honest, he sends value 0 to vy in the second round. Player v, knowing that at
most one of the vy, vy is corrupted (the problem is vacuous for the case of n < t+2)
has to decide on a value that satisfies both conditions of the Broadcast problem.

Considering view(v,) there are two distinct scenarios o; and oy s.t. o ~ o9
(indistinguishable with respect to vy).

Vo Vo

3

V1 V2 U1 V2

\J

Figure 3.2: Scenario o
Player vs is corrupted and reports the false value 1 to v; in round 2.

L Vo L Vo
/\ A
v1 V2 V1 > V2

0

Figure 3.3: Scenario oy
Dealer vg is corrupted and sends value 1 to player vy in round 1.

If v; decides on 1 and scenario scenario o; holds then the validity condition of
Broadcast is violated, thus v; should decide on 0. Assume that the actual scenario
is 09; therefore v, as an honest player faces the same problem by symmetry: he
receives 1 from the dealer and 0 from player v;. The above arguments imply that v,
will decide on 1 in order to avoid violation of the validity condition. These forced
decisions contradict the consistency condition of Broadcast. For each decision
that v; can make there is a scenario in which Broadcast is not achieved, which
contradicts the assumption that players vy, v; and vy solve the Broadcast problem.



CHAPTER 3. LIMITS OF ACHIEVING BROADCAST 31

3.1

Vo (%

Vo

Uy v

Figure 3.4: Combining two copies of T" to get H

We have shown that no algorithm of this particularly simple form can achieve
Broadcast.

This example does not constitute a proof that three players cannot achieve Broad-
cast with the possibility of a single fault. This is because the argument presupposes
that the algorithm uses only two rounds and sends particular types of messages.
But it is possible to extend the example to more rounds and arbitrary types of
messages. In fact, the ideas can be extended to show that n > 3t players are
needed to achieve Broadcast in the presence of t faults.

Lemma. Three players cannot solve the Broadcast problem in the presence of one
fault (n =3 andt =1).

Proof.

By contradiction. Assume there is a three-player algorithm A that solves the
Broadcast problem for the three players vy, v; and ve (arranged in the complete
network system 7', as required for Broadcast), even if one of these three may
be faulty. We assume that vy is the dealer with initial value xq. We construct
a new network system H using two copies of T and show that H must exhibit
contradictory behavior. It follows that the assumed algorithm A cannot exist.

Specifically, we take two copies of each player in T" and configure them into a single
hexagonal system H. For every player, we build an identical copy of it. Namely,
for k € {0, 1,2}, we build player v, = vgi3 , which is identical to player vg. We
connect player vy mod ¢ With players v(x11) mod 6 and v(x—1) mod 6, VO < k < 5. The
arrangement is shown in Figure 3.4.

In H, we do not assume that the players know the entire (hexagonal) network
graph, but rather that each player just has local names for its neighbors. For
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example, in H, player vy knows that it has two neighbors, which it knows by the
names v, and vq, even though one of them is really v}. In particular, notice that
the network system H topologically appears to each player just like the network
T.

Claim. In the new system H and without the presence of an adversary, for every
pair of adjacent players v, and Vg1 moq ¢ their view is indistinguishable from their
view as two players v mod 3 and v(x41) mod 3 in the original system T" with respect
to an adversary who corrupts the remaining player v(x42) moda 3 in an admissible
way. That is, Vog scenario of H and Vk € {0,---5}, dor scenario of T" in which
U(k+2) mod 3 1S corrupted s.t.

Vg Vk+1 mod 6
og ~ op and og ~

ar

Proof of Claim. With respect to the players vy, vy, vo is “split” into two differ-
ent copies, vy, vy, where vy is connected with v}, and vy is connected with vy. By
assumption, when running this system (every player executes algorithm A), the
players vy and v, achieve Broadcast independently from the behavior of the players
vg and v4. Furthermore, by arranging the six players in H, this “splitting” is simul-
taneously achieved with respect to every pair vy and v(x41) moa 6. Hence, for every
such pair, their joint view is indistinguishable from their view (as players vy mod 3
and V(k4+1) mod 3) in the original system where the adversary corrupts V(k+2) mod 3
by simply simulating all the remaining players of the new system. For example,
with respect to pair (vg,v1) the corresponding adversary strategy for the original
system is to corrupt v, , simulate the correct players vs, vj), v}, v5 the new system,
and make vy behave to v; like vy in the new system and to vy like v} in the new
system — in other words, the adversary simulates the subsystem encircled by the
dashed line in Figure 3.5

The new system involves two players of the type corresponding to the Dealer,
namely, vy and v(, and these are the only players that enter an input. Let now vy
and v, be initialized with different inputs, i.e., assume that vy has input xy € {0, 1}
and that v, has input x, = 1 —x,. We study the example where 2y = 0 and z{, = 1
and oy is resulting scenario of H. System H is not required to exhibit any special
type of behavior. However, note that H with any particular input assignment
(initial values of vy, v() does exhibit some well-defined behavior. We will obtain
a contradiction by showing that, for the particular input assignment indicated
above, no such well-defined behavior is possible.

We first consider the scenario oy from the point of view of players vy and v;. To
players v, vy, it appears as if they are running in the triangle system 7', in an
scenario op, in which player vs is corrupted. Since op, is a scenario of 7' in which
only player v, is corrupted and Dealer vy broadcasts the value 0, and since T is
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assumed to solve the Broadcast problem, the validity condition implies that player
vy must decide on value 0. Finally since oy is indistinguishable from o, to vy, vy,
player v, decides on 0 in oy as well. Namely the above Claim and the validity

condition implies:

0 v ..
ox ~ o, and og ~ o, = decision,, =0 (1)

Figure 3.6: Scenarios oy and op, are indistinguishable to vy and vy

Similarly, for the pair of players vj, vo and the scenario o7, of T in which player v;
is corrupted, implied by the above Claim and the validity condition of Broadcast

we have,

/

Yo V2 ..
og ~ op, and oy ~ o, = decision,, =1 (2)
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Figure 3.7: Scenarios oy and o, are indistinguishable to vj, and v,

Finally, for the pair of players vy, vo and the scenario oz, of T"in which player vy is
corrupted, implied by the above Claim and the consistency condition of Broadcast
we have,

o ~ og, and oy < og, = decision,, = decision,, (3)

Vo 0 vh

Figure 3.8: Scenarios oy and oy, are indistinguishable to v; and vy

Obviously relations (1), (2) and (3) yield a contradiction. O

3.1 Theorem. There is no solution to the Broadcast problem for n players in the
presence of t corrupted players, if 3 <n < 3t

Proof.
Assume for the sake of contradiction that there is a Broadcast protocol A for n
players vg, - -+, v,_1, with dealer vy, that tolerates ¢ > n/3 corrupted players. We

show how to transform A into a Broadcast protocol B for three players, vy, vy, v,
tolerating one corrupted player. Let V = {wvg,--- ,v,_1} be the set of players and
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VoUV, UV, =V be a partition of V s.t. for each set V;, it holds that 1 < |V, < t.
Assume wlog, that player v; € V;. We let each player v; in B simulate the behavior
of every player v € V; in protocol A, as follows.

Protocol B: Player v is the dealer in protocol B. Each player v;,i € {0,1,2}
simulates the steps of all the players in V; as well as the messages between pairs of
players in V;. For every message m sent in protocol A from v € V; to u € V; with
i # j, m is sent along with the identities of v,u from v; to v;. If any simulated
player v € V; decides on a value m, then v; decides on the value m. (If there is
more than one such value, then v; can choose any such value.)

We show that B correctly achieves Broadcast for three players. Designate the
corrupted players of A to be exactly those that are simulated by corrupted players
of B. For any scenario og of B with at most one corrupted player, let o4 be the
simulated scenario of A. Since each player of B simulates at most ¢ players of A,
there are at most ¢t corrupted players in 0 4. Since A is assumed to be a Broadcast
protocol for n players that tolerates at most ¢ corrupted players, the usual validity,
consistency , and termination conditions for Broadcast hold in 0 4. We argue that
these conditions carry over to op.

e Termination: Let v; be a correct player of B. Then v; simulates at least
one player, v € V;, of A, and v must be correct since v; is. The termination
condition for o4 implies that v must eventually decide; as soon as it does so,
v; decides (if it has not already done so).

e Validity: If dealer vy of B is honest with initial value m then the same vg
dealer of A acts honestly broadcasting m. Validity for o4 implies that m
is the only decision value for an honest player in o4. Then m is the only
decision value for an honest player in op.

e Consistency: Suppose that v; and v; are honest players of B Then they
simulate only honest players of A. Agreement for o4 implies that all of these
simulated players agree, so v; and v; also agree.

We conclude that B achieves Broadcast for three players, tolerating one corruption.
But this contradicts Lemma 3.1

]

Observation. Due to the equivalence of Consensus and Broadcast problems,
Theorem 3.1 trivially implies the same resiliency bound for the Consensus problem.
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I
3.2 Bit Complexity
3.2 Theorem. Every Broadcast protocol which handles up to t corruptions (t < n—1),

requires at least n(t + 1)/4 messages to be sent.

Proof.

Let 0y be the scenario in which all players are honest and the dealer transmits the
value 0, and oy the one in which all are honest and the dealer transmits value 1.
Let A(v) denote the set of all players that either receive messages from v or send
messages to v in at least one of the to scenarios, that is

Aw)={ueV|3FieN, Fj€{0,1,} s.t. 0;(v,u,i) # 0 or o;(u,v,7) # 0}

Assume that there is a player v with A(v) containing less than ¢+ 1 players. Then
let o’ be the scenario o1 modified in a way that all players in A(v) behave towards
v as in oy and towards the rest players as in oy; all the other players behave as in
o1. Observe that this is possible for the set A(v) of corrupted players because it
is the set of all the players communicating with v in both scenarios oy, ;.

It is obvious now, that in ¢’ player v has the same view as in o, while every other
honest player v has the same view as in o, . Namely we have that

o' ~ oy = decision, (') =0
1

o' ~ o) = decision,(c') =1, Yu € {H\ {v}}

There is such a player u € {H \ {v}} because ¢ < n — 1. The above imply
that consistency of Broadcast is violated which leads to a contradiction. Hence,
|A(v)| >t +1,Yv € V. Consequently, each player “exchanges” in both scenarios
oo and o7 at least t+1. If we sum over all players we have a minimum of n(t+1)/2
that are required to be send in both scenarios, hence, there is a scenario oy or o,
which requires at least n(t + 1)/4 messages to be sent.

O

Theorem 3.2 gives a lower bound on the number of messages needed to be ex-
changed in a Broadcast protocol or else the Message Complexity. It directly im-
plies that the Bit Complezity of Broadcast is at least n(t + 1)/4 because messages
consist of at least 1 bit. These bounds also hold for the minimum number of
signatures required to be sent in the cryptographic model as proved in [DR85].
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3.3

3.3

3.4

Corollary. The Bit Complexity of any Broadcast protocol is at least n(t 4+ 1)/4.

Round Complexity

Now, we are going to see, that deterministic Broadcast can be achieved after more
than ¢ rounds. The first proof was given by Fischer and Lynch in [FL82] and
it holds for the case of unauthenticated messages. However, Dolev and Strong,
proved in [DS83] that, no matter what the context of the messages is , Broadcast
can be achieved only after £+ 1 rounds. The latter result is very important for the
cryptographic model, because it shows that we cannot expect a faster protocol, in
other words ¢ 4+ 1 rounds is a lower bound for any deterministic protocol.

Theorem. Any Broadcast protocol, which tolerates up to t corrupted players,
cannot be achieved in fewer than t 4+ 1 rounds, provided that t <n — 1.

Proof.

We assume that there is a protocol achieving Broadcast in at most ¢ rounds.
Let C denote the class of t-round scenarios with n players, where ¢ of them are
corrupted and have a critical sequence c; s.t. all corrupted players appear on the
sequence any corrupted player starts to act in an incorrect way at or after the
round corresponding to its position in ¢;. (i.e. player v = ¢;, which is faulty, acts
honestly until the (i — 1)-th round). In other words the set of faulty players can
only increase by one per round but of course all players take part in the procedure.
Note, also, that in C' belong also scenarios with all players honest.

We define an equivalence relation on scenarios in C' by saying o and o’ are equiv-
alent (¢ = o’), if for any correct players v in ¢ and w in o', decision,(o) =
decision,,(0') holds. It is clear that, since there are scenarios, where the players
decide on 0 and scenarios where players decide on 1, not all scenarios in C' are
equivalent. However, we will show that this is not true. Using this contradiction
we will prove the theorem.

A player v is called hidden at round k in scenario o if it does not send any messages
in round k or later, i.e. o(v,u,i) =L, Yu € V, Vi > k. Using induction we will
prove the following Claim,

Claim. Let v be a player of scenario o € C then :
(a) There is a scenario ¢’ € C' with ¢’ = o, which is identical to o through round

k except from the messages sent by v, with v correct correct in round £ and
all the players correct after round k;



38

3.3. ROUND COMPLEXITY

(b) If all other players are correct at round k, then there is a scenario o’ € C
equivalent to o, which is identical to ¢ through round k except from the
messages sent by v, with v hidden at round k£ and all the other players correct
after round k;

These two properties imply that any two scenarios, which have all processors cor-
rect at the first round, except from the dealer (who may be corrupted or may not)
are equivalent. The reason is that there is an equivalent scenario, for both, with the
dealer hidden and all the other players correct during the whole procedure. Since
all processors behave correctly in the whole procedure, the initial two scenarios
must, also, be equivalent. At last, due to the definition of C', where all scenarios
which belong to C' can have at most one corrupted player (the dealer) in the first
round, the above properties imply that C is a single equivalence class, which is
a contradiction, because there are scenarios, where all correct players decide on 0
and scenarios, where all correct players decide on 1.

Note that if a player is hidden at round £, then changing the messages he receives
in round k cannot affect the views of other players.

By correcting a message of a player we mean that we change the message to be
compatible with a given correctness rule R. In short, we will show by induction
that we can correct any player at any round or hide any player if all the others
are correct in this round, and the resulting scenario will be in C' and equivalent
to the initial scenario. The changes we are going to do will only be to messages
transmitted by the particular player in a certain round and to messages at later
rounds.

Proof of Claim.
Let k=t

(a) Let v be a corrupted player at round k of scenario o € C'. We observe that
if we correct one message of v at a time, then there is always a correct player
who has the same view as before because ¢ < n — 1. Thus every individual
change/correction preserves equivalence with o. This means that after all the
changes the resulting scenario ¢’ is equivalent to o. The correct players remain
correct and thus ¢/ € C. Since all changes were only made to the messages
sent by v, in the final result ¢’, v is correct and all other players are trivially
correct after the last round.

(b) Let v be a player at round k of scenario o € C' and let all other players at
round k be correct. Proceeding as in (a), we change every message e sent by
v to e =L (remove message €), one at a time. Here we may change v from
correct to corrupted but since there were no other corrupted players in round
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k membership in C' is preserved (by replacing the k-th position of the critical
sequence with v, i.e. ¢y = v). The rest of the argument is the same as in (a).

We assume that the two properties (a) and (b) hold for all rounds after k£ and we
will prove that they hold for round k as well.

(a)

Assume that v is a corrupted player at round k in history o € C'. The fol-
lowing steps will preserve membership in C', equivalence to ¢ and change only
messages sent by v in round k£ and messages at later rounds.

1. Correct all players after round k, which we can do and still remain in C,
because of induction hypothesis (a);

2. While there are still incorrect messages sent by v in round £ do

i. Replace ¢;11 = s, where s is a receiver of an incorrect message e of v;

ii. Hide s at round £+ 1, which can be done and still remain in C', because
of induction hypothesis (b);

iii. Correct message e, which can be done and still remain in C', because
some correct player will still have the same view as before the change;

iv. Correct all players at round k + 1 (induction hypothesis (a));
End

Since we have corrected v and all other players after round k with “legal”
changes the resulting scenario ¢’ belongs to C' and is equivalent to o.

Assume that in scenario ¢ € C' all players are correct at round k. Let v be a
player. Then:

1. Correct all players at round k + 1, which we can do and still remain in C,
because of induction hypothesis (a);

2. Replace ¢ = v;

3. While there are messages sent by v do:

i. Replace c¢,11 = s, where s is a receiver of a message e of v;

ii. Hide s at round k 4 1, which we can do and still remain in C, because
of induction hypothesis (b);

iii. Remove e (set e =_1), which we can do and still remain in C, because
some correct player will still have the same view as before the change;

iv. Correct all players after round k, which we can do and still remain in
C', because of induction hypothesis (a);

End
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4. Hide the player with label v at round k + 1, which we can do and still
remain in C, because of induction hypothesis (b);
Since we have hidden v and corrected all other players after round k, with
'legal’ changes the resulting scenario ¢’ belongs to C' and is equivalent to o

Following this procedure we have managed to show that all scenarios in C' are
equivalent to any scenario, with hidden dealer and all the other players correct.
Consequently, C' is a single equivalence class, which is a contradiction to the def-
inition of C' . Thus, there is no deterministic Broadcast protocol with less than
t + 1 rounds.

O
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Chapter 4

Broadcast in Generic and
Wireless Networks

So far, we have considered the Broadcast problem only in complete graphs. For
complete graphs with n nodes, we showed in Theorem 3.1 that Broadcast can be
achieved if and only if n > 3t¢. In this section, we consider the Broadcast problem
in generic network graphs. We characterize exactly the topological restriction un-
der which the problem is solvable by giving a lower bound on the connectivity of
a graph. We present protocols that achieve Broadcast under this restriction, thus
proving that the lower bound is tight. Moreover we present studies on stronger
topological restrictions under which more efficient Broadcast protocols can be com-
posed.

Connectivity Lower Bound

Observation. First, if the network graph is a tree with n nodes where n > 3, we
cannot hope to achieve Broadcast even in the presence of one corrupted player, for
any corrupted player that is not a leaf could essentially “disconnect® the players
in one part of the tree from the processes in another. The honest players in
different components would not even be able to communicate reliably, much less
reach agreement. Similarly, it should be plausible that if ¢ nodes can disconnect
the graph, then achieving Broadcast is impossible in the presence of ¢ corrupted
players.

To formalize this intuition, we use the following notion from graph theory. The
connectivity of a graph G, conn(G), is defined to be the minimum number of

41
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4.1

4.2

nodes whose removal results in either a disconnected graph or a trivial 1-node
graph. Graph G is said to be c-connected if conn(G) > c¢. We use a classical
theorem of graph theory known as Menger’s Theorem.

Theorem (Menger’'s Theorem). A graph G is c-connected if and only if every
pair of nodes in G is connected by at least ¢ node-disjoint paths.

We also denote a graph by G = (V, £) where V is the set of nodes and & is the set
of edges of the form (v, u) included in the graph G. Now we can characterize those
graphs in which it is possible to achieve Broadcast in presence of a given number of
corrupted players t. The characterization is in terms of both the number of nodes
n in the graph and the connectivity conn(G). The proof of the impossibility part
of the characterization uses methods similar to those used in Section 3.1 to prove
the lower bound for the number of corrupted players.

Theorem. The Broadcast problem can be solved in an n-node network graph G,
tolerating t corrupted players, if and only if both the following hold:

1. n>3t

2. conn(G) > 2t

Proof.

The necessity of the resiliency condition (n > 3t) is obvious. Simply assume
that there is an algorithm which achieves Broadcast in arbitrary networks (not
necessarily complete) even if n < 3t. Then this algorithm could also be run in an
n-node complete graph contradicting Theorem 3.1.

We next prove the sufficiency of both conditions, namely that achieving Broadcast
is possible if n > 3t and conn(G) > 2t. Since G is 2t + 1-connected, Menger’s
Theorem, Theorem 4.1, implies that there are at least 2¢ + 1 node-disjoint paths
between any two nodes in G. It is possible to implement reliable communication
between any pair of honest players, v; and v;, by having v; send a message along
2t + 1 paths between itself and v;. Since there are at most ¢ corrupted players,
the messages received by v; along a majority of these paths must be correct. Once
we have reliable communication between all pairs of correct players, we can solve
Byzantine agreement just by simulating any algorithm that solves the problem
in an n-node complete graph since n > 3¢. Implementation of the above idea is
explicitly given in Section 4.2.

We now show that achieving Broadcast is possible only if conn(G) > 2t. For
simplicity we argue the case where t = 1.
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Vo Vo
Uu v v U3 (%] Us
V2 V2
(a) Network G’ (b) Network G (¢) Network G”

Figure 4.1: Networks with connectivity 2.

Assume there is a network G with conn(G) < 2, in which Broadcast can be
achieved in the presence of one corrupted player, using algorithm A. Then there
are two nodes in GG that either disconnect G or reduce it to one node. But if
they reduce it to one node, it means that n = 3,¢ = 1 in which case Broadcast
is impossible. So we can assume that the two nodes disconnect GG into subgraphs
G1, G5 as shown in Figure 4.1(a).

For simplicity we study the case where the network G is of the form shown in
Figure 4.1(b). In the general case nodes vy, v, might be replaced by arbitrary
connected subgraphs and there might be several edges between each of processes
v1 and vz and each of the two connected subgraphs but the proof is similar to the
one given. Also the link between v; and v3 could also be missing, but impossibility
of achieving Broadcast in G = (V, £) clearly implies impossibility in the subgraph
G" = (V,&€\(v1,v3)), due to the fact that an algorithm which solves the Broadcast
problem in G” could also be used to solve the problem in G.

We construct a system S by combining two copies of system G (meaning network
G executing algorithm A in a distributed manner). As in the proof of Lemma 3.1,
S with the given input assignment does exhibit some well-defined behavior. Again,
we will obtain a contradiction by showing that no such behavior is possible.

Specifically, for every player, we build an identical copy of it. Namely, for k €
{0,1,2,3}, we build player v}, = vj4 , which is identical to player vz.We connect
player v mod 8 With players v(41) mods and vx—1) modas, V0 < k& < 7. We also
connect nodes vy, v] with vs, v} respectively. We assume that v, is the dealer in
system (G. The proof is similar in the case of any of vy, vs,v3 being the dealer.
Suppose, wlog that v; has input 1 = 0 and v} has input 2} =1 —xy = 1; let og
be the resulting scenario of S. The arrangement is shown in Figure 4.2.

We first consider the scenario og from the point of view of players vy, vy and wvs.

To players vg, v1, vo, it appears as if they are running in system G, in an scenario
0a, in which player vz is corrupted (Figure 4.3). Since og, is a scenario of G in
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Figure 4.2: System S

Figure 4.3: Scenarios og and o, are indistinguishable to vy, v; and v9

which only player vs is corrupted and dealer v; broadcasts the value 0, and since
(G is assumed to solve the Broadcast problem, the validity condition implies that
player v, must decide on value 0. Finally since og is indistinguishable from o¢, to
Vo, V1, V3 (With reasoning similar to the claim of Lemma 3.1), player v, decides on
0 in og as well. Namely the validity condition of Broadcast implies:

v v v ..
o5~ 0g, and g ~ 0g, and og ~ 0g, = decision(vy) = 0 (1)

Similarly, for the players vy, v}, v5 and the scenario og, of G in which player vs is
corrupted (Figure 4.4), implied by the validity condition of Broadcast we have,

! !
vy

v v L
o5~ 0g, and o5 ~ 0g, and o5 ~ 0g, = decision(vy) = 1 (2)

Finally, for the players vq, v3, v, and the scenario og, of G in which the dealer v,
is corrupted (Figure 4.5), implied by the consistency condition of Broadcast we
have,
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Figure 4.5: Scenarios og and o, are indistinguishable to vy, v3 and v}

/

o5 2 o, and o5 = o, and o5 ~ og, = decision(vs) = decision(vy)  (3)

Obviously relations (1), (2) and (3) yield a contradiction.

We can apply the same methodology to prove the theorem in the case of graph
G, where Gy and Gy are connected subgraphs. We replace players v, v, v, v5
with the subgraphs Gy, Go, Gj), G5 respectively where each G is an identical copy
of G;, i € {0,1}; namely for every v € G; there is an identical v' in G and if
(v,w) is an edge of G; then so is (v, w’) in G}. For every player v € Gy which is
connected with v3 in G’, we connect v with v} and v" with v3 in S. In the same
way, for every player v € G5 which in connected with vz in G’, we connect v with
v and v" with v5 in S. For the players of G, G originally connected with vy, we
connect them in a similar way with v; and v} in S. To carry on the proof in the
resulting system S we work as before but instead of considering e.g. the view of
players vy, v1, v2 we consider the view of players v € Go U {v;} U G3. System S of
this case is depicted in Figure 4.6.
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4.2

Figure 4.6: System S in the case of t = 1.

In order to generalize the result to ¢ > 1, we can use the same diagrams, with v,
and vz replaced by I; and I3 of at most ¢t nodes each and vy, v by arbitrary sets
Iy and Iy of nodes. Removing all the nodes in I; and I3 disconnects Iy and Is.
The edges of Figure 4.1(b) can now be considered to represent bundles of edges
between the different groups of nodes Iy, I1, Iy and I;.

[]

Solving the Problem in Generic Networks

We will next consider the design of Broadcast protocols in generic networks. Study-
ing the problem of Secure Message Transmission (SMT) as introduced in [DDWY93]
is essential in achieving Broadcast in incomplete networks. The protocol pre-
sented achieves Secure Message Transmission from any node to any other node
of a generic network provided that it is at least (2t + 1)-connected. This protocol
is partially based on the classic Dolev’s protocol [Dol82]. In our case though, the
computational complexity is polynomial. Furthermore, we show how this protocol
can be executed in parallel in order to achieve secure transmission from any set of
nodes to any other set of nodes of the graph. Using the above techniques we show
that the protocol can be used as a subroutine for the simulation of any known pro-
tocol for complete networks. Combining the above with e.g. the protocol [GM9S]
yields a protocol for generic networks which remains polynomial with respect to
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the three measures that we are interested in.

Essentially we present a reduction from the Broadcast problem in generic networks
to the problem in the complete network model. More specifically we construct a
protocol which takes as input a protocol solving the problem in complete networks,
and produces as output a protocol solving the problem in generic networks. The
following results has been first presented in the joint work of C.Litsas, A.Pagourtzis
and D.Sakavalas [LPS12].

Supplementary Notation
Thereafter the paths of the graph will be represented by strings of the form o;, p; €

V*. The neighborhood of a node v will be denoted by N'(v). Let o € V* and w € V
then

e A player/node w participates in a path o (w € o) if and only if

doi,09 € V* 8.t 0 = o1wos

e The set of prefixes of ¢ is the set

prefiz(o) = {0y € V*|Jor € V", 0100 =0}

e The order of w in string o is defined to be

lo1| if 0 = cywoy, 01,09 € V*
ordu() = -1 ifwé¢o

The protocols (e.g. 2.1,2.6) that solve the problem in complete networks operate in
rounds. Every single round consists of two phases: the communication phase where
message are exchanged in parallel between nodes and the internal computations
phase where every node processes the information it has received. Typically a
Broadcast protocol as well as every protocol that involves communication between
participants is of the following form.
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4.1 Protocol : Secure Broadcast for Complete Networks
1. For roundt=1tor,reN
(a) CommunicationPhase(B;) :
(b) ComputationPhase(i)

2. Vp € P, p returns decision(p)

Note. Each CommunicationPhase(B;) involves communication of the the pairs
in the set B; CV x V. Namely,

CommunicationPhase(B;) : vj transmits a message m; ; to u;,¥(v;,u;) € B;
and each ComputationPhase(i) involves internal computations performed by each
node individually.

In order to reduce the problem of Broadcast in general networks to the problem in
complete networks we propose a sub-protocol to simulate authenticated message
transmission between any two nodes of the network. Next we present a protocol
that implements the above task:

4.2 Protocol : 2-node transmission

Input: Nodes v, u and security parameter ¢.
Objective: Authenticated transmission of message m from v to w.
1. If u € N(v) then node v sends the message m to node u which decides on
this value.
2. Else

(a) Every node w € V calculates the same set P = {p1,pa,...,pars1} of
2t + 1 disjoint paths from v to u (valid paths).

Every node w € V \ u stores at most one single path p,, € P, which is
the one that contains its name. Node u stores the set P of valid paths.
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(b) Round 0 : v sends the message m, = (m,v) to every one of his neigh-
bors that happens to be a starting node of one of the disjoint paths of
P.

(c) For i =1...max,ep |p|
Round i : Every node w € V\ {v,u} with p, # 0 that received
messages in round (i — 1) performs (all nodes in parallel):
If w received in the previous step the message m, = (m/,oz) from
node z, s.t.

(czw € prefix(py)) A (ordy(pw) = i)

then w creates a new message m,, = (m’, czw) and relays it to the next
node in p,,.

(d) Node u finds the majority of the values he received through valid paths.
If there are at least t + 1 identical values (absolute majority) he decides
on this value. If the majority is less than ¢ 4+ 1 (relative majority) then
u decides on a default value L.

For the calculation of the common set P, every node should execute an appropriate
variation of the max-flow algorithm [AMO93] with the same input, thus also the
same output.

Finally, u receives at most 2t + 1 values from the disjoint valid paths. In case
that v is honest then given that there are at most ¢ corrupted generals we get that
there are at least t + 1 paths consisting purely of honest generals. Consequently,
the majority of the received values is the message m. In every case the receiver
u will decide on the value that the transmitter v intended it to receive. Observe
that node v may decide on L only if v is corrupted.

Complexity

For the length of the longest computed path it holds that maxyep [p| < n — 2t
because in the worst case each of the 2t paths may consist of one internal node;
thus the remaining path is possible to contain all the rest nodes of the graph.
Thus,
RC =max|p| <n—2t= RC =0O(n)
peEP

Let M,, be the set of messages received by w during the protocol. Every message
sent from a node has length O(nlogn) (contains the message and at most n — 2t
nodes that form the path). Each w € V' \ u receives a message at most once, since
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4.2.1

4.3

he only has to accept messages in round ord,,(p,,) — 1 from the node dictated by
Pw- Similarly node u will receive a total of 2¢ 4+ 1 messages. Thus the algorithm
has bit complexity,

BO=3" 3 fml= 3 > iml+ Y ml<

weV meEMy, weV\u meEMy, meMy

< Z nlogn +nlogn(2t +1) < n?logn +nlogn(2t +1) =
weV\u

= BC = O(n’logn)

The local computations complexity for each node is bounded by the complexity of
the algorithm used for the formation of the set P (essentially by the complexity
of the max-flow algorithm, i.e. O(n?)).

LCC = O(n®)

Simulation of the Communication Phase

As can be observed in protocol 4.1, given any protocol e.g. [GM98] that solves the
Broadcast problem in complete networks, it suffices to simulate its communica-
tion phase with a sub-protocol to obtain a solution in the generic network model.
This multiple authenticated message transmissions sub-protocol must guarantee
authenticated message transmission between every pair of the given set B corre-
sponding to each CommunicationPhase(B) and may be created by executing the
2-node protocol in parallel. Specifically we give a modification of protocol 4.2 that
operates in parallel for multiple sender-receiver pairs.

Protocol : Multi-node transmissions

Input: Set B of node-pairs and security parameter t.

Objective: Authenticated transmission between every pair in B.

1. For every (v,u) € B

e If u € N(v) then node v sends the message m, to node u which decides
on this value.

B:= B\ (v,u)
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Precomputation

2. Initialize: P = ()
For every (v,u) € B

(a) Every w € V computes the same set P,, of 2t + 1 disjoint paths con-
necting the pair (u, v)

(b) P:==PUP,,

Every node w € V computes and stores the set P, = {p € Plw € p}
Message Transmission

3. Round 0 : For every (v,u) € B
v sends the message (m,,v) to every one of his neighbors that happens to
be a starting node of one of the disjoint paths of P, .

4. For i=1...maxyep |p|

Round i : Every node w € V with P, # () that received messages in round
(1 — 1) performs (all nodes in parallel):

w accepts every message (m,ox) received from node x, provided that
Jp € Py s.b. (ozw € prefix(p)) A (ordy(p) = i)

then w creates a new message (m, oczw) for every one of those messages and
relays it to the next nodes according to P,,.

Decision

5. For every (v,u) € B
u finds the majority of the values he received through valid paths of P, , C
P,. If there are at least ¢ + 1 identical values (absolute majority) he decides
on this value for m,. If the majority is less than t 4+ 1 (relative majority)
then u decides on a default value L.

Observation. We can now simply replace the CommunicationPhase(B3) of any
given protocol for complete networks, with the multi-node transmissions proto-
col 4.3 in order to obtain the corresponding solution for the problem in generic
networks.
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Complexity

Due to the parallel transmissions, in protocol 4.3, the number of rounds remains
at most n — 2¢, but the bit complexity is now O(z - n*logn), where z = |B].
Finally, the local computations complexity of each node is O(z - n?) for the nodes
to compute the set of disjoint paths for every given pair.

Given a protocol for complete networks with round complexity r, bit complexity
b and local computations complexity c, after the simulation of the communication
phase we get a protocol for the generic network model with round complexity,

RC =O(r - (n—2t))
due to the r executions of the multi-node transmissions protocol. Bit complexity,
BC = O(r - (n*logn)) and BC = O(b- (n*logn))

because of the r executions of the protocol 4.3, or b executions of protocol 4.2 for
b bits to be transmitted over pairs. Finally the local computations complexity will
be,

CC = O(c+n°)

as the paths between every possible pair can be precomputed in the beginning of
the protocol and not in every round.
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I
4.3 Broadcast in Wireless Networks

A large class of applications involves wireless networks in which nodes possessing
radio transmitting/receiving devices are spread out on some physical surface (ter-
rain), and two nodes can communicate if there are within transmission range of
each other and signal interference is low. A common abstraction is to consider the
network as a graph, and assume that the following holds

Collision assumption Communication is possible if a node receives a message
from only one neighbor in a certain time-slot.

_________

_____________________

(a) Wireless Network

e o o ¥

(b) Graph model (c) Collision (Red re-
ceives nothing)

The theoretical distributed algorithms community has only recently devoted at-
tention to wireless networks with adversarial behavior. The first such work is the



o4 4.3. BROADCAST IN WIRELESS NETWORKS

2004 paper of Koo [Koo04] which studies the Broadcast problem, in which the at-
tention was restricted to very special graphs: those in which nodes are arranged in
the integer grid and the neighborhood of every node consists of nodes at distance
r from it in one of the metrics Ly, Ly or Lo. In [Koo04] a lower bound was estab-
lished on ¢ for which broadcast is impossible. Bhandari and Vaidya [BV05] proved
Koo’s bound tight by exhibiting a matching algorithm. In 2006, Koo, Bhandari,
Katz, and Vaidya [KBKV06] extend the model to allow for a bounded number of
collisions and spoofed addresses.

4.3.1 A protocol for wireless networks

We modify the protocol presented in the previous section in order to develop a
protocol especially designed for wireless networks. This modification has first been
presented in [LPS12].

Assumptions. We consider a wireless network which provides authenticated
communication between neighboring nodes and in which the collision assumption
holds. We also assume that all nodes are incapable of deviating from the given
transmission schedule imposed by the protocol. Finally we assume that there are
at least (2t + 1) disjoint paths connecting D with v, Vv ¢ N (D).

We observe that the dealer D in a wireless network
is committed to behave honestly during the trans-
mission of his message m. This is due to the fact
that every message he transmits is received by all
v € N(D). Since communication channels are au-
thenticated, every honest neighbor will correctly de-
cide on m.

Obviously, Byzantine Generals problem is simpli-
fied in wireless networks since the honesty of the
dealer yields a 1-round solution in a complete net-
work. Specifically, in this round D sends the message m to every player v and each
v accepts the value m that he receives. Therefore, in a generic wireless network
the problem reduces to every honest player correctly receiving the message of the
dealer. The transmission of the message to all the players can be achieved with
an appropriate modification of the multi-node transmissions protocol.
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4.4 Protocol : Wireless Broadcast

Input: Dealer node D and security parameter ¢.
Objective: Secure Broadcast of D’s message.

Precomputation

1. Initialize: P = ()
For every v € V\ N (D)

(a) Every w € V computes the same set P, of 2¢ 4+ 1 disjoint paths con-
necting the pair (D, v)
(b) P:=PUP,
Every node w € V computes and stores the set P, = {p € Plw € p}
Message Transmission

2. Phase 0: D transmits (m, D) to every w € N (D).
Each w € N(D) decides on value m.

3. For i =1...maxyep [p|
Phase i : Every node w € V with P, # ) that received messages in round
(1 — 1) performs (all nodes in parallel):

(i) General w accepts every message (m’,ox) received from node x, pro-
vided that

Jp € Py s.t. (ozw € prefix(p)) A (ordy(p) = i)

(i) w creates message m? = (m/,oxw) for each accepted message.

(iii) Finally he concatenates all messages m/, in a single message m,, and
transmits m,, to every v € N'(w).

Decision

4. For every w € V\ N (D)
w finds the majority of the values he received through valid paths of P, C P,,.
If there are at least t + 1 identical values (absolute majority) he decides on
this. If the majority is less than ¢ + 1 (relative majority) then u decides on
a default value L.
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Below we give an example to illustrate the Wireless Broadcast protocol.

4.1 Example. Commander D broadcasts message m and player v; is corrupted.
Each v € V precomputes the the sets of disjoint paths Py, Ps.Fs.

P, = {DU1U4, Duyvy, DU3U6U4}7
Ps = {DU1U5, Duyvyvs, DU3U6U5}7

P6 = {DU1U4U6, DUQUG, DU3U6}

Initially D transmits (m, D) to all v € N'(v).

1st phase: Generals v, v9, v3 accept value m they received from dealer and each
transmits in a separate round (m’, Dvy), (m, Dvy), (m, Duvs) respectively.

2nd phase: According to the computed paths, player vy transmits
(m, Duguy)||(m/, Dvyvy) in order for vs, vg to receive messages m, m’ respectively.
Similarly vg transmits (m, Dvsvg).

3rd phase: Finally players vy, vs, vg compute the majority(m,m,m’) = m, of the
messages received through valid paths (Py, P5, Ps) and decide on value m.

B presented below

Observations

e In the wireless network model there is no need for the classic bounds for
resiliency (t < n/3) and connectivity (¢ < k/2) to hold. Instead, the con-
nectivity bound can be replaced by the weaker assumption that there are at
least (2t + 1) disjoint paths connecting D with v, Vv € V \ N(D).

The necessity of this assumption, in the case we want to avoid further trans-
mission of messages between pairs of players (which would increase the num-
ber of rounds significantly), is guaranteed by the results of [DDWY93].

e Due to the collision assumption each player must transmit in a separate
round. In order to minimize the number of rounds, each player w concate-
nates all messages to be relayed by him (of those he received in the previous
phase) and transmits them to A (w) with a single transmission.
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e The space requirements for each node w include the storage of the set P,,
for which we observe that,

|Pul < (n—N(D)|—2)+ (2t +1) <n—2=|P,|=0(n)

because node w will store at most one path for each v € V\ (N(D) U D Uw)
and 2t + 1 in which it is the last node.

Complexity

As before, max,ep [p| < n — 2t phases are needed for the messages to be relayed
over the longest possible paths. Each phase i includes rounds(i) number of rounds
for all the players that need to relay a message to transmit. In conclusion:

maxpep [p| n—2t n—2t

RC = Z rounds(i) < Z rounds(i) < Z n=
i=1

=1 =1

=n-(n—2t) = RC = O0(n?

Let M, be the set of messages received by v during the protocol, then

BC:Z Z \m|%z Z n2logn22n310gn:

vEY mEM, vEY MEMy veY
=n*logn = BC = O(n*logn)

() In the worst case every concatenated message player w receives will contain
one sub-message for every other player; therefore Vm, |m| < n?logn.
(xx) In total, player w will accept |P,| messages, thus |M,| < n.

Finally The internal computational complexity for each node is bounded by the
complexity of the modified max-flow algorithm used for the computation of disjoint
paths between the n — 2t — 2 pairs (D, v),ev\n(D),

CC = 0(n*)
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Chapter 5

Broadcast with Locally Bounded
Adversary

Considering topological restrictions on the adversary’s corruption capacity is of
great importance in the study of protocols in incomplete networks. As is naturally
expected, if we forbid the adversary to corrupt sets of players with certain proper-
ties then we can design protocols tolerating more corruptions than implied by the
impossibility theorem. Moreover, as we will see later, if the restrictions involve
only local conditions for every node, they imply local criteria which the players
can use in order to achieve Broadcast in networks of unknown topology.

t - Locally Bounded Adversary. Such an example is the t-locally bounded
adversary model, introduced in [Koo04], in which at most ¢-corruptions are allowed
in the neighborhood of every node (hereafter A/(v) will denote the neighborhood
of node v including itself). Namely

VoeV, INv)NT| <t

Previous work on Broadcast in the t-locally bounded model has focused in the
case when the dealer is honest. Specifically in [Koo04] the attention was restricted
to very special wireless network graphs: those in which nodes are arranged in the
integer grid and the neighborhood of every node consists of nodes at distance r
from it in one of the metrics Lo, Ly or Ly. The Certified Propagation Algorithm
(CPA) was first proposed by Koo for the solution of the problem. In 2005 Pelc
and Peleg [PPPO05] considered the ¢-locally bounded model in generic graphs and
proved an upper bound for the number of corrupted players ¢ that can be tolerated
in order to achieve Broadcast. In the latter paper, the writers also considered
the CPA protocol of [Koo04] and proved a sufficient topological condition for

29
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5.1

5.2

5.3

5.4

5.5

the protocol to achieve Broadcast in generic networks, leaving the deduction of a
necessary condition as an open problem.

We will first focus in the Broadcast problem with an honest Dealer in order to
emphasize the topological conditions which render the problem solvable.

Terminology and Definitions

As we saw before in section 4.2, due to the structure of an incomplete network,
the players may decide on the required value in different rounds unlike the most
complete network Broadcast solutions given. For this reason we classify nodes at
various stages during the execution into three classes:

Definitions. (Node Classes)
Uninformed: The node did not get the message yet.

Received: The node has received the message (possibly in a number of copies and
with a number of conflicting values) but cannot ascertain its correct value yet.

Accepted: The node has received the message and has ascertained its correct value
(has decided on a value).

Definition (Safe Algorithm). We call a Broadcast algorithm safe, if it never
causes a node to accept an incorrect message.

Note that a safe algorithm might still fail, particularly by not delivering the mes-
sage to all the nodes of the network. These notions are made precise below.

Definition (¢ - Local Set). A set W of nodes is t-local if it contains at most t
nodes in each neighborhood, i.e., |W NN (v)| <t, Yo € V.

Definition (¢ - Locally Safe Algorithm). A Broadcast algorithm with dealer D of
graph G is t-locally safe, if it never causes a node to accept an incorrect message
under any t-local set of corrupted nodes.

Definition (t-Locally Resilient Algorithm). A Broadcast algorithm with Dealer
D of graph G s t-locally resilient if it achieves Broadcast under any t-local set of
corrupted players.
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5.1

5.6

5.7

5.1

Impossibility of t-Locally Resilient Broadcast

In order to establish a lower bound on ¢ for which there is no ¢ -locally resilient
algorithm, we need the following notions. First, in a graph G = (V, E), a cut
C' C Vs a set of nodes whose removal disconnects the graph G(V\ C, E’) induced
by the remaining nodes into (at least) two components.

Definition (¢ - Local Pair Cut). A cut C CV in a graph G is a t -local pair cut
if C' can be partitioned into two disjoint sets C' = C7 U Cy such that Cy and Cy are
t -local.

Definition (LPC). The local pair connectivity of a graph G, denoted LPC(G),
is the smallest nonnegative integer t such that G has a t-local pair cut.

We next give an upper bound for the number of corruptions in order for the
Broadcast problem in the t-locally bounded model to be solvable.

Theorem (Pelc, Peleg 2005). For every graph G and integer t > LPC(G), there
15 no t-locally resilient Broadcast algorithm on G.

Proof.

Suppose that IT is a ¢ -locally resilient Broadcast algorithm on G for t = LPC(G).
Consider a t-local pair cut C'= C; U5 and let D (the dealer) and v be nodes on
two sides of the cut C' (G" and G” respectively). We show that II does not allow v
to correctly accept a message from D in all scenarios, which contradicts its ¢-local
resiliency.

Consider the following two scenarios o; and o9 of II. In o7 the initial value of
D is 1 and the corrupted nodes are precisely those in C4. In each step t > 1 of
scenario o1, every node in C performs the action that it is instructed to perform
in step t of scenario oy (where it is honest). In o9 the initial value of D is 2 and
the corrupted nodes are precisely those in C5. In each step t > 1 of scenario o5
every node in (5 performs the action that it is instructed to perform in step ¢ of
execution o (where it is honest). It follows that all nodes which are on the same
side of the cut as v perform identical actions in scenarios o; and oy of II. Actually
we have that

Yo € G", 01 ~ sy = decision, (o) = desicion, (o)

Hence v decides on the same value in o and o9, which cannot be correct in both
scenarios (validity is violated in one of them), since D sends different messages in
each of them. O
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In the work of Ichimura and Shigeno [IS10], the writers extend the results of [PPP05].
The following theorem indicates the difficulty of computing the parameter LPC(G)
for a graph G.

5.2 Theorem (Ichimura, Shigeno 2010). Computation of LPC(G) is NP-hard

Proof.
We use reduction of the SET SPLITTING PROBLEM, known as NP-hard [GJ79]
to the problem of computing the parameter LPC(G) for a graph G.

SET SPLITTING PROBLEM: Given a collection S of 3-element subsets of a finite
set X, decide whether there is a partition of X into two subsets X; and X, such
that no subset in S is entirely contained in either X; or Xj.

Let S, be the collection that results after adding dummy subsets {v} to S such
that the cardinality of {s € S;|v € s} is at least six for each v € X. A complete
graph with node set S, and a copy of it are denoted by Ks, and K g+, respectively.
We construct a graph G°°7 with node set and edge set respectively,

V(G =V (Ks, ) UV (Ks, ) UX
E(G*") = B(Ks,) UE(Ks, ) U{(v,5), (v,s)[ve X,s € S, v € s}

where s is a node in V(Kg, ) which is a copy of s € S,.

If a subgraph of G557 deleting C' C V(G®9F) has at least two connected compo-
nents and X \ C' # (), then C' contains N (v) NV (Ks, ) or N(v) NV (K, ) for some
v € X. Since each v € X has at least six neighbors in both V(Ks, ) and V(K. ),
C is a t-local pair cut with ¢t > 3.

We next consider the case of C'= X. We can partition X into two 2-local sets in

G55 if and only if the set splitting problem has the desired partitions. Therefore,
we have LPC(G®5F) = 2, if and only if the set splitting problem has a desired
partition.
m
I

5.2 Feasibility of t-Locally Resilient Broadcast

For positive results, the Certified Propagation Algorithm of [Koo04] is one of the
simplest Broadcast algorithms which is the only algorithm known, to the best of
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5.1

5.3

our knowledge, that does not use any global knowledge of the network topology.
CPA works as follows:

Algorithm : Certified Propagation Algorithm (CPA)

1. The dealer D sends its initial value xp all of its neighbors, decides on zp
and terminates.

2. If a node is a neighbor of the source, then upon receiving the message xp
from the dealer, decides on xp, sends it to all of its neighbors and terminates.

3. If a node is not a neighbor of the source, then upon receiving t + 1 copies of
a message m from ¢ 4 1 distinct neighbors, it accepts m, sends it to all of its
neighbors and terminates.

Observation. Notice that, since the adversary is t-locally bounded, a message
sent by an honest node is always correct. Thus the above protocol is t-locally safe.
The problem is, of course, that some nodes may not get the message at all, and
moreover, some may get too few copies of the message, rendering them unable to
guarantee its correctness and thus preventing them from forwarding it.

We will now present a class of graphs for which CPA is t-locally resilient. As
proven in [PPP05] the condition defining the class is sufficient but not necessary.
For a graph G = (V, E), a given dealer D € V and node v € V, let X (v, D) denote
the number of nodes w € N (v) that are closer to D than v. Namely,

X(v,D) = |{$ eNWw)|d(D,x) < d(D,v)}‘

where d(v,w) is defined to be the length of the shortest path connecting nodes v
and w. Also, let

X(G,D) =min{X(v,D) |veV,(v,D) ¢ E.}

The following proposition establishes an upper bound on t for which CPA is t-
locally resilient.

Proposition. For every graph G, dealer D and integer 0 <t < X(G,D)/2, CPA
15 t-locally resilient.
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5.1

Proof.

Consider a graph G with dealer D and let 0 < ¢t < X(G,D)/2. The proof is
by contradiction. Suppose that the Certified Propagation Algorithm does not
work correctly under some t-local corruption pattern. Since CPA is safe, the
incorrectness must be due to the fact that some node v does not accept the dealer’s
message rp. Let v be the closest such node to the dealer. In A (v) there are at
least 2t 4+ 1 nodes closer to D than v. By the choice of v all of them accept zp
at some point. Since at most ¢ of these nodes can be corrupted, the rest of them,
i.e., at least ¢ + 1 nodes send the message xp to v. Hence v accepts the message
rp, contrary to the assumption. O

To prove that the condition 0 < t < X (G, D)/2 is not necessary for CPA to be
t-locally resilient, consider the following example of a graph G with X (G) = 1 and
for which CPA is 1-locally fault-tolerant.

Example.

For graph G, its set of nodes is partitioned into five disjoint groups Gf, ..., Gs,
where |G1| = 1, |G2| = |G5| = 2, and |G3| = |G4] = 3. Also let the dealer
D € G4. The edges of the graph form complete bipartite graphs (G;, G;41) for any
i < 4, and a complete bipartite graph (G5, G1). There are no other edges. (See
Figure 5.1)

Figure 5.1: The graph G

Notice that X(G, D) = 1. This is witnessed by the fact that X (v, D) = 1 for
v € G5. If we execute CPA in G with dealer D. Then the nodes in Gy and in G3
accept the dealer message xp as neighbors of D. There is at most one faulty node
in G3. Hence every node in G4 and the non-dealer node in G5 gets 2 copies of zp
and thus it accepts zp and sends it to all neighbors. Finally nodes in G5 receive
at least to copies of xp from the two honest players of G, and thus accepts.
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The condition given 0 < ¢t < X(G, D)/2 of [PPP05] implies that the nodes of the
graph should be divided in layers w.r.t. their distance from the dealer (level 1
being the neighborhood of D). If this certain conditions holds then every node
in distance k (level k) decides in the k - th round, because it is certain to receive
t + 1 correct values from honest nodes in the previous level. But as seen in the
previous example, the situation could be different, namely, a node in level k£ may
collect t + 1 messages with the same value, from levels in greatest distance than k
from the dealer.

5.2.1 A Better Topological Parameter for CPA Broadcast

In [IS10], the writers introduced a new parameter for the feasibility of ¢-resilient
CPA Broadcast. We present a parameter similar to that of [IS10], which seems
simpler and more intuitive. The study presented next is a result of the join work
of C.Litsas, A.Pagourtzis and D.Sakavalas. Considering the way that CPA works
and the previous example we can generalize the previous topological restriction
in order to obtain a better one for CPA to be t-locally resilient. Since CPA is
trivially t-locally safe, it remains to introduce a condition that ensures that every
node v € V accepts a message. It is easy to see that in order for the dealer’s
message to be relayed further in the graph, there should be at least one player in
every round r > 2 which has at least ¢ + 1 honest accepted neighbors. Since the
adversary is t-locally bounded, if there is at least one player in every round r > 2
which has at least 2¢ + 1 accepted neighbors, then ¢ 4+ 1 of them will be honest.
The situation is depicted in Figure 5.2. We formalize the latter notions below by
introducing the notion of the [-neighboring sequence of sets S;.

The [-neighboring sequence of a graph G = (V, E) for a given dealer-node D is the
following sequence .S;

S, =N (D)
Se=S1U{veV:|Nw)nsS| >1}

Sr =Si_1 U {’U eV: |N(U) N Sk_1| > l}

Also let _
X(G,D) =max{l e N|Fk € N, s.t. S, =V}
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5.4

5.5

Figure 5.2

Theorem. For every graph G, dealer D and integer 0 <t < /'F(G, D)/2, CPA is
t-locally resilient.

Proof.

Observe that 2t < X(G,D) = 3k € N, s.t. S, =V for the (2t + 1)-neighboring
sequence S;. Let kyin = min{k € N|Sy = V}. It suffices to show that for i < Ky,
every v € S; accepts the dealer’s message xp. By induction on ¢:

For all honest v € S; = N (D), v accepts zp due to the CPA steps 1 and 2.

If for all honest v € S,,,, v accepts xp at some round, then every honest v € 5,11
receives |S,, "N (v)| > 2t + 1 messages from his accepted neighbors in S,,, t + 1
of which are honest. Thus he decides on zp.

]

The following proposition shows that parameter X (G, D) is more efficient than
X (G, D) for the upper bound on ¢ for which CPA is t-locally fault-tolerant.

Proposition. For any graph G with dealer D, E(G, D) > X(G, D) holds.

Proof.
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5.6

Assume X(G,D) < X(G,D) for a graph G = (V, E) and dealer D. Then for
[ =X(G, D), it holds that
X(v,D)>1, YveV
and Ak € N, s.t. S, =V for the [-neighboring sequence S; of G and dealer D.
Consider the [-neighboring sequence for G and dealer D,
S1 =N(D)
Se =S1U{veV:|Nw)nS| >1}

Sy =Sk_1 U {U eV |N(U) N Sk_1| > l}

Claim. Yv € V with distance d(v, D) = ¢ it holds that v € S;

By induction on the distance i we have:

For ¢ = 1, trivially. For i = 2 every v with distance d(v, D) = 2 has X (v, D) > [,
thus [NV (v) NS = [N (v) NN (D)| > [ since every neighbor of v closer to D than
v is in N(D). Thus it holds that v € S,.

Assume that the claim holds for i = k, namely, Yo € V with d(v, D) = k, v € Sk.
Then for every v € V with d(v, D) = k + 1 it holds that X(v, D) > [. For all
w neighbors of v closer to D than v it holds that d(w, D) = k = w € S, thus
’N(U) ﬂS}c’ >|l=0ve Sk+1.

The above claim immediately implies the result, namely if the graph is connected
then 3k < max,ey d(v, D). s.t. Sy =V, which yields a contradiction.

If the graph is not connected then X (G, D) = X(G, D) = 0.
[l

The parameter X (G, D) also establishes a lower bound on ¢ for which CPA does
not work correctly under any t-local set of corrupted players.

Theorem. For any graph G with t > f(G, D), CPA is not t-locally resilient.

Proof.

Assume that CPA is t-locally resilient, where ¢ > X (G, D).

Let X (G, D) and Sk, be the (t+1)-neighboring sequence of G, with dealer D. Since
X(G,D) = max{l e NJ3k € N, s.t. S, = V} and t +1 > X(G, D), it holds that
there exists v € V for which

Pk eNst INw)NSy| >t+1=|N(w)NSy <t VkeN. (5.1)
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We will use the following claim to reach a contradiction,
Claim. Let A; be the set of accepted players in the end of round 7, then for every
round 7, 3k € N, s.t. Vw € A;, w € S;.
(Induction on the number of rounds)
i =1: For each w € Ay, it holds that w € N (D) = w € S;.
Assume that in round i = r, it holds that 3k € N, s.t. Yw € A,, w € S.
For every w € A, 1, either w € Sy (accepted players of previous round), either w
received at least ¢+ 1 identical messages from accepted players of previous rounds.
In the second case we have that

|N(w)ﬁ5k| >t+1=we Sk
Since CPA is t-locally resilient, player v accepts a message at some point; this
means that v received at least ¢ + 1 identical messages from accepted distinct
neighbors. Using the previous claim we deduce that
JkeN, st. IN(v)NSy| >t+1
which contradicts the statement 5.1.
[
The parameter X (G, D) provides us with upper and lower bounds on ¢ for which
CPA is t-locally resilient. Theorems 5.4 and 5.6 imply that X(G, D) approximates
the largest ¢ such that CPA is t-locally resilient within a factor of two.
|
5.3 Conclusions

Dealer Corruption

The t-locally bounded model, as presented in this chapter is easy to generalize in
the case of a corrupted Dealer, simply by simulating the communication phase of a
Broadcast protocol for complete networks. The simulation can be achieved using a
combination of one-to-all transmissions implemented with CPA. Specifically there
are efficient protocols for complete networks such as Protocol 2.6 presented in
previous chapter, which only use one-to-all transmissions for the communication
of the players. To modify such protocols in order to achieve Broadcast in the t-
locally bounded model, it suffices for each player to run CPA as dealer, whenever
he transmits a message to all the other players in the original protocol.
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Knowledge of the Topology

Since CPA does not use any global knowledge of network topology, the results
presented hold regardless of whether the topology of the network is known or if
the network is ad-hoc. CPA is the only Broadcast algorithm we know that does
not use any global knowledge of the network topology. Since 2005, it remains an
open problem to prove that the CPA algorithm is “unique” on ad-hoc networks,
in the sense that for any t-local corruption set, if some other rule works then so

does CPA.

Knowledge of topology turns out to be essential in the context of Broadcast pro-
tocols. The separation between broadcast algorithms knowing the topology of the
network and ad hoc algorithms is evidenced by the result of [PPP05] that there
exists a graph for which some 1-locally resilient algorithm exists, if the knowledge
of the graph is assumed but no such algorithm exists otherwise.

Wireless Networks

Results presented on the feasibility of ¢-locally resilient Broadcast apply in the
wireless network model as well. In particular, in order to avoid collisions in the
wireless model, all nodes must transmit separately in different rounds. As before,
in the wireless model we need the assumption that the behavior of corrupted nodes
is restricted to the content of messages and cannot affect the schedule (otherwise a
corrupted node might create constant noise, thus preventing all nodes in its neigh-
borhood from receiving the source message). An interesting extension of the model
would be to increase the adversary’s capacities by allowing for a bounded number
of collisions and spoofed addresses. The latter was studied by Koo, Bhandari,
Katz, and Vaidya [KBKVO06] in the special case of the grid network model.
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